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(57) ABSTRACT 

A method for computer-assisted interpretation of medical 
images that factor in characteristics of an individual perform­
ing the interpretation. The method automatically determines 
and/or incorporates prevalence-based computer analysis 
based on an estimated likelihood of a pathological state, e.g., 
a malignancy. A system implementing the method includes 
the calculation of features or other characteristics of images 
in a known database, calculation of features of an unknown 
case, calculation of the probability ( or likelihood) of disease 
state, calculation of the modified computer output that 
includes the internal prevalence ( or internal decision-making 
process) of the user ( or group of users), and output of the 
result. 
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2. Discussion of the Background 
Breast cancer causes an estimated 46,000 deaths per year 

and is a leading cause of death in women. The need for 
methods to effectively detect breast cancer in its early stages 
is therefore evident and urgent. Currently, mammography is BACKGROUND OF THE INVENTION 

1. Field of the Invention 
The present invention is related to the field of computer­

assisted medical diagnosis and image display workstations. 
More precisely, the present invention is directed to computer­
assisted medical diagnosis and image display systems utiliz­
ing estimates of a probability of malignancy (PM) of a lesion 
determined by training a classifier using empirical data. 

The present invention includes the use of various technolo­
gies referenced and described in the documents identified in 
the following LIST OF REFERENCES, which are cited 
throughout the specification by the corresponding reference 
number in brackets: 
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15 the most effective such method and it has been shown that 
periodic screening of asymptomatic women does reduce mor­
tality. However, more needs to be done. 

Breast cancer is often detected and referred for surgical 
biopsy on the basis of a radiographically detected mass lesion 

20 or cluster of microcalcifications. There are general rules for 
differentiating between benign and malignant mammo­
graphically identified breast lesions. However, current meth­
ods yield considerable rates of misclassification among sus­
pect lesions. In fact, fewer than 30% of masses referred for 

25 surgical breast biopsy are actually malignant, on average. 
The probability of malignancy (or any other pathologic 

state) depends on the prevalence of the cancer (or other dis­
ease) in the population from which it was drawn. An estimate 

30 
of the probability of malignancy obtained by a computer may 
be confusing to a radiologist because it reflects the comput­
er's prevalence instead of the radiologist's. Thus, it is desir­
able to transform the computer's estimate for the PM to reflect 
the radiologist's internal prevalence. 

35 
Further, a differing prevalence may not be the only source 

of confusion to the radiologist. A general monotonic trans­
formation of the computer's estimate for the PM to reflect the 
radiologist's internal decision-making processes relative to 
the computer may be what is needed. However, it is important 

40 
to note that the transformation of the computer probability of 
malignancy should not change the performance of the com­
puter classifier in the task of distinguishing diseased from 
non-diseased states. Prevalence modification is one example 
of a transformation that has no effect on performance. 
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perceived estimation of cancer prevalence in their practice. 
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bookofMedical Imaging, Volume 2. Medical Imaging Pro­
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SPIE, pages 915-1004, 2000. 
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likelihood estimation of ROC curves from continuously­
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50 That is, the computer output fails to match the types and 
number of cases seen in a specific radiologist practice. 

Intelligent workstations and/or computer output that aid 
radiologists in diagnosing cancer promise to reduce the 
biopsy rate of benign lesions while maintaining high sensi-

55 tivity. Such methods/workstations utilize an estimate of a 
lesion's probability of malignancy, usually by training a clas­
sifier on an independent database. 

Estimates of the probability of malignancy are dependent 
on the prevalence of cancer in the independent database, 

60 which most often does not correspond to the prevalence of 
cancer in the population from which the user has experience, 
e.g., the population seen in the user's medical practice. Thus, 
the user often has difficulty interpreting the computer-esti-
mated probability of malignancy. 

[11] Pan X and Metz C E, The "proper" binormal model: 65 

parametric ROC curve estimation with degenerate data, 
Academic Radial. 4:380, 1997. 

The potential usefulness of computer-aided diagnosis as an 
aid to radiologists in the characterization and classification of 
mass lesions in mammography has been investigated. Studies 
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have shown that such a system can aid in increasing the 
diagnostic accuracy of radiologists both in terms of sensitiv­
ity and specificity. 

An intelligent search display incorporating the computer­
ized mass classification method was also developed. Upon 5 

viewing an unknown mammographic case, the display shows 
both the computer classification output as well as images of 
lesions with known diagnoses (e.g., malignant vs. benign) 
and similar computer-extracted features. 

The similarity index used in the search can be chosen by the 10 

radiologist to be based on a single feature, multiple features, 
or on the computer estimate of the likelihood of malignancy 
[7]. The output of a computer-assisted diagnostic scheme can 
take a variety of forms such as the estimated likelihood that a 
lesion is malignant either in terms of probabilities or along a 15 

standardized rating scale. This information is then available 
for use by the radiologist as he or she sees fit when making 
decisions regarding patient management. 

An alternative approach is for the computer to display a 
variety oflesions that have characteristics similar to the one at 20 

hand and for which the diagnosis is known, thereby providing 
a visual aid for the radiologist in decision making. An early 
workstation recalls lesions in the known database based either 

4 
interpretation of medical images based on a computer-esti­
mated likelihood of a pathological state, e.g., malignancy. 

Another object of the present invention is to provide a 
method and system employing an intelligent workstation for 
computer-assisted interpretation of medical images to pro­
vide the radiologist/physician with output from the computer 
analysis of the medical images, which output has been modi­
fied by the known prevalence of cancer within a radiologists 
experience/mental assessment or within a practice of a group 
of radiologists, etc. 

These and other objects are achieved according to embodi­
ments of the present invention by providing a new automated 
method and system employing an intelligent prevalence­
based computer system/workstation for computer-assisted 
interpretation of medical images. 

Accordingly, an object of the present invention is to pro­
vide a method for determining a probability of a disease state 
for a patient, comprising: (1) obtaining medical information, 
including at least one of a medical image, information repre­
sentative of the medical image, and information representa­
tive of a clinical examination of the patient; (2) calculating the 
probability of the disease state based on the obtained medical 
data; (3) transforming the calculated probability using an 
input calibration factor based on the disease state; and ( 4) on a single feature, multiple features, or computer-estimate of 

the likelihood of malignancy. In addition, instead of just 
displaying typical malignant and benign cases that are simi­
lar, the computer display shows relative similarity of the 
malignant and benign known cases by use of a color-coding 

25 outputting the transformed probability of the disease state. 

of the similar lesions. Basically, the probability distributions 
of the malignant and benign cases in the known database are 
shown by images along with the "location" of the unknown 
case relative to the two distributions. 

The intelligent search workstation combines the benefit of 
computer-assisted diagnosis with prior knowledge obtained 
via confirmed cases. It is expected that the display of known 
lesions with similar features will aid the radiologist in his/her 
workup of a suspect lesion, especially when the radiologist's 
assessment of the lesion differs from the computer output [7]. 

In addition, there is provided a method, system, and com­
puter program product for determining an internal calibration 
factor of a classifier, comprising: (1) obtaining medical infor­
mation including at least one of medical image data and 

30 information representative of the medical image data; (2) 
obtaining at least one probability of a diseased state calcu­
lated by the classifier based on the obtained medical image 
information; and (3) determining the internal calibration fac­
tor of the classifier based on the obtained at least one prob-

35 ability. 

BRIEF DESCRIPTION OF THE DRAWINGS 

A more complete appreciation of the invention and many of 
the attendant advantages thereof will be readily obtained as 
the same becomes better understood by reference to the fol­
lowing detailed description when considered in connection 
with the accompanying drawings, wherein: 

FIG. 1 illustrates a method for incorporating prevalence­
modified probabilities into computer-assisted interpretation 
of medical images; 

FIG. 2 illustrates a method for determining the internal 
prevalence for a radiology practice; 

However, such methods/workstations utilize an estimate of 
40 

a lesion's probability of malignancy usually obtained by 
training a classifier on an independent database. These esti­
mates of the probability of malignancy are dependent on the 
prevalence of cancer in the independent database, which most 
often does not correspond to the prevalence of cancer in the 

45 
population from which the user has experience, e.g., the 
population seen in the user's medical practice. Different 
prevalences may affect the interpretation abilities of radiolo­
gists [8]. Thus, the user often has difficulty interpreting the 
computer-estimated probability of malignancy. 

FIG. 3 illustrates receiver operating characteristic (ROC) 
50 curves associated with various performances at distinguish­

ing between benign and malignant lesions; 
SUMMARY OF THE INVENTION 

Accordingly, an object of the present invention is to pro­
vide a method and system employing either computer analy­
sis or an intelligent workstation for computer-assisted inter­
pretation of medical images. 

Another object of the present invention is to provide a 
method for determining the internal prevalence ( characteris­
tics) of an individual or a group ofreaders. 

Another object of the present invention is to provide a 
method of modifying a computer-estimated probability of a 
disease state to reflect that of the interpreter (e.g., a radiologist 
or practice of radiologists). 

Another object of the present invention is to provide an 
automated method and system employing/incorporating 
prevalence-based computer analysis for computer-assisted 

FIG. 4 illustrates prevalence-modified probabilities of 
malignancy for various values of modified prevalence; 

FIG. 5 illustrates histograms of the probability of malig-
55 nancy for various values of modified prevalence; 

FIG. 6 illustrates the prevalence-modified and radiologist 
probabilities of malignancy for 100 ultrasound-detected 
breast lesions and various modified prevalences; 

FIG. 7 illustrates the prevalence-modified and radiologist 
60 probabilities of malignancy for 100 mammography-detected 

breast lesions and various modified prevalences; 
FIG. 8 illustrates least-square estimates of the relationship 

between the radiologist probability of malignancy and either 
the computer or the prevalence-modified probability of 

65 malignancy; 
FIG. 9 illustrates least-square estimates of the relationship 

between the radiologist probability of malignancy and the 
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prevalence-modified probability of malignancy for various 
modified prevalences and mammographic data; 

FIG. 10 illustrates least-square estimates of the relation­
ship between the radiologist probability of malignancy and 
the prevalence-modified probability of malignancy for vari- 5 

ous modified prevalences and sonographic data; 
FIG. 11 illustrates the least-square estimate goodness-of­

fit as a function of modified prevalence for mammographic 
and sonographic data; 

FIG. 12 illustrates the relationship between the estimated 10 

prevalence and the radiologist's probability of malignancy, as 
well as histograms of the estimated prevalence values, for 
mammographic and sonographic data; 

FIG. 13 illustrates averaging estimates of the relationship 
between the radiologist probability of malignancy and either 15 

the computer or the prevalence-modified probability of 
malignancy; 

FIG. 14 illustrates a system for incorporating prevalence 
into the computer output in a medical diagnostic task; and 

FIG. 15 illustrates a system for determining the internal 20 

prevalence of a radiology practice. 

6 
interpretation of medical images based on computer-esti­
mated likelihood of a pathological state, e.g., malignancy. 

The overall method includes an initial acquisition of a set 
of known medical images that comprise a database, and pre­
sentation of the images in digital format. The lesion location 
in terms of estimated center is input from either a human or 
computer. The method and system that employs an intelligent 
workstation for the computer assisted interpretation of medi­
cal images includes: access to a database of known medical 
images with known/confirmed diagnoses of pathological 
state, computer-extraction of features of lesions within the 
known database, input method for an unknown case, com­
puter-extraction of features of lesion of the unknown case, 
calculation of modified computer output utilizing the preva­
lence of the radiologist, and output including, for example, 
presentation of "similar" cases and/or the computer-esti-
mated features and/or likelihood of pathological state. 

FIG.1 illustrates schematically a method employing/incor­
porating prevalence-modified probabilities of being in a dis­
ease state (e.g., probability of malignancy) into a computer­
ized image analysis output/workstation for computer-assisted 
interpretation of medical images. In the exemplary embodi­
ment of FIG. 1, a medical image or related information mass 
lesions is obtained in step 101, mammographic and sono-

DETAILED DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

Embodiments of the present invention describe methods 
and systems for estimating the prevalence of an individual or 
a group or for estimating a monotonic transformation mod­
eling the internal decision-making processes relative to the 
computer of an individual or a group and for incorporating 
such estimates into the computerized analysis for computer­
assisted interpretation of medical images and/or information 
based on computer-estimated likelihood of a pathological 
state, e.g., malignancy. 

25 graphic images, for example. In step 102, a computer extracts 
features of the images, and in step 103, the computer esti­
mates the likelihood of malignancy for the known and the 
unknown cases. According to a desired prevalence prescribed 
in step 106, an estimate of the internal prevalence of the user 

30 is modified using the determined internal prevalence in step 
105. Finally, a computer output of the prevalence-modified 
probability of malignancy is provided in step 107. 

FIG. 2 illustrates schematically a method for determining 
the internal prevalence of a radiologist ( or a practice/group of 

Upon viewing an unknown medical case, the computer 
outputs an analysis expressed either in terms of characteris­
tics of the individual performing the interpretation, in terms 
of the characteristics of the particular group ( or practice) of 
interpreters (i.e., the radiologists), or in terms of any other 
group or individual given that the characteristics (prevalence 
or internal decision-making transformation) of that group is 
known. 

35 radiologists). In step 201, a collection of training data is 
obtained. In step 202, a radiologist, clinician, or group of 
radiologists and/or clinicians provide ratings for the training 
data elements. In steps 203, 205, and 206, respectively, an 
estimation method based on optimization, self-reference, and 

40 averaging is used to estimate the internal prevalence which is 
outputted in step 205. 

According to an embodiment of the present invention, an 
automated method and a system implementing this method 45 
determine and/ or employ /incorporate prevalence-based com­
puterized analysis for computer-assisted interpretation of 
medical images based on computer-estimated likelihood of a 
pathological state, e.g., malignancy. 

FIG. 3 illustrates the performance in terms ofROC curves 
of the computer analysis on the database used as the reference 
database in the intelligent search workstation. 

The performance is given for the task of distinguishing 
malignant from benign lesions. The images in this study were 
either obtained by mammography followed by film digitiza­
tion or obtained directly from the ultrasound system. The 
database used in this study consisted of clinical mammo-

50 grams (Kodak MinR screen/OM-I film, Eastman Kodak, 
Rochester, N.Y.), each containing a mass. The computerized 
mass classification method was independently evaluated on a 
110-case clinical database consisting of 50 malignant and 60 

According to an embodiment of the present invention, an 
intelligent computer output/workstation utilizes prevalence­
modified estimates of a lesion's probability of malignancy. 
This can include a method for determining the transformation 
and implementing computer-estimated probabilities of 
malignancies to those representative of a database with a 55 
known prevalence of cancer. 

According to an embodiment of the present invention, an 
intelligent workstation/interface/method utilizes prevalence­
modified estimates of a lesion's probability of malignancy. 
This can include a method for determining the internal preva- 60 

lence and a method for the transformation of computer-esti­
mated probabilities of malignancies to be more representative 
of a database/practice/radiologist with a known prevalence of 
cancer. 

According to an embodiment of the present invention, an 65 

automated method and a system employ/incorporate preva­
lence-based computerized analysis for computer-assisted 

benign cases. 
According to embodiments of the present invention, a 

method for automated classification of mass lesions com­
prises: (1) automated segmentation of mass regions, (2) auto­
mated feature-extraction, and (3) automated classification 
[1,2]. 

The segmentation of a mass from the background paren­
chyma can be accomplished using a multiple-transition­
point, gray-level region-growing technique. Segmentation 
begins within a 512 by 512 pixels region of interest manually 
centered about the abnormality in question. 

In clinical practice, the location of the mass could be iden­
tified either by a radiologist or by a computer-detection 
scheme and then fed into the classification scheme for an 
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output on the likelihood of malignancy. In order to correct for 
the non-uniformity of the background distribution and to 
enhance image contrast for better segmentation of masses, 
background trend correction and histogram equalization 
techniques are applied to the 512 by 512 pixels region of 
interest. 

8 
density of a mass are used. These measures are similar to 
those used intuitively by radiologists. 

Average gray level is obtained by averaging the gray level 
values of each point within the grown region of a mass. 

5 Contrast is the difference between the average gray level of 
the grown mass and the average gray level of the surrounding 
fatty areas (areas with gray-level values in the lower 20% of 
the histogram for the total surrounding area). Texture is 
defined here as the standard deviation of the average gradient 

The margin, shape, and density of a mass are three major 
mammographic characteristics used by radiologists in classi­
fying masses. Different characteristics of these features are 
associated with different levels of probabilities of malig­
nancy. In order to determine the likelihood of malignancy 
associated with different margin and density characteristics, 
algorithms extracting two features that characterize the mar­
gin of a mass ( spiculation and sharpness) and three features 
that characterize the density of a mass (average gray-level, 15 

contrast and texture) were developed. 

10 within a mass and it is used to quantify patterns arising from 
veins, trabeculae, and other structures that may be visible 
through a low-density mass, but not through a high-density 
mass. 

A mass oflow radiographic density should have low values 
of average gray level and contrast, and a high value of the 
texture measure, whereas a mass ofhigh radiographic density 
should have high values of average gray level and contrast, 
and a low value of the texture measure. 

Margin characteristics are very important discriminants in 
differentiating between benign and malignant masses. In 
order to determine the likelihood of malignancy of a mass 
based on its margin, two major margin characteristics-a 20 

spiculation measure and a margin-sharpness measure-are 
used. Margin spiculation is the most important indicator for 
malignancy, with spiculated lesions having a greater than 
90% probability of malignancy. Margin sharpness is also very 
important in the determination of the benign vs. malignant 25 

nature of a mass-with an ill-defined margin indicating pos­
sible malignancy and a well-defined margin indicating likely 
benignity. Only about 2% of well-defined masses are malig­
nant. 

For sonographic CAD, the computer calculates four fea­
tures related to the lesion's shape, margin, texture, and pos­
terior acoustic behavior. Lesion shape is characterized by a 
depth-to-width ratio and lesion margin is characterized by the 
normalized radial gradient (which yields the average orien­
tation of the gray level gradients along the margin). 

Lesion texture is characterized by an autocorrelation func­
tion and the posterior acoustic behavior is characterized by 
comparing the gray-level values posterior to the lesion to 
those in adjacent tissue at the same depth [13]. 

In embodiments of the present inventions, three automated 
The spiculation measure is obtained from an analysis of 

radial edge gradients. The spiculation measure evaluates the 
average angle (degrees) by which the direction of the maxi­
mum gradient at each point along the margin of a mass devi­
ates from the radial direction, the direction pointing from the 
geometric center of the mass to the point on the margin. 

The actual measure is the FWHM (full width at half-maxi­
mum) of the normalized edge-gradient distribution calculated 
for a neighborhood of the grown region of the mass with 
respect to the radial direction. This measure is able to quantify 
the degree of spiculation of a mass primarily because the 
direction of maximum gradient along the margin of a spicu­
lated mass varies greatly from its radial direction, whereas the 
direction of the maximum gradient along the margin of a 
smooth mass is similar to its radial direction. 

The spiculation measure achieved a similar level of perfor­
mance (A2 =0.88) to that of the experiencedmannnographer's 
spiculation ratings (A2 =0.85) in terms of the ability to distin­
guish between benign and malignant masses based solely on 
spiculation [1]. 

The sharpness of the margin of a mass can be described as 
well-defined, partially ill-defined, or ill-defined. The average 
margin sharpness can be quantified by calculating the mag­
nitude of the average gradient along the margin of the mass.A 
well-defined margin has a large value for the average margin 
sharpness measure, whereas an ill-defined margin has a small 
value. 

Although the radiographic density of a mass may not be by 
itself as powerful a predictor in distinguishing between 
benign and malignant masses as its margin features, taken 
with these features, density assessment can be extremely 
useful. The evaluation of the density of a mass is of particular 
importance in diagnosing circumscribed, lobulated, indis­
tinct, or obscured masses that are not spiculated. 

In order to assess the density of a mass radiographically, 
three density-related measures (average gray level, contrast, 
and texture measure) that characterize different aspects of the 

30 
classifiers were investigated for the task of merging the com­
puter-extracted features into an estimate of the likelihood of 
malignancy: (1) a rule-based method; (2) an artificial neural 
network (ANN); and (3) a hybrid system (i.e., combination of 
a one-step rule-based method and an artificial neural net-

35 work). 

In determining the likelihood of malignancy for the cases 
that had both the medio-lateral-oblique and cranio-caudal 
views, the measurements obtained from both views were 

40 
considered and the one with the higher likelihood of malig­
nancy estimated by the computer was used in the evaluation. 

For example, in these cases, a mass would be classified as 
malignant if either one of the two views showed suspicious 
signs, i.e., either one of the FWHM measures from its two 

45 views satisfied the cutoff on the FWHM measure. 
A rule-based method adopts knowledge from experts into a 

set of simple rules. Certain criteria for differentiating between 
benign and malignant masses have been established by expert 
mammographers. The rules employed here for spiculation, 

50 margin-sharpness and density measures were based on these 
criteria. A two-step rule-based method was studied for this 
database. Because of its clinical diagnostic significance, the 
spiculation measure was applied first in the rule-based 
method. After the spiculation measure (FWHM) was applied 

55 to identify spiculated masses (including some irregular 
masses) and categorized them as malignant first, a second 
feature was applied to further characterize the masses in the 
non-spiculated category as previously discussed. 

In order to investigate the potential discriminant ability of 
60 the spiculation measure along with all the possible secondary 

features, each of the remaining four features-the margin­
sharpness measure and the three density measures----can be 
applied separately after the spiculation measure. The thresh­
old of the spiculation measure (FWHM of 160 degrees) was 

65 determined based on the entire database. The thresholds of 
the other four features were determined based on the remain­
ing database only. 
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These features include a spiculation measure, a radial gradi­
ent index, and two density measures. The round-robin perfor­
mance of the computer in distinguishing between benign and 
malignant masses was evaluated by receiver operating char-

The ANN approach is quite different from the rule-based 
method. Instead of using pre-specified empirical algorithms 
based on prior knowledge, ANNs are able to learn from 
examples and therefore can acquire their own knowledge 
through learning. Also, neural networks are capable of pro­
cessing large amounts of information simultaneously. Neural 
networks do not, however, provide the user with explanations 
about their decisions and may not be able to bring pre-existing 
knowledge into the network. A conventional three-layer, 
feed-forward neural network with a back-propagation algo­
rithm, which has been used in medical imaging and medical 
decision making, can be used. The structure of the neural 
network included four input units ( each of which corre­
sponded to a computer-extracted feature), two hidden units, 
and one output unit. 

5 acteristic (ROC) analysis. 
The computer classification scheme yielded anA2 value of 

0.94, similar to that of an experienced mammographer 
(A2 =0.91) and statistically significantly higher than the aver­
age performance of five radiologists with less mammo-

10 graphic experience (A2 =0.81). With the database used, the 
computer scheme achieved, at 100% sensitivity, a positive 
predictive value of 83%, which was 12% higher than that of 
the experienced mammographer and 21 % higher than that of 
the average performance of the less experienced mammogra-

15 phers at a p-value ofless than 0.001. 
To determine the ability of such a neural network to gen­

eralize from the training cases and make diagnoses for cases 
that had not been included in the database, a round-robin 
method also known as the leave-one-out method can be used. 

The computerized mass classification method was inde­
pendently evaluated on a 110-case clinical database consist­
ing of 50 malignant and 60 benign cases. The effects of 
variations in both case mix and in film digitization technique 

In this method, all but one case were used to train the neural 
network. The single case that was left out was used to test the 
neural network. 

For the cases having both media-lateral-oblique and 
cranio-caudal views, both images of the pair were left out in 
the round-robin training. The higher value of the two from the 
round-robin test was reported as the estimated likelihood of 
malignancy. This procedure was repeated for all the cases. 

20 on the performance of the method were assessed. Categori­
zation of lesions as malignant or benign using the computer 
achieved anA2 value (area under the ROC curve) of0.90 on 
the prior training database (Fuji scanner digitization) in a 
round-robin evaluation, andA2 values of0.82 and0.81 on the 

Each classifier has its advantages and limitations. With 
rule-based methods, one could adopt pre-existing knowledge 
as rules. However, there are limitations in the availability of 
knowledge and knowledge translation. Even the experts find 
it difficult to articulate particular types of "intuitive" knowl­
edge, and the process of translating particular knowledge into 
rules is limited by this expressive power. 

25 independent database for Konica and Lumisys digitization 
formats, respectively. However, in the statistical comparison 
of these performances, we failed to show a statistical signifi­
cant difference between the performance on the training data­
base and that on the independent validation database (p-val-

30 ues>0.10). Thus, such a computer-based method for the 
classification of lesions on manimograms was shown to be 
robust to variations in case mix and film digitization tech­
nique. 

Every diagnostic classifier, whether human or computer, is 
trained on some population. The training population for a 
radiologist, or human classifier, is the population of the radi­
ologist's experience. The training population for the com­
puter is the population upon which the computer classifier 
was trained. A classifier's estimate of the probability of 

ANN s are capable oflearning from examples and therefore 35 

can acquire their own knowledge. It may be most advanta­
geous to use ANNs when intuitive knowledge cannot be 
explicitly expressed or is difficult to translate. However, the 
ANN requires a sufficiently large database to learn effec­
tively. 

Also, with an ANN there may be uncertainty as to whether 
the final learning goal is achieved in some situations. To take 
advantage ofboth rule-based systems and ANN sin the task of 
classifying masses, a rule-based method and an ANN were 
integrated into a hybrid system wherein a rule is initially 45 

applied on the spiculation measure since both spiculated and 
irregular masses are highly suspicious for malignancy, and an 
ANN is then applied to the remaining masses. Basically, this 
frees the ANN from having to "learn" the significance of 
spiculation to the detriment oflearning the significance of the 50 

other features. 

40 malignancy for a particular case is dependent on the preva­
lence of cancer in the training population, or the "training 
prevalence" (or "internal prevalence"). 

The threshold of the spiculation measure for the hybrid 
system was the same as the one used in the rule-based method. 
The ANN applied in the hybrid system was a three-layer, 
feed-forward neural network with a back-propagation alga- 55 

rithm that had a structure of three input units ( corresponding 
to the three remaining features used in the ANN method), two 
hidden units, and one output unit. The same round-robin 
method was applied to test the generalization ability of such 
a neural network to differentiate between benign and malig- 60 

nant masses in the non-spiculated category. 
In an exemplary embodiment of the invention, the method 

was initially trained with 95 mammograms containing 
masses from 65 patients. Features related to the margin, 
shape, and density of each mass are extracted automatically 65 

from the image data and merged into an estimate of the 
likelihood of malignancy using artificial neural networks. 

Intelligent computer systems/workstations that assist radi­
ologists in diagnosing cancer promise to reduce the biopsy 
rate of benign lesions while maintaining high sensitivity. 
Such workstations utilize an estimate ofa lesion's probability 
of malignancy (PM), usually by training a classifier on an 
independent database. These estimates of the PM are depen­
dent on the prevalence of cancer in the independent database, 
which most often does not correspond to the prevalence of 
cancer in the population from which the user has experience, 
e.g., the population seen in the user's medical practice. To 
alleviate the difficulty the user may have in interpreting the 
computer-estimated probability of malignancy, computer 
systems/intelligent workstations utilizing prevalence-modi­
fied estimates of a lesion's PM are developed. 

The prevalence-modified estimate of the probability of 
malignancy can be computed using Bayes' rule [9] which 
relates the probability of malignancy to the training database 
prevalence and the likelihood ratio. The usefulness of preva­
lence-modified probabilities of malignancy obtained using 
classifiers trained on databases with various prevalences and 
transformed to represent databases with other prevalences has 
been investigated. For example, a database with a prevalence 
of0.5, i.e., 50% cancer, 50% non-cancer, yields specific com­
puter-estimated probabilities of malignancy. These can be 
modified once the prevalence in which a given radiologists 
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works is known. If the radiologist works in a practice with a 
0.20 prevalence of breast cancer during the workup stage, 
then the computer outputs can be modified to reflect that 
prevalence. 

12 
breast lesions, of which 40 were malignant and 60 were 
benign. The malignant lesions are represented by x and the 
benign lesions by o. In this case, the computer-estimated PM 
derives from a classifier that was trained on a mammographic 

An estimate of the prevalence best suited to the user can be 
used to transform the computer-estimated PM into a preva­
lence-modified estimate of the PM. Bayes' rule yields for the 
computer-estimated PM given a feature vector x, an equation 
in terms of the training database prevalence ri and the likeli­
hood ratio R(x) 

5 database with prevalence 0.5. 
To estimate the internal prevalence or "thought processes" 

of a particular classifier, either human or machine, one may 
use a classifier's estimates of the probability of malignancy 
on N cases, {y,li=l, 2, ... , N}. Here, the classifier can be 

10 human or machine. 

'7R(x) 
P(nm Ix)= '7R(x)+ l-'7 

Here, it is a discrete variable that may take on one of two 
values: Jtm (malignant) and it6 (benign). Solving for R yields 

15 

Estimation using self-reference. Bayes' rule determines 
the PM given a feature vectorx as a function of the prevalence 
ri and the likelihood ratio R(x): 

p(nM Ix; '7) = B('l, R(x)) = __ 'l_R_(x_) -
'7R(x)+l-'7 

(1) 

20 Here, it is a discrete variable that may take on one of two 
(l-'7)P(nmlx) 

R(x) = '7(1 - P(nm Ix))· 
(l) values: Jtm (malignant) andit6 (benign). The likelihood ratio is 

defined by 

Therefore, the prevalence-modified estimate of the PM can be 25 

computed by 
R(x) = p(x I nm), 

p(xl nb) 

(2) 

P' n x _ 'I' R(x) 
( m I ) - 'I' R(x) + 1 - 'I' 

(2) 
30 

where the conditional density functions of the feature vector 
x are given by p(xlitm) for the malignant class and by p(xlit6 ) 

for the benign class. 
Using estimates of the likelihood ratio at each of the N 

cases, where ri' is an estimate of the modified prevalence, that is, the 
prevalence best suited to the user. 

FIG. 4 illustrates the prevalence-modified estimate of the 
PM as a function of the computer-estimated PM for various 
values of modified prevalence. In this case, the classifier was 
trained on a database with a prevalence of 0.5, i.e., 50% 

35 {R(x,)li=l, 2, ... , N}, one may choose the prevalence ri so 
that 

cancer, 50% non-cancer. 
40 

An intelligent workstation may display a histogram of the 
probability of malignancy for the malignant and benign cases 
in the training database. FIG. 5 illustrates histograms of the 
probability of malignancy corresponding to modified preva­
lences of0.2, 0.4, 0.6, and 0.8 for a marnmographic database 

45 
with prevalence 0.5. 

An embodiment of the present invention includes an auto­
mated method and system that employs/incorporates preva­
lence-based computerized analysis for computer-assisted 
interpretation of medical images based on a computer-esti- 50 
mated likelihood of a pathological state, e.g., malignancy. 

In such a workstation, the prevalence can be obtained by 
asking the user to input the prevalence of the population from 
which the user has experience. This method is simple, but 
problematic, as radiologists often do not know this informa- 55 
tion. Alternatively, the user is asked to define a PM for each 
case in a training database and these values of the PM are used 
to estimate the modified prevalence. 

FIG. 6 illustrates the prevalence-modified PM as a function 
of radiologist PM for 100 cases of ultrasound-detected breast 60 

lesions, of which 40 were malignant and 60 were benign. The 
malignant lesions are represented by x and the benign lesions 

{B(ri, R(x,))li=l, 2, ... , N} best fits the classifier's estimate 
of the probability of malignancy {y,i=l, 2, ... , N}. 

For example, the following least squares fit estimates the 
training prevalence ri by solving the minimization problem: 

min I (y; - B('l, R(x;)))2. 
" ; 

One way to estimate the likelihood ratio at each of the N 
cases, is to estimate the conditional density functions of the 
feature vector x. This can be done by assuming that the 
{y,li=l, 2, ... , N} follow normal distributions after some 
unknown monotonic transformation and performing maxi­
mum likelihood estimation on the resulting binormal ROC 
curve and its associated parameters [10]. 

The program LABROC4 [10] can perform this analysis 
and can be used to obtain the conditional density functions. 
Alternatively, the likelihood ratio may be directly estimated 
[11, 12]. Note that the program PROPROC [11, 12] estimates 
the likelihood ratio assuming a "proper" binormal model. 

Table 1 provides the estimated internal prevalence for the 
computer and three radiologists using this method. The first 
row gives the prevalence estimates determined from the clas­
sifier's (human or machine) estimates of the probability of 
malignancy for 97 marnmographic cases. The second row 

by o. In this case, the computer-estimated PM derives from a 
classifier that was trained on a sonographic database with 
prevalence 0.2. 

FIG. 7 illustrates the prevalence-modified PM as a function 
of radiologist PM for 100 cases of mammography-detected 

65 gives the prevalence estimates determined from the classifi­
er's (human or machine) estimates of the probability of 
malignancy for 97 sonographic cases. 
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The computer classifiers are Bayesian neural nets, so that 
the computer's probability of malignancy automatically 
reflects the prevalence in the training databases. For mam­
mography, the training databases prevalence was 0.55 and for 
sonography, it was 0.19. Note that the estimated prevalence 5 

for the computer agrees with actual prevalence in the training 
databases. Note further that for a given radiologist, there is a 
consistency across modalities in the estimated prevalence. 

TABLE 1 10 

Estimated 
Prevalence Computer Radiologist 1 Radiologist 2 Radiologist 3 

Mammography 0.55 0.23 0.66 0.53 
Actual: 0.55 15 

Sonography 0.19 0.28 0.67 0.67 
Actual: 0.19 

In this first estimation method, only the radiologist's esti­
mation of the PM for N cases is used when the classifier is a 20 

radiologist, so that the method is independent of the comput­
er's estimates of the PM. 

14 
algorithm. For example, a least squares estimation of the 
training prevalence ri results from solving the minimization 
problem: 

min I (y; - C(K('7, '!'), iJJ2. 
" ; 

FIG. 8 illustrates exemplary estimates of the radiologist's 
prevalence obtained by the least square fitting technique for 
the training database (k=0.55 for mammography and k=0.19 
for sonography). Upper curves compare the radiologist PM to 
the computer output PM. Lower curves relate the radiologist 
PM to the prevalence-modified PM. 

FIG. 9 illustrates the relationship between the radiologist 
PM and the prevalence-modified PM that illustrate the least 
square fitting technique. Here, for example, different values 
of the modified prevalence are used for the mammographic 
data. 

FIG. 10 illustrates the relationship between the radiologist 
PM and the prevalence-modified PM that illustrate the least 
square fitting technique, along with the goodness-of-fit val­
ues. Here, for example, different values of the modified preva-Estimation from a reference set of data with known preva­

lence using optimization. If one has a second classifier's 
estimates of the probability of malignancy on the same N 
cases, {y,li=l, 2, ... , N}, and if the training prevalence ri' for 
these estimates is known, then this information can be used to 
estimate the training prevalence ri on the first classifier's 
estimates {y,=1, 2, ... , N}. 

25 lence are used for the sonographic data. 
FIG. 11 illustrates prevalence estimation from a reference 

set of data with known prevalence using least square curve 
fitting to determine the modified prevalence based on the 
goodness-of-fit for the mammographic and sonographic 

One may derive a relation between the probability of 
malignancy with prevalence ri and the corresponding prob­
ability of malignancy with prevalence ri'. Solving for R(x) in 
equation (1) yields 

(1 -'7)p(nM Ix; '7) 
R(x) = -----. 

'7(1 - p(nM Ix; '7)) 

(3) 

Since the likelihood ratio is independent of prevalence, 
equation (3) may be substituted into the equation relating the 
PM given a feature vector x to the prevalence ri': 

, 'l'R(x) 
p(nM Ix, 'I ) = 'I' R(x) + 1 _ 'I' 

(4) 

30 
cases. 

Alternatively, a general monotonic relation between the 
radiologist's estimates of the PM for N cases and the com­
puter's estimates of the PM for the same N cases may be 
estimated. 

35 

40 

Estimation from a reference set of data with known preva­
lence using averaging. An estimate of the prevalence ri can be 
computed for each case using 

PR k 
k=---,'7=-, 

Rc(l - PR) 1 +k 

where PR is the radiologist's probability of malignancy for 

45 that case and Re is the likelihood ratio determined by the 
computer's probability of malignancy for that case. 

FIG. 12 illustrates the relationship between estimated 
prevalence ( eta) and the radiologist input PM (top) as well as 
the distribution of estimated prevalence values for malignant 
and benign lesions for the mammographic and sonographic 
databases (bottom). 

This substitution yields a transformation relating the PM at 50 

prevalence ri' and the PM at prevalence ri: 
FIG.13 illustrates estimates of the radiologist's prevalence 

by the averaging technique for the training database (k=0.55 
for mammography and k=0.19 for sonography). Upper dis-

55 plays compare the radiologist PM to the computer output PM. 
p(nM Ix; '7) = C(K('7, '!'), p(nM Ix;'!')) 

K('7, 'l')p(nM Ix, 'I') 
K('7, 'l')p(nM Ix, 'I')+ 1 - K('7, 'I') 

'7(l-'7') 
where K('7, 'I')=---. 

'l'(l-'7) 

60 

The prevalence ri such that the transformed PM for the 65 

second classifier, { C(K(ri,ri'), y,')li=l, 2, ... N}, best fits the 
PM for the first classifier can be found using an optimization 

Lower displays relate the radiologist PM to the prevalence­
modified PM. 

The curves in FIG. 13 are given by 

Kp k' 
f(p)= Kp+l-p'K=k, 

where p is the computer probability of malignancy, k' is the 
modified prevalence, k is the prevalence of the training data­
base (k=0 .5 5 for mammography and k=0 .19 for sonography). 
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FIG. 14 illustrates a schematic diagram for a system for 
incorporating prevalence into computer output in a diagnostic 
medical task. Initially, a means or system for acquiring the 
image data or patient information data is needed (unit 1401). 
This could be a mammographic unit, for example. The medi- 5 

cal image/ data information is then analyzed by a computer to 
yield a probability that a particular disease is present (e.g., 
breast cancer) by a computerized analysis circuit (unit 1402). 
An output device (unit 1403) is used as an option to display 
the computer-determined probability of disease state. Since 10 

this output may be confusing to the user, it is supplied next to 
a prevalence modification transformation circuit (unit 1405), 
which determines the modified PM based on the input desired 
prevalence prescribed by the desired prevalence input circuit 
(unit 1404). The prevalence-modified probabilities of disease 15 

status can then by displayed using a display device (unit 
1406). 

FIG. 15 illustrates a schematic diagram of a system for the 
determination ofinternal prevalence of an individual or group 
of individuals such as a practice of radiologists and/or clini- 20 

cians. Initially, a training data set of either image data or 
clinical data such as biomarker results needs to be acquired by 
an acquisition system (unit 1501). The training data are then 
presented to the individual (for calibration), who provides 
ratings of the estimate of the probability of malignancy via a 25 

computer or manual interface (unit 1502). The ratings can 
then be inputted to estimation circuits that determine the 
internal prevalence of the individual (units 1503, 1505, and 
1506). In unit 1505, the determination of internal prevalence 
is based only on the ratings of the individual on the training set 30 

without the need to use a reference (such as computer-deter­
mined probabilities of malignancy on some reference set of 
data). Units 1503 and 1506 involve the determination of the 
internal prevalence using a reference set. In this example, the 
reference set is the computerized determination of the prob- 35 

ability of malignancy based on computer-extracted features 
of the lesions in question. The circuit in unit 1503 uses opti­
mization techniques and the circuit in unit 1506 uses averag­
ing techniques. The estimated internal prevalence ( or calibra­
tion factor) is then outputted to a display system (unit 1504) 40 

for transfer to the user. 
Accordingly, embodiments of the present invention 

include an automated method and system that employs/incor­
porates prevalence-based computerized analysis for com­
puter-assisted interpretation of medical images based on 45 

computer-estimated likelihood of a pathological state, e.g., 
malignancy. Upon viewing an unknown mammographic 
case, the computer classification output is modified relative to 
the prevalence of the disease state that is input to the system. 

It should be noted that although the method is presented on 50 

mammographic and sonographic image data sets, the intelli­
gent workstation can be implemented for other medical 
images ( such as chest radiography, magnetic resonance imag­
ing, etc.) in which a computerized analysis ofimage or lesion 
features is performed with respect to some disease state. 55 

All embodiments of the present invention conveniently 
may be implemented using a conventional general purpose 
computer or micro-processor programmed according to the 
teachings of the present invention, as will be apparent to those 
skilled in the computer art. Appropriate software may readily 60 

be prepared by progranmiers of ordinary skill based on the 
teachings of the present disclosure, as will be apparent to 
those skilled in the software art. In particular, the computer 
housing may house a motherboard that contains a CPU, 
memory (e.g., DRAM, ROM, EPROM, EEPROM, SRAM, 65 

SDRAM, and Flash RAM), and other optional special pur­
pose logic devices ( e.g., ASICS) or configurable logic devices 

16 
(e.g., GAL and reprogrammable FPGA). The computer also 
includes plural input devices, ( e.g., keyboard and mouse), and 
a display card for controlling a monitor. Additionally, the 
computer may include a floppy disk drive; other removable 
media devices ( e.g. compact disc, tape, and removable mag­
neto-optical media); and a hard disk or other fixed high den­
sity media drives, connected using an appropriate device bus 
(e.g., a SCSI bus, an Enhanced IDE bus, or an Ultra DMA 
bus). The computer may also include a compact disc reader, a 
compact disc reader/writer unit, or a compact disc jukebox, 
which may be connected to the same device bus or to another 
device bus. 

Examples of computer readable media associated with the 
present invention include compact discs, hard disks, floppy 
disks, tape, magneto-optical disks, PROMs (e.g., EPROM, 
EEPROM, Flash EPROM), DRAM, SRAM, SDRAM, etc. 
Stored on any one or on a combination of these computer 
readable media, the present invention includes software for 
controlling both the hardware of the computer and for 
enabling the computer to interact with a human user. Such 
software may include, but is not limited to, device drivers, 
operating systems and user applications, such as development 
tools. Computer program products of the present invention 
include any computer readable medium which stores com­
puter program instructions (e.g., computer code devices) 
which when executed by a computer causes the computer to 
perform the method of the present invention. The computer 
code devices of the present invention may be any interpret­
able or executable code mechanism, including but not limited 
to, scripts, interpreters, dynamic link libraries, Java classes, 
and complete executable programs. Moreover, parts of the 
processing of the present invention may be distributed (e.g., 
between (1) multiple CPUs or (2) at least one CPU and at least 
one configurable logic device) for better performance, reli­
ability, and/or cost. For example, an outline or image may be 
selected on a first computer and sent to a second computer for 
remote diagnosis. 

The invention may also be implemented by the preparation 
of application specific integrated circuits or by interconnect­
ing an appropriate network of conventional component cir­
cuits, as will be readily apparent to those skilled in the art. 

Numerous modifications and variations of the present 
invention are possible in light of the above teachings. It is 
therefore to be understood that within the scope of the 
appended claims, the invention may be practiced otherwise 
than as specifically described herein. 

The invention claimed is: 
1. A method for determining a probability ofa disease state 

for a patient, comprising: 
obtaining medical information including at least one of a 

medical image, information representative of the medi­
cal image, and information representative of a clinical 
examination of the patient; 

calculating the probability of the disease state based on the 
obtained medical information; 

transforming the calculated probability using a training 
database prevalence factor and a user-input prevalence 
factor indicative of the prevalence of the disease state in 
a population best suited to the user; and 

outputting the transformed probability of the disease state. 
2. The method of claim 1, wherein the obtaining step com­

prises obtaining the medical image, and the calculating step 
comprises calculating the probability of the disease state 
based only on the obtained medical image. 
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3. The method of claim 1, wherein the transforming step 
comprises: 

transforming the calculated probability using the training 
database prevalence factor indicative of the prevalence 
of the disease state in a population. 

4. The method of claim 3, wherein the transforming step 
comprises: 

transforming the calculated probability using Bayes theo-
rem. 

5. A method for determining an internal prevalence factor 10 

of a first classifier, comprising: 
obtaining medical information including at least one of 

medical image data and information representative of 
the medical image data; 

18 
the medical image, and information representative of a 
clinical examination of the patient; 

means for calculating the probability of the disease state 
based on the obtained medical information; 

means for transforming the calculated probability using a 
training database prevalence factor and a user-input 
prevalence factor indicative of the prevalence of the 
disease state in a population best suited to the user; and 

means for outputting the transformed probability of the 
disease state. 

14. The image processing system of claim 13, wherein the 
means for obtaining comprises means for obtaining the medi­
cal image, and the means for calculating comprises means for 
calculating the probability of the disease state based only on 

obtaining a first reference data set of estimates of a prob­
ability of a diseased state estimated by the first classifier 
based on the obtained medical information; 

15 the obtained medical image. 

obtaining a second reference data set of estimates of the 
probability of the disease state estimated by a second 
classifier based on the obtained medical image informa- 20 

tion; and 
determining the internal prevalence factor of the first clas­

sifier based on a training prevalence factor of the second 
classifier, the first reference data set of estimates, and the 
second reference data set of estimates. 

6. The method of claim 5, further comprising: 
determining underlying probability densities from esti­

mates of the first reference data set of estimates of the 
disease state. 

7. The method of claim 6, further comprising: 
applying a parameter estimation technique that includes 

optimization of a Bayes rule function evaluated using 
the determined underlying probability densities. 

8. The method of claim 5, further comprising: 

25 

30 

outputting the determined internal prevalence to a display. 35 

9. The method of claim 5, further comprising: 
determining a likelihood ratio from the first collected ref-

erence data set of estimates. 
10. The method of claim 9, further comprising: 

15. The image processing system of claim 13, wherein the 
means for transforming comprises: 

means for transforming the calculated probability using the 
training database prevalence factor indicative of the 
prevalence of the disease state in a population. 

16. The method of claim 15, wherein the means for trans­
forming comprises: 

means for transforming the calculated probability using 
Bayes theorem. 

17. A non-transitory computer readable medium storing 
instructions for execution on a computer, which when 
executed by the computer, causes the computer to determine 
a probability of a disease state for a patient by performing the 
steps of: 

obtaining medical information including at least one of a 
medical image, information representative of the medi­
cal image, and information representative of a clinical 
examination of the patient; 

calculating the probability of the disease state based on the 
obtained medical information; 

transforming the calculated probability using a training 
database prevalence factor and a user-input prevalence 
factor indicative of the prevalence of the disease state in 
a population best suited to the user; and estimating the internal prevalence factor by optimizing a 40 

Bayes rule function evaluated on the determined likeli­
hood ratio, the internal prevalence factor indicative of 
the prevalence of the disease state in a population. 

outputting the transformed probability of the disease state. 
18. The computer readable medium of claim 17, wherein 

the obtaining step comprises obtaining the medical image, 
and the calculating step comprises calculating the probability 

45 of the disease state based only on the obtained medical image. 
11. The method of claim 9, further comprising: 
estimating the internal prevalence factor by averaging a 

Bayes rule function evaluated on the determined likeli­
hood ratio, the internal prevalence factor indicative of 
the prevalence of the disease state in a population. 

12. The method of claim 5, wherein the determining step 
comprises: 

determining the internal prevalence factor of a non-human, 
computer-based classifier. 

13. An image processing system for determining a prob­
ability of a disease state for a patient, comprising: 

50 

means for obtaining medical information including at least 55 

one of a medical image, information representative of 

19. The computer readable medium of claim 17, wherein 
the transforming step comprises: 

transforming the calculated probability using the training 
database prevalence factor indicative of the prevalence 
of the disease state in a population. 

20. The computer readable medium of claim 19, wherein 
the transforming step comprises: 

transforming the calculated probability using Bayes theo-
rem. 

* * * * * 


