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Abstract 

Acid-base chemistry is foundational to many chemical and biological processes. As chemists 

we often define acid strength in terms of acid dissociation equilibria, a description which is 

well-suited to aqueous solution where acid behavior is mediated by the extended hydrogen 

(H)-bonding network of liquid water. This description becomes complicated when considering 

solid acid sites in porous materials, since the extended H-bonding network of water is disrupted 

under confinement. Zeolites provide an ideal system for studying this behavior, where Brønsted 

acid sites (BAS) are present inside the regular, molecule-sized pores of these materials. Since 

zeolites are widely used acid catalysts, a molecular description of their acidity is highly relevant 

to several industrial processes including emerging bio-renewable processes where water is often 

present. However, many molecular details of zeolite-water interactions are not well understood. 

Central questions regarding the protonation state of the hydrated zeolite system, the extent and 

structure of water’s disrupted H-bonding network inside small pores, and the evolution of these 

properties with increasing hydration had not been previously addressed experimentally. 

The structure and protonation state of water at zeolite Brønsted acid sites were investigated 

over a wide range of hydration per BAS using infrared (IR) spectroscopy, which is sensitive to the 

H-bonding environment of water molecules. Several structural characteristics including 

anharmonic couplings, excited-state energies, and bond orientations were revealed with 

femtosecond two-dimensional IR (2D IR) spectroscopy, which had not been previously applied to 

this system. Measuring high-quality nonlinear spectra required several adaptations to the 

experimental design to mitigate artifacts from highly-scattering zeolite particles.  

These spectroscopic studies present a detailed experimental characterization of water and 

protons under tight confinement near solid acid sites. When a single water molecule is adsorbed at 
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the BAS, the proton remains localized on the acid site displaying an IR spectrum with two broad 

bands centered near 2500 cm-1 and 2850 cm-1. While the origin of this doublet feature has been a 

longstanding mystery, the 2D IR spectrum provides new experimental evidence to constrain the 

problem. Based on the relative frequencies and intensities of excited-state absorptions, we propose 

a model proton-transfer potential with excited-state tunneling, which is consistent with the 

experiment. As the hydration increases, new vibrational features appear corresponding to hydrated 

protons and water O-H bonds in various environments. Analysis of these features showed that the 

BAS is deprotonated in the presence of two or more water molecules, with the hydration saturating 

at approximately 8 H2O molecules per BAS.  

Finally, while 2D IR spectroscopy has proven to be an insightful tool for studying the structure 

and dynamics of water and protons, some information content is limited by the broad linewidths 

of these systems – relative to the bandwidth of available mid-IR laser pulses. To expand our 2D 

IR capabilities, we report the design and operation of a new light source which extends the mid-IR 

pulse bandwidth to ~1000 cm-1 with sufficient energy to excite molecular vibrations. The source 

is implemented in 2D IR experiments, demonstrating simultaneous excitation and detection across 

a broad range of mid-IR frequencies. 
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Chapter 1 

 

Introduction 

1.1. The relevance of zeolite-water interactions 

The world today has been shaped in many ways by heterogeneous catalysis technology. In one 

example, over a fourth of world food production uses fertilizer generated by the Haber-Bosch 

process, where an iron or ruthenium-based solid catalyst converts nitrogen in the air into more 

readily-usable ammonia.1–3 In another example, modern automobile transportation is enabled by 

heterogeneous catalysis, used to produce gasoline by cracking long-chain hydrocarbons, or 

synthesis from small molecules like methanol or carbon monoxide and hydrogen.4,5 Furthermore, 

the toxicity of vehicle emissions from burning gasoline is greatly reduced by the catalytic 

converter. Adopted thanks to emissions regulations, these devices contain a mixture of precious 

metals including Pt, Pd, and Rh which oxidize CO and reduce NOx in the exhaust of the internal 

combustion engine.6  

Among the most prolific heterogeneous catalysts in industrial chemical synthesis are a class of 

materials called zeolites. Zeolites are crystalline aluminosilicates which can be prepared with 

Brønsted acid sites located inside molecular-sized pores.7 They are used as acid catalysts in several 

reactions including the isomerization, cracking, and alkylation of hydrocarbons.8–11 These are 

crucial steps in fossil hydrocarbon processing, which accounts for over 80% of energy 
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consumption worldwide12 and the production of nearly all monomers used in plastics.13 The zeolite 

ZSM-5, pictured in Fig. 1.1, is among the most widely used and studied zeolites in these processes. 

Originally developed by Mobil corporation in 1965 (ZSM stands for Zeolite Socony Mobil), its 

industrial applications include cracking of long-chain hydrocarbons in fuels production,5 

alkylation of benzene, xylene isomerization, and methanol-to-gasoline processes.9  

Today, the existential challenge facing chemists and chemical engineers is the re-design of the 

industrial chemical processing system, to develop alternative synthetic routes for producing fuels 

and plastics from bio-renewable sources. Despite their sometimes-oily past, zeolites are poised to 

play an important role in these emerging synthetic processes,14–18 where their catalytic and 

size-exclusion properties provide the same advantages as in fossil fuel applications. In particular, 

ZSM-5 has been identified as a promising catalyst for breaking down cellulose and other 

bio-feedstocks,19,20 conversion of waste products like glycerol,21 and upgrading of chemical 

intermediate molecules to higher-value products.22 

Like all zeolites, ZSM-5 is composed of a collection of Si and Al atoms located in tetrahedral 

sites (T-sites), each coordinated to four oxygen atoms. These chemically simple building blocks 

can be arranged in a variety of ways, leading to variations in morphology and pore structure.23 

Nearly 250 different zeolite structures have been identified – some synthetic and some naturally 

occurring – each with a 3-letter code assigned by the International Zeolite Association.24 For 

example, the 10-T-site pores of ZSM-5 (MFI) have a diameter of 5.5 Å, with the straight channels 

along the [010] dimension intersecting zig-zag channels along the [001] dimension.25 
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Many of the useful properties of zeolites arise from their porosity on the molecular scale, with 

sizes ranging from ~2-10 Å depending on the number of T-sites at the pore opening. This makes 

them highly effective molecular sieves, able to efficiently separate small molecules based on 

relative size.26–28 In chemical reactions, this size discrimination can lead to enhanced selectivity 

towards desired products. For example, in the acid-catalyzed disproportionation of methyl benzene 

the rapid isomerization rate often leads to a roughly equal mixture of o-, m-, and p-xylene. Though, 

the selectivity to the linear p-xylene can be greatly increased (to >80% over the bent isomers) by 

taking advantage of the difference in diffusivity through the small pores of a modified ZSM-5 

catalyst.10,29  

The catalytic properties of zeolites arise from the presence of Brønsted acid sites (BAS) at 

interfaces inside the pores. A BAS can occur at each T-site where Si is substituted for Al, which 

introduces a charge imbalance in the lattice. The excess negative charge from the Al atom is shared 

primarily between the four coordinated oxygen atoms, and is balanced with an extra-framework 

cation. The charge-balancing cation can assume many identities, and the ion-exchange capabilities 

Figure 1.1. (a) Structure of zeolite ZSM-5 viewed along the [010] axis with two unit cells 

displayed. (b) Brønsted acid site with the Al atom, neighboring O and Si atoms, and acidic H 

atom emphasized using their van der Waals sizes. Images were rendered from a molecular 

dynamics simulation described in Chapter 6. White, H; red, O; Pink, Al; Yellow, Si. 
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of zeolites have led to applications as ion-exchange membranes and as water softeners in 

detergents.9,24,30 When the charge is balanced with H+, the proton resides on one of the oxygen 

atoms neighboring Al, forming a Brønsted acid site at the bridging Al-O(H)-Si bond. An example 

BAS in HZSM-5 (H denoting the proton form) is displayed in Fig. 1.1b.  

The density of Brønsted acid sites in a proton-form zeolite is therefore controlled by the Si:Al 

ratio. Nearest-neighbor Al sites are unstable, so this ratio is always greater than unity,31 and BAS 

occur uniformly as Al-O(H)-Si. This uniformity of the acid sites is reflected in their acid strength, 

defined by the free energy of deprotonation in the absence of a solvent or other molecules. Using 

this definition, electronic structure calculations showed that the deprotonation energy of 1201 

kJ/mol was independent of framework type, pore size, and local geometry like Al-O-Si bond 

angle.32 Since this value is comparable to acids like HI (1294 kJ/mol) and H2SO4 (1264 kJ/mol),33 

zeolites are often referred to as strong Brønsted acids.34,35 

While the deprotonation energy can be cleanly defined in a vacuum, the situation becomes 

rapidly more complex when even a single molecule is present at the acid site. This is reflected in 

experimental measures of zeolite acid strength, such as the adsorption enthalpy of a base like NH3 

or pyridine. In that case, confinement effects and van der Waals interactions between the adsorbate 

and zeolite lattice lead to differences in interaction strength across framework sites and pore sizes, 

as well as the size and chemical composition of the adsorbate.34–36 In the context of acid catalysis 

the situation is complicated further, since the activity of the BAS as a catalyst depends on 

additional factors like the stabilization of intermediates, which are reaction-specific and do not 

necessarily correlate with other measures of acid strength.34,35 
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This raises definitional questions about the nature of acidity in the context of solid acids. What 

does it mean for a solid Brønsted acid site to be strong, and how does this differ from acidity in 

other systems? In aqueous solution, Brønsted acid strength is defined by the ability to donate a 

proton to bulk liquid water, quantified by the equilibrium constant for dissociation into an aqueous 

proton and conjugate base. In that context, the interactions between water, protons, and acid 

molecules are inherent to the definition of acid strength, and acid behavior is mediated by the 

extended H-bonding network of liquid water. In a zeolite pore, water cannot form an extended 

H-bonding network, but the interactions between water, protons, and zeolite acid sites can perhaps 

provide a basis for describing the acidity of solid acid sites. 

Additionally, the molecular interactions between water and zeolite BAS are highly relevant to 

applications in emerging bio-renewable technologies. Compared to their fossil counterparts, 

bio-derived feedstocks like cellulose contain much more oxygen and therefore produce significant 

amounts of water in catalytic decomposition.15 Water may also be present during reactions as a 

co-reactant37 or solvent38 in catalytic processes relevant to bio-renewable processing. This poses a 

challenge for the design and mechanistic description of these processes, since the role of water in 

zeolite-catalyzed reactions is not well understood. There are many factors to consider, with an 

interplay between water-zeolite and water-reactant interactions that modulate the nuclear and 

electronic re-arrangements occurring during chemical reaction.  

Experimental and theoretical studies have shown that water can have a substantial effect on 

zeolite activity in a variety of chemical transformations. For example, the addition of water 

increased the selectivity to ring-opening products by ~50% in the ring-opening reaction of 

naphthalene over zeolite HY.37 Water was also found to inhibit the zeolite-catalyzed dehydration 
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reactions of both propanol and cyclohexanol, but for different reasons. In propanol dehydration 

over HZSM-5, water stabilized the adsorbed propanol molecule, increasing the activation barrier.39 

While, in cyclohexanol dehydration over HBEA water molecules adsorbed preferentially, forming 

protonated water clusters with lower catalytic activity than the dry BAS.40 In a study of C-H bond 

activation, the reaction rate was substantially promoted with the addition of small amounts of water 

(~1 H2O / BAS), but suppressed at higher water loadings.41 We observed a similar promotional 

effect at low water loadings in our own studies of methanol dehydration over HZSM-5, led by our 

collaborators in the research group of Harold Kung.42 

To begin to unravel this behavior, we must first understand the basic molecular-scale 

interactions between water molecules and the zeolite BAS in the absence of complications from 

other adsorbates or chemical reactions. Central questions include: how do water molecules arrange 

near the solid acid under confinement? Where does the proton, or excess proton charge, go? And 

how do these properties depend on the number of water molecules present at the BAS? The scope 

of this thesis is aimed at investigating these questions, with the goal of providing a foundation for 

future studies on the role of water in zeolite-catalyzed reactions. While the chemical environment 

is quite different, the well-studied systems of liquid water and aqueous acid will provide valuable 

points of comparison. In the rest of this chapter, I will outline the principles of vibrational 

spectroscopy on H-bonding systems – which will be the primary tool used in these investigations 

– and an overview of the current literature on the hydration behavior of zeolite Brønsted acid sites. 
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1.2. O-H bond vibrations sense the H-bonding environment 

1.2.1. Conventional H-bonds and Badger’s rule 

Addressing the foundational questions about water and proton structure at the interface of 

acidic zeolites requires experiments which are sensitive to the environment of a water molecule on 

the length scale of a chemical bond. In H2O, intermolecular interactions are dominated by 

hydrogen (H)-bonding, and in zeolites the O-H bond at the BAS can donate a H-bond to adsorbed 

molecules.43 The strength of a given H-bond is reflected in the frequency of the O-H stretch 

vibration, which can be measured directly by the absorption of infrared (IR) light. For this reason, 

vibrational spectroscopy has been used extensively to study the structure and dynamics of water 

molecules in a variety of environments including gas phase clusters,44,45 the liquid phase,46–48 

concentrated electrolyte solutions,49,50 the air-water interface,51,52 and the surface of solid acids 

including zeolites.43,53–56 

To relate the O-H stretch frequency to its molecular environment, consider a simplified 

representation of a H-bond from donor D-H to acceptor A, pictured schematically in Fig. 1.2a. 

This picture defines two distances of interest: the intramolecular D-H distance DHr  and the 

intermolecular donor-acceptor distance .DAR  In conventional H-bonds, the potential across ,DHr  

( ) ,DHV r  can be described qualitatively with a double-well shape, as shown in Fig. 1.2b. The large 

barrier for proton transfer localizes the H atom in the potential well closer to the donor, with 

equilibrium value 0r  defined by the potential minimum. Near that minimum the potential is 

approximately harmonic, so I will refer to potentials with this qualitative shape as “weakly 

anharmonic.”  
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The vibrational frequency of the O-H bond is determined by the potential. This connection is 

made explicit by solving the Schrӧdinger equation using the potential, returning energy eigenstates 

and wavefunctions. The fundamental transition frequency is defined by the difference between 

energies of the ground and first excited states, ( )10 1 0 / .E E = −  More intuitively, the vibrating 

bond can be pictured through the classical analogy of two masses, Dm  and ,Hm  connected by a 

spring with force constant .DHk  In the harmonic limit, the vibrational frequency is given by 

/ ,DH DH DHk =  where DH  is the reduced mass. Here, the vibrational frequency is connected 

to the potential through the force constant, which is defined as the second derivative of the potential 

evaluated at the minimum position r0. In the classical analogy, it is clear that stretching the potential 

to increase 0r  corresponds to a lower force constant, and therefore a red-shift in the frequency as 

depicted with dashed lines in Fig. 1.2b. 

This classical relationship between increasing equilibrium rDH and decreasing vibrational 

frequency holds up well in practice. In fact, there is a well-established linear relationship with a 

negative slope between DHr  and 10 ,  commonly referred to as Badger’s rule.57 For O-H stretch 

Figure 1.2. (a) Definition of H-bonding distances between donor (D), acceptor (A), and 

hydrogen (H) atoms. (b) Model potential across DHr  for a conventional H-bond. Dashed lines 

display a stretched potential, with increased equilibrium DHr  distance 0 .r  
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vibrations in particular, this relationship has been shown to apply over a wide range of H-bond 

acceptors and H-bonding strength in both experiments and simulations.58,59 Notably, the 

correlation applies not only between the harmonic frequency and the equilibrium value r0 but also 

between the more experimentally-relevant anharmonic frequency and ,OHr  which is the proton 

position averaged over the vibrational motion.58 This is the basis for the structural sensitivity of 

vibrational spectroscopy: the vibrational frequency reports on aspects of the shape of the potential, 

and correlates well with the D-H bond distance under most conditions.  

1.2.2. Vibrational frequency and H-bonding strength 

While Badger’s rule relates the D-H stretch frequency to rDH, it does not explain the connection 

between vibrational frequency and ,DAR  which is one measure of the H-bonding strength. 

Typically, upon H-bonding the attractive force between the electronegative acceptor and the H 

atom causes an extension of the D-H bond, weakening D-H (decreasing DHk ) and causing the 

frequency to red-shift. This is the case for proper H-bonds, where D-H is highly polarized (e.g. D 

= O, F, or N). However, a blue-shift has been observed in improper H-bonds (e.g. D = C), where 

the H-bond instead causes the mildly-polarized D-H bond to contract.60  

The characteristic red-shift with proper H-bonding can be observed for H2O in Fig. 1.3, where 

the IR absorption spectrum is displayed for neat liquid H2O and H2O monomers in the 

non-H-bonding solvent acetonitrile (MeCN). The non-H-bonded O-H stretch of H2O/MeCN 

vibrates with center frequencies 3550 cm-1 and 3610 cm-1, and red-shifts to 3400 cm-1 in H2O 

where approximately 84% form H-bonds to other water molecules at ambient temperature.61 In the 

H2O spectrum, a small high-frequency shoulder is observed from the 16% of H-bonds that are 

broken transiently.62  
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Notably, the O-H vibrations of H2O are more complicated than the local-mode picture 

described in Fig. 1.2. Intramolecular coupling causes mixing between the local O-H stretch 

vibrations into symmetric and asymmetric normal modes. The ~60 cm-1 splitting between those 

two bands of non-H-bonded O-H stretch is resolved in the spectrum of water monomer in MeCN 

(Fig. 1.3). In neat H2O, both intra- and inter-molecular coupling are significant,46 causing the 

stretching vibration to extend over ~12 O-H bonds with approximately degenerate frequencies.63 

Among other effects, this vibrational delocalization washes out the resolution of symmetric and 

asymmetric bands in the IR spectrum and contributes to the broad absorption linewidth. Since 

these effects can complicate the interpretation, it is often useful to also study isotopically dilute 

HOD in D2O. Since the H-bonded O-D stretch is red-shifted by ~900 cm-1, the dilute O-H stretch 

of HOD is largely decoupled from the surrounding O-D vibrations and the local mode picture is 

more appropriate. Figure 1.3 shows that the O-H stretch vibration in dilute HOD is centered at the 

same frequency as in H2O, reflecting the same average H-bonding strength in both systems. 

 

Figure 1.3. Infrared absorption spectra of H2O monomers in acetonitrile (MeCN) with solvent 

background subtracted, 2% isotopically dilute HOD in D2O, and neat liquid H2O. 
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1.3. Vibrational anharmonicity and the need for nonlinear spectroscopy 

1.3.1. Coupled vibrations 

The vibrations of O-H bonds can deviate significantly from simple harmonic motion, which 

complicates the relationship between the IR spectrum and the H-bonding environment but also 

encodes additional information. This leads to several anharmonic effects including 

dipole-forbidden excitations from the ground state to overtone or combination bands, coupling to 

lower-frequency vibrations including Fermi resonances, and excitonic delocalization as mentioned 

in the previous section. Without additional information, it can be difficult to identify these 

anharmonic effects or to distinguish them from dipole-allowed fundamental transitions in linear 

absorption spectra. While spectral simulations are invaluable, accurately capturing the shape of 

anharmonic vibrational potentials can require high-level, computationally expensive electronic 

structure methods.64,65 On the other hand, capturing the static and dynamic disorder in the liquid 

phase requires molecular dynamics simulations,66 which can only achieve reasonable statistics 

when integrated with less expensive density functional theory.67 

Therefore, experiments which are sensitive to anharmonic effects are crucial for unraveling the 

complicated spectroscopy of H-bonding systems. In an infrared pump-probe (transient absorption) 

measurement, a pulse of infrared light excites the fundamental 0-1 transition of a resonant 

vibration, and a second light pulse probes the change in absorption at a later time. At short 

pump-probe delays, a decrease in absorption is observed at 10  from the depletion of the ground 

state and stimulated emission, while an increase in absorption is observed at 21  due to 

excited-state absorption. Therefore, transient absorption spectroscopy provides sensitivity to the 
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anharmonicity of a single vibration through the ratio of 21 10/ .   This ratio is less than unity for 

typical, weakly-anharmonic potentials such as the one pictured in Fig. 1.2. 

Transient absorption spectroscopy is also sensitive to coupling between vibrations in the form 

of cross-peaks. These signatures are most commonly characterized in two-dimensional (2D) 

spectroscopy, where both pump (excitation) and probe (detection) frequencies are resolved in a 

pump-probe measurement.68,69 A cross-peak appears when one vibration is excited and a change 

is absorption is observed at the frequency of a second vibration. Often, cross peaks come in the 

form of bleaching at the second frequency along with an increase in absorption corresponding to 

the excitation of a combination band.68,70  

The 2D IR spectrum of isotopically dilute HOD/D2O, Fig. 1.4, captures both the anharmonicity 

of the O-H stretch and the anharmonic coupling between O-H stretch and HOD bend.71 When the 

O-H stretch is pumped at 3400 cm-1 both the fundamental and excited state transitions are 

measured in the 2D IR spectrum, with 21 10/ 1    as expected for a conventional H-bond. 

Stretch-bend coupling is measured by the decreased absorption at the bend frequency of 1450 cm-1 

after pumping the O-H stretch. In particular, these vibrations are coupled through Fermi resonance 

between the stretch fundamental and bend overtone, which is revealed by the 2D IR spectrum.71 

The excited state absorption near a detection frequency of ~2900 cm-1 arises from excitation of the 

bend overtone after pumping the stretch, and a small band can be observed at the same frequency 

in the linear absorption spectrum. This Fermi resonance is more prominent in the IR spectrum of 

H2O (Fig. 1.3), since the H2O bend is higher in frequency at ~3200 cm-1 and therefore closer to 

resonance with the O-H stretch. In both cases, the dipole-forbidden bend overtone appears in the 

linear IR spectrum due to anharmonic coupling to the bright O-H stretch. 
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1.3.2. Short, strong H-bonds 

In addition to coupling with other vibrations, the O-H stretch vibration itself can become highly 

anharmonic, particularly when participating in strong H-bonds with short donor-acceptor distances 

RDA. In short, strong H-bonds (SHBs), the wavefunction overlap between H and A increases, 

leading to electronic redistribution across the bond and increased covalent character.72–74 H-bonds 

of this type have been observed or inferred in enzymatic catalysis72,73 ligand binding,75 proton 

transport,76 and aqueous ion solvation.74,77,78 Strong H-bonds are often associated with systems 

where the H atom carries excess positive charge, which strengthens the electrostatic attraction to 

Figure 1.4. 2D IR spectrum of isotopically dilute HOD/D2O at 100 fs pump-probe delay 

following excitation of the O-H stretch at 3400 cm-1. Decreased absorption is plotted in red, 

increased absorption in blue. The spectrum at lower detection frequency is scaled for 

visualization. The linear absorption spectrum is plotted on the right. Center frequencies of the 

stretch fundamental (
10

Str ), excited state absorption (
21

Str ), and bend fundamental (
10

Bend ) are 

denoted. The 2D IR spectrum is replotted with permission from De Marco, L.; Ramasesha, K.; 

Tokmakoff, A. J. Phys. Chem. B 2013, 117 (49), 15319–15327. © 2013 American Chemical 

Society. 
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electronegative donor and acceptor atoms. This is the case in aqueous acids, where the H-bonding 

environment is strengthened on average in the vicinity of the excess proton.64,77–81 

 

 

For sufficiently short H-bonds, the conventional relationship between H-bonding length and 

vibrational frequency breaks down, and we must return to the more direct relationship between 

O-H stretch potential and vibrational frequency to describe the spectroscopy. In the context of 

H-bonding solids, semiempirical models have been developed to describe the H-bonding potential 

as a function of DAR  and DHr  (as defined for a H-bond in Fig. 1.2).82,83 In those models, decreasing 

DAR  causes the potential to transition from the conventional high-barrier, double well shape to a 

low-barrier single well. In this SHB potential, the proton-transfer barrier can decrease below the 

zero-point energy, and Pauli repulsion between H and A leads to a steep confining wall in the 

potential.74,78,81 Example model potentials for these two limits are displayed in Fig. 1.5. Applied 

to liquid phase systems, these models provide a useful qualitative picture for the expected potential 

shape, and low-barrier single-well potentials have been observed in simulations of strong 

H-bonding systems in liquids.65,74,81  

While the transition from conventional to SHB is accompanied by red-shifting as the potential 

well widens, it is not clear that the potential shapes depicted in Fig. 1.5 can be distinguished by 

Figure 1.5. Model potentials representing (a) conventional and (b) short, strong H-bonds.  
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linear absorption spectroscopy alone. However, these distinct potential motifs can be distinguished 

by the ratio of  21 10/   which is readily measured in 2D IR spectroscopy. In the SHB potential, 

the steep walls lead to quantum confinement with 21 10/ 1,    compared to 21 10/ 1    in the 

conventional H-bond potential. 

 

 

A striking example of this inverted anharmonicity was measured in the 2D IR spectroscopy of 

aqueous HCl.77,78 In this system, the excess aqueous proton becomes closely associated with 

nearby water molecules, and displays a broad vibration centered at 1200 cm-1 arising from the 

stretching motion of the proton between flanking oxygen atoms.64,65,81 Exciting this proton stretch 

vibration resulted in intense absorption changes with a clear ratio 21 10/ 1,    shown in Fig. 1.6.78 

While the proton stretch vibration is complicated by coupling to nearby O-H bonds,64,66 an inverted 

Figure 1.6. 2D IR spectrum of 2M HCl at 100 fs pump-probe delay following excitation of the 

proton stretch at 1200 cm-1, with the corresponding spectrum of H2O subtracted. Decreased 

absorption is plotted in red, increased absorption in blue. The linear absorption difference 

spectrum is plotted on the right. Center frequencies of the proton stretch fundamental ( 10 ) and 

excited state absorption ( 21 ) are denoted. The 2D IR spectrum is replotted with permission 

from Fournier, J. A.; Carpenter, W. B.; Lewis, N. H. C.; Tokmakoff, A. Nat. Chem. 2018, 10, 

932–937. © 2018 Springer Nature. 
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anharmonicity ratio was also observed in the 2D IR spectrum of the F-H stretch of aqueous 

bifluoride (HF2
-).74 Both of these observations demonstrated experimentally that the H-bonding 

potential can assume a highly anharmonic shape when the H-bonding length is shortened, and that 

this is a crucial consideration when considering the IR spectroscopy of acids interacting with water. 

 

1.4. IR spectroscopy of water at zeolite Brønsted acid sites 

1.4.1. The singly-hydrated Brønsted acid site 

Given the molecular-scale information content encoded in the vibrational spectrum, it is 

perhaps not surprising that IR spectroscopy has been among the most widely used techniques for 

studying water at zeolite Brønsted acid sites, alongside NMR spectroscopy and neutron 

scattering.84,85 However, the subtle details of water O-H stretch spectroscopy and the substantial 

role of anharmonicity have not always been fully considered, and the advantages of 2D IR 

spectroscopy had not been applied prior to the work described in Chapter 5.86  

Early IR studies of water in proton-form zeolites focused primarily on the low-hydration limit, 

where ≤ 1 water molecule is present on average per BAS.53,54,87 In those studies, the hydration 

level was controlled through the partial pressure of water in the gas phase. The IR absorption 

spectra of HZSM-5 prepared with 1 equivalent (equiv.) H2O/BAS and without any water present 

are displayed in Fig. 1.7. These spectra were collected from samples prepared with an ex situ 

hydration method described in Chapter 6, and display the same absorption features as the in situ 

hydrated samples reported in the literature. The dehydrated zeolite displays a prominent absorption 

peak at 3610 cm-1 from the non-H-bonded (NHB) O-H stretch of the BAS, with a narrow 

bandwidth of 50 cm-1 FWHM. This band does not appear when H+ is substituted for Na+,88 and the 
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intensity grows linearly with Al content in the proton-form.89 The band at 3720 cm-1 arises from 

the O-H stretch of terminal silenols, Si-OH. These are surface defects occurring from the curvature 

of finite zeolite crystals, and the intensity of this band correlates negatively with crystal size.89 The 

sharp transitions sit atop a broad, low-intensity background centered near 3200 cm-1, which has 

been attributed to a small fraction of BAS which form internal H-bonds to oxygen within the 

framework.90,91 

 

 

The IR absorption spectrum in the O-H stretch region changes dramatically with the addition 

of a single water molecule per Brønsted acid site, as shown in Fig. 1.7a. For reference, the structure 

of a singly-hydrated BAS is displayed in Fig. 1.7b, from a molecular dynamics simulation 

described in Chapter 6. In the experimental spectrum, the most prominent feature is a broad doublet 

with bands centered at 2500 cm-1 and 2850 cm-1. These bands are dramatically broader than the 

sharp O-H stretch feature in dehydrated HZSM-5, each with a bandwidth exceeding 200 cm-1 and 

together spanning nearly 1000 cm-1 FWHM. In the higher-frequency NHB O-H stretch region, 

Figure 1.7. (a) Experimental IR absorption spectra of HZSM-5 with 0, 1, and 6 equiv. 

H2O/BAS, normalized to their local maxima. The asterisk marks an artifact from the C-F 

overtone of oils used in the experiment. (b) Representative structures of 1 and 6 H2O molecules 

equilibrated at the BAS of HZSM-5 from molecular dynamics simulations. Spectra and 

simulations were collected with the methods described in Chapter 6. 
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there is a decrease in absorption at 3610 cm-1 as the zeolite BAS red-shifts upon H-bonding to the 

adsorbed water molecule. Additional, somewhat broader features appear in this region at both 

higher and lower frequencies than 3610 cm-1, which can be attributed to NHB O-H stretching of 

the adsorbed water molecule.92 These have been assigned to different environments of the two 

water O-H bonds, with the lower frequency 3550 cm-1 band shifted via a weak coordination to 

oxygen atoms in the lattice, relative to the free O-H bond at 3700 cm-1.92,93 Alternatively, they 

could be attributed to symmetric and asymmetric splitting through intramolecular coupling, like 

the case of water monomer in acetonitrile. 

Based on the IR spectrum, Jentys et al. initially suggested that the singly-adsorbed water 

molecule deprotonates the BAS, forming a hydronium ion which donates an H-bond back to the 

deprotonated lattice.53,54 They reasoned that an electronically neutral configuration would result in 

a single red-shifted BAS O-H stretch, while multiple vibrations of the hydronium ion could explain 

the multiple bands observed. An alternative hypothesis was proposed by Pelmenschikov et al., in 

which the doublet bands at 2500 cm-1 and 2850 cm-1 both arise from the H-bonded BAS which 

remains protonated in the presence of a single water molecule.94,95 In that picture, the BAS O-H 

stretch is red-shifted by H-bonding and split into the doublet bands through Fermi resonance with 

the O–H–O bend overtone across the H-bond from BAS to adsorbed water. 

Sauer and co-workers investigated this question with quantum chemistry calculations, finding 

that the electronically neutral complex was both more stable and had better spectral agreement 

with experiment compared to the protonated water molecule.96,97 While the computed harmonic 

normal mode spectrum did not reproduce the experiment for either configuration, only the neutral 

cluster displayed any spectral density in the region of the doublet, with the BAS O-H stretch falling 
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in the range of 2600-2900 cm-1.97 Additional support for the neutral model came from an 

experimental study using 18O labeling to distinguish between vibrations originating from BAS 

O-H and water O-H.98 While no shift was observed in the doublet bands with 18O labeled water, 

this is a somewhat difficult experiment to interpret since the O-H frequency shifts from oxygen 

labeling are small. Based on the reduced mass, the difference in frequency between a 16O-H and 

18O-H stretch is only ~0.3%, corresponding to an ~8 cm-1 shift (at a center frequency of 2500 cm-1) 

compared to a linewidth of >200 cm-1. 

The crucial experimental evidence on the protonation state of singly-hydrated zeolite BAS 

came from IR absorption studies where a series of H-bond acceptors were adsorbed at the BAS of 

HZSM-5, HY, and HMOR.43,99 The same doublet feature was observed in the IR spectrum when 

adsorbed water was replaced with other H-bond acceptors including methanol, dimethyl ether 

(DME), and tetrahydrofuran (THF).43 Therefore, the doublet bands must originate in some way 

from the O-H stretch vibration of the H-bonded BAS, since they appear with molecules like DME 

and THF which have no intramolecular O-H bonds. Around the same time, a series of studies 

reached a similar conclusion about HSAPO-34, a material where alternating P and Al atoms 

occupy T-sites in a zeolitic lattice. In that material, similar bridging Si-O(H)-Al Brønsted acid sites 

are formed at Si-substitution sites, which also remain protonated in the presence of a single water 

molecule according to neutron scattering experiments.85,100,101 

1.4.2. The protonation state at elevated hydration 

While the protonation state of the zeolite BAS is well-established in the presence of a single 

water molecule, a complete picture of protonation at elevated hydration has remained elusive. As 

additional water molecules accumulate at the BAS the propensity for deprotonation increases, 



1.4. IR spectroscopy of water at zeolite Brønsted acid sites 

 

20 
 

since larger clusters are better able to stabilize and solvate the excess charge.102–104 In the gas 

phase, the calculated proton affinity increases from 166 kcal/mol for a single water molecule to 

199 and 212 kcal/mol for the water dimer and trimer, respectively.102 While these values do not 

account for van der Waals forces, confinement effects, or other complicating factors in the zeolite, 

the trend suggests that there is likely a minimum water cluster size above which the proton is 

stabilized on the water cluster.  

The question of proton speciation at elevated hydration has been investigated thoroughly from 

the perspective of theory and simulation. While most simulation studies found that the BAS is 

protonated in the presence of 1 H2O and deprotonated in the presence of 3 H2O, there is broad 

disagreement over the protonation state of the adsorbed water dimer. Depending on the level of 

theory, definition of the protonation state, and treatment of nuclear quantum effects, various 

studies have concluded that the protonated BAS,55,105 protonated water cluster,106 or both97,107–110 

are stable species when 2 H2O molecules are adsorbed.  

Early simulation studies compared the energetics of optimized structures with different 

protonation states using electronic structure theory at the level of Hartree-Fock (HF), 

Møller-Plesset (MP2), and/or density functional theory (DFT).97,106,110 Limited by computing 

power at the time, these studies truncated the zeolite lattice at 3 T-sites and mapped the energetics 

of only a few configurations. With increased computing power and the ability to perform mixed 

quantum-classical simulations, more recent ab initio molecular dynamics (AIMD) have captured 

a much larger configurational space.108,109 In these studies, the statistics sampled over the MD 

trajectory were used to construct a free energy surface as a function of local or collective variables. 

Liu and Mei defined the protonation state by the nuclear coordinates of the H atoms,108 while 
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Grifoni et al. used a spatial partitioning to assign the proton to an O atom.109,111 Both studies 

concluded that there is an equilibrium between protonated BAS and protonated water dimer states, 

with roughly equal energetics and a low barrier for proton transfer. 

Despite the extensive simulation literature, quantitative experimental studies at elevated 

hydration have been limited and largely unable to assess information about the protonation state. 

One practical challenge is quantitative control over the average hydration level. In most studies, 

this was controlled in situ by varying the water vapor pressure or temperature in contact with a 

zeolite pellet.43,53,55,87 In the vapor pressure approach, the amount of adsorbed water must be 

inferred from a second gravimetric measurement, while the temperature approach induces 

temperature-dependent shifts in IR features in addition to the desired changes in hydration. 

Another challenge is the fact that the experimentally-prepared hydration level is always an average 

over a distribution of microscopic hydration states. This is not a problem when studying the 

singly-hydrated state, since the IR spectrum of dehydrated zeolite can be easily measured. But, it 

is not possible to isolate the spectroscopic signature of the adsorbed doublet, triplet, etc.  

In addition to the practical experimental challenges, changes in the IR spectrum with increasing 

hydration can be difficult to interpret. Figure 1.7 displays the IR spectrum of 6 equiv. H2O in 

HZSM-5, which has prominent high-frequency bands centered near 3400 cm-1 and 3650 cm-1 from 

water-water H-bonds and water NHB O-H stretch, respectively. At this hydration level, the broad 

doublet bands do not appear, but there is a broad continuous absorption extending to lower 

frequencies. Since the spectral features are broad and overlapping, it is not straightforward to 

identify spectral signatures associated with different protonation states or a clear transition 

between them as the hydration is increased. In a recent hydration-dependent IR study, spectral 
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changes were interpreted using calculated harmonic normal mode vibrations from DFT optimized 

structures.55 Though, this approach for describing the highly-anharmonic water and acid vibrations 

should be considered with caution for the reasons discussed in Section 1.3.  

1.4.3. The high hydration limit 

As the number of water molecules at the BAS increases, the extent of H-bonding network 

formation and the structural arrangement of molecules under confinement is perhaps just as 

interesting as the protonation state. In the absence of hydrophilic Al T-sites, the zeolite pores are 

highly hydrophobic, as might be expected for a silica-based material. In fact, elevated pressures 

are required to introduce water molecules into the pores of Silicalite-1 (MFI structure with all 

T-sites occupied by Si).112,113 When acid sites are present, the water uptake is proportional to the 

concentration of Al T-sites.113,114 These observations suggest that there may be a maximum cluster 

size under saturated water conditions, limited by the hydrophobicity of the pores away from Al 

T-sites. An alternative hypothesis could involve water wire formation extending through the pores, 

akin to the water structure in carbon nanotubes with comparable pore diameters.115 

This topic has been investigated primarily through bulk water adsorption studies, 

characterizing the heat of adsorption as a function of average water adsorbed per acid site.87,113,114 

Most recently, Eckstein et al. found that water adsorption in HZSM-5 saturated at approximately 

7 equiv. H2O, independent of Al content over a range of Si:Al from 15 – 110.113 At that elevated 

water loading, the heat of adsorption per water molecule decreases to the heat of liquefaction, 45 

kJ/mol, suggesting that water uptake in the pores is limited by condensation on the surface of the 

crystal. Ab initio simulations suggest that the changing heat of adsorption is driven by proton 

stabilization, which evens out for clusters larger than ~4 H2O.109 Interestingly, that picture implies 



Chapter 1.   Introduction 

 

23 
 

that the maximum cluster size of ~7-8 H2O is not determined by pore size or structure, and should 

be independent of zeolite framework. 

The extent of H-bond network formation and cluster size can be further investigated using IR 

spectroscopy, which provides molecular scale detail lacking in calorimetric adsorption 

measurements. These topics are important considerations in catalysis, since the presence of water 

and formation of protonated water clusters have been shown to modulate the adsorption 

thermodynamics of other molecules.113,116,117 

1.4.4. A closer look at the broad doublet feature 

From a spectroscopic perspective, perhaps the most intriguing mystery related to zeolite 

hydration is the vibrational assignment of the broad doublet feature in the spectrum of 1 equiv. 

H2O (Fig. 1.7). Similar broad doublet features have also been observed in O-H and N-H vibrations 

of H-bonded systems including KH2PO4, NaH3(SeO3)2, and other solids,118 acetic acid119,120 and 

phosphinic acid121 heterodimers in the liquid, and trimethylamine heterodimers in the gas phase.122 

The common theme appears to be relatively strong H-bonding, with shorter Donor-Acceptor 

distances than between water molecules in the bulk liquid. In several cases, it has been shown that 

the doublet feature is sensitive to the H-bonding strength, modulated over a series of H-bond 

acceptors. In the case of zeolite BAS, the doublet does not appear when CO is adsorbed, which 

has a much lower proton affinity compared to H2O.43,123 A similar behavior was observed for 

trimethylamine in the gas phase, where the doublet appeared in heterodimers with H2O and 

alcohols, but not with weaker proton acceptors like CO or Ar.122  

Historically, two explanations have been considered which could plausibly explain the origin 

of these doublet features in strong H-bonding systems. The first, which was briefly mentioned 
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earlier, is Fermi resonance coupling between the O-H stretch vibration and the overtone of the 

O-H-O bend (Fig. 1.8a). In that picture, the O-H stretch is red-shifted to a center frequency of 

~2700 cm-1 and broadened dramatically through coupling to lower frequency vibrations such as 

O-O stretching. It is split into two bands through coupling to the O-H-O bend overtone, which is 

much narrower and also centered near 2700 cm-1. The doublet bands are quantum-mechanical 

mixtures of stretch fundamental and bend overtone, and equal mixtures in the case of perfect 

resonance. This concept has a long history, dating back at least to Evans who proposed this form 

of Fermi resonance splitting to explain broad vibrational transitions in the condensed phase.124 In 

the context of strong H-bonding systems, both Hadzi118 and Claydon and Shepherd125 suggested 

the assignment to bend overtone, noting the frequencies of bend fundamentals in various 

H-bonding systems with doublet features. Based on these previous studies, Pelmenschikov et al. 

interpreted the doublet in hydrated zeolite BAS as Fermi resonance.94,95 

 

 

In an alternative picture, it was proposed that the doublet bands could arise from transitions on 

a double-well H-bonding potential with tunneling in the excited state.118,126 This idea was 

Figure 1.8. Schematic representations of proposed assignments for the doublet IR feature in 1 

equiv. H2O/BAS. (a) Fermi resonance mixing between zeolite O-H stretch   and O-H-O bend 

overtone 2 ,  forming mixed states |11〉 and |12〉 with a splitting of ~350 cm-1. (b) An 

asymmetric double well O-H stretch potential, where tunneling in the first two excited 

states |1〉 and |2〉 leads to a splitting of ~350 cm-1. 
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motivated in part by the semiempirical model for the H-bond potential developed by Lippincott 

and Schroeder.82,83 When the double-well potential assumes an appropriate shape, the first and 

second excited states become nearly-degenerate, with wavefunctions that are approximately 

symmetric and antisymmetric combinations of states localized on the “left” and “right” wells (Fig. 

1.8b). In these configurations the barrier height exceeds the first and second excited state energies, 

so this mixing occurs by tunneling. Somorjai and Horning explored this possibility using a quartic 

function, showing that the 0-1 and 0-2 transitions can fall in the range of the experimental doublet 

band frequencies for appropriate instantiations of the potential.126 

Despite extensive study for over half a century, no experimental evidence has been found 

which can distinguish definitively between these two proposed pictures. One reason is that the two 

models predict a similar qualitative behavior in the linear absorption spectrum. The disappearance 

of the doublet with weak H-bond acceptors like CO can be explained by either model, since the 

blue-shifted O-H stretch becomes off-resonance with the bend overtone, and the proton transfer 

barrier increases substantially in weaker H-bonds. Another difficulty is that accurately modeling 

the shape of the highly-anharmonic potential requires complex computations using high-level 

electronic structure,64,65 and the vibrational spectrum is not approximated well by harmonic normal 

mode calculations. So, neither the anharmonic bend overtone frequency nor the anharmonic 

tunneling potential have been captured in simulations of the zeolite BAS.  

Despite a lack of definitive evidence to support one model over the other, the Fermi resonance 

interpretation has become widely accepted in the literature on zeolite hydration.43,55,84,92,97,99,123 

This is based largely on the fact that the O-H-O bend fundamental vibrates at the correct frequency 

for Fermi resonance mixing – roughly half the frequency at the local minimum between doublet 
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bands.95,97 Though, that observation only suggests the Fermi resonance assignment is plausible, 

not necessarily that it is correct. Much like the previous studies on strong H-bonding in aqueous 

acid described in Section 1.3, this is a problem where 2D IR spectroscopy can provide valuable 

insight from its sensitivity to vibrational anharmonicity.  

 

1.5. Thesis outline 

This chapter motivated the relevance of water-zeolite interactions for industrial catalysis and 

emerging biorenewable technologies, outlined the current state of the field, and described some of 

the ways that linear and nonlinear infrared spectroscopy can deepen our understanding about the 

molecular-scale details of this intriguing system. In the rest of this thesis, I will describe how we 

have applied these techniques to address longstanding mysteries regarding the water speciation, 

protonation state, and spectroscopic assignments discussed in Section 1.4. 

Chapter 2 describes the theoretical underpinnings of TA and 2D IR spectroscopy using the 

framework of time-dependent perturbation theory. Emphasis is placed on the details necessary for 

understanding and interpreting the experiments presented in later chapters. In particular, signal 

intensity, line broadening mechanisms, relaxation processes, polarization anisotropy, and 2D IR 

cross peaks are discussed. 

Chapter 3 describes the experimental implementation of femtosecond TA and 2D IR 

spectroscopy and the instrumentation used for broadband spectral coverage across large portions 

of the mid-IR frequency range. The challenges associated with measuring broad vibrational 

transitions and scattering samples are discussed, and I describe the steps taken to capture 

scatter-free 2D IR spectra of highly-scattering zeolite particles without the use of pulse shaping.  
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Chapter 4 describes the development of a new mid-IR source for femtosecond pulses, which 

extends our capabilities for broadband excitation in 2D IR spectroscopy. This source was 

developed in parallel with the zeolite experiments, and the implications for future studies of water 

and protons in zeolites or other environments are discussed. 

Chapter 5 details the first reported 2D IR measurements of hydrated zeolite, collected in the 

high-hydration limit. The 2D IR spectroscopy, with support from AIMD simulations, is used to 

assign spectral features in the linear absorption spectrum at elevated hydration levels. Using a 

signature of intramolecular coupling in the 2D IR spectrum, the speciation of water molecules in 

different H-bonding environments is calculated. We find good agreement with the statistics from 

simulations of protonated water octamer in HZSM-5, providing detailed molecular support for the 

saturation point at ~8 H2O molecules per BAS. The shape of these water clusters and the disrupted 

H-bonding network under tight confinement in zeolite pores are explored. 

Chapter 6 describes our investigation of the protonation state as a function of water loading by 

quantitative preparation and analysis of IR spectra with varying hydration. The many experimental 

challenges described in Section 1.4.2 are overcome with a combination of a quantitative zeolite 

hydration methodology, spectral decomposition, thermodynamic modeling, and comparison to 

hydration trends in 2D IR spectra. Distinct IR spectral signatures corresponding to protonated BAS 

and protonated water cluster are identified, and their hydration dependence is analyzed. The results 

show that two water molecules are sufficient to fully deprotonate the BAS with a deprotonation 

energy of approximately 1.6 kcal/mol, providing quantitative experimental insight into this 

longstanding question. Using the experimental result as a point of comparison, new AIMD 
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simulations are presented which provide further information about the extent of proton 

delocalization and location within the water cluster as a function of hydration level. 

Finally, Chapter 7 details our investigation of the broad doublet feature in 1 equiv. H2O in 

HZSM-5 using 2D IR spectroscopy. While linear absorption spectroscopy cannot distinguish 

between the proposed Fermi resonance and tunneling potential models outlined in Fig. 1.8, these 

models predict distinct 2D IR signatures from the differences in transition frequencies and 

intensities to higher-lying excited states. The model of Fermi resonance coupling predicts intense 

excited-state features which are not observed in the measured 2D IR spectrum, showing that this 

widely-accepted interpretation is inconsistent with the experiment. On the other hand, we show 

that the relative frequencies and amplitudes of all experimental transitions are reproduced with a 

1-dimensional model of the tunneling double well potential. This result is discussed in the context 

of the theory of strong H-bonding described in Section 1.3. 
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Chapter 2 

 

Theory and interpretation of 2D IR spectroscopy 

2.1. Time domain spectroscopy and perturbation theory 

2.1.1. Semiclassical treatment of light-matter interactions 

A theoretical framework is needed to describe and interpret the vibrational spectroscopy 

experiments in this thesis. In coherent spectroscopy, which includes linear absorption and 

nonlinear changes in absorption, incident light fields create a macroscopic polarization in the 

matter of interest (the sample). The time-varying polarization in turn emits a signal field which is 

detected. Several properties of the absorbing material are encoded in the measured electric field, 

according to mathematical relationships which will be explored and summarized here. The 

underlying theory is well-documented in several textbooks1–5 and previous PhD theses,6–8 so I will 

not attempt to restate the full development of these concepts. The goal of this chapter is to describe 

the observable signals specific to nonlinear 2D IR and transient absorption (TA) spectroscopy of 

molecular vibrations in the liquid phase, with the aim of providing a basis for interpreting the 

experimental results presented in subsequent chapters.  

To describe the light-matter interactions at the heart of spectroscopy, we use the semiclassical 

time-dependent perturbation theory popularized by Mukamel.1 The matter is described as a 

collection of quantum-mechanical dipole moments µ, whose ensemble average gives the 
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macroscopic polarization of the sample P. The electric field E is described classically and is 

coupled to the system under the dipole approximation through the semiclassical term .V = − μ E  

The governing equations of motion are the coupled Maxwell-Liouville equations, 

 
2 2

2

2 2 2 2

1 4
( , ) ( , ) ( , )t t t

c t c t

 
 − =

 
E r E r P r  (2.1) 

 [ , ]i H
t





=


 (2.2) 

where the state of the system is described by the density operator .  =  The system evolves 

under the Hamiltonian H, 

 
0

0

H H V

H

= +

= − μ E
 (2.3) 

where 0H  holds the degrees of freedom (DOF) of the unperturbed system. We assume that V can 

be treated as a perturbation on 0 ,H  which is appropriate for our experiments where the incident 

electric field is orders of magnitude smaller than intermolecular field in the liquid.  

The macroscopic polarization of the sample is the sum over the dipole moments of all 

molecules (in the focus of the laser). Quantum mechanically, it can be evaluated as the expectation 

value of the dipole operator calculated using the trace. 

 ( , ) ( , ) ( , ) ( )ii
t t t t= =P r μ r μ r  (2.4) 

The electric field is treated as a collection of incident laser pulses with envelope ,jA  polarization 

,je  carrier frequency ,j  wavevector ,jk  and phase ,j  plus the generated signal field .SigE  The 

time-dependent phase will be important for describing pulse dispersion and compression in 
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Chapter 3, but for now we will treat the pulses as perfectly compressed with ( ) 0.t =  The electric 

field is a real-valued function, ensured by the complex conjugate (c.c.). 
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E r r e E r

E r r e

 (2.5) 

Ultimately, we wish to relate the observed signal field to the properties of the system 

(vibrational frequencies, correlation times, etc.). In principle, Eqs. (2.1)-(2.5) contain these 

relationships, but they are intractable to solve without further approximations. As we go through 

the mathematics in the rest of this section, I find it helpful to keep two guiding questions in mind: 

1) how does the sequence of light pulses in our experiment generate the macroscopic polarization 

in the sample, and 2) how is the measured signal field related to that macroscopic polarization?  

2.1.2. Perturbative expansion of the density matrix 

The incident light pulses generate a macroscopic polarization in the sample, which can be 

described using time-dependent perturbation theory to iteratively solve the quantum Liouville 

equation.1 The result is a perturbative expansion of the density matrix, represented in the 

interaction picture. 
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0 1 2

2 1 2 1 0

( ) ( ) ( ) ( ) ...
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i
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   

 

= + + +

− 
=  
 

  
 (2.6) 

Evaluating the trace in Eq. (2.4) results in a corresponding expansion of the macroscopic 

polarization, ignoring vector direction and spatial dependence for now. The polarization is 

expressed as a sum of terms, where the nth term arises from n light-matter interactions and scales 

to the nth power in the incident electric field.  
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Substituting the interaction term, setting 0 ,t = −  1 0,t =  and defining time intervals 1i i it t += −  

leads to the general result for the nth order polarization and molecular response function ( ).nR  

Setting 0t = −  is appropriate under the assumption that the system is at equilibrium before the 

first interaction, so ( )0 .eqt =  
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 
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 (2.9) 

Equations (2.8)-(2.9) comprise a crucial result. Equation (2.8) separates the electric field DOF 

from the matter DOF, which are entirely contained in the response function R. Equation (2.9) 

shows that ( )nR  is, in general, a sum of dipole correlation functions each evaluated at 1n+  time 

points. Like all correlation functions, the terms in ( )nR  depend only on time intervals and are 

invariant to time translation. The terms ( )i   are step functions which enforce causality; 

light-matter interactions cannot occur out of order. The response function is evaluated by tracing 

over the equilibrium eigenstates of the system independent of the applied perturbation. Therefore, 

Eqs. (2.8)-(2.9) take the form of a fluctuation-dissipation relationship,9 relating equilibrium 

fluctuations to the time-dependent response following a perturbation from the incident electric 

field. So, the molecular response function is the quantity we are interested in since it contains 

information about the eigenstates and dynamics of the system.  
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How should we begin to interpret the response function? To start, we can put ( )nR  into a more 

intuitive form by expanding the time dependence of the dipole operators in Eq. (2.9), which are 

written in the interaction picture. 

 †

0 0( ) ( ) ( )U U    =  (2.10) 

Here, 0U  is the time-evolution operator under 0 .H   
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 (2.11) 

The second line of (2.11) defines the time-ordered exponential notation, and time-evolution is 

propagated under the unperturbed system Hamiltonian 0 .H  Next, we can define the operators ϒ 

and 0G  by their action on a general operator A. 

 
 
†

0 0 0

,

( ) ( ) ( )

A A

G A U AU



  

 =

=
 (2.12) 

The operator ϒ represents one action of the dipole operator and 0 ( )G   represents time-propagation 

under 0H  during the time period τ, which can be used to rewrite ( )nR  as follows, 

 
( ) ( ) ( ) ( ) ( ) ( )1 0 0 2 0 1 1( ... ) ... ...
n

n n eq nR G G G         =      (2.13) 

In this form, the response function can be read as a sequence of events which are ordered in time 

and each influence the state of the system, tracked by the density matrix .  The system begins at 

equilibrium, and first experiences one dipole interaction ϒ. Next, the system evolves in time under 

0H  during 1,  0 1( ),G   until the second dipole interaction ϒ. This pattern repeats itself until the 
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final time period ,n  followed by the final dipole interaction. The final dipole term is distinct from 

the rest because it arises from taking the trace to calculate ( ),P t  not from a coupling term .− μ E  

This is why the nth order polarization scales with nE  and 
1.n +

 The last dipole term is evaluated 

at time t when the emitted signal is observed in the experiment.  

 

 

In a time-domain spectroscopy experiment the time delays between the n light-matter 

interactions are controlled by the experimental delays between n short pulses. The resulting 

generation of a macroscopic nth order polarization ( )nP  is illustrated schematically in Fig. 2.1. The 

electric field pulses iE  are peaked at times it  to represent the pulse sequence. Figure 2.1 implicitly 

assumes that each light-matter interaction occurs at a peak in the electric field, which is exact only 

for infinitely short pulses. In practice, the finite pulse width sets a limit on the time resolution of 

the experiment. 

2.1.3. Evaluation of the dipole correlation function 

Under the perturbative treatment, the molecular response of the system is encoded in response 

function as a sum of dipole correlation functions. So, the next step is to evaluate these dipole 

correlation functions. This is the most straightforward in the linear case where there are only two 

Figure 2.1. Pulse sequence and time variables corresponding to the generation of the nth order 

polarization. In a time-domain spectroscopy experiment, interaction times ti are controlled by 

the time delays τi between pulses. 
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time points and one time interval. Then, there are two correlation functions to consider, 

distinguished by the ordering of dipole interactions on the bra- and ket- sides of .  Many of the 

interesting details can be seen in this case, and much of the effort for describing higher-order 

response functions will be dedicated to keeping track of the greater number of terms.  

Consider an incident electric field which is weak enough that the polarization can be truncated 

at the linear term 
(1) ( )P t  in the expansion; (0)P  is the static dipole moment which vanishes for an 

isotropic medium. 
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= −  (2.14) 
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 
=  
 

 (2.15) 

To evaluate Eq. (2.15), it is sufficient to consider only one dipole correlation function, since the 

other term is the complex conjugate. 

 ( ) ( ) (0) eqC     =  (2.16) 

The dipole correlation function is related to the linear absorption spectrum through the Fourier 

transform of Eq. (2.14). In the frequency domain the linear polarization is proportional to the linear 

susceptibility 
(1) ( ),   which is proportional to the Fourier transform of 

(1) ( ).R   The imaginary 

part of 
(1) ( )   encodes the linear absorption spectrum, which will be shown in section 2.1.4. 

 ( ) ( )1 1
( ) ( ) ( )P E   =  (2.17) 
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For a single isolated particle with unperturbed Hamiltonian 0 ,H  the correlation function can 

be computed straightforwardly in the basis of 0H  eigenstates. 
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 (2.18) 

Here, ap  is the Boltzmann factor for occupation of state |a〉 at equilibrium and ( ) / .ba b aE E = −  

Working in the basis of 0 ,H  the time-evolution operator 0U  is simplified from a time-ordered 

exponential to a simple exponential, since 0H  is time-independent and therefore 

 0 0(0), ( ) 0.H H  =  The correlation function oscillates in time at the difference frequencies 

between eigenstates, with each oscillating term weighed by the norm-squared value of the 

corresponding transition dipole matrix element.  

Taking the Fourier transform of (2.18) would result in a sum of delta functions at the transition 

frequencies .ba  For a collection of particles at finite temperature, collisions between molecules 

effectively induce some mixing between eigenstates, since during a collision the molecule is no 

longer isolated. This leads to dephasing, resulting in a nonzero linewidth in the frequency domain. 

In the gas phase, the mixing between eigenstates is typically small enough that it is appropriate to 

simply modify (2.18) by adding a phenomenological relaxation term with dephasing rate ba  for 

each pair of eigenstates |a〉 and |b〉. 

 
2( ) | | ba bai

a ba

a b
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In the condensed phases however, particle-particle interactions are much stronger, further 

complicating the evaluation of the time-dependent dipole correlation function. At a given point in 

time, otherwise identical molecules may be embedded in different environments which modulate 

their eigenstates (for example, donating a H-bond can shift the frequency of an O-H stretch by 

hundreds of wavenumbers). Furthermore, the environment can fluctuate causing time-dependent 

changes in the molecular eigenstates. Both of these factors contribute to the linewidth, which can 

be quite broad in the condensed phases. In effect, (2.19) is not necessarily valid, and evaluating 

( )C   requires the full time-ordered exponential treatment of 0 .U  

To obtain a tractable solution, a common treatment is to separate the DOF in 0H  into the 

“system” SH  containing the spectroscopically bright states observed in the experiment and the 

“bath” BH  containing the lower-frequency dark states, with system-bath coupling .SBH 1 

 0 S B SBH H H H= + +  (2.20) 

Assuming an adiabatic separation between system and bath DOF with weak coupling, the 

correlation function can be expressed as, 
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 (2.21) 

where the trace is over the bath DOF and time-evolution occurs under .BH  The advantage of this 

formulation is that the transition frequencies and transition dipole moments correspond to system 

eigenstates, and the time-dependence arises from fluctuations of the bath.  
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Evaluating Eq. (2.21) is still not always straightforward, so two additional approximations are 

often applied to reach a more convenient form. First, under the Condon approximation there is an 

adiabatic separation between electronic and nuclear DOF. This means the transition dipole moment 

µ is independent of the bath DOF and can be evaluated outside of the trace. The expression can be 

further simplified by taking the cumulant expansion of the trace and truncating at second order.1 

This is akin to assuming that the bath fluctuations are Gaussian (i.e., treating the bath as a collection 

of harmonic oscillators). For a single transition between states |a〉 to |b〉, the correlation function 

under these approximations becomes: 

 0
' ( ')
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So, under the Condon and cumulant approximations the lineshape is encoded in the lineshape 

function ( )g   which is determined by the autocorrelation function of frequency fluctuations   

away from the mean frequency .ba  An insightful comparison between these levels of 

approximation in the context of O-H stretch spectroscopy was illustrated by Schmidt et al.10 

To demonstrate the influence on the linear absorption spectrum, consider the 

Gaussian-stochastic model,3,11 which treats the frequency-frequency correlation function (FFCF) 

as a single decaying exponential with correlation time .c   
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If the frequency fluctuations caused by the bath are much slower than the timescale of the 

experiment, ,c   the linewidth is determined by the static distribution Δ of oscillators with 

different frequencies. This is the inhomogeneous or static limit, where the dipole correlation 

function is Gaussian in time. The corresponding lineshape in frequency space is also Gaussian 

with FWHM 2.35Δ.  
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In the limit of fast bath fluctuations, ,c   the linewidth is instead determined by the dephasing 

rate 2 .c =   This is the homogeneous limit, where the dipole correlation function decays 

exponentially in time and transforms to a Lorentzian in frequency with FWHM 2Γ.  
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So, line broadening in the absorption spectrum is a combination of homogeneous and 

inhomogeneous contributions. Those contributions are illustrated in Fig. 2.2 under the 

approximations of the Gaussian stochastic model, resulting in a Gaussian distribution of 

Lorentzian transitions. Because homogeneous and inhomogeneous broadening are convolved, it is 

in general not possible to separate these contributions in the linear absorption spectrum. This is 

one advantage of 2D spectroscopy where homogeneous and inhomogeneous linewidths are 

separated in the 2D lineshape, described in section 2.3.3.  
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The illustration in Fig. 2.2 provides an intuitive picture of the contributions of homogeneous 

and inhomogeneous broadening. However, for vibrations in condensed phase systems we should 

be cautious when applying the Condon and cumulant approximations. For example, in the 

spectrum of the O-H stretch of liquid water a prominent non-Condon effect has been observed 

both experimentally12 and in spectral simulations.10 And, ultrafast vibrational spectroscopy 

experiments sensitive to the FFCF have revealed non-Gaussian fluctuations in the H-bonding 

network of liquid water.13–15 Spectral simulations comparing the treatments in Eqs. (2.22) - (2.24) 

showed that both the frequency-dependence of ( )   and non-Gaussian fluctuations contribute 

meaningfully to the water O-H stretch lineshape. Therefore, the more general form of Eq. (2.22) 

is more appropriate for realistic spectral simulations of lineshape dynamics in the complicated 

vibrations of liquid water.10 

 

 

2.1.4. Generated electric field from the macroscopic polarization 

So far, it has been shown that the bright system DOF are encoded in the molecular response 

function, which is a sum of dipole time correlation functions. When a sequence of short pulses are 

Figure 2.2. Illustration of inhomogeneous broadening in linear absorption. (a) The distribution 

of molecular environments in the ensemble is reflected in (b) a distribution of frequencies Δ, 

with oscillators in each environment experiencing homogeneous broadening Γ.  
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used to interrogate the sample, as in ultrafast experiments, it is common to treat the incident electric 

field as a sum of delta functions in time for the purpose of evaluating Eq. (2.8). Under this 

treatment, referred to as the impulsive approximation, the macroscopic polarization 
( ) ( )nP t  is 

proportional to the response function 
( ) ( ),nR t  evaluated at the experimentally-controlled time 

delays between electric field pulses. Next, we will explore how the macroscopic polarization – and 

therefore the response function – is encoded in the measured signal field. 

In the case of linear absorption, the macroscopic polarization is linear in the electric field. In 

the frequency domain, the linear susceptibility 
(1) ( )   is proportional to the Fourier transform of 

(1) ( ),R t  shown in Eq. (2.17). The linear susceptibility can be related to the index of refraction n 

and absorption coefficient κ through the dielectric function ( ).   

 

( )1
( ) 1 4 ( )

( ) ( ) ( )n i

   
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= +

= +
 (2.29) 

For simplicity, consider the absorption of a plane wave with fixed frequency ω propagating along 

the z direction, interacting with a sample of length L. 

 ( , ) . .i t ikzE z t Ae c c− += +  (2.30) 

Using Eqs. (2.1) and (2.17), the dispersion relation is, 

 
2 2 2( ) /k c  =  (2.31) 

Plugging this expression back into Eq. (2.30) and integrating 
2

( ) ( , )I z E z t=  over the sample from 

[0, ]z L=  recovers Beer’s law. 

 
( ) ( ) ( )0

( ) 2 ( ) /

LI L I e

c

 

   

−=

=
 (2.32) 
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Finally, rearranging Eqs. (2.29) and (2.32) shows that the absorbance per unit length ( )   at 

frequency ω is proportional to the imaginary part of the linear susceptibility, defining the 

relationship between the linear absorption spectrum and first-order response function 
(1) ( ).R t  

 ( )(1)4
( ) ( )

( )n c


   


=   (2.33) 

In linear spectroscopy, Beer’s law is the fundamental equation relating light absorption to the 

linear susceptibility. In nonlinear spectroscopy, a few additional steps are needed to relate the 

emitted field to the nonlinear response function. First, separating the polarization into linear and 

nonlinear terms 
(1)( , ) ( , ) ( , )NLP t P t P t= +r r r  puts Eq. (2.1) into a convenient form. 

 
2 2 2

2

2 2 2 2

4
( , ) ( , ) ( , )NLn

t t t
c t c t

 
 − =

 
E r E r P r  (2.34) 

Here, Eqs. (2.17) and (2.29) were used to rewrite 4+E P  in terms of the refractive index. Next, 

take a single oscillating term in the macroscopic polarization with frequency 
p  and a generated 

electric field of the form, 

 
'

( , ) ( ) . .

( , ) ( , ) . .

p p

p p

i t i

i t i

sig sig

P t t e c c

E t A t e c c





− +

− +

=  +

= +

k r

k r

r

r r
 (2.35) 

The frequency and wavevector of the macroscopic polarization are a combination of the incident 

fields, and the wavevector of the generated field depends on the refractive index of the sample: 

' / .p pk n c=  

 
1 2 3

1 2 3

...

...

p

p

   =   

=   k k k k
 (2.36) 
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Consider our sample of length L, with the electric field propagating along the z direction. Under 

conditions where light absorption is small, changes in the incident electric fields or the polarization 

along z can be neglected. We assume that the envelopes ( )P t  and ( , )SigA tr  vary slowly compared 

to the oscillation frequencies, referred to as the slowly-varying envelope approximation. Then, Eq. 

(2.34) can be integrated to find the crucial result relating NLP  to the measured electric field.1 

 

/22
( , ) ( )sinc

( ) 2

'

pk Lp pNL

p

p p p

L k Li
E L t P t e

n c

k k k





 
=  

 

 = −

 (2.37) 

There are two important results contained in Eq. (2.37). First, the generated electric field is 

proportional to the nonlinear polarization with a phase shift of π. Therefore, the measured field 

reports directly on the nonlinear polarization, which is in turn proportional to the response function 

under the impulsive approximation. Second, the generated field has a spatial dependence through 

the sinc function, sinc( ) sin( ) / ,x x x=  which is sharply peaked at 0.x =  The generated electric 

field radiates efficiently only in the direction determined by 0,pk =  referred to as the 

phase-matched direction. Using this relationship, the direction of the emitted field can be predicted 

based on the directions of incident beams and the type of nonlinear interaction. 

Notably, phase matching is not a result of momentum conservation, as it may first appear. 

Instead, the phase-matched direction is the direction in which the radiating dipoles in the sample 

add constructively. This explains the dependence on sample length L, as perfect constructive 

interference occurs only among dipoles in the same plane perpendicular to the z-axis. Finally, it is 

important to note that the phase-matching condition is determined not only by the direction of each 

incident electric field, but also the frequency-dependent refractive index in the sample, 
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( ) ( ) / .k n c  =  This can be neglected in our spectroscopy experiments, where the frequency 

dispersion of the liquid is small and the pathlength through the sample is short (1-50 μm). 

However, the dispersion of ( )n   will be a crucial factor for describing IR pulse generation by 

wave mixing in crystals (Chapter 3), where the interaction length is on the order of 1 mm. 

2.1.5. Heterodyne detection  

The emitted signal field in nonlinear experiments is detected as a function of frequency, either 

by interferometry or using a spectrometer. However, the detector can only directly measure the 

field intensity, not the phase. To obtain phase information, the signal is overlapped with a second 

field with known amplitude and phase called the local oscillator .LOE  The local oscillator could 

be a separately introduced beam or the probe pulse 3E  depending on the geometry of the 

experiment. The intensity measured by the detector is, 

 

( )

( )

2

2 2

2

( ) ( )
4

( ) ( ) ( ) ( )
4 4 2

( ) ( ) ( ) cos( )
4 2

Sig LO

Sig LO Sig LO

LO Sig LO Sig

nc
I E E

nc nc nc
E E E E

nc nc
E E E

  


   
  

   
 

= +

= + + 

+

 (2.38) 

The intensity of the signal is neglected since it is much smaller than the intensity of the local 

oscillator. What’s left is the spectrum of the local oscillator and the interference between LOE  and 

,SigE  which contains the phase of the signal 
Sig  relative to .LOE  The interference term can be 

isolated in a differential measurement, and independent measurement of the local oscillator 

spectrum 
2

LOE  allows for the full characterization of signal field. 
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 ( ) ( ) ( ) ( ) cos( )
2

Sig LO Sig

nc
S I E E    


=   (2.39) 

So, heterodyne detection enables measurement of both the amplitude and phase of the signal 

field. Together with Eq. (2.37) and the impulsive approximation, these relationships show that we 

can directly relate the observables in nonlinear spectroscopy to dipole time correlation functions 

which encode the molecular response. 

 

2.2. Third order nonlinear response 

Two-dimensional and transient absorption spectroscopy are third-order nonlinear techniques, 

where the corresponding macroscopic polarization is generated by three interactions with the 

electric field. Starting from Eq. (2.9), the third order nonlinear response can be written as follows. 

Expanding the commutators, the response function is the sum of eight total correlation functions 

(3) ,jR  four of which are complex conjugates of the other denoted by the asterisk in (3) .jR    

  

3

(3)

1 2 3 1 2 3

3 2 1 2 1 1

3
4 (3) (3)

1 2 3 1 2 31

( , , ) ( ) ( ) ( )...

( ), ( ), ( ), (0)

( , , ) ( , , )

eq

j jj

i
R

i
R R

        

          

     

=

 
=  
 

  + + +  

 
= − 
 



 (2.40) 

The four unique correlation functions, also referred to as Liouville space pathways, are written in 

Eq. (2.41). Like linear absorption spectroscopy, the third order molecular response is encoded in 

a sum of dipole time correlation functions. Though, in the third order case there are more 

correlation functions to consider, and each is evaluated at four points in time with three time delays.  
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( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

(3)

1 1 2 3 3 2 1 1 2 1 1 2 3

(3)

2 1 2 3 3 2 1 1 2 1 1 2 3

(3)

2 1 2 3 3 2 1 2 1 1 1 2 3

(3)

4 1 2 3 3 2 1 2

( , , ) ( ) (0) ( ) ( )

( , , ) ( ) ( ) (0) ( )

( , , ) ( ) ( ) (0) ( )

( , , ) ( ) (

eq

eq

eq

R

R

R

R

                   

                   

                   

        

= + + +

= + + +

= + + +

= + + + ( ) ( ) ( )1 1 1 2 3) ( ) (0) eq          

 (2.41) 

Using the cyclic invariance of the trace, the correlation functions are written so that dipole terms 

appear either on the ket-side (left) or bra-side (right) of the density matrix depending on the time 

ordering of the interactions. The correlation functions can be read as a sequence of events. For 

example, in (3)

1R  the dipole operator acts on the density matrix from the ket-side at time 0, then 

from the bra-side at time 1,  from the bra-side at 1 2 , +  then from the ket-side at 1 2 3.  + +  The 

final interaction is always placed on the ket-side by convention.  

Next, using the system-bath separation with a similar approach as Eq. (2.21) and taking the 

Condon approximation, the correlation functions can be re-written in terms of transition dipole 

matrix elements, oscillation center frequencies, and a lineshape function ( )1 2 3, , .F    6 For 

generality, the functions are evaluated over four system eigenstates labeled |a〉, |b〉, |c〉, and |d〉. 

Without additional constraints, these could represent any states of the system. The result shows 

that each correlation function scales to the fourth order in transition dipole moment, and the dipole 

matrix elements included depend on the particular transitions induced by interactions with the 

electric field. During the delay periods between interactions the correlation function oscillates at 

difference frequencies between system energy levels.   
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(3)

1 1 2 3 1 2 3 1 2 3

(3)

2 1 2 3 1 2 3 1 2 3

(3)
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−

= − − −





 (2.42) 

These correlation functions are often represented diagrammatically using the notation in Fig. 

2.3. In the diagram, time increases in the upwards direction and light-matter interactions occur at 

time points denoted by horizontal lines. The state of the system before the first interaction, and 

during the time delays 1 3 , −  is represented by the density matrix. For example, in (3)

1R  during 1  

the system is in the state |d〉〈a|, corresponding to the oscillating term ( )1exp .dai −  Each 

light-matter interaction contributes one dipole matrix element term to the correlation function. For 

example, in (3)

1R  the first interaction occurs on the left side from state |a〉 to state |d〉, with the 

corresponding dipole matrix element .da  Interactions from the right follow the same rules but 

contribute the complex conjugate of the dipole matrix element. For example, the second interaction 

in (3)

1R  contributes dipole matrix element .ba   

While the correlation functions contain only system DOF, some information about the field 

can be incorporated under appropriate considerations. In a 2D IR experiment, the incident electric 

field is composed of three pulses of light, each with a carrier frequency 
j  and sharply peaked in 

time at a controllable time 
jt  (Eq. (2.5)). First, assume that the pulses interact with the sample in 

the order that they arrive, referred to as the pulse-ordering approximation. 
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Next, consider a resonant interaction of the first pulse with the sample. Since the electric field 

is real-valued, it contains oscillating terms ( )exp ji t−  and ( )exp .ji t+  However, only one of 

these terms will be resonant with the oscillating term in the response function, and the other will 

result in an oscillation at approximately 2 .j  When calculating the polarization (Eq. (2.8)), the 

integral of this rapidly-oscillating term will tend towards 0, and can therefore be neglected. This 

is referred to as the rotating wave approximation (RWA). Since the signs of the electric field 

frequency and wavevector are related, the RWA implies that each transition between states in the 

correlation function constrains the wavevector of the interacting electric field. 

To illustrate the implications of the RWA, let’s reduce the number of pathways we need to 

consider by describing a model system in a fixed experimental geometry. Consider a system with 

eigenstates labeled |ν〉, with 1,2,3... =  which follows harmonic dipole selection rules, 1. =   

Begin each pathway in the ground state |0〉〈0|, which is appropriate for vibrations in the mid-IR 

where 1

10 / 2 / 207cmBc k T hc  −   at room temperature. Then, select for only signals emitted 

in the direction of the third pulse, .+ 3k  Experimentally, this is accomplished by aligning the first 

Figure 2.3. Diagrammatic representation of the third-order Liouville pathways. 
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two pump pulses in a collinear geometry, crossed with the third probe pulse and placing the 

detector in the beam line of the probe after the sample. This is referred to as the pump-probe 

geometry,16,17 which was used in all experiments in this thesis. In order for the emitted signal to 

radiate efficiently in the direction of the probe, the wavevectors of the first two pulses must cancel, 

so the phase-matching condition is .=  +Sig 1 2 3k k k k  

In diagrammatic perturbation theory, electric field wavevectors are incorporated in the form of 

arrows pointing in or out of the diagram. Arrows pointing right denote a positive wavevector; left 

denotes negative wavevector. Under the RWA, arrows pointing inwards correspond to upwards 

transitions in the density matrix (from a lower-energy state to a higher-energy state); outward 

pointing arrows correspond to downwards transitions.  

Figure 2.4 shows the six Liouville space pathways which meet the phase-matching and dipole 

selection rule criteria for our model system in the pump-probe geometry. The pathways can be 

further characterized based on the transition frequencies and oscillation phases during time periods 

1  and 3.  Under the conditions considered, the system is always in a population state during 2  

and therefore does not oscillate. However, for a general system coherence pathways are also 

possible; for example if two different resonances fall within the bandwidth of the pump pulses.18 

During 1  and 3  the system is in a coherence state, and oscillates with either positive or negative 

phase. Dephasing occurs during 1,  which continues during 3  if the oscillation phases are equal 

(nonrephasing pathway). If the oscillation phases are opposite during 1  and 3 ,  then some or all 

of the dephasing is reversed during 3  (rephasing pathway).  
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The oscillation frequency during 1  indicates the center excitation frequency of the pathway, 

and oscillation frequency during 3  indicates the center detection frequency. In the pathways 

shown in Fig. 2.4 GSB and SE pathways both oscillate at 10  during both of those time periods, 

and are differentiated by the population state during 2 .  ESA pathways instead oscillate at 21  

during 3 ,  and are negatively signed. The sign of a pathway can be determined by the number of 

bra-side dipole interactions, since each one contributes a negative sign from the commutators in 

Eq. (2.40). In the differential 2D IR and TA experiments, the sign determines whether the signal 

from that pathway is measured as an increase (+) or decrease (-) in transmitted light at the 

corresponding detection frequency. 

 

Figure 2.4. Diagrammatic representation of the Liouville space pathways for the phase 

matching condition =  +Sig 1 2 3k k k k  and a single vibration obeying harmonic dipole 

selection rules. Pathways are labeled with the corresponding Rj
(3) terms, rephasing (R) or 

nonrephasing (NR), as ground state bleach (GSB), stimulated emission (SE), or excited state 

absorption (ESA), and with the sign of the term (+/-). The wavevectors implied by arrows are 

denoted for R1
(3). 
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2.3. 2D IR and TA spectroscopy 

2.3.1. 2D IR and TA signal 

In 2D IR spectroscopy, the third order molecular response is represented in the mixed 

frequency-time domain by taking the Fourier transforms over time delays 1  and 3.  The measured 

signal is plotted as a 2D map with frequencies 1  (excitation frequency) and 3  (detection 

frequency) on the axes at a fixed 2  (waiting time).  

 ( ) 3 3 1 1 (3)

2 1 2 3 3 1 1 2 3, , ( , , )
i i

DS d e d e R
          

 

− −

 
 

 
   (2.43) 

In TA, or “pump-probe,” spectroscopy all measurements are made with 1 0 =  and therefore the 

excitation frequency is not resolved. This is formally equivalent to integrating the 2D IR spectrum 

across 1  by the projection-slice theorem.17 Clearly, less information is present in the TA 

measurement, but in practice it is very useful when we wish to efficiently sample many points 

along 2 .   

 ( ) ( )2 3 1 2 1 2 3, , ,TA DS d S     


−

   (2.44) 

When interpreting spectra, we typically do not include all terms in (3)R  in Eq. (2.43). Instead, 

we select a set of pathways based on phase-matching conditions, selection rules, and the other 

considerations discussed in the previous section. For example, consider the case of a single 

vibration with a weakly-anharmonic potential energy surface, which led to the six pathways 

pictured in Fig. 2.4. In general, the third-order lineshape functions ( )1 2 3, ,F     could be quite 
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complicated, but for the sake of illustration consider a simple case with dephasing with rate Γ 

during 1  and 3 ,  and population relaxation with time constant T1 during 2 .  

 ( ) ( ) ( ) 1 2 1 3/

1 2 3 1 2 3( , , )
T

F e
           − − −

=  (2.45) 

Since the Fourier transform of a decaying exponential is a Lorentzian, Eq. (2.45) results in a 

two-dimensional Lorentzian lineshape in the 2D IR spectrum. Model 2D IR and TA spectra of this 

system are presented in Fig. 2.5. Since there are equal numbers of rephasing (R) and nonrephasing 

(NR) pathways in Fig. 2.4, the resulting spectra have purely absorptive lineshapes. This can be 

shown by writing out the terms for (3)

jR  using Eqs. (2.42) and (2.45).6 Absorptive 2D lineshapes 

are a feature of the pump-probe geometry, where both rephasing ( )− + +
1 2 3

k k k  and nonrephasing 

( )+ − +
1 2 3

k k k  pathways are phase-matched in the direction of the probe and added perfectly in 

situ. The R and NR pathways can be separated using the boxcars geometry,4,17,19 but for the work 

in this thesis absorptive lineshapes are desirable since they are more straightforward to interpret.  

 

 

Figure 2.5. A model three-level system with (a) weakly anharmonic potential and the 

corresponding (b) 2D IR and (c) TA spectra from the pathways in Fig. 2.4. Positive amplitudes 

are in red and negative amplitudes in blue.  
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Much information is contained in the 2D IR and TA spectra, even for the simple model system 

considered in Fig. 2.5. The excitation and detection frequencies report on the coherence states 

occupied during 1  and 3 ,  respectively. Therefore, 10  and 21  can be read off the peak positions 

along the detection frequency axis, providing constraints on the shape of the corresponding 

potential energy surface. In a harmonic potential 21 10 , =  so the difference 10 21  = −  

provides a measure of anharmonicity. In most cases, molecular vibrations experience potentials 

qualitatively similar to the one pictured in Fig. 2.5 with 0  ( )21 10/ 1 .   4 Though, as 

discussed in Chapter 1, 2D IR experiments of some strong H-bonding systems have revealed 

vibrations with 0,  20–22 providing evidence of vibrational potentials with large deviations from 

a harmonic oscillator. 

The amplitude of each feature in the 2D IR spectrum is determined by the number of pathways 

centered at the same excitation and detection frequencies and the corresponding transition dipole 

matrix elements. Each feature scales to the fourth power with the transition dipole moment, as 

shown in Eq. (2.42), though the particular elements depend on the pathway. In the system 

considered in Figs. 2.4-2.5, the two SE and two GSB pathways scale with 
4

10 ,  while the two 

ESA pathways scale with 
2 2

21 10 .   Assuming the dipole moment surface is harmonic, then 

21 102 . =  Under that approximation, the positive and negative features in Fig. 2.5b have 

equal amplitudes of 
4

104 .  
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2.3.2. Population relaxation 

In section 2.1.3 it was shown that the lineshape of a vibrational transition contains information 

about both the static distribution of molecular environments (inhomogeneous broadening) and 

dynamics including population relaxation, orientational diffusion, and collisions or bath 

fluctuations (homogeneous broadening). While these are convolved in the linear absorption 

spectrum, they can be measured independently with 2D IR spectroscopy. From Eq. (2.24), the 

lineshape is determined by the frequency-frequency correlation function, which in turn is 

expressed in terms of a homogeneous dephasing rate Γ and inhomogeneous distribution Δ, under 

the appropriate approximations. The homogeneous dephasing rate can be further decomposed into 

contributions from the molecular rate processes which contribute to the linewidth. 

 
2 1

1 1 1

2 orT T 
 = + +  (2.46) 

Here, 
2T   is the timescale of pure dephasing, 1T  is the population relaxation timescale, and or  is 

the timescale of orientational diffusion. 

The population relaxation, or lifetime, can be measured straightforwardly in TA (or 2D) 

spectroscopy. All six of the pathways in Fig. 2.4 decay in amplitude during 2  with the 

depopulation of the first excited state 
11 1 1 . =  This is clear for the SE and ESA pathways, 

which are in the state |1〉〈1| during 2 .  The GSB pathways, on the other hand, decay in amplitude 

as the ground state |0〉〈0| is repopulated, which occurs at the same rate as |1〉〈1| relaxes in the model 

system. Therefore, 1T  can be measured by the decay rate of either the positive or negative diagonal 
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feature. When measuring population relaxation, care must be taken to separate the contribution 

from orientational diffusion, discussed in section 2.3.4. 

2.3.3. 2D IR lineshape 

In 2D IR spectroscopy, the lineshape of a feature is a correlation map between oscillation 

frequencies at the times of excitation and detection. At the time of excitation, an ensemble of 

oscillators are vibrationally excited with a distribution of instantaneous frequencies reflecting their 

molecular environments (eg., O-H bonds with a distribution of H-bonding strengths). During 2  

fluctuations in the bath cause these molecular environments to exchange, leading to a decay in the 

correlation. This is displayed schematically in Fig. 2.6 where the lineshape is calculated using the 

Gaussian stochastic model,11 Eqs. (2.25)-(2.26). Here, c  is the timescale for bath fluctuations.  

The lineshape evolution of the 2D IR feature reflects the dynamics of the FFCF during 2 ,  

10 10 2(0) ( ) .    There are several lineshape parameters which can be related to the FFCF 

including the slope of the center line through the local maxima,23 the slope of the nodal line 

between positive and negative features,24 the ellipticity of the band,25 and the slope in phase 

space.26 In Fig. 2.6 the center line and corresponding time-dependent center line slope (CLS) are 

plotted to illustrate one method for obtaining this information from an experiment. The numerical 

correspondence between CLS, or other metrics, and the FFCF rely on the Condon and cumulant 

approximations, but can capture more complex dynamics than the single exponential form in the 

Gaussian stochastic model.  

Furthermore, since inhomogeneous broadening is reflected only along the diagonal, the 

homogeneous and inhomogeneous linewidths are separated in the early-time ( )2 c   2D 
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lineshape. The anti-diagonal linewidth is homogeneously broadened, while the diagonal linewidth 

is broadened by both homogeneous and inhomogeneous mechanisms. Therefore, the homogeneous 

dephasing rate Γ can be measured directly from the anti-diagonal linewidth. Together with 1,T  the 

unknown information in Eq. (2.46) can be narrowed down to 
2T   and .or  

 

 

2.3.4. Polarization anisotropy 

Transient absorption and 2D IR spectroscopy can measure orientational diffusion through the 

correlation between transition dipole moment directions. Until this point, the vectorial nature of 

both the electric fields and transition dipole matrix elements have been ignored. However, each 

field-matter interaction depends on the angle   between the transition dipole and the polarization 

of the electric field. So, the probability of absorption or emission depends on the polarization of 

the field. 

 cos( )μ EV E = −  =  (2.47) 

Figure 2.6. 2D IR spectrum of a two-level system with 21 10/ 0.88,  =  modeled using the 

Gaussian stochastic model with 30fsc =  and 
-11100 cm =  for (a) 2 0 =  and (b) 2 100 .c =  

The center line is drawn in purple and the center line slope (CLS) decay with time is shown in 

(c), which decays with the same timescale as the FFCF. 
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In the experiments in this thesis all fields are linearly polarized along laboratory frame 

directions X, Y, or Z. The medium is isotropic, so the measured signal can be treated as the 

ensemble average over a collection of randomly oriented dipoles. The pump pulses 1E  and 2 ,E  

polarized in the same direction, preferentially excite the sub-ensemble of transition dipoles 

pointing along the polarization direction with a 
2cos ( )  distribution, according to Eq. (2.47). The 

subsequent interaction with 3E  and emission of 
SigE  also occurs with a 

2cos ( ')  probability 

distribution, where '  is the angle between μ and .3E  Therefore, control over the probe 

polarization (relative to the pump) is the basis for measuring orientational correlation in the 

sample.  

To work out the relationship between polarization and dipole orientational correlation, the third 

order response functions are separated into a product of the correlation functions abcd

jR , which 

contain only the vibrational dynamics, and orientational tensors abcd

IJKLY  which contain only the 

orientational dynamics. The indices IJKL correspond to the field polarizations along the laboratory 

frame directions {X,Y,Z}, while the indices abcd correspond to the directions of the dipole 

moments in the molecular frame, each evaluated at the four time points of interaction.  

 
(3)

1 2 3 1 2 3 1 2 3( , , ) ( , , ) ( , , )abcd abcd

j IJKL j

IJKL abcd

R Y R        =  (2.48) 

The tensor elements abcd

IJKLY  are a map between the molecular frame and the laboratory frame. 

The dipole moment can reorient during time delays according to the orientational diffusion 

equation.  
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2( , )

( , )or

W t
D W t

t

 
=  


 (2.49) 

Here, ( , )W t  is the probability that the dipole moment is orientated at the set of Euler angles Ω 

at time t and orD  is the orientational diffusion constant.27,28 The tensor elements abcd

IJKLY  have been 

derived elsewhere6,27 by averaging over all possible orientations in an isotropic medium. Most of 

the tensor elements vanish in an isotropic system; only four are nonzero: ,ZZZZY  ,ZZYYY  ,ZYYZY  and

,ZYZYY  three of which are independent. For a single transition the upper indices are all the same, so 

they have been dropped for simplicity. For the experiments described here only two elements need 

to be considered, ZZZZY  which corresponds to all fields polarized in the same direction, and ZZYYY  

which corresponds to perpendicular pump-probe polarization.  

 

1 2 3 1 1 1 3 2 2

1 2 3 1 1 1 3 2 2

1 4
( , , ) ( ) ( ) 1 ( )

9 5

1 2
( , , ) ( ) ( ) 1 ( )

9 5

ZZZZ
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Y C C C

Y C C C

     

     

 
= + 

 

 
= − 

 

 (2.50) 

Here, 1( )C   and 2 ( )C   are two-point dipole correlation functions which track the orientational 

correlation between the transition dipole moment direction at the times 0 and   through the angle 

( )   between them.28,29 These are expanded in Eq. (2.51), where kP  is the kth order Legendre 

polynomial. 

 

( )

( ) ( )

1 1

2

2 2

( ) ( ) (0) cos( )

1
( ) ( ) (0) 3cos ( ) 1

2

μ μ

μ μ

C P

C P

  

  

=  =

=  = −

 (2.51) 
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Together, Eqs. (2.50) and (2.51) show the orientational dependence of the third order nonlinear 

signal, which is encoded in 2 2( )C   during the waiting time. Experimentally, the tensor elements 

of the third order signal ZZZZS  and ZZYYS  can be measured by rotating the probe polarization parallel 

(ZZZZ) or perpendicular (ZZYY) to the pump polarization. During 2 ,  these signals depend on 

both population relaxation 2( )B   (which decays with the lifetime T1) and orientational correlation 

2 2( ).C   Taking the appropriate sums or differences can isolate either the isotropic population 

relaxation, which is independent of orientation, or the orientational anisotropy. 

 

( )2

2 2 2

1 1
( ) 2

3 3

2
( ) ( )

2 5

Iso ZZZZ ZZYY

ZZZZ ZZYY

ZZZZ ZZYY

B S S S

S S
r C

S S



 

= = +

−
= =

+

 (2.52) 

The isotropic component of the spectrum IsoS  is isolated by taking the sum of 2 ,ZZZZ ZZYYS S+  

which cancels the orientational dependence shown in Eq. (2.50). This is equivalent to measuring 

the spectrum with probe polarized at the “magic angle” of 54.7˚ relative to the pump, which is the 

zero of ( )2 cos .P   The anisotropy ( )2r   is isolated by taking the difference ZZZZ ZZYYS S−  and 

dividing by the isotropic component, providing a measurement of the orientational correlation 

function. The anisotropy has a maximum value of 0.4, corresponding to perfect orientational 

correlation; 0r =  corresponds to total orientational decorrelation. Isotropic and anisotropic spectra 

are resolved as a function of 3  in TA and both 1  and 3  in 2D IR spectra.  

In the case of small-angle orientational diffusion, the orientational correlation function decays 

as a single exponential ( ) ( )2 2 2exp 6 / .orC   = − 28,30 Often, orientational relaxation is measured 
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with TA spectroscopy for efficient 2  sampling. A model TA spectrum with single-exponential 

population and orientational relaxation is displayed in Fig. 2.7. In the experiments in this thesis, 

the ZZZZ and ZZYY components of the spectrum were measured simultaneously, as described in 

Chapter 3, then the isotropic spectrum and anisotropy were calculated using Eq. (2.52).  

 

 

2.3.5. Cross peaks 

The description so far has examined the 2D IR and TA observables corresponding to a single 

vibration, focusing largely on the implications for dynamics. When two or more vibrations are 

present, 2D IR spectroscopy can also provide information about correlations between those 

vibrations. This is revealed by a change in absorbance at the frequency of one vibration after the 

excitation of a second vibration, referred to as a cross peak. Such signals also contribute to TA 

spectra, but are more clearly resolved from overlapping features at the same detection frequency 

in 2D IR spectroscopy. Cross peaks therefore contain structural information from the 

Figure 2.7. Model TA spectrum with single exponential population relaxation 

( ) ( )2 2 1exp /B T = −  and orientational relaxation ( ) ( )2 2 2exp 6 / ,orC   = −  plotted with 

12 .or T =  (a) ZZZZ and (b) ZZYY spectral components are displayed with (c) traces of the 

isotropic spectrum, ZZZZ and ZZYY components, and anisotropy at 3 10. =  
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two-dimensional potential energy surface along two vibrational coordinates, as well as the relative 

angles between transition dipole moments.  

For an example, consider two vibrations with fundamental frequencies and transition dipole 

moments labeled ,  

μ  and ,  .

μ  In the case of weak coupling, with constant ,    −  

the coupling is a perturbation on the unmixed states, and the mixed states can be labeled according 

to the unmixed states that they most closely resemble. The six lowest lying states are {|0〉, |β〉, |α〉, 

|2β〉, |αβ〉, |2α〉}, where |α〉 and |2α〉 represent the first and second excited states of oscillator α and 

the combination band |αβ〉 represents one quantum of excitation in each α and β. The energy level 

diagram for the resulting 6-level system is depicted in Fig. 2.8a, with the corresponding model 2D 

IR spectrum plotted in Fig. 2.8b plotted with homogeneous lineshapes.  

Along the diagonal ( )3 1 , =  positive and negative features arise from transitions of a single 

vibration. Peaks labeled I & I’ correspond to the six diagrams in Fig. 2.4, with frequencies 

determined by 
10

  and 
21

 . Similarly, peaks labeled II & II’ arise from transitions associated with 

only oscillator β. 

The cross peaks labeled III & III’ appear near 
10

  following excitation of 
10

 . Peak III arises 

from bleaching at 
10

 due to the depletion of the shared ground state. Peak III’ arises from excited 

state absorption to the combination band |αβ〉 from |α〉, which occurs at the frequency difference 

between those states. Therefore, the splitting between cross peak features III & III’ measures a 

change in the potential energy surface of 
  when one quantum of energy is put into oscillator α. 

Of course, for uncoupled oscillators there is no change, and no cross peak would be observed.  
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The amplitudes and transition dipole scaling of the cross peak features can be calculated from 

the Liouville space pathways, which are displayed diagrammatically for peaks III & III” in Fig. 

2.8c. Each peak arises from two pathways, one rephasing and one nonrephasing, which all scale 

as 
2 2

10 10

   , assuming a harmonic transition dipole surface. This implies that the positive and 

negative cross-peak features have equal amplitude. And, since half as many pathways contribute 

to peak III than peak I, the cross peaks are typically lower intensity than diagonal features (if the 

two vibrations have similar transition dipole strengths).   

 

 

In addition to the downhill cross peaks III & III’, a corresponding set of uphill cross peaks IV 

& IV’ appear when 
10

 is excited. These carry the same information as the downhill cross peaks, 

with the same splitting and dipole scaling, and the Liouville space pathways can be constructed 

simply by exchanging α and β in Fig. 2.8c. In practice, one cross peak may be more straightforward 

to measure or interpret than the other due to spectral overlap with other features.  

Figure 2.8. Model 2D IR spectrum of two coupled oscillators labeled ωα and ωβ. (a) Energy 

level diagram. (b) Model 2D IR spectrum with homogeneous lineshapes. Peak labels I-IV and 

I’-IV’ correspond to transitions labeled in (a). (c) Diagrams for the cross peak doublet labeled 

III and III’. 
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In addition to anharmonic coupling between oscillators, depicted in Fig. 2.8, cross peaks can 

also arise from chemical exchange. By chemical exchange, we mean a dynamical switching 

between configurations with distinct vibrational spectra. For example, an O-H stretch vibration 

could exchange between H-bonded and non-H-bonded configurations, or a molecule could 

exchange between protonated and deprotonated states. In that case, the cross peak arises from 

oscillators which are in state α when they are excited, then in state β when they are detected after 

the time delay 2 .  Chemical exchange cross peaks will not be present at 2 0, =  and will grow in 

intensity with the timescale of chemical exchange. Therefore, they can be distinguished from 

anharmonic coupling cross peaks (which are present at 2 0 = ) by the time-dependence of the 

cross peak amplitude. An analysis of time-dependent cross peak amplitude must also account for 

energy transfer between coupled oscillators.4 In this thesis, most 2D IR spectra presented were 

collected at 2 100fs, =  which was the earliest measurable waiting time outside of pulse overlap. 

Chemical exchange can be neglected in the analysis of cross peaks at these early waiting times, 

since 100 fs is much shorter than the picosecond timescales for atomic rearrangements of water 

and hydrated protons in the liquid phase.31–34 

Importantly, cross peaks can also arise from transitions that break harmonic selection rules, 

which have been excluded from all model spectra so far. In the system described in Fig. 2.8, 

consider the dipole-forbidden transition from |α〉 to |2β〉. This would lead to an ESA feature 

centered at 
10

  in excitation frequency and a detection frequency below peak III’. For 

weakly-anharmonic vibrations, such dipole-forbidden transitions will have extremely low 

intensity, and are often not considered for that reason. However, dipole-forbidden transitions could 
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be quite intense for vibrations with highly-anharmonic potentials.35 This possibility is examined 

in detail for a double-well O-H stretch potential in Chapter 7.  

Cross peak anisotropy 

Cross peaks arising from anharmonic coupling between two vibrations also carry information 

about the relative angle between the transition dipole moments of those vibrations. Consider the 

system in Fig. 2.8, where two coupled vibrations have fundamental frequencies and transition 

dipole moments ,  

μ  and ,  .

μ  The orientational component of the cross peak spectrum can 

be obtained by calculating the anisotropy from ZZZZS  and ZZYYS  according to Eq. (2.52). By 

accounting for all orientational factors that contribute to these signals,6,28 it can be shown that the 

anisotropy of the cross peak, at 2 0, =  is related to the angle between transition dipole moments 

  according to Eq. (2.53). 

 ( ) ( )( )2

2
, cos

5
r P 

  =  (2.53) 

The cross peak anisotropy ranges from 0.4 for parallel dipoles ( )0 =  to -0.2 for perpendicular 

dipoles ( )/ 2 . =  An anisotropy value of 0 could correspond to either a fixed magic-angle 

orientation in the molecular frame or to uncorrelated, randomly-oriented dipoles. 
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Chapter 3 

 

Experimental implementation of 2D IR spectroscopy 

with broadband detection 

3.1. Overview of the instrument 

While the description of third order nonlinear spectroscopy in Chapter 2 may sound simple, in 

practice the experimental implementation is somewhat involved. To perform these experiments, a 

sequence of short, mid-IR laser pulses with sufficient pulse energy and spectral bandwidth are 

required, incident on the sample of interest with controlled time delays between them. The aim of 

this chapter is to describe how those light pulses are generated and manipulated to measure 2D IR 

spectra, and the reasoning behind the choices made.  

This year marks the 25th anniversary of the first reported 2D IR measurements,1 and in that 

time several practices have gained widespread adoption across the field. However, there is no 

“standard” 2D IR instrument, and there are many choices to be made about pulse generation,2–4 

compression,5,6 beam geometry,7,8 and detection with implications for the accessible information 

in the experiment. Furthermore, technical advances continue to improve the capabilities for 

generating, controlling, and measuring mid-IR light, enabling 2D IR spectroscopy at increased 

repetition rates and with greater spectral coverage, among other advantages.9–14  
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The 2D IR and TA experiments in this thesis were collected on the instrument summarized in 

Fig. 3.1. This instrument is designed to study water and aqueous solutions, which have broad 

vibrational transitions at frequencies across the mid-IR fingerprint region of ~1000-4000 cm-1. The 

broad absorption linewidths and ultrafast vibrational relaxation of those systems continue to push 

the boundaries of what is possible to measure in 2D IR spectroscopy.15–18 As a result, the 

instrument design is dynamic and updated periodically to incorporate the shortest, most spectrally 

broad IR pulses that can be generated.3,4 A particularly notable component of this instrument is the 

extraordinarily broadband detection source, which can simultaneously probe the mid-IR region 

and was first incorporated in 2D IR spectroscopy in the Tokmakoff group.19,20 

In this thesis, there are two instrumentation advances to report since the instrument was last 

documented.20–22 The highly-scattering zeolite particles studied herein posed new challenges for 

signal detection and processing. The capabilities we developed for collecting scatter-free 2D IR 

and TA spectroscopy of scattering samples without pulse shaping are described in section 3.6. In 

addition, a new source for mid-IR excitation pulses was developed, which is reported in Chapter 

4. While we plan to incorporate that source for future studies, this chapter describes the 

instrumentation used for zeolite measurements discussed in chapters 5-7. First, I will summarize 

the instrument, the basic principles behind femtosecond mid-IR pulse generation and 

characterization, and a few additional considerations particular to broadband 2D IR spectroscopy.  

An overview of the instrument is displayed in Fig. 3.1. The system is sourced from a 

Ti:Sapphire regenerative amplifier (Coherent Legend Elite) which produces 800 nm, 5 mJ pulses 

at 1 kHz. A series of waveplates and polarizing beamsplitters divide this output into three separate 

lines. During operation, the energy is split between one of the optical parametric amplifiers (OPAs) 



Chapter 3.   Experimental implementation of 2D IR spectroscopy with broadband detection 

 

81 
 

and to the broadband IR (BBIR) probe source. Pulses are compressed to 25 fs with independent 

compressors (Comp.) in each line, allowing for independent optimization.  

 

 

The laser fundamental is down-converted to the mid-IR using a different method in each line. 

After Comp. 1, a home-built OPA generates ~3 μJ, 45 fs pulses centered near 3 μm in KNbO3 

(KNB).3 Alternatively, after Comp. 2 a commercial OPA (Light Conversion, TOPAS Prime) 

generates a pair of pulses in the near-IR with frequencies that sum to 800 nm (12500 cm-1). Then, 

mid-IR light is generated by difference frequency generation (DFG) in AgGaS2 (AGS) or GaSe. 

The resulting mid-IR pulses are tunable from ~1200 – 2800 cm-1 with pulse energies of several 

microjoules and durations ≤ 70 fs. Together, these two sources enable tunable excitation across 

much of the mid-IR, described further in sections 3.2.2 – 3.2.3. 

 

Figure 3.1. Overview of the instrumentation for mid-IR pulse generation and TA and 2D IR 

spectroscopy experiments. BBIR, broadband IR generation; Comp., compressor; DFG, 

difference frequency generation; MCT, Hg-Cd-Te detector; Mono., monochromator; MZI, 

Mach-Zehnder interferometer; OPA, optical parametric amplification; PBS, polarizing 

beamsplitter; Pol, polarizer; Regen., regenerative amplifier; S, sample; SF, spatial filter. 
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A set of removable mirrors direct the output of either the 3 μm OPA or the DFG into a 

Mach-Zehnder interferometer (MZI), which splits the beam into a pair of approximately identical 

pulses. The excitation (pump) pulse pair E1 and E2 is separated in time by τ1 using a 

computer-controlled state (Aerotech ANT-95-L) in the moving arm of the interferometer. The 

stage is accurate to < 300 nm, corresponding to a time delay of < 1 fs. The output of the MZI is 

directed to the sample, with the pulses in phase at τ1 = 0. The second output of the MZI, where the 

pulses out of phase at τ1 = 0, is monitored with an energy meter (Coherent J-10MB-HE) enabling 

simultaneous measurement of the pump interferogram during 2D IR data collection.  

The detection (probe) pulse is generated after Comp. 3 by filamentation in N2 gas.4 The 

generated plasma radiates coherent light spanning the mid-IR with ~1 nJ pulse energy and a 

duration of 50 fs. While far too weak to excite molecular vibrations, this source provides a suitable 

probe pulse E3. The pump-probe delay τ2 is controlled using a second stage in the 800 nm line 

before BBIR generation. The probe is polarized at 45˚ relative to the pump using transmission 

through a rotated silicon wafer. 

The three pulses meet at the sample in the pump-probe geometry,7,8 where the two pump pulses 

are collinear and crossed with the probe. The signal is emitted in the direction of the probe and 

with the same polarization. A polarizer splits the signal into the parallel (ZZZZ) and perpendicular 

(ZZYY) components relative to the pump, which are dispersed with a grating and detected 

simultaneously in the frequency domain on the two stripes of a 2x64 Hg-Cd-Te (MCT) detector 

(Infrared Associates). The probe acts as the local oscillator for heterodyne detection. Simultaneous 

detection of ZZZZ and ZZYY components enables anisotropy measurements where both 
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components contain the same shot-to-shot noise. The noise is also monitored on a reference 

single-channel MCT detector using a ~1% BaF2 pickoff mirror before the polarizer.  

 

3.2. Generation of tunable pulses by optical parametric amplification 

3.2.1. Principle of OPA and DFG 

The generation of short (~45-70 fs), broadband (~200-350 cm-1), high-energy (~3-10 μJ), 

tunable mid-IR pulses is accomplished with optical parametric amplification, which is a 

second-order nonlinear process based on DFG. We can describe the DFG process using 

perturbation theory, where an electric field is generated from the polarization induced by two 

interactions with the incident electric field. Since this process is nonresonant, we can assume that 

the material responds instantaneously to the electric field.23 Then, the second order nonlinear 

polarization is expressed in terms of the second-order susceptibility 
(2) ,  electric field E, and the 

permittivity of free space 0 .  

 
(2) (2) 2

0( ) ( )P t E t =  (3.1) 

Since the polarization scales with 
2 ( ),E t  it oscillates at sum and difference frequencies of the 

incident fields. The nonresonant nature of the interaction simplifies the molecular response 

function compared to the case of resonant interactions for 3rd order spectroscopy described in 

Chapter 2. In the context of DFG, the three fields of interest will be referred to as pump, signal, 

and idler defined by their relative frequencies: .P S I     In DFG, the incident fields are the 

pump and signal, and the generated field is the idler with .I P S  = −  The relevant tensor 

element of the susceptibility is ( )(2) ; , ,I P S     which is a time-independent constant that 



3.2. Generation of tunable pulses by optical parametric amplification 

 

84 
 

depends only on the mixing frequencies and the nonlinear medium. For this reason, it is often 

referred to as (twice) the effective nonlinearity, .effd 24  

Optical parametric amplification and DFG are distinguished by the relative intensities of the 

input beams. In DFG, the intensities PI  and SI  are comparable, so we can assume that neither 

beam is significantly depleted by the perturbative interaction. Solving the equations for 

propagation along a crystal of length L shows that the generated idler intensity II  grows 

quadratically with crystal length and .effd 23,24  

 

2
2

2

2
( ) (0) (0)sinc ( / 2)

2

eff IDFG

I P S

I

d L
I L I I kL

c k

 
=   
 

 (3.2) 

Here, Δk is the phase mis-match, .P S Ik k k k = − −  Importantly, the efficiency of DFG is sharply 

peaked around 0.k =  

 

 

In OPA, the pump intensity is much larger than the signal, (0) (0).P SI I  As a result, multiple 

cascading DFG events occur over the length of the medium leading to net generation at both I  

Figure 3.2. Collinear (a) DFG and (b) OPA in a medium of length L. In DFG ~ ;P SE E  in 

OPA 
P SE E  and the signal is amplified along with the idler. 
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and .S  Under these conditions, the system of equations for propagation are solved neglecting 

pump depletion,24 leading both signal and idler intensity to grow exponentially with crystal length.  
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 (3.3) 

In Eq. (3.3) the exponential gain of the signal and idler is controlled by the parameter g. The gain 

in maximized at the phase-matching condition 0,k =  and increases with both 
effd  and .PI  Here, 

,In  ,Sn  and Pn  are the refractive index of the medium evaluated at the corresponding frequencies. 

In a sense, parametric amplification can be pictured as “splitting” high-energy pump photons 

each into a signal and idler photon. Due to energy conservation, the ratio of signal and idler 

intensities is fixed by their relative frequencies since equal numbers of signal and idler photons 

are generated (Manley-Rowe relations).25 The exponential scaling with crystal length and 
effd  is 

a significant improvement over the scaling in DFG. In practice, exponential scaling is an upper 

bound, limited by pump depletion, and temporal pulse walk-off,24 which are important to consider 

in OPA design.  

Phase matching 

The phase-matching condition has crucial implications for DFG in nonlinear crystals. Together 

with energy conservation, this places two simultaneous constraints on the wave mixing process at 

maximum efficiency.  

 0P S I  − − =  (3.4) 
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0

( ) ( ) ( ) 0

P S I

P P S S I I

k k k

n n n     

− − =

− − =
 (3.5) 

In Eq. (3.5) the second line is re-written in terms of the frequency-dependent refractive index 

( ).n   The refractive index of most materials is a monotonic function of frequency, in which case 

the two conditions cannot be satisfied simultaneously. This is resolved by using a birefringent 

crystal with one beam polarized perpendicular to the other two. The phase-matching condition is 

called Type-I when signal and idler have the same polarization, and Type-II when they are 

cross-polarized. In the birefringent crystal, one or more beams is polarized along the ordinary 

direction (perpendicular to the optical axis) with refractive index ( ),on   while the cross-polarized 

beam(s) experience the extraordinary refractive index ( ),en   depicted in Fig. 3.3a. While both 

indices are frequency-dependent, the extraordinary index also depends on the angle θ between the 

propagation direction k  and the optical axis according to Eq. (3.6). 

 

2 2

2 2 2

1 cos ( ) sin ( )

( )e o en n n

 


= +  (3.6) 

Therefore, the phase-matching angle controls the refractive index of the beam(s) polarized in 

the extraordinary direction, providing tunability over the phase-mismatch Δk independent of pulse 

frequencies. While phase matching is not guaranteed in general, it is straightforward to check by 

solving Eqs. (3.4)-(3.6) together, and software with this functionality is freely available.26 The 

solution is referred to as the phase-matching curve, which defines the internal crystal angle where 

0k =  at a given pump frequency. An example phase-matching curve is plotted in Fig. 3.3 for 

Type-II DFG in AGS with a pump wavelength of 1.33 μm (7500 cm-1). When the crystal is tuned 
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to 52 =   the generated idler is centered at 2500 cm-1 with a corresponding signal frequency of 

5000 cm-1 (not displayed).  

The phase-matching curve is the critical property of the nonlinear crystal, and determines the 

bandwidth of the generated pulse(s). For example, Fig. 3.3 shows that decreasing the 

phase-matching angle in AGS also decreases the center frequency of the generated idler (at a 

constant pump frequency). For a given internal crystal angle there is only one perfectly 

phase-matched idler frequency, but nearby frequencies are also generated less efficiently with 

increasing Δk further from the center frequency. Therefore, the bandwidth of the generated pulse 

depends on the steepness of the phase-matching curve (in addition to the crystal length).  

 

 

3.2.2. Generation of pulses at 3 μm 

Excitation pulses in the 3 μm spectral region were generated using a home-built, two-stage 

OPA which is described in detail elsewhere.3 In the first stage of the OPA, a 1-mm β-Ba(BO2)2 

(BBO) is pumped at 800 nm and seeded with white light generated in a 1-mm sapphire crystal. 

The BBO is turned to 21.5 =   which phase-matches the amplification of signal at 1.1 μm in a 

Figure 3.3. (a) Ordinary and extraordinary directions in a uniaxial birefringent crystal with 

beam propagation in the direction k . (b) Phase-matching curve for Type-II DFG in AgGaS2 

with pump wavelength 1.33 μm and (c) idler pulse spectrum generated under these conditions. 
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Type-I process. In the second stage, ~500 nJ of 1.1 μm light from the first stage acts as the signal 

for Type-I phase matching in a 1-mm KNB crystal pumped at 800 nm. The idler is generated with 

a center frequency of 3 μm at the phase-matching angle 41 =    

The mid-IR idler is separated from the near-IR pump and signal with a Ge window, which has 

a bandgap of 1.8 μm. The center frequency is tunable from ~2800 – 3400 cm-1 by adjusting the 

phase-matching angles of the two OPA crystals. At 3400 cm-1 the pulse energy is typically 3 μJ, 

and increases to 5 μJ at lower frequencies, with durations of ~50 fs measured by interferometric 

autocorrelation. Energy stability is typically 1.5 – 2 % rms. Generated pulse spectra centered near 

2850 cm-1, 3100 cm-1, and 3350 cm-1 are displayed in blue in Fig. 3.4, with parameters in Table 

3.1, corresponding to excitation pulses for measurements reported in Chapters 5-7.  

3.2.3. Tunable pulse generation by DFG 

Lower-frequency mid-IR excitation pulses were generated by sequential down-conversion in 

the TOPAS OPA followed by DFG between the signal and idler. The TOPAS is a two-stage BBO 

OPA, where the seed for the first stage is generated by white light generation in sapphire. Both 

BBO stages are Type-I, generating pulses in the range of 1.3 – 1.45 μm (signal) and 2.0 – 1.8 μm 

(idler). The total output energy is typically 450 μJ, with energy divided between signal and idler 

according to Eq. (3.3): / / .S S I II I =  

The near-IR signal and idler from the TOPAS are further down-shifted in a home-built single 

stage DFG, which has been described in detail in previous group theses.21,22 First, any time delay 

between the beams is corrected in a Michelson interferometer using a dichroic as the beamsplitter 

and a manual moving stage. The retimed pulses are combined collinearly for DFG in either AGS 

(Type-II) or GaSe (Type-I). The signal and idler from the TOPAS become the pump and signal, 
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respectively, for the DFG process. A mid-IR idler is generated at the difference frequency, tunable 

between 1200 – 2800 cm-1. The phase-matching curve for generation at 2500 cm-1 (1.33 μm pump) 

in AGS is shown in Fig. 3.3.  

 

 

Figure 3.4 shows the spectra of pulses generated in a 0.5-mm AGS crystal with center 

frequencies near 1700 cm-1, 2100 cm-1, and 2500 cm-1. The AGS crystal was cut at 42˚ (Eksma) 

and rotated based on the desired mid-IR frequency. We measured durations of 50 – 60 fs for these 

pulses using interferometric autocorrelation. The pulse centered near 1280 cm-1 shown in Fig. 3.4 

was generated instead by Type-I DFG in a 0.5 mm GaSe crystal. The phase-matching bandwidths 

in both AGS and GaSe are narrower in this frequency range compared to the higher mid-IR 

frequencies, but GaSe has both broader phase matching and a higher effective nonlinearity here, 

yielding pulses with a duration of 67 fs. Typical energies of 7 – 10 μJ were achieved for the DFG 

pulses with energy stability ≤ 1% rms. 

 

 

 

 

 

Figure 3.4. Excitation pulse spectra. Pulses in red-orange were generated by DFG in either 

GaSe or AGS; pulses in blue were generated in the 3 μm OPA. 
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Table 3.1: Excitation pulse parameters 

Center 

Frequency (cm-1) 

Bandwidth 

FWHM (cm-1) 

Pulse Duration 

(fs) 

Pulse Energy 

(μJ) 

Generation  

Source 

3360 350 46 3 3 μm OPA 

3140 330 49 4 3 μm OPA 

2860 340 46 5 3 μm OPA 

2490 320 57 8 DFG in AGS 

2090 310 51 8 DFG in AGS 

1700 290 50 7 DFG in AGS 

1280 180 67 10 DFG in GaSe 

 

3.3. Generation of BBIR detection pulses  

3.3.1. Filamentation and IR generation mechanism 

While second-order wave mixing in nonlinear crystals can produce mid-IR pulses with 

microjoule energies, the bandwidth is typically limited to a few hundred wavenumbers by phase 

matching. Filamentation in gas provides an alternative approach capable of producing broad 

bandwidth pulses spanning the mid-IR, at a significant cost to pulse energy. Incorporating this 

source as a probe is the basis for 2D IR spectroscopy with broadband detection. 

In BBIR generation, the laser fundamental is focused along with the second harmonic ( / 2 )   

or second and third harmonics ( / 2 / 3 )    into a gas, typically air or N2. The high peak power 

of the focused pulse ionizes a fraction of the gas particles forming a plasma. The spatial profile of 

the plasma refractive index causes de-focusing, which is balanced against self-focusing from the 

optical Kerr effect. The combined focusing and de-focusing allow the beam to propagate at a 

focused spot size over a distance much greater than the Rayleigh length. This filamentation extends 



Chapter 3.   Experimental implementation of 2D IR spectroscopy with broadband detection 

 

91 
 

the effective length for light generation processes, and the plasma radiates coherent light pulses at 

THz-MIR frequencies. 

While the mechanism of light generation remains somewhat mysterious, a leading 

interpretation is rectification by four-wave mixing (FWM).27–29 In that picture, wave mixing 

generates photons near zero-frequency: 0(3 2 )   − − =  or 0(2 ).   − − =  While the 

center frequencies of the generating pulses sum to zero, THz-MIR photons are generated due to 

the nonzero bandwidth of the pulses. Evidence in support of the FWM interpretation includes the 

power scaling with the energies of generating pulses in both / 2   and / 2 / 3    schemes.19,27 

In addition, Fuji and Nomura observed a ring-shaped spatial mode of generated MIR,29 consistent 

with the phase-matching condition for FWM in a focused, collinear geometry.30 However, the 

extremely high peak pulse energies perhaps call into question a straightforward perturbation theory 

interpretation, or at least suggest that other processes may play a role. 

In another picture, light generation near zero-frequency is described by the tunnel current in 

the plasma.31–33 In that picture, the gas is partially ionized at high-amplitude peaks in the driving 

electric field by tunneling through the barrier binding electrons to the nucleus. Following tunnel 

ionization, the motion of liberated electrons is driven by the electric field of the pulse. This process 

is typically described with a semi-classical model that has been successfully applied to several 

high-field phenomena including high harmonic generation.34,35 The addition of the 2ω component 

creates an asymmetry in the driving field, leading to a DC component in the power spectrum of 

the generated current which could account for the generation of low-frequency photons.32 This 

model predicts oscillations in the generated THz power with the phase between ω and 2ω 

components, which matches experimental observations.31–33 While the dominant mechanism is not 
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entirely clear, it seems plausible that both FWM and tunnel ionization contribute. And, they are 

not necessarily incompatible descriptions since the FWM model does not predict the microscopic 

origin of the optical nonlinearity in the 
(3)  process. 

3.3.2. BBIR generation scheme 

In our lab, broadband IR pulses are generated using a scheme designed by Petersen and 

Tokmakoff,4 depicted in Fig. 3.5. The 800 nm fundamental, 400 nm second harmonic, and 267 nm 

third harmonic are focused in a collinear geometry into a stream of N2 gas. First, 400 nm light is 

generated by Type-I second harmonic generation (SHG) in a 200 μm BBO cut at 29.2˚ (Eksma). 

Timing between the 400 nm and 800 nm pulses is adjusted using a delay plate: a 2-mm BBO cut 

at 66˚ (Eksma), which does not phase-match any nonlinear process. The delay plate uses the 

birefringence of the BBO to control the relative delay between the cross-polarized beams. Next, 

the polarization of the 800 nm beam is rotated with a dual frequency waveplate (6.5λ at 800 nm 

and 14λ at 400 nm). Then, the third harmonic is generated by Type-I sum frequency generation 

(SFG) in a 100 μm BBO cut at 44.6˚ (Eksma).  

 

 

Figure 3.5. (a) Beam diagram for BBIR generation. (b) Picture of plasma formed in flowing 

N2 (photo credit: Bogdan Dereka). BBO, β-Barium borate; CM, curved mirror; DP, delay plate; 

WP, waveplate. All beams are linearly polarized vertical (circle with dot) or horizontal 

(double-sided arrow) relative to the table. 
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The three beams are focused with a dielectric spherical mirror, f 5cm=  (Layertec Art 

100600), which is coated for 800 nm and 400 nm and has high reflectivity at 267 nm. A tube placed 

above the focus flows N2 gas at a pressure of ~5 atm and a second tube pulls vacuum from below 

(pictured in Fig. 3.5b). The flowing N2 and vacuum protect nearby mirrors from ozone generated 

in the laser focus. The generated BBIR pulse is recollimated with a silver spherical mirror, 

f 5cm=  (Thorlabs). The focusing and recollimating mirrors are arranged in an x-fold geometry 

with an angle of 7˚, which was the smallest achievable angle given the size of the optics. The 

mid-IR is separated from the generating pulses by transmission through at 0.5-mm Si window at 

Brewster’s angle along the horizontal axis and at 45˚ along the vertical axis, yielding transmitted 

BBIR linearly polarized at 45˚ relative to vertical. After the filter, the BBIR is overlapped spatially 

with a visible tracer using a flipper mirror.  

The spatial mode of the generated BBIR is poor, as a result of aberrations from the off-axis 

operation in the x-fold geometry. The mode and focal properties are greatly improved with spatial 

filtering using a 150 μm pinhole at the focus of two bare gold off-axis parabolic mirrors, f 10cm.=  

The spatially filtered BBIR profile is approximately Gaussian. While only ~70% of the BBIR is 

transmitted through the spatial filter, the nonlinear signal in 2D IR spectroscopy is increased by a 

factor of ~1.5-2 because of tighter focusing into the sample.  

The BBIR spectrum is displayed in Fig. 3.6, from independent measurements with frequency 

and time domain detection. In the frequency-domain measurement, the beam was dispersed with 

a grating (6 µm blaze) onto a 64-element MCT array. The 1000-3800 cm-1 region was covered by 

scanning 6 grating positions with overlapping frequencies and matching the intensities in overlap 

regions. In the time-domain measurement, a Mach-Zehnder interferometer was used to measure 
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the interferogram on a single-channel MCT. In both cases, the spectrum was corrected for the 

frequency-dependent sensitivity of the detector.  

 

 

Both time- and frequency-domain measurements in Fig. 3.6 record a spectrum peaked near 6 

µm with a bandwidth of >1000 cm-1 and a tail extending to higher frequencies. Some differences 

between the spectra can be explained by the fact that they were measured under slightly different 

conditions. For example, the air purging was better in the time-domain measurement, as water 

(5.5-7 µm) and CO2 (4.25 µm) lines are clearly seen in the frequency-domain spectrum. The most 

notable difference is that higher mid-IR frequencies appear more prominently in the 

frequency-domain spectrum. This may be a result of the dynamic range of the detector, which 

makes it difficult to simultaneously measure the high intensities at 6 µm and low intensities at 3 

µm when both are incident on a single element. That is not an issue in the spectrometer where the 

frequency components are dispersed.  

There are several factors which make the BBIR pulses more challenging to work with than the 

narrower OPA-based pulses. The energy noise is greater, ~3-5% rms for the BBIR pulse, requiring 

Figure 3.6. Broadband IR probe spectrum measured in the frequency domain (solid line) and 

time domain (shaded). 
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increased averaging during data collection. This shot-to-shot noise is managed with referencing 

and simultaneous detection of parallel and perpendicular signal components. The low pulse energy 

is another challenge. The beam does not register above the ~10 nJ detection limit of our energy 

meter, so the exact pulse energy is not precisely known. In addition, overlap with the visible tracer 

is cumbersome, requiring an MCT or pyroelectric detector. Furthermore, the broad bandwidth 

limits our options for pulse manipulation. In particular, transmission through any material causes 

temporal dispersion, and the influence on pulsewidth increases with bandwidth. For this reason, 

lenses are avoided and only mirrors are used for focusing. In the current design, the probe passes 

through only the 0.5-mm Si window and the window for sample housing, typically 1-mm CaF2.  

 

 

To further reduce transmissive material in the probe line, we investigated a reflective 

alternative for separation of mid-IR from the generating pulses. Thin layers of indium tin oxide 

(ITO), coated onto glass, have a high broadband reflectivity across the mid-IR while transmitting 

the 800 nm, 400 nm, and 267 nm beams. We found that lower resistivity (longer film thickness) 

corresponded to greater mid-IR reflectivity. This was based on our own measurements, since IR 

Figure 3.7. Broadband mid-IR reflectivity of ITO coated glass.   
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reflectivity was not specified by most vendors. The reflectivity of a BBIR pulse off ITO coated 

glass (surface resistivity 7 Ohms/sq., PGO CEC007S) is displayed in Fig. 3.7. The spectrum was 

measured first after reflection off an unprotected Au mirror at 45° incidence, then after replacing 

the Au mirror with ITO glass. The ITO reflectivity is ~95% relative to the Au mirror, consistent 

across at least 1000-3000 cm-1. Four bounces off ITO glass were required to fully remove the 

generating pulses. While we could not measure the pulse energy directly, we estimate that the 

BBIR energy lost after 4 ITO reflections is roughly equal to the reflective losses from transmission 

through the Si wafer using the counts on an MCT detector. In addition to removing transmissive 

material from the beam path, reflective pulse separation also provides a more convenient overlap 

with the visible tracer, which can be transmitted through the last piece of ITO glass. During the 

experiments in this thesis the probe source used the Si window for separation, but the ITO glass 

was implemented for BBIR separation in the new OPA described in Chapter 4.  

 

3.4. Pulse compression and measurement 

3.4.1. The spectral phase 

Pulse compression and temporal measurement are crucial, since the time resolution of ultrafast 

measurements depends on the ability to deliver short pulses to the sample. The electric field of the 

laser pulse in the time domain E(t) can be described as an envelope function A(t) with oscillation 

at center frequency 0  and phase ( ),t  ignoring the spatial dependence for this discussion. 

 0 ( )
( ) ( )

i t i t
E t A t e

 − +
=  (3.7) 

The same electric field is expressed in the frequency domain in terms of the spectral intensity ( )I   

and spectral phase ( ).   



Chapter 3.   Experimental implementation of 2D IR spectroscopy with broadband detection 

 

97 
 

 ( )( ) ( ) iE I e   =  (3.8) 

As Fourier conjugates, E(t) and E(ω) obey the uncertainty relation ,P C    where P  and Δω 

are the FWHM of E(t) and E(ω), respectively and C is a constant that depends on the shape of the 

pulse spectrum. So, the bandwidth of the pulse Δω places a lower bound on the pulsewidth .P  

This bound C in the time-bandwidth product (TBP) can be calculated straightforwardly through 

the Fourier transform of the pulse spectrum; for example 0.44C =  for a Gaussian pulse.  

The TBP implies that a broad spectrum is necessary, but not sufficient, to support a short pulse. 

The other necessary condition is that all frequency components have a fixed phase relationship 

such that they add constructively at a localized point in time. This relationship between frequency 

components is encoded in the spectral phase, yielding the shortest pulse when ( ) 0.  =  In that 

case, the pulsewidth is determined only by the TBP, and is referred to as transform-limited (TL). 

When ( ) 0,    different frequency components are delayed relative to each other and the pulse 

is stretched, or chirped, in time with a pulsewidth greater than the TL. It is useful to describe the 

spectral phase with an expansion around the center frequency. 
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 (3.9) 

The first term 0( )   is the carrier-envelope phase (CEP), which defines the phase between 

the peak of the envelope and the oscillation of the carrier. While the CEP is important for processes 

like high-harmonic generation which depend on each oscillation of the field,35 it does not affect 

the 2D IR measurement and we can neglect it here. The second term 1 0( )   is the group delay 
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(GD), which simply delays all frequency components equally. This is the term that controls timing 

between pulses, but it plays no role in pulse compression. The next term 2 0( )   is the group delay 

dispersion (GDD), which imparts a linear relationship on the relative delay of each frequency 

component. Positive GDD means lower frequencies arrive at earlier times, and vice-versa. 

Similarly, 3 0( )   is the third order dispersion (TOD), which imparts a quadratic delay on the 

frequency components. For short pulses, we can assume that higher-order dispersion terms are 

small enough to be neglected.  

The influence of leading terms in the spectral phase is illustrated in Fig. 3.8 for a model 

Gaussian pulse. The shortest pulse occurs at the TL ( ( ) 0).  =  Adding GDD stretches the pulse 

in time, and the arrival of lower frequencies at earlier times can be visualized in the electric field 

in Fig. 3.8c. The addition of TOD stretches the pulse asymmetrically in an oscillating pattern as 

shown in Fig. 3.8d.  

 

 

 

 

Figure 3.8. Effect of temporal dispersion on a model Gaussian pulse. (a) Spectral intensity and 

spectral phase with positive GDD (solid) and positive TOD (dashed). The pulse in the time 

domain is plotted with (b) zero spectral phase, (c) GDD, and (d) TOD corresponding to the 

curves in (a). The field intensity is in blue, envelope in black.  
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3.4.2. Pulse compression in the mid-IR 

For short pulses, where higher-order terms in the spectral phase are negligible, compression 

and stretching can be described by accounting for the GDD and TOD of the pulse. Changing the 

GDD or TOD is accomplished by imparting a frequency-dependent delay. In a grating or prism 

compressor (or stretcher), frequency components are spatially dispersed and travel different 

pathlengths before spatial recombination.36 Additional control over the spectral phase can be 

achieved with modifications, for example by using a deformable mirror,37 or an acousto-optic 

modulator6 to further adjust the relative delay between spectral components. Alternatively, 

temporal dispersion can be imparted on a pulse when it passes through any transmissive material 

due to the frequency dependence of the refractive index n(ω). 

In our lab, the 800 nm pulses are stretched with a grating pair before regenerative amplification, 

then recompressed to 25 fs afterwards with a second grating pair. The compressed 800 nm pulses 

are used to generate mid-IR pump pulses by OPA (and DFG). Temporal dispersion is imparted 

onto those pulses when they travel through the generating crystals, as well as any transmissive 

optics including spectral filters, beamsplitters, polarizers, and sample windows. The dispersion 

from those optics must be compensated to deliver TL, or nearly-TL, pulses to the sample.  

Compression with a grating or prism pair is possible in the mid-IR, but these optics are lossy 

and/or difficult to align when the beam is not visible to the eye. In the visible wavelengths, chirped 

mirrors can deliver a controlled dispersion on each bounce, providing convenient control over 

pulse compression. However, efficient chirped mirrors have not been developed for mid-IR 

wavelengths. Therefore, our strategy is to add material to the beam path with the appropriate sign 

GDD. IR transmissive materials can be found with either positive or negative GDD, as shown in 
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Fig. 3.9. In practice, we estimate the amount of material needed to reach GDD ≈ 0 from all 

transmissive materials (for example, adding CaF2 to compensate for positive GDD from a Ge 

filter). Then, the amount of material is adjusted to minimize the measured pulsewidth.  

  

 

The drawback of this approach is that the TOD from material transmission is positive in the 

mid-IR. So, it is generally desirable to minimize the total material in the beam. This is 

accomplished by adjusting the materials used for beamsplitters and polarizers. For example, more 

CaF2 is needed to compensate for the GDD of the Ge filter at shorter wavelengths, due to the shape 

of the GDD curves in Fig. 3.9b. So, in the MZI we use CaF2 beamsplistters when working with 

the 3 μm OPA and switch to KBr beamsplitters for lower-frequency DFG pulses.  

3.4.3. Interferometric autocorrelation and FROG 

While pulse dispersion and compression are straightforward to describe, measuring these 

properties experimentally is more challenging and the methodology of femtosecond pulse 

characterization is an interesting topic in its own right. Ideally, we would like to fully characterize 

the electric field E(t) through knowledge of both the spectrum and spectral phase. The spectrum is 

readily obtained from the time-domain measurement of the interferogram ( ),IGI   where τ is the 

time delay in the MZI.  

Figure 3.9. (a) Refractive index of selected materials in the mid-IR with (b) the GDD and (c) 

TOD per millimeter pathlength.  
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Here, I(t) is the electric field intensity 
2

( ) ( ) ,I t E t=  ignoring proportionality constants. In Eq. 

(3.10) the first term is a constant baseline, while the second oscillates at the center frequency ω0 

and Fourier transforms to the spectrum I(ω). So, the interferogram encodes the minimum pulse 

length, based on the TL, but contains no information about the spectral phase. 

Measuring the spectral phase requires a nonlinear process that depends on the time profile of 

the pulse. Several methods exist, with varying levels of sophistication and information content.23 

In our case, fully characterizing E(t) is often not necessary, and it is sufficient to simply measure 

the pulsewidth .P  The general approach is to measure a nonresonant interaction (for example 

SFG or SHG) as a function of time delay between pulses. Since the nonresonant interaction occurs 

only during pulse overlap, the measured signal carries information about E(t). If the two pulses are 

different, the shorter reference pulse can be used to effectively map out the envelope of the longer 

pulse. However, for the femtosecond pulses we wish to measure, much shorter pulses are not 

readily accessible in our lab. So, a second copy of the pulse is used as its own reference. Crossing 

the two copies of E(t) in an SHG crystal measures the intensity autocorrelation (AC). 

 ( ) ( ) ( )ACI dtI t I t = −  (3.11) 

Since the pulse pair exits the MZI collinearly, it is more convenient for us to use a modification 

of this measurement called interferometric autocorrelation (IAC). We focus the collinear pulses 

into an SHG crystal (0.5-mm AGS), block the fundamental with a short-pass filter, and send the 

generated second harmonic to a single-channel MCT detector. 
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The measured IAC intensity, Eq. (3.12), can be broken into four terms. The first is a constant 

offset; the second is the intensity autocorrelation; the third is proportional to the interferogram and 

oscillates at 0 ;   and the fourth oscillates at 02 .   The autocorrelation is isolated in signal 

processing by applying a filter in the Fourier domain to isolate the zero-frequency component of 

.IACI  An example is displayed in Fig. 3.10 for a pulse centered at 2500 cm-1.  

 

 

The pulsewidth is obtained by fitting the autocorrelation to a Gaussian, as shown in Fig. 3.10b. 

Assuming the pulse is Gaussian in time, the pulse duration is 2P AC = , where AC  is the FWHM 

of the autocorrelation. In addition, at 0 =  all of the terms in Eq. (3.12) add constructively with a 

ratio of 8:1 to the constant baseline. That ratio is highly sensitive to the alignment through the 

Figure 3.10. Example (a) interferometric autocorrelation with the (b) extracted autocorrelation 

for a pulse centered at 2500 cm-1. The autocorrelation is fitted to a Gaussian with τAC = 80 fs 

FWHM, corresponding to a Gaussian pulsewidth of τP = 57 fs. 
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interferometer and bleed-through of the fundamental through the filter, so it can be used to check 

the quality of the measurement. 

Notably, the autocorrelation does not measure the spectral phase, and fitting is necessary to 

obtain the pulsewidth. This is acceptable for the DFG and 3 μm OPA pulses, since they are 

approximately Gaussian and the dispersion is relatively small. Additional information could be 

obtained with a more involved fitting procedure. For example, the IAC trace could be fit using Eq. 

(3.12) and modeling E(t) with the measured pulse spectrum and assuming linear chirp (only GDD). 

That approach returns a value for the GDD, but still requires assuming a model for E(t).   

For pulses that are more complicated – or when a more detailed characterization of the spectral 

phase is desired – more information-rich characterization techniques are available. A powerful and 

relatively simple method is frequency-resolved optical gating (FROG),38 which is essentially a 

frequency-resolved autocorrelation. The experimental geometry is similar to the standard 

autocorrelation: two copies of the pulse are crossed in a nonlinear medium and the generated signal 

is detected. However, in the FROG measurement the signal is measured as a function of both 

interferometer delay and frequency. The resulting spectrogram ( , )FROGI    can be expressed in 

terms of the field and a gating function ( ).g t −  

 2

( , ) ( ) ( )i t

FROGI dte E t g t  −= −  (3.13) 

The gating function is determined by the type of nonlinear interaction. For SHG 

( ) ( ),g t E t − = −  and for transient grating or transient birefringence 
2

( ) ( ) .g t E t − = −  The 

spectrogram resolves information about the time delay between frequency components, and can 

be inverted to almost fully characterize the spectral phase using an algorithm developed by Trebino 
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and co-workers.38 In principle, this returns the spectral phase with the exception of the CEP, and 

the sign of GDD is not resolved in SHG FROG. The GDD sign is resolved in third-order FROG 

measurements,38 and the CEP can be measured with additional steps39,40 if necessary. While we 

typically do not use FROG for the OPA or DFG pulses, it was used for characterization of the 

broadband excitation pulses generated with the new OPA reported in Chapter 4, and the details are 

reported there. 

 

3.5. 2D IR spectroscopy with broadband detection 

3.5.1. Spectral coverage by tuning excitation frequency 

2D IR spectra are collected in the pump-probe geometry as depicted in Fig. 3.1. The pump is 

tuned within the range depicted in Fig. 3.4 and crossed with the BBIR probe. At a fixed waiting 

time 2 ,  the coherence time 1  is scanned in the MZI. The oscillating signal along 1  is Fourier 

transformed to the frequency domain, generating the 1  frequency axis. In the 3 µm region we 

typically scan 1  from -520:300 fs in steps of 4 fs, which is below the Nyquist frequency at 3 µm. 

For narrower features, the frequency resolution can be improved by increasing the maximum 1  

value. While all mid-IR frequencies can be resolved along 1,  a large nonlinear signal is only 

generated where the pump has sufficient intensity. So, the effective observation window in 1  is 

determined by the bandwidth of the pump. 

During 2D IR data collection, the pump interferogram is collected simultaneously in the second 

output of the MZI. This allows us to monitor the pump spectrum and to correct for time-zero errors 

or misalignment through the interferometer. Those errors manifest as asymmetry in the pump 
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interferogram, which should be symmetric since the spectrum is purely real-valued. The 

asymmetry is quantified and corrected using the Mertz method.41 First, the interferogram is 

truncated so that the time axis is symmetric (eg. -300:300 fs) and a low-resolution spectrum 1( )S   

is obtained by Fourier transform. Using the real and imaginary parts of the spectrum, a 

low-resolution phase is computed which accounts for the errors in data collection.  

 ( )1

1 1tan ( ( )) / ( ( ))S S  −=    (3.14) 

Next, the high-resolution spectrum is calculated using the full interferogram. The low-resolution 

phase is interpolated to the full resolution of the spectrum, and the spectrum is corrected by 

multiplication with exp( ).i−  Finally, the interpolated high-resolution phase is also applied to the 

2D IR spectrum along 1.  

After the sample, the nonlinear signal is detected in the frequency domain using a grating 

blazed for 6 µm with 75 grooves/mm, dispersed onto 64 MCT pixels. The frequency resolution 

along 3  is ~20 nm, which corresponds to ~1-2 cm-1 at 9 µm and ~25 cm-1 at 3 µm. The 64 pixels 

cover a 3  frequency range of ~150 cm-1 (near 9 µm) to ~1500 cm-1 (near 3 µm). So, the effective 

3  window in a single measurement is determined by our detection capabilities. Since the probe 

spectrum covers the mid-IR, we can cover that entire spectral region along 3  by scanning several 

grating positions, which does not require any re-alignment between scans. Grating positions are 

chosen which overlap by several pixels, and the 2D IR spectrum is stitched along the detection 

frequency by matching the amplitudes in the overlap region. Since the signal is measured as a 

change in absorption of the probe, stitching along 3  is in principle exact, and mis-match between 

measurements is due to noise.  
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Since the pump spectra are much narrower than the probe, broad coverage along the excitation 

axis requires realignment between each experiment to tune the pump spectrum. Tuning across the 

mid-IR is achievable, as shown in Fig. 3.4, so in principle full spectral coverage is possible. 

Figure 3.11. Isotropic 2D IR spectrum of aqueous HCl at τ2 = 100-150 fs covering most of the 

mid-IR spectral range. The BBIR pulse provides broad coverage along the detection frequency; 

broad coverage along the excitation frequency is achieved by tuning the OPA(s), with pulse 

spectra reported in Fig. 3.4. The linear spectrum is shown in (a). The 2M 2D IR spectrum is 

replotted with permission from Fournier, J. A.; Carpenter, W. B.; Lewis, N. H. C.; Tokmakoff, 

A. Nat. Chem. 2018, 10, 932–937. © 2018 Springer Nature. The 4M 2D IR spectrum is from 

Thämer, M.; De Marco, L.; Ramasesha, K.; Mandal, A.; Tokmakoff, A.. Science 2015, 350 

(6256), 78–82. Replotted with permission from AAAS. 
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However, this approach is very time-consuming so only a few examples can be found which 

approach full 2D IR spectral coverage.17,42 One example from the Tokmakoff group is the 

broadband 2D IR characterization of concentrated HCl in water, summarized in Fig. 3.11. This 

system has broad absorption bands across the mid-IR, necessitating broad spectral coverage. 

Figure 3.11 combines several isotropic spectra from both published17,43 and unpublished data. All 

spectra were measured at 2 100fs =  except the lowest excitation frequency spectrum, measured 

at 2 150fs. =   

In Fig. 3.11, each tall rectangular 2D IR spectrum corresponds to a different pump frequency, 

separated by white space for clarity. The 2M 2D IR spectra were collected with the DFG pump 

source, with center frequencies corresponding approximately to spectra in Fig. 3.4. The other 2D 

IR spectra were collected with the 3 µm OPA tuned to 2800 cm-1 (6M HCl) and 3400 cm-1 (4M 

HCl). Along the detection frequency axis, slight discontinuities can be seen from stitching together 

grating positions, for example at 3  ~1200, 1500, 1800, and 2100 cm-1 in the 2M spectra. 

3.5.2. Pump normalization and stitching 

While broad 2D IR coverage is possible with the tunable pump source and BBIR probe, as 

shown in Fig. 3.11, there are additional complications which must be considered. First, it is not 

immediately clear how to scale the relative intensities of 2D IR spectra collected with different 

pump frequencies. Consider for example the 2D IR spectra of 2M HCl collected with pump spectra 

centered at 1700 cm-1 and 2100 cm-1, which are plotted again in Fig. 3.12a. The amplitude of the 

measured 2D IR signal scales with the intensity of the pump, but the two pump pulses have 

different pulse energies and spectra, and may have slightly different focused spot sizes depending 

on the realignment between measurements. This is a frustrating limitation, since relative peak 
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amplitudes encode information about the concentrations of different species or molecules in 

different environments.44,45 

Second, the 2D IR lineshapes of broad spectral features are distorted by the shape of the pump 

spectrum. For example, in the spectra excited at 2100 cm-1 and 2500 cm-1 in Fig. 3.11, features 

appear to be peaked in 1  around the peak of the excitation pulse spectrum. Though, there is no 

corresponding peak in the FTIR spectrum. This is almost certainly a distortion from the spectrum 

of the pump, which is narrower than the molecular transition. For many molecular vibrations, the 

linewidth is much smaller than 300-400 cm-1, and this windowing effect is not an issue. But, it 

becomes an important consideration for the broad vibrational features of the aqueous proton and 

other H-bonding systems. Notably, much of the information in Fig. 3.11 is not distorted by pump 

windowing. For example, band positions along 3  are undistorted and amplitudes at constant 1  

can be compared quantitatively. But, the pump windowing hides the true 2D IR lineshape which 

encodes valuable information about the dynamics of spectral diffusion, as discussed in Chapter 2.  

In light of these pump windowing distortions, what is the most accurate representation of the 

2D IR data? One option is to simply display the data in panels as collected, without any overlapping 

1,  as shown in Fig. 3.11. Another similar option is to display an overlapping 1  region marking 

a line of equal 1,  as in Fig. 3.12a. Alternatively, we can attempt to correct the pump distortion 

by normalizing the 2D IR spectrum by the pump spectrum along 1.  The spectra can then be 

stitched along 1  by scaling one panel to the other using the overlap region, in the same way 

grating positions were stitched along 3.  This option is displayed in Fig. 3.12b.  
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While pump normalization can be useful, it should be performed, presented, and interpreted 

with care. In principle, normalization is appropriate if the 2D IR spectrum contains only population 

pathways (where the system is in a population state during 2 ). In those pathways, the excitation 

frequencies are equal at both light-matter interactions with the pump, and therefore the pathway 

should be proportional to the pump intensity at that frequency. However, this is clearly not the 

case for coherence pathways, which interact with the pump at two different excitation frequencies 

Figure 3.12. Isotropic 2D IR spectra of 2M HCl at τ2 = 100 fs with two overlapping excitation 

pulses, plotted (a) without and (b) with pump normalization and stitching. In (a) the dashed 

green lines mark equal excitation frequencies in the two panels. In (b) discontinuities can be 

seen along exc. freq. from stitching the two panels. Spectra are replotted with permission from 

data in Fournier, J. A.; Carpenter, W. B.; Lewis, N. H. C.; Tokmakoff, A. Nat. Chem. 2018, 10, 

932–937. © 2018 Springer Nature. 



3.6. Scatter management without pulse shaping 

 

110 
 

to create a coherence state during 2 .  So, pump normalization is not appropriate when coherence 

pathways are expected to be prominent.  

A more practical complication is the fact that the signal/noise ratio is lowest on the wings of 

the pump spectrum. So, pump normalization increases the amplitude of the noisiest parts of the 

2D IR spectrum, and then uses those noisy regions for stitching. It also seems that pump 

normalization artificially over-inflates the amplitude of the wings, though this is difficult to verify. 

This can be observed, for example, in Fig. 3.12b near 
1

1 1500cm −=  and 2250 cm-1. In practice, 

I have found that a reasonable rule of thumb is to use only ω1 frequencies where the pump intensity 

is at least 25% of its maximum value. Though, a more conservative window may be necessary if 

the signal/noise ratio is poor.  

In Chapters 5-7, some 2D IR spectra are presented with and some without pump normalization, 

using the approaches displayed in Fig. 3.12. Where pump normalized is applied, it is clearly 

labeled and the spectral overlap between pump spectra is greater than in Fig. 3.12. Ideally, the 

complications from broad spectral features in 2D IR spectroscopy can be overcome by constructing 

a mid-IR excitation source with bandwidth exceeding the IR features of interest. This is the 

motivation for the work discussed in Chapter 4, which made progress towards that goal particularly 

in the 3 µm region. 

 

3.6. Scatter management without pulse shaping 

In addition to the broad spectral features of water and protons, the zeolite particles studied in 

this thesis posed an additional experimental challenge in the form of scattered light from the pump 

onto the detector, causing large-amplitude artifacts in nonlinear spectra. Most commonly, scatter 
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is managed in 2D IR spectroscopy with pulse shaping.6,10,44,46 In a mid-IR pulse shaper, a Ge-based 

acousto-optic modulator (AOM) provides direct control over the relative phase between the two 

pump pulses.6 This enables phase-cycling schemes where the phase of the oscillating scatter 

artifact is flipped between successive shots and cancels in averaging.44 Using this approach, 2D IR 

spectra of highly-scattering silica, zeolites, and other solid particles have been measured with the 

scatter artifacts either removed or significantly suppressed.10,46 In those studies, additional steps 

were also required: either suspension in index-matching oils,46 or significantly increasing the pump 

intensity10 which scales up the 2D IR signal relative to the scattered light. 

While pulse shaping is a powerful tool, there are two drawbacks of Ge-AOM-based pulse 

shaping the mid-IR which led us to pursue a different approach. First, the AOM supports a finite 

bandwidth, which is typically narrower than the DFG or 3 µm OPA pulses. Second, the AOM 

must compensate for any dispersion from passing through the Ge material, in addition to the 

desired shaping.47 This becomes more difficult at higher mid-IR frequencies as the GVD of Ge 

increases,5 limiting mid-IR pulse shaping to ~4 µm and longer wavelengths.  

In lieu of pulse shaping, we used a combination of several strategies for scatter suppression. 

The hydrated zeolite particles were filtered by size and suspended in a mixture of index-matching 

oils. The filtering removed the largest, most highly scattering particles and the oil reduced the 

change in refractive index at the particle interface. Additional details about the sample preparation 

can be found in Chapter 5. In addition, scatter was subtracted or suppressed during data collection 

by measuring a negative-time 2D IR surface, adding a chopper in the probe beam, and 

implementing quasi-phase cycling. To describe the influence of each of these methods, it is useful 

to consider the different types of scatter observed in 2D IR and TA spectroscopy. 
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3.6.1. Scatter in 2D IR and TA spectra 

In the pump-probe geometry the 2D IR signal S2DIR is heterodyned with the probe 3E  and the 

two beams travel collinearly to the detector. Scattered light from the two pump pulses 1E  and 2E  

also reaches the detector and can interfere with the probe or with each other. In the absence of any 

chopping, the light reaching a given pixel on the array detector ( 3 ) can be expressed as a sum of 

the 2D IR signal, TA signals, and scatter terms with their dependence on time delays 1  and 2 . 10  

 

(1,2,3) (1,3) (2,3)

1 2 3 2 3 3 3

2 2 2

12 1 2 13 1 3 23 2 3 1 2 3

( , , ) DIR TA TAS S E S E S E

a E E a E E a E E E E E

   = + +

+ + + + + +
 (3.15) 

 ( )3cosij ij ija T = +  (3.16) 

The term (1,2,3)

2DIRS  represents the 2D IR signal, heterodyned with 3 ,E  generated by light-matter 

interactions with 1,E  2 ,E  and 3E  (and therefore depending on 1  and 2 ). The system can also 

interact twice with 1E  to generate the TA signal 
(1,3)

TAS , or twice with 2E  to generate 
(2,3)

TAS . In a 2D 

IR measurement these terms are distinct, while in a TA measurement 1 0 =  so all three signal 

terms reduce to 
(2,3)

TAS . 

The scatter terms in Eq. (3.15) are denoted as the interference between two fields, for example 

1 2E E  for the interference between fields 1E  and 2.E  The ija  factor keeps track of the dependence 

on the time delays. In Eq. (3.16) ijT  is the time delay between pulses i and j, and ij  is the relative 

phase. So, 12 1,T =   23 2 ,T =  and 13 1 2.T  = +  The terms 
2

iE  are the pulse spectra incident on the 
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detector, which do not depend on any time delays. Since the scatter terms all oscillate at frequency 

3 ,  the resulting artifact appears along the diagonal in the 2D IR spectrum. 

When considering the contributions of scatter terms, there is a crucial difference between 2D 

IR and TA measurements, since 2D IR spectra are processed with a Fourier transform over τ1. 

Therefore, any scatter or TA term which is independent of 1  is Fourier-filtered out (appearing 

only near 1 0 = ). This includes all 
2

iE  terms, 
(2,3)

TAS  and 2 3E E  scatter. However, this is not the case 

in a TA measurement. Therefore, the TA spectra were collected with a constant time step and 

Fourier filtered along 2  to remove 2 3E E  scatter. In the frequency domain, the slowly-varying TA 

signal appeared near 2 0 =  and was isolated from the scatter which appeared near 2 3. =  

Otherwise, the same processing was applied to both 2D IR and TA spectra. 

The simplest scatter subtraction method used was a negative time subtraction at 2 5ps. = −  

The negative waiting time was chosen to be much longer than the oscillation period (10 fs at 3 

µm), such that any interference between pump and probe has decayed. The only term present at 

this negative waiting time (besides the pulse spectra) is the 1 2E E  scatter, with the signature shown 

in Fig. 3.13a. Therefore, 1 2E E  scatter is suppressed by subtracting the negative time surface. 

3.6.2. Optical Chopping 

Optical chopping enables subtraction on a shot-to-shot basis. Under normal operating 

conditions, the stationary pump pulse 2E  is chopped at 500 Hz, half the repetition rate of the laser. 

All terms that depend on 2E  are incident on the detector in every-other shot. So, subtraction 
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between successive shots removes the 2 -independentE  terms including 1 3E E  scatter and (1,3).TAS  

Even when no scatter is present, chopping is used for differential measurement of the 2D IR signal. 

In principle, the combination of chopping 2 ,E  negative time subtraction, and Fourier filtering 

are sufficient to remove all scatter and TA terms in Eq. (3.15), leaving only the 2D IR spectrum. 

In practice, scatter from the zeolite particles was intense enough that these steps alone were not 

sufficient. The direct 1 2E E  scatter was further suppressed by adding a second chopper to the probe 

line 3.E  Just like the 2E  chopper, the 3E  chopper subtracts terms which do not depend on 3 ,E  

including the 1 2E E  scatter. The second chopper operated at 250 Hz, so S2DIR was present in one 

out of every four shots. The four consecutive shots are labeled ,OOS  ,OCS  ,COS  ,CCS  where the 

indices are the states of the 2E  and 3E  choppers, respectively (O for open, C for closed). The 

double-chopped signal is constructed as ( ) ( ).DC OO OC CO CCS S S S S= − − −  

 

2 2 2

2 3 12 1 2 13 1 3 23 2 3 1 2 3

2 2

12 1 2 1 2

2 2

13 1 3 1 3
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2 3 23 2 3
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S S E a E E a E E a E E E E E

S a E E E E

S a E E E E

S E

S S E a E E

= + + + + + +

= + +

= + + +

=

= +

 (3.17) 

3.6.3. Quasi-Phase Cycling 

While the probe chopper subtracted residual 1 2E E  scatter, 1 3E E  scatter was further suppressed 

with the implementation of quasi-phase cycling.48 In quasi-phase cycling, the relative phase 13  

between 1E  and 3E  is shifted in successive shots by introducing a variation in 2  on the order of 

the optical period 32 / .   This can be accomplished in multiple ways, for example using a 
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wobbling Brewster window to modulate the optical delay of one pulse.48  In our experiments, we 

oscillated the 2  stage over a distance of 1.1 µm, corresponding to a maximum delay of 7 fs. The 

oscillation distance was set empirically to minimize scatter before beginning an experiment. The 

oscillation period of the stage was 10 Hz, so the stage completed 5 cycles for each data point, 

averaged over 500 shots at 1 kHz. 

Quasi-phase cycling perfectly cancels scatter only at the center frequency 0  (as opposed to 

proper phase cycling using a pulse shaper, which does not have this restriction), and slightly 

narrows the 2D IR spectrum. The scatter grows with frequency as ( )0sin /   and the 2D IR 

signal is suppressed as ( )0sin / 2 .  48 For a center frequency of 3400 cm-1, ~72% of scatter is 

suppressed at ±200 cm-1, where the 2D IR signal is suppressed by only <0.5%. Therefore, the 

scatter suppression is significant over the bandwidth of the excitation pulse and the narrowing 

effect is negligible. We found that quasi-phase cycling dramatically improved the signal quality 

for excitation pulses from the 3 µm OPA, as shown in Fig. 3.13. However, it provided no benefit 

for DFG pulses. This is likely due to the much longer pathlength between separation and 

recombination for DFG/BBIR pulses, compared to 3 µm OPA/BBIR, which scrambles the relative 

phase 13  and suppresses 1 3E E  scatter without the need for phase cycling.  

The combination of index-matching oils, double chopping, quasi-phase cycling, and negative 

time subtraction enabled the measurement of scatter-free 2D IR spectra of the highly-scattering 

zeolite particles, as shown in Fig. 3.13. In Fig. 3.13b, 1 2E E  scatter is largely suppressed by the 

probe chopper, and the most prominent signal is 1 3E E  scatter which appears along the diagonal 

and oscillates because of its dependence on 2 .  The oscillation period in the 2D IR spectrum is 
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1

2~ 330cm 1/ c− =  at 2 100fs. =  That E1E3 scatter is largely removed by quasi-phase cycling in 

Fig. 3.13c, and residual 1 2E E  scatter is removed by the negative time subtraction to produce the 

final result in Fig. 3.13d.  
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Chapter 4 

 

Amplification of mid-IR continuum for broadband 2D 

IR spectroscopy 

 

Much of the work in this chapter has been published and is adapted with permission from: 

Hack, J. H., Lewis, N. H. C., Carpenter, W. B., Tokmakoff, A. Amplification of mid-IR 

continuum for broadband 2D IR spectroscopy. Optics Letters, 48, 960-963 (2023). 

Copyright 2023 Optical Society of America 

 

4.1. Introduction 

The studies presented in the next three chapters were conducted using the technology described in 

Chapter 3. In parallel, we developed a new source for broadband mid-IR light pulses with increased pulse 

energy, with the goal of expanding the accessible excitation bandwidth in 2D IR spectroscopy experiments. 

That work is described in this chapter. 

The generation of few-cycle IR pulses has advanced rapidly in recent years, with applications in 

high-harmonic generation,1 terahertz generation,2 solid state physics,3 and infrared spectroscopy.4 While all 

operating in the mid-IR (MIR) spectral range, these various applications have different design and 

implementation requirements for pulse energy, spectrum, bandwidth, and compression, and a wide range 

of generation strategies have been tailored to different needs.5 For ultrafast IR spectroscopy, design criteria 
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include compression at the sample, broad bandwidth and smoothly-varying spectrum for spectral coverage, 

microjoule pulse energies to excite molecular vibrations, and shot-to-shot stability for averaging, as 

discussed in Chapter 3. Increasing pulse bandwidth – and thus spectral coverage – while meeting all other 

requirements would dramatically improve capabilities for measuring broad vibrational lineshapes, 

simultaneous measurement of multiple transitions, and data collection efficiency. Major practical 

challenges include generating suitable pulses and delivering compressed pulses to the sample through the 

transmissive optics required in experiments for interferometry and sample housing. While often 

manageable for narrower pulses, the temporal and spatial dispersion accumulated from transmissive optics 

increases with pulse bandwidth. Dispersion compensation is more difficult in the MIR than in the visible, 

as chirp mirrors are unavailable and prism or grating compressors are lossy and difficult to align.  

Ultrafast two-dimensional infrared (2D IR) spectroscopy has been used extensively to measure 

vibrational structure and dynamics in molecular systems.6 In state-of-the-art experiments, microjoule pulse 

energies are obtained by down-conversion via optical parametric amplification (OPA) or difference 

frequency generation (DFG) on Ti:Sapphire systems, with bandwidths limited to 150-400 cm-1 and pulse 

durations of 45-70 fs.4,7–9 This covers only a fraction of the MIR spectral range of 500-4000 cm-1, making 

tuning a necessity for broad spectral coverage,4,9 for example using the strategy and technology described 

in Chapter 3.  

Alternative generation schemes include laser filamentation in gases, which produced pulses with broad, 

smooth spectra covering the MIR with typical pulse energies on the order of 10-100 nJ.10,11 These 

broadband IR (BBIR) continuum sources have been implemented as a probe in 2D IR spectroscopy, 

dramatically increasing the accessible detection bandwidth,4,9 though pulse energies are too low to excite 

molecular vibrations. Microjoule pulse energies have been reached via OPA or DFG in non-oxide crystals 
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such as GaSe, ZnGeP2 (ZGP), and CdSiP2 (CSP) which support broad phase-matching when pumped near 

2 μm.1,12–14 A variety of pump sources and repetition rates were used, reaching large power by optical 

parametric chirped pulse amplification,1,12 lasing near 2 μm in Cr2+:ZnS or Tm-doped systems,15,16 or 

down-conversion from 1 μm lasers.14 Large average MIR powers were attained by intra-pulse DFG, though 

pulse energies were sub-microjoule at high repetition rates.15,16 While the generation of extraordinarily 

short, intense, or broadband IR pulses has been reported,5 suitable pulses which meet all requirements for 

2D IR vibrational spectroscopy – while significantly improving on a bandwidth of 400 cm-1 – have not yet 

been demonstrated and implemented in experiments.  

In this chapter, we report the generation and implementation of broadband, microjoule MIR pulses 

spanning >1000 cm-1 for excitation and detection in 2D IR spectroscopy of O-H and N-H molecular 

vibrations. Because the BBIR source meets all requirements but pulse energy, our strategy is to amplify 

that pulse by OPA with a 2 μm pump in GaSe, which supports a broader phase-matching bandwidth and 

transparency range than CSP or ZGP.13 The OPA and 2D IR apparatus are designed to minimize 

transmissive optics, and amplified pulses are compressed at the sample using bulk material. Based on 

Ti:Sapphire and TOPAS technology, this light source operates on systems readily available in many 

ultrafast spectroscopy labs.  

 

4.2. Description of the OPA 

Figure 4.1 shows a schematic of the OPA and 2D IR interferometer and spectrometer. The output of a 

Ti:Sapphire regenerative amplifier (Coherent Legend Elite, 25 fs, 1 kHz) is split into two paths: 0.7 mJ is 

used to generate the seed and 1.8 mJ to generate the pump. The 2 μm pump (50 fs, 105 μJ ±0.5% at the 
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GaSe crystal) is generated as the idler from a commercial OPA (Light Conversion TOPAS Prime) and 

expanded to a diameter of ~13 mm 1/e2 with a Galilean telescope. 

 

 

In the seed line, continuum MIR is generated using a scheme that has been described in detail 

previously,11 and in Chapter 3. The 800 nm fundamental and its second and third harmonics are tightly 

focused into N2 gas to generate a plasma which radiates light from 2.5-10 μm with a spectrum peaked near 

6 μm. The generated BBIR is recollimated and separated from the other fields with four consecutive 

reflections off ITO coated glass (PGO CEC007S). The BBIR is spatially filtered to improve the beam 

profile and focusing using a 150 μm pinhole at the focus of two bare gold coated 90° off-axis parabolic 

mirrors (Au-OAP), f = 100 mm, resulting in a 20% improvement in OPA efficiency. The resulting 50 fs 

BBIR seed has an energy of ~10 nJ with 3-5% rms shot-to-shot noise. 

Figure 4.1. Mid-IR OPA and 2D IR interferometer and spectrometer. BB, beam block; BBO, 

β-Barium borate; BS, beamsplitter; C, optical chopper; DP, delay plate; L, lens; MCT, HgCdTe 

detector; Mono., monochromator; Pin, pinhole; Pol, polarizer; WP, waveplate. Color scheme: 

red, Ti:Sapphire fundamental; orange, seed; green, pump; blue, signal; dashed red, visible 

tracer. 
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After pulse retiming, the pump and seed are spatially overlapped with orthogonal polarization by 

reflecting the BBIR off a CaF2 wire grid polarizer (Specac) which transmits the pump. The collinear pump 

and seed pulses are focused into a 1-mm GaSe crystal (z-cut, Eksma) using a Au-OAP (f = 200 mm). The 

crystal is placed 25 mm before the focus where pump and seed diameters are 1.6 mm and 0.5 mm 1/e2, 

(with approximate peak intensities 200 and 0.2 GW/cm2 assuming a Gaussian profile) respectively. Type-1 

phase matching in GaSe at a phase-matching angle ( )PM  of 11.2-11.8° supports a broad bandwidth (Fig. 

4.2a), producing amplified BBIR signal and idler displayed in Fig. 4.2b. The amplified pulses have spectra 

spanning over 1000 cm-1, somewhat narrower than the seed due to phase matching. Parametric 

Figure 4.2. (a) Type-1 phase matching curve for GaSe pumped at 2 μm. (b) Pulse spectra at 

phase matching angle 11.2° (solid) and 11.8° (dashed). (c) Pulse energy scaling with linear fit; 

inset, signal spatial profile.  
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amplification with 11.2PM =   yields a slope efficiency of 8% and 4% for signal and idler, respectively 

(Fig. 4.2c), and pulse energies of 6 μJ and 3 μJ (±1% rms) with a 105 μJ pump, consistent with the ~2:1 

ratio of output frequencies. This represents a 20% total photon conversion efficiency considering the ~16% 

Fresnel reflection off the GaSe crystal, and the lack of saturation suggests further scalability. Spatial profiles 

of the collimated (focused) beams were measured by transmission through a 400 (100) μm pinhole 

mounted on an x-y stage.  

After recollimation to a diameter of 7 mm 1/e2, amplified BBIR is separated from residual pump by 

reflection off a Si wafer at Brewster’s angle, which transmits the horizontally polarized pump and reflects 

72% of the amplified BBIR. This approach was chosen to minimize dispersion and more efficiently 

transmit the pump compared to the polarizer used to combine the beams. The signal and idler exit the GaSe 

crystal at a small angle (<1°) with respect to each other due to refraction, which we use to separate the 

beams by passing one through a 200 μm pinhole at the focus of two matched Au-OAPs (f = 100 mm). 

 

4.3. Pulse compression and characterization 

Minimizing the total transmissive material before the sample is an important consideration for pulse 

compression. While group delay dispersion (GDD) can be compensated in the MIR using oppositely signed 

GDD materials, third-order dispersion (TOD) is positive for all materials and grows rapidly with increasing 

wavelength for many materials including CaF2.
17 The amplified BBIR pulse exits the OPA having 

transmitted through only the 1-mm GaSe crystal with GDD of 230 fs2 at 3 μm. Considering also the 3-mm 

KBr beamsplitter (51 fs2) in the 2D IR interferometer used here (Fig. 4.1) suggests that the 3 μm signal can 

be compressed with 3 mm of CaF2 (GDD = –318 fs2), which is also a desirable material for sample 
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windows.18 Idler compression poses a greater practical challenge because of the large TOD from 

transmissive material at 6 μm and longer wavelengths. 

 

 

Pulse compression was measured with frequency resolved optical gating (FROG)19 using the 

interferometer and spectrometer in Fig. 4.1 with slight modification. A noncollinear pulse pair was 

generated in a Mach-Zehnder interferometer (MZI) with two 3-mm AR coated 50/50 KBr beamsplitters. 

This was achieved by displacing the retro-reflector in the stationary arm of the interferometer horizontally 

using a translation stage. Signal (or idler) pulses were crossed in a 0.5 mm Si (or 1 mm Ge) window at the 

sample position using a Au-OAP (f = 100 mm) and one pulse was dispersed with a monochromator onto a 

Figure 4.3. FROG characterization of (a-c) signal using nonresonant response in 0.5 mm Si 

with 3 mm CaF2 added in the beam path and (d-f) idler using 1 mm Ge. (a & d) Retrieved 

FROG spectrogram (inset: measured spectrogram). (b & e) Retrieved spectral intensity (blue) 

and spectral phase (red), along with measured spectrum (shaded) and calculated spectral phase 

accounting for transmissive material in the beam (dashed) and addition of 1 mm CaF2 (dotted). 

(c & f) Retrieved time-domain intensity (blue) and phase (red), along with the transform limit 

(shaded) and calculated intensity (dashed, dotted) from the measured spectrum and calculated 

spectral phases in (b & e).   
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HgCdTe (MCT) detector. The third-order non-resonant response was collected as a function of wavelength 

and interferometer delay. This measurement carries the same information as transient grating FROG,20,21 

and was analyzed this way using commercial software (Femtosoft). This third-order FROG method was 

chosen to avoid phase matching limitations in second-order processes such as SHG FROG.  

Figure 4.3 displays the FROG measurements and retrievals for signal (a-c) and idler (d-f). For the signal 

characterization, 3 mm CaF2 was placed before the MZI. The retrieved pulsewidth was 34 fs FWHM, 

corresponding to <4 optical cycles at 3 μm; the transform limit is 26 fs. For comparison, the spectral phase 

was calculated accounting for the GDD and TOD of the GaSe, KBr, and CaF2 material in the beam path 

(dashed line in 3c) using tabulated data for the refractive index.22 Together with the measured spectrum, the 

calculated spectral phase was used to model the pulse intensity in the time domain (dashed black line in 

Fig. 4.3c). The residual positive GDD in the retrieved FROG is likely the result of the Si window used for 

characterization, as suggested by the calculated spectral phase when Si dispersion is neglected.  

Signal compression was optimized by measuring the FROG trace as a function of CaF2 added to the 

beam before the interferometer, shown in Fig. 4.4. The FROG trace displays positive GDD accumulated 

in the GaSe crystal, which decreases as CaF2 is added. When 5-7 mm CaF2 is added, some curvature is 

observed in the FROG trace due to TOD, which increases with addition of transmissive material. As 

expected, the retrieved pulsewidth is minimized with the addition of 3 mm CaF2.  

Idler FROG characterization (Fig. 4.3 d-f) was measured without additional material in the beam path. 

The retrieved pulsewidth was 80 fs FWHM, due to uncompensated negative GDD in GaSe at 6 μm and 

positive TOD from GaSe and KBr; the transform limit is 40 fs. For comparison, the spectral phase was 

calculated accounting for 1 mm GaSe and 3 mm KBr (dashed line), with the addition of 1 mm CaF2 (dotted 

line). This suggests that the GDD can be compensated by a material such as Ge with positive GDD, and 
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that spectroscopic experiments will require an alternative to CaF2 sample windows such as thin Si3N4 

windows.23 

 

 

 

4.4. 2D IR spectroscopy with broadband excitation and detection 

To demonstrate the utility of this light source for spectroscopy, 2D IR measurements were collected 

with the experimental apparatus in Fig. 4.1 using the compressed signal for excitation and detection. The 

detection pulse is a 1% reflection off a 1-mm CaF2 wedge, and the excitation pulse pair exit the MZI 

collinearly. Pulses meet at the sample in the pump-probe geometry.24,25 The nonlinear signal is measured 

as an absorption change in the frequency domain with a monochromator and MCT detector. For 

Figure 4.4. FROG characterization of the signal pulse as a function of CaF2 bulk material added 

before the interferometer. (a-e) Experimental FROG traces using the nonresonant response in 

0.5 mm Si. (f) Retrieved pulsewidth as a function of CaF2 added. 
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compression, 1 mm CaF2 was added in the beam path before and after the wedge such that all beams pass 

through at total of 3 mm including the sample window.  

The instrument response function is determined by the nonresonant response of the 1-mm CaF2 

window before the sample. The transient absorption of that window is displayed in Fig. 4.5, and decays 

before 100 fs waiting time ( )2  or earlier, suggesting that any signal measured in experiments at 

2 100fs   can be attributed to the sample of interest. To reproduce the conditions of 2D IR measurements, 

both excitation and detection pulses pass through 2 mm CaF2 before reaching the window in the focus.  

 

 

The early-time 2D IR spectrum of isotopically dilute HOD in D2O in the O-H stretch region (a 

benchmark that has been studied both experimentally and theoretically)26,27 demonstrates the improved 

capabilities for lineshape measurements with broadband excitation (Fig. 4.6a) compared to excitation with 

300 cm-1 bandwidth FWHM (Fig. 4.6b) generated in a KNbO3 OPA.8 With BBIR excitation, the 2D IR 

spectrum reproduces the fundamental (red) and excited state absorption (ESA, blue) features, and 

quantitatively reproduces the nodal line slope of the previous measurement. Notably, broadband excitation 

Figure 4.5. Transient absorption of a 1-mm CaF2 window using the signal pulse for excitation 

and detection. 
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reveals that the maximum of the O-H stretch in the 2D IR spectrum is red-shifted in excitation frequency 

relative to the linear absorption spectrum, which is not observed in Fig. 4.6b where the 2D IR lineshape is 

artificially narrowed by the excitation bandwidth. This difference between the 2D IR and linear absorption 

peak positions is an expected result of the frequency-dependent transition dipole moment of the O-H 

stretch.27  

 

 

Figure 4.6. 2D IR spectra of (a-b) 1% HOD in D2O and (c) 1 M NMA in DMSO-d6, collected 

at τ2 = 100 fs with parallel polarization. Samples were excited with (a & c) the signal pulse 

reported in this work and (b) the 3 μm source described in ref. 8. Preliminary assignments in 

(c) are based on ref. 28. Color scheme: black, normalized linear absorption spectra; shaded, 

pulse spectra; red, diagonal 2D IR slice through the maximum; dashed green, selected 

transitions; magenta, nodal line. 
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The 2D IR spectrum of N-methylacetamide (NMA) dimers in DMSO-d6 (Fig. 4.6c) demonstrates the 

capabilities of broadband excitation for cross peak measurements, simultaneously exciting features 

spanning ~1000 cm-1. This spectrum displays numerous resonances that arise from the coupled 

fundamental and overtone vibrations of the amide group, based on previous 2D IR measurements by De 

Marco et al.28 The Amide A (AmA) fundamental appears at frequencies characteristic of both monomers 

and H-bonded dimers, while the rich cross peak structure arises from couplings to overtones and 

combination bands of Amide I and Amide II (AmI & AmII), which shift in frequency upon dimerization. 

Notably, uphill cross peaks can be observed simultaneously with diagonal features, which is necessary for 

quantitative comparison.  

In summary, we report a source for broadband, multi-μJ MIR pulses centered at 3 μm and 6 μm and 

illustrate 2D IR spectroscopy with broadband excitation using the signal pulse. In principle, this source can 

be applied between 1000-4000 cm-1 covering the vibrational fingerprint region, making it particularly 

useful for broad molecular vibrations in aqueous solutions. The gain curve of the OPA is not saturated, 

suggesting further energy scalability with increased pump energy or crystal length, though tradeoffs with 

self-phase modulation or reduced phase matching bandwidth may arise. With future work to independently 

manipulate, compress, and combine signal and idler, we envision broad bandwidth 2D IR spectroscopy 

that measures time-resolved vibrational correlations simultaneously across the entire mid-infrared 

spectrum. 

 

4.5. Outlook 

The results above demonstrate that the signal of this OPA can be applied as an excitation source 

in 2D IR experiments. While proof-of-principle experiments were demonstrated by using the 
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signal for detection as well, integration with a separate BBIR probe source is a better long-term 

solution. This is because the signal is limited to ~2700 cm-1 and higher frequencies, while the 

BBIR probe can be applied across the entire MIR. Currently, our plan is to replace the 3 μm KNB 

OPA with this OPA in our working instrument detailed in Chapter 3. This will be straightforward 

in principle, but will require careful management of table space to achieve the correct beam path 

lengths and incorporation of the visible tracer in a new location.  

Broadband excitation at 3 μm with continuum MIR detection will enable an exciting round of 

experiments on O-H stretch vibrations in liquid water and aqueous solutions. The O-H stretch 

vibration of isotopically pure H2O has a linewidth of ~400 cm-1, which is commensurate with the 

bandwidth of our current 3 μm excitation source, so I expect some improvement in the linewidth 

measurement with broadband excitation. In particular, it may be interesting to resolve the linewidth 

on the red side of the band where the Fermi resonance with the bend overtone plays a role in both 

isotopically pure and isotopically dilute spectra.26 The aqueous excess proton is another system of 

great interest with extraordinarily broad transitions in the 3 μm region9 which will be intriguing to 

study with the broadband excitation source. In that system there are longstanding questions about 

the ultrafast dynamics of the proton.29,30 Clues about those dynamics may be encoded in the 2D 

lineshapes of the O-H vibrations, and in principle the shorter pulses generated in this OPA should 

enable 2D IR experiments with sub-100 fs instrument response time. On the blue side of the O-H 

stretch band, the broadband OPA will enable excitation of free O-H stretch vibrations. These are 

prominent in confined water systems including zeolites31 and metal-organic frameworks32 but are 

outside of the tuning range of our current excitation sources. 
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Another notable direction is expanding on the idler compression and characterization work 

shown in Fig. 4.3 to deliver compressed idler pulses to the sample. As described above, the crucial 

task will be finding a reliable alternative to CaF2 windows, which are untenable at long MIR 

wavelengths with broadband pulses due to dispersion. Possible alternatives include thin Si3N4 

windows,23 or thin liquid jets which would eliminate sample windows altogether.33 Furthermore, 

an additional round of pulsewidth characterization is needed to compensate for residual GDD in 

the idler. I expect AR coated Ge will be a good option for pulse compression, though there will 

still be some reflective losses. Access to broadband excitation in the 6 μm region can expand the 

information content in our studies of bending vibrations in H2O and aqueous protons, as well as 

Amide I and Amide II vibrations in molecules like NMA and proteins. While broadband excitation 

is certainly not required for Amide I diagonal spectroscopy, valuable information may be revealed 

by simultaneously measuring the Amide I & Amide II region at 6 μm and Amide A region at 3 

μm, since overtones and combination bands play a role in the 3 μm spectrum of NMA (Fig. 4.6).  
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Appendix 4A. Detailed alignment procedure 

Hopefully, you are a student reading this many years in the future, and OPA is still serving you 

well. If that’s the case you may have some practical questions about the alignment, which is 

somewhat involved. I will do my best to describe how I aligned the OPA and the best practices 

I’ve found. A detailed, to-scale diagram of the OPA is shown in Fig. 4A.1 including irises, flipper 

mirrors, and beam paths for the tracer. Most iris positions use removable irises with a collar, 

labeled A or B depending on the height of the post holder, so using the correct iris is important. 

Seed line 

Use the mirror just before the OPA entrance and M1 to align the 800 nm beam onto I1 and the 

center of CM1. This is feasible because CM1 is a small mirror and the blue 400 nm beam generated 

in BBO1 is easy to see and collinear with the fundamental. Both IR and some visible (red) are 

generated in the filament, which are roughly collinear but displaced spatially from the generating 

beams. Use the generated visible to center the beam on ITO 1-4. Pass the beam as closely by CM1 

as possible without clipping.  

Flip up FM2, sending the seed to an MCT detector outside the OPA box. This is a good time 

to optimize seed generation parameters on the total seed power. Outside the box, set two irises on 

the seed, then use M10 & M11 to position the tracer on those irises. This approach is necessary 

because the seed is too weak to see on an IR card. Now the tracer is overlapped with the seed, 

combined at ITO4. Flip down FM2, and align through IB1 & IB2 using M2 & M3 (with Pin1 

removed). Then, place Pin1 near the focus with the tracer passing through; the exact position will 

be optimized later. Next, remove the GaSe crystal and use M4 and Pol. to align through IB3 & 

IB4. Adjust the position of M4 if large pointing changes are needed. 
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Pump line 

Remove L1 & L2 (make sure they have collars first) and use two pointing mirrors before the 

OPA box to align the pump through IA1 & IA2. An IR card with sensitivity at 2 μm is the best 

option for viewing the pump. Replace L1 & L2, using the back reflection to ensure the face is 

perpendicular to the beam, and check alignment through IA1 & IA2. Use M6 & M7 to align 

through IA3 & IB3, then check IB4 and adjust alignment through IB3 & IB4 if necessary. With 

the seed blocked, place an energy meter directly after PM3 (not in the focus!) and optimize pump 

Figure 4A.1. Detailed OPA beam diagram. Box dimensions and optics placements are to scale. 

BB, beam block; BBO, β-Barium borate; BS, beamsplitter; CM, curved mirror; DP, delay plate; 

I, permanent iris; IA(B), movable iris in post holder A(B); L, lens; M, plane mirror; Mono., 

monochromator; Pin, pinhole; PM, parabolic mirror; Pol, polarizer; WP, waveplate. Color 

scheme: red, Ti:Sapphire fundamental; orange, seed; green, pump; blue, signal; dashed red, 

visible tracer; dotted lines, alternative beam paths accessed with flipper mirrors. 
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generation (TOPAS) parameters on the measured power. Doing so with the energy meter placed 

here also selects for approximately the correct pump wavelength, since M4-7 are dielectrics coated 

for 2 μm.  

Amplification 

Replace the GaSe crystal in its holder and turn the external angle to 32-34º with the back 

reflection hitting the beam block. Flip up FM4 to send the beam to an MCT detector outside the 

OPA box. Point the seed onto the MCT detector with the pump blocked. Flip down FM4 and place 

a 2.4 μm LPF directly in front of the MCT to block the pump. Then, find OPA timing by scanning 

the stage in the pump line. If you can’t find timing with the GaSe crystal, you can replace it with 

a piece of InSb; using this semiconductor makes timing easier because of the long-lived free carrier 

response when the seed arrives after the pump. Once timing is found in the OPA crystal, select for 

either the signal or idler by placing a filter directly in front of the MCT detector. For idler, a 2222 

cm-1 LPF works well; for signal, a glass slide can function as a ~2500 cm-1 SPF. This is an 

important step because the signal and idler are not perfectly collinear. Re-optimize pointing onto 

the MCT detector with the filter inserted. Next, optimize all generation parameters on the energy 

of the selected beam (including OPA timing, pump pointing into GaSe, phase-matching angle, 

seed spatial filter, etc.).  

Set two irises on the amplified IR. Then, flip down FM1 and use M13 & M14 to overlap the 

tracer with the IR beam. Use a long pathlength (several meters) between irises for an accurate 

overlap. Then, flip down FM4 and align the beam through IB5 & IB6. Flip up FM5 and again send 

the beam to an external MCT. Re-do the tracer overlap using M12 & M13, which is likely 

imperfect after passing through PM5 & PM6. Iterate between fixing the tracer overlap and pointing 
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through IB5 & IB6. It may take several iterations, but I found this step is important to achieve a 

good spatial mode, tracer overlap, and signal/idler spectral separation. Once complete, insert Pin2 

and set its position using the transmitted beam using the filter just before the MCT (selecting for 

signal or idler). Finally, send the OPA output to an interferometer or spectrometer to measure the 

pulse spectrum. Check that only the selected signal or idler is passing through Pin2. This may 

require some iteration between the desired spectrum and transmitted pulse energy by adjusting the 

position of Pin2. Once complete, the amplified beam exits the OPA overlapped with the tracer 

with the desired spectrum and pulse energy and the alignment is finished. 

Operation 

The spectrum can be moderately tuned by adjusting both phase-matching angle and OPA 

timing together. My preferred method was to use a band pass filter to select for the desired center 

frequency, optimizing OPA parameters on the transmitted power at that frequency. It is important 

to periodically measure the spectrum and pulse energy while tuning OPA parameters to make sure 

you are tuning towards the desired spectrum. With all flipper mirrors down, the amplified beam 

exits the OPA box for use in spectroscopy. Flipping up FM1 sends the tracer in the same direction 

as the OPA output for alignment downstream.  
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Chapter 5 

 

Protonated water clusters in highly hydrated HZSM-5 

zeolite 

 

The work presented in this chapter has been published and is adapted with permission from: 

Hack, J. H., Dombrowski, J. P., Ma, X., Chen, Y., Lewis, N. H. C., Carpenter, W. B., Li, 

C., Voth, G. A., Kung, H. H., Tokmakoff, A. Structural characterization of protonated 

water clusters confined in HZSM-5 zeolites. Journal of the American Chemical Society, 

143, 10203-10213 (2021). 

Copyright 2021 American Chemical Society 

 

5.1. Introduction 

Zeolites are a class of nanoporous, crystalline silicate materials with applications for ion 

transport and separations,1–3 as desiccants,4,5 and as catalysts,6–11 as described in Chapter 1. They 

display tunable behavior depending on framework type, pore structure, framework dopant atoms, 

and charge-compensating cations. Of special note are aluminosilicate zeolites with Al3+ and 

charge-compensating protons substituted for Si4+, which contain strong Brønsted acid sites. The 

interactions between water and protonated zeolites play a role in many established and emerging 

applications including acid-catalyzed dehydration reactions,12–15 aqueous biofuel synthesis,8 and 
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proton-selective ion separations.16 As such, understanding the hydration behavior of zeolites17–20 

is crucial for a mechanistic description of these processes. Recent investigations have led to 

discoveries regarding the speciation of water, its effect on framework sites, and its involvement in 

zeolite-mediated chemical processes.16,21–23 

In the low-hydration limit, vibrational and NMR spectroscopic studies have uncovered distinct 

hydration structures in aluminosilicate zeolites,24,25 while detailed structural characterization has 

remained elusive for higher hydration states. Fourier-transform infrared (FTIR) Spectroscopy is a 

particularly common and valuable method for investigating water structure as the O-H stretching 

frequency is sensitive to the local H-bonding environment.26 Zeolite HZSM-5 is a well-studied 

example.21,27–32 At one equivalent H2O per aluminum site, a surface-bound water molecule 

H-bonding to the Brønsted acid site is reported.30,33–37 At two H2O equivalents, a pair of water 

molecules is reported as forming either a dimer that H-bonds to the surface-bound proton or 

forming a protonated H5O2
+ species with the acidic proton located between oxygen atoms of both 

water molecules.36,38–40 Deprotonation of acidic aluminosilicate zeolites to form protonated water 

clusters has been well-established to occur once a critical level of hydration is obtained,18,40–46 

which is 2-3 water molecules per aluminum site for HZSM-5.14,15,19,21,27,28,32,33,39,42,46–52 Beyond 

two H2O equivalents the water speciation in HZSM-5 is far less established, in part due to the 

appearance of broad, overlapping hydroxyl stretching features in the IR spectrum. As a result, 

proposed water speciation in the experimental literature is often based on bulk measurements of 

water uptake in zeolite pores.9,27,53 Microcalorimetric uptake measurements demonstrate that, in 

the limit of isolated aluminum centers, the heats of water adsorption approach that of water 

condensation at around 8 equivalents (equiv.) water added per Al site.27,51,53 These studies, 
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combined with recent NMR spectroscopic investigations,47 provide experimental evidence for 

proposed speciation at high levels of hydration in HZSM-5. 

While the available evidence points to the formation of protonated clusters of ~8 water 

molecules in zeolite pores under high hydration, little is understood about the molecular structures 

of these clusters. How do the water molecules arrange themselves relative to each other, the zeolite 

framework, and the deprotonated Brønsted acid site? What H-bonding configurations do the water 

molecules find themselves in, and in what proportions?  

To address these questions, we investigated water clusters at high hydration in HZSM-5 

zeolites (~13 equiv. and ~6 equiv. H2O per Al atom) through the combination of FTIR, 

two-dimensional infrared (2D IR) spectroscopy, and ab initio molecular dynamics (AIMD) 

simulations. 2D IR spectroscopy provides additional structural insight over FTIR spectroscopy by 

spreading spectral information over two frequency axes that monitor the change in absorption at 

detection frequency ωdet following excitation at frequency ωexc, as described in Chapter 2. Beyond 

the features observed in FTIR, cross-peaks between resonances in 2D IR spectra encode 

vibrational couplings and transition dipole orientations that can be translated into bond-oriented 

structural details, and 2D IR lineshapes characterize the variation of H-bond strength in the sample. 

AIMD provides an atomistic description of the structure and dynamics of this system that allows 

us to interpret the structural content encoded in the IR spectrum. 

2D IR spectroscopy has been used effectively to study water H-bonding structure and dynamics 

in numerous contexts, including hydrated protons in bulk aqueous solution54,55 and water under 

nano-scale confinement.56,57 However, its application has not yet been extended to the exploration 

of solid acids with sub-nanopore confinement. This is due in part to the experimental challenges 
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of applying 2D IR techniques to highly scattering samples such as zeolites. Recent technical 

advances have enabled the use of 2D IR methods for select highly scattering samples.58–60 We 

combined some of these methods with new sample preparation protocols to investigate hydrated 

protons confined in HZSM-5 zeolites with 2D IR spectroscopy. 

From 2D IR correlations between the continuum absorption of the excess proton and vibrations 

of both terminal and H-bonded O-H groups, we provide direct evidence for the formation of 

protonated water clusters in HZSM-5 pores. We also quantify H-bond speciation within the cluster, 

finding good agreement with the statistics calculated from a AIMD simulations of protonated 

H+(H2O)8 clusters in HZSM-5. These simulations, together with DFT spectral calculations, 

validate our IR spectral assignments and reveal that the excess charge resides near the more highly 

coordinated water molecules in the cluster. These results support previous literature findings18,40–

46 that small, protonated water clusters form the dominant species in HZSM-5 under high 

hydration, and provide a new level of quantitative molecular insight. 2D IR spectroscopy provides 

the information necessary to dissect and assign the complex, overlapping IR spectrum of high 

hydration HZSM-5, providing molecular-level details about the topology of water’s hydrogen 

bonding network under tight confinement.  

 

5.2. Experimental and Theoretical Methods 

To prepare the samples, HZSM-5(Si:Al = 40) zeolite samples (Johnson Matthey) were calcined 

in an oxygenated atmosphere and then subjected to three ammonium nitrate ion-exchange cycles. 

To reduce scatter from the largest particles, zeolite samples were filtered using 5 μm Nylon net 
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membranes. The filtered samples were then calcined again to convert the ammonium-form zeolite 

into the desired proton-form. Next, samples were dehydrated using Schlenk-line vacuum 

dehydration under heating,43 and stored in a glovebox prior to rehydration. Dehydration of samples 

was confirmed via FTIR spectroscopy. The Si:Al ratio was measured to be 45:1 by inductively 

coupled plasma – optical emission spectroscopy.  

Zeolites were rehydrated in a nitrogen-filled glovebox with small, targeted quantities of water 

before sealing in a Parr acid digestion vessel with a Teflon liner. Water was added directly to the 

zeolite powder, which was then thermally equilibrated at 150 oC without significant evaporative 

loss. Following hydration, zeolite samples were suspended in a refractive index-matching oil as a 

mull before being pressed between two 1 mm thick CaF2 windows for IR spectroscopy 

measurements.  The mull was composed of a mixture of Fluorolube-brand 

polychlorotrifluoroethylene (PCTFE, 1.38n = ),61,62 and perfluoro(tetradecahydro-

phenanthrene)63 ( 1.33n = ). The mixture of these oils was tuned to match the refractive index of 

the sample ( 1.40n =  for HZSM-5), which varied slightly with the hydration level. 

Two H2O/HZSM-5 samples were used in this study. The first was prepared with ~13 equiv. 

H2O/Al site and the second with ~6 equiv. H2O/Al site. From prior studies, it is expected that the 

13 equiv. sample contains both fully hydrated Al sites and some degree of surface water or internal 

silanol hydration.47 Since O-H vibrations in water clusters tend to delocalize across several bonds, 

a third sample was prepared using isotopically dilute 5% HOD in D2O to study more isolated O-H 

stretch vibrations. The third sample had a hydration level of ~6 equiv. per Al site, referred to as 

HOD/HZSM-5. The HZSM-5 substrate used in all three samples was ~98% proton exchanged 

(~2% Na+ remaining), with a surface area of ~300 m2/g measured by N2 isothermal adsorption. 
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Polarization-dependent 2D IR spectra were collected in the pump-probe geometry using a 

spectrometer which has been described in detail previously64–66 and in Chapter 3. Parallel and 

perpendicular spectral components were collected simultaneously, allowing for the construction 

of the isotropic component of the spectrum 2IsoS S S⊥= +  and anisotropy 

( ) / ( 2 )r S S S S⊥ ⊥= − + .  

Even after the steps taken during sample preparation, additional measures were required to 

collect high-quality 2D IR spectra from highly scattering zeolite samples. Suppression of scattering 

artifacts from all three incident pulses was accomplished by chopping both the stationary pump 

pulse and the probe, quasi-phase cycling67 by oscillating the pulse 2 delay stage, and negative-time 

subtraction, with details described in Chapter 3.  

The dynamics and vibrational spectra of water clusters in the HZSM-5 zeolite were calculated 

with AIMD simulations68,69 at 298 K using density functional theory (DFT) at the revPBE/DZVP 

level of theory,70 together with the D3 dispersion correction.71 The CP2K (version 4.1) software72 

was used for AIMD simulations and harmonic vibrational spectrum calculations. Two unit cells 

were rendered with 8 water molecules, an excess proton, and one Al T-site located in a channel 

intersection or S-channel. In a separate simulation, water-packed zeolite channels were filled with 

80 water molecules and an excess proton near the Al T-center at a channel intersection (T1 site). 

These – and all other AIMD simulations reported in this thesis – were performed by our 

collaborator Xinyou Ma in the research group of Greg Voth. 

For spectral assignments, a protonated water cluster configuration – including the zeolite 

framework – was optimized from a snapshot of the AIMD trajectory and used to calculate the 
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harmonic vibrational spectra using DFT.  To isolate the spectral contribution from each normal 

mode 𝑄𝑖 arising from a particular O-H bond, each O-H stretch local mode is represented as a linear 

combination of all normal modes weighted by the eigenvector L that diagonalizes the Hessian 

matrix.73 Then, the intensity weighted spectral density of an O-H local mode is:  

 ( ) ( )O H i i

i i

L
Q


    −


= −


  (5.1) 

where iL  is the norm of the Cartesian component of the H atom and μ is the dipole moment. 

     For each snapshot of the trajectory, the water bonding topology was identified by assigning 

each oxygen atom to its two nearest H atoms. The remaining H atom was then assigned to the 

closest water molecule with the shortest O-H distance to form one H3O
+ ion. Next, four geometric 

criteria were used to assign a H-bond: ( )1 2 3.0 Å,r O O−   ( )1 2 2.5 Å,r O H−   

( )1 1 2 30 ,O H H − −    and ( )1 2 1 30 ,O H H − −    where the subscripts 1 and 2 label atoms in 

the acceptor and donor, respectively. Interfacial H-bonds were assigned using the criterion 

( )1 2 3.0 Å.r O O−   The center of the excess positive charge (CEC) from the proton was calculated 

using the rCEC approach by Li and Swanson,74 which is described in more detail in Chapter 6.  

 

5.3. Results and discussion 

5.3.1. FTIR Spectrum of H2O in highly hydrated HZSM-5.  

The linear IR spectra of H2O/HZSM-5 and HOD/HZSM-5 are displayed in Fig. 5.1, along with 

bulk liquid HOD, H2O and 6M HCl. The spectrum of H2O/HZSM-5 is extremely broad, with an 

asymmetric low-frequency wing and three features peaked at 3650 cm-1 with a shoulder at 3600 



Chapter 5.   Protonated water clusters studied in highly hydrated HZSM-5 zeolite 

 

149 

 

cm-1, 3400 cm-1, and 3200 cm-1. The local maximum at 3400 cm-1 appearing in the H2O/HZSM-5 

and HOD/HZSM-5 spectra is at the same frequency as the vibration in bulk H2O, indicative of 

water H-bonded O-H stretch.  

 

 

    Perhaps the most striking feature is the intense peak near 3650 cm-1 seen in both spectra of 

H2O/HZSM-5 and HOD/HZSM-5. The frequency and linewidth of this transition are similar to the 

O-H stretch vibrations of water monomers in polar solvents,75 indicating that these correspond 

terminal (free) O-H stretch vibrations. The intensity of this feature indicates a large population of 

free O-H stretches in this system, particularly because the transition dipole moment of the free 

O-H stretch in water is about half that of the H-bonded water O-H stretch.76 A weak shoulder is 

located near 3600 cm-1, which is characteristic of the splitting between symmetric and asymmetric 

Figure 5.1. Distinct IR spectrum of H2O in HZSM-5. FTIR spectrum of 13 equiv. H2O in 

HZSM-5; FTIR spectra of 2% HOD/D2O, H2O, 6M HCl, and 6 equiv. 5% HOD/D2O in 

HZSM-5 are included for comparison. Spectra were collected against a nitrogen background, 

normalized to their local maxima near 3400 cm-1, and displaced for clarity. Dashed lines mark 

the baselines for the spectra of corresponding color. Colored bars denote spectral band 

assignments for H2O/HZSM-5.   
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O-H stretches for water molecules that donate zero H-bonds. The shoulder vanishes when H2O is 

replaced by dilute HOD in D2O, suggesting that this feature arises from HOH vibrational splitting. 

The feature at 3200 cm-1 observed in H2O/HZSM-5 is close in frequency to a weak feature in 

bulk H2O that originates from the Fermi resonance (FR) between the water O-H stretch and HOH 

bend overtone.77–79 The decreased intensity of this feature in the HOD/HZSM-5 sample indicates 

that the 3200 cm-1 feature in H2O/HZSM-5 is also due to the FR, although we note that this is also 

where the flanking water stretching vibrations to protonated water are expected.54,80 The increased 

intensity of this band in H2O/HZSM-5 relative to bulk H2O may be caused in part by a shift in the 

HOH bend frequency for interfacial water. A similarly enhanced FR feature has been observed in 

H2O confined in carbon nanotubes81 and at the air-water interface.82,83  

The long tail extending below 3200 cm-1 is characteristic of the continuum band of the hydrated 

excess proton,80,84 and a similar feature is observed for bulk 6M HCl in H2O, as seen in Fig. 5.1. 

The prominence of this tail in the H2O/HZSM-5 sample is consistent with an effective proton 

concentration of approximately 6M (or H+/H2O ratio of 1/8), estimated from the integrated areas 

of water and proton features.  

Comparing spectra of samples prepared with ~13 and ~6 H2O equiv./Al site, we find that they 

display very similar FTIR and 2D IR spectra (Fig. 5.2) indicating a similar distribution of terminal 

and H-bonding O-H groups. Subtle preferences for free O-H bonds in the 13 equiv. sample are 

small enough that any quantitative differences in O-H bond speciation is smaller than our error 

bars. Therefore, the 13 equiv. sample is presented here as an appropriate representative of the 

HZSM-5 spectrum in the high-hydration limit. 
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5.3.2. Computed spectra arising from local O-H environments.  

The connection between local structure and vibrational frequency for water O-H stretches in 

H2O/HZSM-5 was investigated using density functional theory (DFT) on optimized clusters of 

+

2 8H (H O)  in HZSM-5 pores. Two ZSM-5 unit cells were rendered with one Al T-site placed either 

in the straight channel (T11 site) or at the channel intersection (T1 site), yielding a Al:Si ratio of 

1:191. While this is quite different from the experimental ratio, the behavior of each site is 

independent of the Al:Si ratio assuming isolated sites. 

Connections between harmonic frequency and local molecular environment were determined 

by decomposing the calculated spectrum from the normal modes to individual local mode O-H 

stretches. These local mode spectra are presented for ten representative hydrogen positions within 

a cluster in Fig. 5.3. Based on the molecular structure, the O-H stretches in each protonated water 

Figure 5.2. Comparison between (a) FTIR spectra and 2D IR spectra of (b) 13 equiv. and (c) 6 

equiv. H2O / HZSM-5. 2D IR spectra are isotropic, taken at 100 fs waiting time, and are not 

pump corrected. 
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octamer were sorted into four categories: free, H-bonded, protonic, and interfacial. Here interfacial 

refers to O-H stretches directly adjacent to the deprotonated Brønsted acid site. The H-bonded and 

interfacial O-H stretches were further distinguished by interaction strength. 

 

 

The free, H-bonded, and protonic environments display spectral trends that corroborate the 

proposed spectral assignments in Section 5.3.1. In the harmonic decomposition, free O-H stretches 

display a doublet or multiplet around 3700 cm-1. The H-bonded stretches display frequencies in 

the range of ~3300-3600 cm-1, with stronger H-bonds contributing more prominently in the lower 

end of that range. Protonic O-H stretch vibrations are delocalized over multiple hydrogen atoms 

and display intense features over the spectral range displayed. We label the 2800-3200 cm-1 

Figure 5.3. DFT calculations connect spectral signatures to local O-H environments. a) 

Harmonic spectral components of local mode O-H bonds in the b) optimized protonated water 

cluster configuration with one Al T-site located in the S-channel (T11 site). Inset: cluster 

visualized along the S-channel. The center of excess charge (CEC) is denoted by a blue asterisk. 

Each spectrum corresponds to an individual hydrogen atom, labeled by color and number. Two 

representative spectra are displayed of O-H bonds in free environments. Stick spectra (black) 

were convolved with a Gaussian lineshape for clarity. For H-bonded and interfacial O-H 

stretches, strong (s) and weak (w) association with the acceptor were distinguished based on 

geometry. 
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spectral range protonic as these are the most prominent O-H stretch modes with significant 

intensity in that region under the harmonic approximation. Interestingly, the interfacial O-H 

stretches, which donate H-bonds to the oxygen atoms of the deprotonated Brønsted site, can 

contribute to different spectral regions depending on interaction strength. More strongly 

interacting interfacial H-bonds appear in the ~3200-3400 cm-1 region, while more weakly 

interacting bonds appear near 3650 cm-1. This is valuable information for interpreting the 

experimental spectrum: the feature peaked at 3400 cm-1 includes both H-bonds donated to water 

and to the deprotonated Brønsted site, while the peak at 3650 cm-1 includes both free and weakly-

interacting O-H stretches. As an anharmonic feature, the Fermi resonance observed in the FTIR 

spectrum is absent from these calculations.  

Our analysis of IR spectra of protonated water in zeolites shows both similarities and 

differences when compared to the IR spectra of cold, gas-phase protonated water clusters.85–87 In 

isolation, +

2 nH (H O)  clusters with n ≳ 6 minimize their energy though internal H-bonding and 

thus preferentially form compact ringed clusters. With the strong confinement effects of the zeolite 

channels, the most likely configurations involve extended or branched chains, although these 

changes do not result in a large change in the fraction of free O-H bonds relative to gas phase 

clusters. Acknowledging the differences in H-bond topology and temperature – which influences 

intensities and linewidths – the O-H stretching frequencies in computed and experimental spectra 

of cold gas phase clusters are assigned in a similar manner. Free O-H stretches are observed >3650 

cm-1 and are typically split bands consistent with the features we observe in our broadened spectra. 

O-H stretches of water bound with the excess proton are observed <3200 cm-1, and O-H stretches 

for H-bonded water molecules display intermediate frequencies.  
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5.3.3. 2D IR spectroscopy of water in HZSM-5.  

To further investigate the structural details of this system, we collected the 2D IR spectrum 

across a broad range of excitation and detection frequencies (Fig. 5.4a). Because the vibrational 

transitions are so spectrally broad, they are limited by the bandwidth of the excitation pulse in the 

2D IR spectrum, artificially narrowing the measured features. This was partially remedied by 

collecting the spectrum with multiple excitation pulses that overlap spectrally. In Fig. 5.4a the 2D 

IR spectra were additionally normalized by the spectrum of the excitation pulses, and intensities 

were scaled to match approximately at the boundaries of 3000 cm-1 and 3250 cm-1. 

Characteristic peaks are observed along the diagonal axis that correspond to the features in Fig. 

5.1, although the relative intensities differ due to the 4th power scaling in transition dipole moment 

in the 2D IR spectrum. Strikingly, cross peaks are present between features at 100 fs waiting time, 

revealing that all features originate from the coupled vibrations of a common molecular species 

containing both free O-H bonds and O-H bonds of varying H-bond strength.  

The H-bonded O-H stretch at 3400 cm-1 (peak 1) displays diagonal elongation, indicating 

increased inhomogeneous broadening relative to bulk water. This is more clearly observed by 

comparing the slope of the 2D lineshape for HOD/HZSM-5 and liquid HOD/D2O samples (Fig 

5.3b-c), where the center line slope is 0.70 for HOD/HZSM-5 compared to 0.41 for HOD/D2O. 

This inhomogeneous broadening reflects a distribution of both molecular environments and 

interactions. As shown in Fig. 5.3, both H-bonded and interfacial water molecules contribute to 

the spectrum at 3400 cm-1, in addition to the fact that the O-H stretch frequency depends strongly 

on the H-bonding strength.26 Furthermore, the H-bonding configurations likely play a role in 
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inhomogeneous broadening as well, as the local O-H stretch frequency depends modestly on the 

number of other H-bond donors and acceptors for the water molecule.88 

 

 

Figure 5.4. Broadband 2D IR spectroscopy of water in HZSM-5. a) Isotropic 2D IR spectrum 

of 13 equiv. H2O in HZSM-5 at 100 fs waiting time. The three panels show the system excited 

with three different center frequencies: 2850 cm-1, 3100 cm-1, and 3350 cm-1. Panels have been 

normalized to the excitation pulse and scaled to allow comparison of different spectral 

intensities. Peak numbers are described in the text. b) Isotropic 2D IR spectrum for isotopically 

dilute 6 equiv. 5% HOD/D2O in HZSM-5 and c) isotopically dilute 2% HOD/D2O in bulk 

liquid. White lines in b) & c) are fitted center lines. d-f) Polarization dependent 2D IR spectrum 

for 13 equiv. H2O/HZSM-5 at 100 fs waiting time: d) parallel, e) perpendicular, and f) 2D 

anisotropy spectra. 
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Although our excitation source was not able to directly pump the free O-H stretch, this 

vibration is observed through cross peaks to the H-bonded O-H (peak 4) and proton flanking water 

stretch (peak 5). Peak 4 provides a unique marker to quantify single-donor H2O molecules – those 

with one free and one H-bonded O-H. The asymmetric environment of such molecules results in 

two local O-H bond vibrations with very different frequencies, rather than the more common 

symmetric and asymmetric vibrations of H2O. This assignment can be confirmed with 2D spectra 

measured with varying polarization (Fig. 5.4d-f). Peak 4 is more intense in the perpendicular 2D 

spectrum (Fig. 5.4e) compared to the parallel component (Fig. 5.4d). The resulting anisotropy in 

the range of approximately -0.05 to -0.15 (Fig. 5.4f) corresponds to a transition dipole angle in the 

range of 120° to 106°, consistent with the ~109° intramolecular H-O-H bond angle in H2O. 

The Fermi resonance at 3200 cm-1 is not cleanly observed, partially due to overlap with another 

strong peak (3) at 3100 cm-1, but it is identified through a cross-peak (2) and induced absorption 

(2’) in Fig. 5.4a. For comparison, the Fermi resonance for HOD/D2O is observed in 2D IR through 

the induced absorption to the stretch + bend overtone combination band at 2900 cm-1 (Fig. 5.4c 

peak 1”),78 which is significantly redshifted and skewed in HZSM-5 (Fig. 5.4b).  

Peak 3 spans frequencies expected for O-H stretching vibrations of flanking water molecules 

to the excess proton,84,89 and merges smoothly into the continuum absorption red of 3200 cm-1.  

Cross-peaks 5 and 6 to the free and H-bonded water vibrations indicate that the hydrated proton is 

strongly coupled to other water molecules in the cluster, including on the periphery. 

Excitation at 2850 cm-1 causes spectral response at all measured frequencies from 2200-3700 

cm-1. This shows that the proton continuum couples to the other features, indicating strong 

interactions between water O-H vibrations of the cluster. These cross-peaks following excitation 
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of the proton continuum confirm that the proton is detached from the Brønsted acid site and present 

as an excess proton in the water cluster.  

5.3.4. AIMD simulation of H+(H2O)8 in HZSM-5.  

AIMD simulations of H+(H2O)8 confined in HZSM-5 were performed with the Al T-site placed 

either in the straight (S) channel (T11 site) or at the intersection between S and zig-zag (Z) channels 

(T1 site), collecting ~36,000 snapshots from each trajectory. The clusters are confined by the solid 

phase framework and thus the structures reflect the 3D topology of the nanopores. In both cases, 

the water molecules are drawn towards the channel intersection where the available volume is 

largest. When the Al T-site is in the S-channel (Fig. 5.5a), this results in an elongated shape of the 

water cluster, with 2-3 water molecules connecting the deprotonated Brønsted site to the water 

molecules clustered at the intersection. When the Al T-site is placed at the channel intersection 

(Fig. 5.5b), the cluster shape is more compact with 3-4 water molecules reaching into the nearby 

S- and Z-channels. Some H-bond rearrangement was observed over the course of the trajectory, 

though no H2O molecules became detached from the cluster. 

For comparison, multistate empirical valence-bond (MSEVB)90 simulations of the protonated 

water octamer in vacuum found a total of 18 potential minimum configurations, including 3 cubic-

like, 5 fused-ring, 5 single-ring, and 5 branched configurations.91 At room temperature, only the 

branched configurations (with 3-5 branches) had a prominent population.91 Similarly, in the zeolite 

pores the dominant species was Y-shaped configuration with branches into 3 nearby channels, 

where the excess proton is flanked by a few highly coordinated water molecules. However, in 

contrast to the gas-phase results, configurations with more than 3 branches are rare in the zeolite 

channels, reflecting confinement from the rigid framework. 
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To further describe the H-bonding configurations of water molecules in the cluster, we 

collected statistics to classify water molecules based on the number of donated H-bonds: double 

donors (DD), single donors (SD), and no donors (ND) (Fig. 5.5c). The mean of each distribution 

( ), ,ND SD DDP P P  is shown in Fig. 5.6. These H-bonding statistics are related to the size and structure 

of the water cluster. For example, an infinite 1D chain would be composed of all SD water 

molecules. The observed H-bonding distributions for simulations at the S-channel and intersection 

are quite similar to each other, with roughly 40% of water molecules in each ND and SD 

configurations, and roughly 20% in DD configurations. At the intersection, there is a slightly 

Figure 5.5. AIMD simulation of water in HZSM-5. Representative trajectory snapshots of the 

protonated water cluster configurations with the Al T-site located at a) the S-channel, and b) 

the intersection with the zig-zag channel. The statistics of c) water molecule H-bonding 

configurations – double donor (DD), single donor (SD), and no donor (ND) – and d) the 

distance between the Al atom and center of positive excess charge (CEC) were calculated from 

AIMD trajectories. Dashed red lines in a) and b) depict H-bonds. 
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greater fraction of SD water molecules, while in the S-channel the fraction of ND water molecules 

is slightly greater. The tighter water cluster at the intersection can accommodate a higher degree 

of connectivity, yielding the higher probability of SD water molecules.  

The excess proton is solvated near the center of the water cluster, with the distance between 

the Al atom in the zeolite lattice and the center of excess charge (CEC) is shown statistically in 

Fig. 5.5d. The CEC position represents the mean location of the excess proton charge defect.74 The 

probability distribution is peaked at ~4.5 Å (intersection) and ~6 Å (S-channel), with zero 

probability for (Al CEC) 2.5 Å,r −   indicating that the excess charge resides on average multiple 

molecules away from the deprotonated BAS.  

For each cluster configuration, the excess proton together with the closest water molecule was 

assigned as hydronium, and the H-bonding topology of the 2-3 water molecules in its first solvation 

shell were characterized. On average, the O-H groups of these water molecules were ~1/3 free and 

~2/3 H-bonded. This indicates that the excess proton resides preferentially near the more highly 

coordinated SD and DD water molecules in the cluster, and that a second solvation shell is not 

fully formed. Moreover, the proximity of the excess proton to free O-H in the first solvation shell 

is consistent with the cross peak observed between free and proton-associated O-H stretches. 

5.3.5. Speciation of water H-bonding configurations.  

To experimentally quantify H-bonding configurations within the cluster, we used FTIR and 

2D IR spectra to determine the presence of the three types of water molecules considered in the 

previous section: DD, SD, and ND. These water types can be deduced by quantifying the different 

types of O-H bonds—those that are H-bonded (HB) or free (F) corresponding to peaks at 3400 

cm-1 and 3650 cm-1, respectively. Additionally, we can quantify the fraction of SD water molecules 
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from the cross peak 4 in the 2D IR spectrum at ( 13400cm ,Exc −=  13700cmDet −= ). This gives a 

measure of the free O-H bonds which share a molecule with a H-bonded O-H, denoted F/HB. 

Populations for O-H bonds in these different environments were obtained from a self-consistent 

analysis of FTIR peak areas and 2D IR peak volumes, described in Appendix 5A. We accounted 

for the 2  and 4  peak intensity scaling in transition dipole moment μ in FTIR and 2D IR using 

the empirical relationship from Loparo et al.76 After extracting the relative O-H stretch populations 

(
1  where i = F, HB, or F/HB) from the spectra, the populations were related to the H2O H-bonding 

configurations (
jP  where j = ND, SD, or DD) using the relations: 2 ,HB DD SDP P = +  

2 ,F ND SDP P = +  and 
/ .F HB SDP =  The results of this fitting analysis are shown in Fig. 5.6.  

Compared to the simulated water octamer in HZSM-5, the experimental spectral fitting yields 

a very similar SD fraction, with a lower fraction of ND and a higher fraction of DD water 

molecules, deviating by about 5-10% from the +

2 8H (H O)  simulation. This is a reasonable 

agreement, given the simplicity of this model and the assumptions made in fitting, We note that 

the hydration level is higher in the measured 13 equiv. sample relative to simulations, which may 

lead to the formation of larger water clusters with a higher fraction of DD water molecules.  

For another point of comparison, we performed a similar AIMD analysis on a water-packed 

state – a collection of 80 water molecules in two HZSM-5 unit cells (Fig. 5.7a). This produced a 

structure with extensive H-bonding connectivity, largely in the form of single-file water wires 

extending through the channels. This structure has a much higher fraction of SD water molecules 

(0.66) compared to either the measured sample or the H+(H2O)8 in HZSM-5 model. Therefore, we 

can rule out extensive water-wire formation through the zeolite channels, even at high hydration. 
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This result is consistent with expectations, as the pores of HZSM-5 are hydrophobic in the absence 

of Al substitutions or a large number of internal defects.92–98  

 

 

Finally, to investigate the effect of channel confinement, water H-bonding statistics were 

calculated for two gas phase protonated water octamer clusters at room temperature using AIMD 

simulations – one starting from a T-shape (Fig. 5.7b) and one starting from a cage structure (Fig. 

5.7c). A variety of gas phase configurations91 were sampled with the two ~10 ps trajectories. 

Compared to experiment and simulated water octamer clusters in HZSM-5, the initial T-shaped 

gas phase cluster has a significantly lower DD fraction, with larger ND and SD fractions within 

the error bars (Fig. 5.6). While the initial T-shape configuration is similar to the cluster shape under 

confinement, the gas phase cluster can occupy a larger volume yielding a lower DD fraction. On 

Figure 5.6. Speciation of H-bonding configurations in H2O/HZSM-5. Distributions of ND, SD, 

and DD water molecules are compared between fits of IR spectra and AIMD simulations. Three 

HZSM-5 simulations and two gas phase simulations were performed, as described in the text. 

In the water-packed simulation, HZSM-5 pores were filled with water wires, yielding extended 

H-bonding not consistent with experiment. Error bars are the variance of the O-H configuration 

probability distributions (AIMD), and values at which the coefficient of determination R2 for 

the fit is reduced to 0.95 by adjusting a single population parameter (Experiment).  
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the other hand, when starting from a cage structure the gas phase cluster samples a collection of 

ring configurations, displaying a larger SD fraction and smaller DD fraction (Fig. 5.6), inconsistent 

with the experimental values. This comparison further supports the finding that water clusters in 

HZSM-5 primarily form branched configurations, in contrast to the gas phase where cage and ring 

configurations are also stable.91 

 

 

 

5.4. Conclusions 

A combined 2D IR and AIMD approach showed that small, protonated water clusters form the 

dominant structural motif for H2O in HZSM-5 pores under high hydration conditions. The clusters 

remain tethered to the deprotonated Brønsted acid site through H-bonding interactions of varying 

strengths, and extended water wires are not formed due to the hydrophobicity of the pores. The 

overall structure of the cluster conforms to the zeolite lattice, favoring a Y-shaped cluster at 

channel intersections and an elongated configuration inside S-channels. Individual water 

molecules populate a distribution of H-bonding configurations with a large inhomogeneous 

distribution of H-bonding strengths. The experimentally measured water speciation statistics show 

a large population of water molecules donating one or zero H-bonds, consistent with a short-range 

Figure 5.7. Additional water configurations considered in Fig. 5.6: (a) water-packed HZSM-5, 

(b) gas phase T-shape protonated water octamer, (c) gas phase cage protonated water octamer.  
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branched H-bonding network terminating after 2-4 water molecules. The excess charge resides, on 

average, near the more highly-coordinated water molecules in the cluster, though remains in close 

proximity to free O-H bonds due to the cluster geometry. The excess charge remains delocalized 

over the water cluster and not on the zeolite lattice, as evidenced by correlations in the 2D IR 

spectrum and the spatial distribution function calculated from the AIMD simulation.  
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Appendix 5A. Self-consistent fitting of 2D IR and FTIR spectra 

The FTIR and 2D IR spectra of H2O / HZSM-5 were fit to a sum of Gaussian functions (FTIR) 

and 2D Gaussian and Gaussian-Stochastic functions (2D IR) to estimate the relative populations 

of H2O hydrogen-bonding configurations. The models used for this fitting are described below. 
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The FTIR model is a simple Gaussian decomposition. In the 2D IR model, S2D IR is the isotropic 

2D IR signal, iA  is the amplitude of peak i, 1  and 3  are the excitation and detection frequencies 

respectively, 
j  is the transition dipole moment of transition j, calculated using the relation in 
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Loparo et al.76 The functions G, ( ) ,rotG  and GS are normalized 2D Gaussians, rotated Gaussians, 

and Gaussian-Stochastic lineshape functions defined below. In Eq. (5.6) FT is the normalized 

Fourier transform over 
1t  and 

3 ,t  and * represents the complex conjugate. 

 
2 2

1 1 3 3
1 3 1 3 1 3 2 2

1 3 1 3

( ) ( )1
( , , , , , ) exp exp

2 2 2

i i
i i i i

i i i i

G
   

   


   − −
  =    

      
 (5.4) 

 
 

 

( )

1 3 1 3

2

1 3 1 3

2

1 3

2

1 3 1 3

2

( , , , , , , )

(cos( ) sin( ) ) (cos( ) sin( ) )1
exp

2 2

(sin( ) cos( ) ) (sin( ) cos( ) )
exp

2

rot

i i id iad i

i i i i i i

i i id

i i i i i i

iad

G     

       



       

  =

 + − +
 
   
 

 − − +
 
 
 

 (5.5) 

 

( ) ( )

( ) ( )

( ) ( ) ( )

( ) ( ) ( )

( )

1 3 1 3 2

3 1 1

1 3 2

1 3 1 2

1 2 3 2 3 2 1

2 3 1

( , , , , , , ) Re[ ( ) ( )]

exp ( ) exp

exp ( ) exp

* , , , , * , ,

, , * , , , ,

* , , * ,

i i ci i R NR

R eg

NR eg

ci i ci i ci i

ci i ci i ci i

ci i c

GS t FT P FT P

P i t t f

P i t t f

f g t g t g t

g t t g t t g t t t

f g t g t

    





  

  

 

 = +

= − +

= − −

= −  −  − 

+ +  + +  − + + 

= −  − ( ) ( )

( ) ( ) ( )

( ) ( )

2

1 2 3 2 3 2 1

2 2

, , ,

* , , , , * , ,

, , exp / / 1

i i ci i

ci i ci i ci i

ci i i ci ci ci

g t

g t t g t t g t t t

g t t t



  

   

 + 

− +  − +  + + + 

 =  − + −  

 (5.6) 

In this analysis, 
eg  was set to zero and the lineshape function was centered at the coordinates 

( )1 3,i i   after the Fourier transform. To reduce the number of fit parameters, frequency and 

linewidth parameters were first fit to portions of the spectra. Then, population parameters ,NDP  

,SDP  and DDP  were fit to FTIR and 2D IR spectra, using the relations 2HB DD SDP P = + , 

2F ND SDP P = + , and /F HB SDP =  to relate water population and H-bond environment parameters. 



Chapter 5.   Protonated water clusters studied in highly hydrated HZSM-5 zeolite 

 

175 

 

This model was fit to both H2O/HZSM-5 and HOD/HZSM-5 data sets, with the results presented 

in Fig. 5A.1. 

 

 

 

Figure 5A.1. Results for self-consistent fitting to isotropic 2D IR spectra and FTIR spectra of 

13 equiv. H2O/HZSM-5 (top row) and 6 equiv. HOD/HZSM-5 (bottom row). 2D IR spectra 

(first column) are shown next to the fitted model (second column) and overlayed (third column) 

with the fitted model contours shown in green. The FTIR spectra and fit result are shown 

overlayed in the fourth column. 
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Chapter 6 

 

Proton dissociation and delocalization under stepwise 

hydration of zeolite 

 

The work presented in this chapter has been submitted for publication: 

Hack, J. H., Ma, X., Chen, Y., Dombrowski, J. P., Lewis, N. H. C., Li, C., Voth, Kung, H. 

H., G. A., Tokmakoff, A. Proton dissociation and delocalization under stepwise hydration 

of zeolite HZSM-5. (Under review) 

 

6.1. Introduction 

Acidic zeolites are among the most widely-used heterogeneous catalysts in industrial 

processes, catalyzing alkylation, isomerization, cracking, and other reactions in oil refining and 

petrochemistry, as described in Chapter 1.1–4 With the growing necessity for divestment from fossil 

fuels,5 zeolites have emerged as promising catalysts for the production of fuels and chemicals 

derived from biomass.6–8 Water is often present as a reaction product or solvent in the conversion 

of oxygen-rich biomass feedstocks,9 and has been shown to influence catalytic activity in several 

zeolite-catalyzed reactions.10–15 A comprehensive understanding of the interactions between water 

and zeolite acid sites is an important component for gaining deeper mechanistic insight into these 

processes.  
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The protonation state of the zeolite Brønsted acid site (BAS) and adsorbed water clusters 

depends on the number of adsorbed water molecules. At 1 H2O / BAS the proton resides on the 

BAS, which forms a hydrogen bond to the water molecule.16–23 The proton affinity of the water 

cluster increases with size,24–27 deprotonating the BAS above a critical hydration number, which 

is a topic of ongoing study and debate. While most investigations place the critical size at 2-3 H2O 

for HZSM-5, theoretical studies are divided on the nature of the adsorbed water dimer. Depending 

on the choice of method, basis set, and treatment of zero-point energy, different calculations have 

concluded that protonated BAS,20 protonated water cluster,28 or both17–19,22,23 are stable in the 

presence of two H2O molecules. The details of the proton position and charge delocalization in 

larger clusters are also of interest. A recent metadynamics study suggested that the proton resides 

primarily on the water molecule adjacent to the BAS up to 4 H2O, but becomes fully solvated and 

detached from the BAS at higher hydration.23 An accurate description of the protonation state is 

complicated by charge delocalization23,29 and dynamics such as proton hopping and shuttling.22 

Experiments are needed which can access molecular-level details about the protonation state 

as a function of zeolite hydration. Hydration-dependent 1H NMR spectroscopy was used to identify 

a signature of hydronium ions which appeared at water loadings between 1.6-9.1 H2O/BAS.21 

Infrared (IR) spectroscopy is a complementary technique which is sensitive to the molecular 

environment of O–H bonds and can support sub-picosecond light pulses to probe the timescales 

of water’s structural dynamics.30,31 Most IR spectroscopic studies of hydrated zeolite used 

steady-state Fourier-transform IR (FTIR) spectroscopy and focused primarily on the 

characterization of ≤ 1 H2O / BAS,16,32–34 where the most prominent spectroscopic feature is a 

broad doublet arising from the H-bonded BAS O–H stretch.16,17,35,36 Higher hydration levels have 
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been accessed by in-situ hydration studies using temperature to vary the amount of water 

adsorbed.20 At higher hydration additional broad, overlapping features appear which are not 

straightforward to deconvolve in FTIR spectra,20 making a quantitative determination of the 

critical water cluster size difficult. Additional experimental challenges include achieving precise 

control of the hydration level and deconvoluting the distribution of microscopic H2O cluster sizes 

at a given macroscopic hydration level.  

Time-resolved IR spectroscopy can provide additional information about the structure and 

dynamics of water molecules and protons in zeolite. Picosecond transient absorption studies have 

been used to measure vibrational energy relaxation of zeolite hydroxyls and adsorbed molecules 

including water.37,38 Recently, two-dimensional infrared (2D IR) spectroscopy was used to study 

the structure of protonated water clusters in highly-hydrated HZSM-5.29  

In this chapter we present a quantitative measurement of proton dissociation from protonated 

zeolite BAS to hydrated excess proton using FTIR and 2D IR spectroscopy and ab initio molecular 

dynamics (AIMD) simulations. Quantitative spectroscopic analysis was enabled by sample 

preparation at controlled hydration level (equivalents or equiv. H2O/Al atom). IR spectral 

signatures of distinct protonation states were identified using spectral decomposition, consistent 

with hydration-dependent 2D IR spectra. The hydration trends of those signatures were used to 

infer that the proton is dissociated from the BAS in clusters of 2 or more adsorbed water molecules, 

with an estimated deprotonation energy of 1.6 kcal/mol. AIMD simulations of 1-8 H2O clusters in 

HZSM-5 were used to reveal connections between molecular structure, excess charge position, 

and vibrational spectral density. Calculations including the position and delocalization of excess 

proton defect charge, statistics of atomic positions, and power spectra are presented with atomic 
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specificity across several hydration levels. Together, these results track the evolution of the 

protonation state with stepwise hydration, showing a transition from zeolite-bound proton in the 

presence of one H2O molecule to an excess proton when two or more water molecules are 

adsorbed. 

 

6.2. Sample preparation, experimental, and theoretical methods 

Sample preparation was a crucial component for hydration-dependent IR spectroscopy, which 

required quantitative control of the hydration level. The methodology was based on 

previously-published work29 also described in Chapter 5. HZSM-5 samples (received from 

Johnson Matthey) were calcined in air, dehydrated on a Schlenk-line with vacuum, then rehydrated 

ex-situ at 150 oC to a fixed level in a sealed Parr acid digestion chamber. Hydrated zeolites were 

suspended in a mixture of oils (Flurolube polychlorotrifluoroethylene and 

perfluoro(tetradecahydrophenanthrene)) which prevented exchange of water with the atmosphere.  

The mean hydration level of each sample, h , is the ratio of adsorbed water to Al content, measured 

by methanol titration and inductively coupled plasma – optical emission spectroscopy (ICP-OES) 

respectively. As a simple ratio between two directly-measured quantities, this measurement of the 

hydration level does not require calibration to a second experiment such as thermogravimetric 

analysis or isothermal adsorption. In addition, ex-situ hydration has the advantage of enabling 

suspension in index-matching oils, which significantly reduces scatter in nonlinear IR 

spectroscopy.29,39 A Si:Al ratio of 17:1 was used to reach a sufficient signal / scatter level in 

nonlinear experiments. This lower Si:Al ratio, compared to that in Chapter 5, was necessary to 

increase the H2O concentration (per volume of sample) at low hydration (per Al site) for nonlinear 
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experiments. The linear IR spectra were unchanged compared to Si:Al = 45, suggesting that the 

Al sites and water clusters can still be considered largely independent at this ratio. 

IR spectra were collected with samples suspended between two 1-mm CaF2 windows. Spectral 

decomposition used maximum entropy reweighting of SVD components based on the method of 

Widjaja and Garland.40 2D IR and transient absorption spectra were collected with polarization 

control using a spectrometer that has been described previously41,42 and in Chapter 3. Scatter 

artifacts were suppressed with a combination of chopping both pump and probe beams, 

quasi-phase cycling43 by oscillating the probe delay stage, and negative time subtraction, as 

detailed in our previous work29 and in Chapter 3.  

The atomistic modeling of the protonated water cluster includes a BAS residing in a two-unit 

cell ZSM-5 zeolite framework (la = 20.090 Å, lb = 19.736Å, lc = 26.284 Å),44 an excess proton to 

balance the negative charge at the Aluminum T11 site, and a water molecular cluster (H2O)n 

consisted of 1, 2, 3, 4, 6, or 8 water molecules near the BAS. To capture proton shuttling within 

the cluster and at the interface, as well as the dynamics and statistical distributions of the 

protonated water cluster at each hydration level, the zeolite framework and the protonated water 

cluster were treated explicitly with quantum mechanical calculations at the DFT/revPBE/DZVP 

level of theory.45 The CP2K package46 was used to carry out the AIMD simulation using the 

Quickstep code47 and the hybrid Gaussian and plane waves (GPW) method.48 with the 

Goedecker-Teter-Hutter pseudo potential parameterized for the PBE functional.49 Grimme’s D3 

dispersion correction was applied to the long range interactions using a cut-off distance of 40 Å.50 

All AIMD simulations of protonated water clusters are integrated with an MD time step of 0.5 fs 

at 298 K to sample configurations in the constant NVT ensemble with a Nose-Hoover thermostat 
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and a time constant of 1 ps. For each protonated cluster, the AIMD simulation was first equilibrated 

for ~4 ps prior to a production run of ~20 ps.  

The power spectra of protonated water clusters were calculated from Fourier transform of the 

velocity-velocity autocorrelation function of each H atom. Since the protonic excess charge is 

delocalized in the hydrogen bond network, the protonic charge is described by the CEC position 

rather than a localized atomic position. The rCEC approach51,52 was used to assign the CEC 

positions in the AIMD trajectories of protonated water clusters at BAS. The rCEC analysis also 

provides the distribution of the excess charge in the BAS oxygen atoms and all water molecules. 

Further details of the AIMD methodology were reported previously.29 

 

6.3. Results and Discussion 

6.3.1. Hydration dependent IR spectroscopy and spectral decomposition  

FTIR spectra of H2O in HZSM-5(17) zeolites were measured as a function of hydration level 

from 0.5-8.0 equiv. H2O per Al (Fig. 6.1). Fig. 6.1b shows the hydration series with the dehydrated 

zeolite subtracted; the series without subtraction is shown in Fig. 6.1a. At low hydration, 0.5-1.0 

equiv. H2O, the most prominent spectroscopic feature is a broad doublet peaked near 2500 cm-1 

and 2850 cm-1. The depletion at 3610 cm-1 arises from the subtraction of the O–H stretch of 

dehydrated BAS, and adsorbed water free O–H appears at 3700 cm-1. The doublet is often assigned 

to Fermi resonance between red-shifted zeolitic bridging O–H stretch and O–H–O bend 

overtone.16,17,20,34–36 While the character of the band can be debated, it is unambiguous that the 

doublet arises from the H-bonded zeolite BAS O–H stretch, as the same feature appears for a range 

of H-bond acceptors including dimethyl ether and THF which lack intramolecular O–H bonds.16,34 
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Therefore, in the hydrated zeolite system this feature is a signature of protonated zeolite BAS 

donating a H-bond to adsorbed H2O.  

 

 

The IR spectrum changes dramatically with increasing hydration, gaining intensity across the 

O-H stretch frequency range. At high hydration, 4-8 equiv. H2O, a prominent set of features arise 

centered at high frequencies, with a broad tail extending across the observed spectral region. On 

the basis of 2D IR spectroscopy, AIMD simulations, and spectral calculations, in Chapter 5 we 

assigned the features at 3220 cm-1, 3400 cm-1, and 3640 cm-1 to the water stretch-bend Fermi 

resonance (FR), H-bonded O–H stretch, and free O–H stretch, respectively.29 We assigned the 

broad continuum absorption as a signature of the hydrated proton, as a qualitatively similar feature 

is observed in the liquid53,54 and protonated gas phase water clusters.55 At lower frequencies, below 

2100 cm-1, water and proton features are obscured by zeolite framework modes (Fig. 6.1a).  

While variations in the IR spectrum represent changes in the populations of water molecules 

experiencing different environments and protonation states, a quantitative analysis is complicated 

Figure 6.1. FTIR hydration series. (a) FTIR spectra of HZSM-5 from 0.5-8.0 equiv. H2O/Al. 

Spectra were normalized to the water stretch-bend combination band at 5260 cm-1 (a, inset) and 

scaled to the measured hydration level. (b) Spectra after subtraction of the dehydrated spectrum. 
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by the broad and overlapping spectral signatures. Furthermore, due to non-Condon effects in 

vibrational O-H stretch spectroscopy,56 the absorption cross-section is expected to vary for water 

molecules in different environments. 

 

 

We sought a quantitative relationship between changes in the IR spectrum to populations of 

water molecules in specific environments with distinct spectral signatures ( )nS   and the 

hydration-dependent populations in those environments ( ).nC h  To deconvolve the features, we 

assumed that the hydration series absorbance (after subtraction of the dehydrated spectrum) 

( , )A h   can be expressed as a linear combination of three components labeled α, β, and γ.   

Figure 6.2. Spectral decomposition using constrained SVD analysis. (a) Area-normalized 

spectral components with hydration dependence presented as (b) distribution of all H2O 

molecules among α, β, and γ environments and (c) the corresponding population fractions. The 

components correspond to water and protons in different environments. Components α and β 

report on the protonation state, with component α representing protonated zeolite BAS donating 

a H-bond and component β representing excess proton. Component γ is the signature of 

additional water molecules that are not strongly perturbed by the excess proton. Shaded curves 

in (a) are area-normalized spectra at 0.5 equiv. (red) and 8.0 equiv. (blue). Solid lines in (b-c) 

are the fit to a modified BET model described in the text. 
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 ( ) ( ) ( )
, ,

, n n n

n

A h C h S
  =

 =      (6.1) 

Component spectra and amplitudes were computed using singular value decomposition (SVD) 

with reweighted components subject to maximum-entropy, positivity, and dissimilarity 

constraints,40 described in Appendix 6A. The resulting area-normalized component spectra are 

displayed in Fig. 6.2a. To account for differences in absorption cross-sections between spectral 

components, the component populations were constrained to sum to the hydration level.  

 ( )n

n

h C h=   (6.2) 

The relative absorption cross-sections – integrated over the frequency axis – are contained in 

the fitted values ,n  yielding / 2.6   =  and / 0.96.   =  Then, the hydration-dependent 

amplitude ( )nC h  of component n is proportional to the population of water molecules with 

spectrum ( )nS   at mean hydration level ,h  shown in Fig. 6.2b. Fig. 6.2c shows the populations 

of the three components as fractions of the total water adsorbed, / .nC h   

 Next, we assigned the components to their respective molecular environments using their 

spectral signatures. S  strongly resembles the spectrum at low hydration, capturing the broad 

doublet, water free O–H stretch, and subtraction of the dry zeolite bridging O–H stretch. Therefore, 

we assigned component α to the zeolite-bound proton donating a H-bond to adsorbed water. S
 

strongly resembles the spectrum at high hydration, capturing the prominent water stretch-bend FR, 

water-water H-bond, and free O–H features. Therefore, we assigned component γ to the addition 

of water molecules to a water cluster. Comparing S
 to the high-hydration spectrum, intensity is 
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missing in the broad low-frequency shoulder, which we previously assigned to the excess proton.29 

This broad feature is captured by ,S
 which spans the entire spectral range in Fig. 6.1b. 

The hydration-dependent populations of the components (Fig. 6.2b-c) are consistent with these 

assignments. At low hydration C  accounts for the majority the adsorbed water molecules, but it 

falls off steeply accounting for only 10% of the population by 2 equiv. H2O. This is the expected 

behavior of a protonated zeolite component, since the BAS becomes deprotonated at higher 

hydration.17,21,23 C
 rises steeply from 0.5-2.0 equiv. H2O, then plateaus at higher hydration. This 

is the expected behavior of an excess proton component, which grows in as the zeolite is 

deprotonated and reaches a constant value once deprotonation is complete. C
 grows slowly at 

low hydration, then linearly with hydration above 2.0 equiv. H2O, consistent with a component 

capturing the addition of water not strongly influenced by the excess proton. 

Therefore, the spectral decomposition allows us to extract quantitative trends describing the 

changes in protonation state and water environments as a function of hydration level. However, 

the linear decomposition is a simplifying assumption which does not account for changes in the 

individual component spectra with hydration. This could be an issue if the excess proton spectrum 

varies dramatically between clusters of 2-8 H2O, as is the case in cold gas-phase protonated water 

clusters.55 We found that the reconstruction with three components has excellent agreement with 

the measurement, with coefficient of determination 2R 0.99  and without systematic errors 

indicative of spectral shifts. Most likely the excess proton spectrum varies somewhat with cluster 

size, but the linewidth of the feature is so broad at room temperature that those shifts are relatively 

small and can be neglected to a good approximation. 
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6.3.2. 2D IR spectroscopy with variable hydration 

To further validate the spectral decomposition, we investigated the persistence of the doublet 

feature S  by collecting 2D IR spectra as a function of hydration. 2D IR spectroscopy can more 

selectively probe this feature, without the use of spectral decomposition, by exciting the 

lower-frequency band at 2500 cm-1 where spectral overlap with other features is minimized.  

 

 

Fig. 6.3 shows the 2D IR hydration series with excitation centered at 2500 cm-1, measured at 

100 fs waiting time. At 1 equiv. H2O, a diagonal feature at 2500 cm-1 is observed alongside a 

Figure 6.3. 2D IR hydration series. (a) 2D IR hydration series of HZSM-5 at 100 fs waiting 

time and perpendicular polarization, excited with pulses centered at 2500 cm-1. Slices of the 

spectra at excitation frequency 2500 cm-1 are displayed in (b). The relative intensities of major 

features do not have a strong polarization dependence, as shown in Fig. S12; perpendicular 

(ZZYY) components are displayed to minimize scatter artifacts. Diagonal and anti-diagonal 

slices of the 1 equiv. H2O spectrum are displayed in (c). 
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prominent cross peak to the higher frequency band of the doublet at 2850 cm-1. This is the 2D IR 

signature of the doublet corresponding to protonated zeolite BAS donating a H-bond. The 

lineshape displays homogeneous broadening, with equal diagonal and antidiagonal linewidths of 

170 cm-1 FWHM in the isotropic spectrum (Fig. 6.3c). The transient absorption spectrum (Fig. 6.4) 

shows the feature is short-lived with a population relaxation timescale of ≤190 fs. Using that 

timescale, we estimate a lifetime-broadening of ~175 cm-1, which accounts entirely for the 2D IR 

linewidth. The fast population relaxation is consistent with previous suggestions that the zeolitic 

H-bonded O–H stretch is strongly coupled to O–O stretching16,35 and other low-frequency modes, 

providing a route for rapid non-radiative relaxation.  

The predominant signature of a homogeneously rounded diagonal and cross peak persists from 

1-4 equiv. H2O in the early-time 2D IR spectrum. The relative intensity of the cross-peak appears 

to increase with hydration, which is likely caused by overlap with the growing excess proton 

continuum. These data confirm the presence of the doublet feature at 2-4 equiv. H2O, as captured 

by the decomposition of the FTIR series. 

 

 

Figure 6.4. Isotropic transient absorption spectrum of 1.0 equiv. H2O. Time traces at 2500 cm-1 

and 2800 cm-1, past 100 fs, were fit to a single exponential function with time constants ≤ 190 

fs, shown in black. 
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The 2D IR spectrum of the low hydration doublet is unusual due to the lack of clear, 

high-intensity induced absorption resonances. While the assignment of the doublet to the 

protonated BAS donating a H-bond to water is firmly rooted in experimental evidence,16,57 the 2D 

IR spectrum could provide further information about the assignment of the bands. The traditional 

explanation for the splitting has been stretch-bend Fermi resonance,34–36,58 though that assignment 

does not explain the missing induced absorption intensity in the 2D IR spectrum.59 Further 2D IR 

experiments and analysis of this feature are explored in Chapter 7 to address this topic. For now, 

we treat the doublet merely as a fingerprint of the protonated BAS state. 

6.3.3. Modified BET model for hydration dependence 

The spectra in Figs. 6.1-6.3 are ensemble measurements at macroscopic hydration level ,h  

which is an average over the distribution of microscopic hydration numbers 0,1,2...h =  Therefore, 

there are two possible explanations for the presence of the protonated BAS signature α at 2 :h =  

(a) both protonated BAS and excess proton are stable species in adsorbed water dimer clusters or 

(b) protonated BAS is only stable in the adsorbed water monomer, but there is a substantial fraction 

of clusters with 1h =  at mean hydration level 2.h =  To distinguish between these possibilities, a 

model is needed which can relate the mean water adsorbed per site h  to the distribution of 

adsorbed cluster sizes { h }, where h  is the fraction of sites occupied by clusters of size h. 

To do so, we considered the preparation of our samples, where zeolites were equilibrated with 

water vapor in a sealed container at 150 ºC. We modeled this equilibrium using a modification of 

Brunauer-Emmett-Teller (BET) theory.60 In this model, equilibrium is reached between water 

adsorbed on the zeolite sites and water in the gas phase at partial pressure H2OP  according to a 

system of equations for sequential adsorption events. 
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 2 1 1,h h hH O K  + ++  (6.3) 

The adsorption of the first and second water molecule at BAS have distinct equilibrium 

constants 1K  and 2 ,K  and all subsequent steps are described by 01/ ,LK P=  the equilibrium 

constant for liquefaction. 0P  is the saturation partial pressure and equilibrium constants are related 

to heats of adsorption hq  by ( )exp /h h BK q k T= . In the typical BET model only 1K  is distinct, 

and otherwise our model is identical. This treatment of hK  for subsequent adsorption steps is a 

reasonable approximation, based on adsorption studies showing that the heat of adsorption 

decreases with hydration and varies gradually at hydration levels greater than 2.61–63 Rearranging 

Eq. (6.3) yields a recursive formula for all fractional coverages in terms of 2 0/H Ox P P=  and two 

BET constants 1 1 / Lb K K=  and 2 2 / .Lb K K=  

 
1 1 0

1 2 0 , 1h

h

b x

b b x h

 

 

=

= 
 (6.4) 

The fractional coverages are constrained by the conservation of adsorption sites. In the context 

of our system, this constraint implies that adsorption sites are independent, and there is exactly one 

proton per site, which is reasonable because zeolite channels are highly hydrophobic in the absence 

of acid sites.62 

 
0

1 h

h




=

=   (6.5) 

Equations (6.4) and (6.5) were solved together to find a closed-form solution for θ0, using the 

solution to the converging harmonic series ( )1/ 1 , 1h

h
x x x= −  . Then, all h  were calculated 

according to eqn. (6.4).  



6.3. Results and Discussion 

 

190 
 

 
0 2

1 1 2

1

(1 )(1 )

x

x b x bb x


−
=

− + +
 (6.6) 

Next, the total number of adsorbed molecules per site h  and number of adsorbed molecules per 

site in a cluster of size h, ,hN  can be calculated as follows. To find the analytical solution we made 

use of ( )
2

/ 1 , 1.h

h
hx x x x= −   

 h hN h=  (6.7) 

 1 2
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(1 )
(1 )

h

h

b b x
h h b x b

x
 



=

 
= = − + 

− 
  (6.8) 

By treating x as an implicit variable – which was not measured during sample preparation – 

we then expressed ,h  from Eq. (6.4), as a function of ,h  from Eq. (6.8), subject to two parameters 

1b  and 2 .b  Finally, we related the derived expressions for the distribution of adsorbed molecules 

in clusters of size h to the populations, or number of molecules, displaying spectral signatures α, 

β, and γ (representing protonated BAS, excess proton, and additional adsorbed water molecules 

respectively). We assumed that S  arises only from singly-hydrated sites, therefore C  is given 

by the fraction of sites with 1.h =  

 1C =  (6.9) 

Since a hydrated site can either be protonated with signature S  or deprotonated with signature 

,S
 C

 is the fraction of sites hydrated by two or more molecules. 

 
2

h

h

C 


=   (6.10) 
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Then, in clusters of size two or more one water molecule is accounted for by C
 and the rest are 

accounted for by .C
 The number of subsequent water molecules is given by the total molecules 

adsorbed in clusters of two or more subtracting the first molecule in those clusters. 

 
2

( 1) h

h

C h 


= −  (6.11) 

Equations (6.9)-(6.11) comprise a model of ( )nC h  with fit parameters 1b  and 2 .b  Fitting that 

model to the data yielded 1 180b =  and 2 7b =  with the resulting curves plotted in Fig. 2b-c and 

coefficient of determination 2R 0.99.  Using the preparation temperature of 150 ºC, this 

corresponds to relative heats of adsorption for the first two water molecules 

1 1 4.4 kcal/molLq q q = − =  and 2 1.6 kcal/mol.q =  Using the heat of liquefaction,64 

9.1 kcal/molLq =  at 150 ºC results in 1 13.5 kcal/molq =  and 2 10.7 kcal/mol,q =  both falling 

within the range of previous measurements.32,61–63 

Setting 2 1b =  returns the model to the typical BET theory, where only the first adsorption has 

a distinct equilibrium constant. Under that assumption, the data is well-fit except for the region 

near 2,h =  where the model then under-estimates Cβ (Fig. 6.5). Increasing 2 1b   accounts for an 

additional stabilization energy for adsorption of the second water molecule, attributed to the 

stabilization from proton dissociation which we estimate as 2 1.6 kcal/mol.q =  

Therefore, the hydration-dependent IR spectra of HZSM-5 can be captured quantitatively by 

treating the proton as dissociated from the BAS when 2 or more molecules are adsorbed; the 

presence of protonated BAS states in adsorbed water dimers is not necessary. The persistence of 
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the signature C  until ~4 equiv. H2O is accounted for by the distribution of microscopic hydration 

environments, which includes a fraction of singly-hydrated sites at higher hydration levels. 

 

 

6.3.4. AIMD simulations of 1–8 H2O molecules at the Brønsted acid site 

To understand the spectroscopic components at atomistic detail and to further investigate the 

evolution of the protonation state as a function of adsorbed water cluster size, AIMD simulations 

were performed with 1-8 H2O molecules equilibrated in HZSM-5 at 298 K. Six independent 

trajectories were analyzed, revealing connections between calculated atomic positions, charge 

location and delocalization, and vibrational spectra.  

The H-bond network is relatively simple at lower hydration numbers (1-3 H2O) and becomes 

complicated with increasing cluster size. Beyond 2 H2O molecules, numerous potential energy 

minimum structures can be located through geometry optimization at 0 K, but only a few are 

statistically meaningful at room temperature. The most representative configurations of protonated 

water clusters at the BAS are shown in Fig. 6.6.  

Figure 6.5. BET model with a single fit parameter b1 = 20 (b2 = 1) plotted against the data 

reported in Fig. 6.2.  
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H-bond formation was observed between water molecules and one or more oxygen atoms in 

the BAS (the 4 nearest-neighbor oxygens to Al), which we will refer to as interfacial H-bonds. 

H-bonding was not observed to any other framework oxygen atoms. At an equilibrated state, the 

hydrogen bond configuration within the protonated water cluster is relatively stable, and at least 

one interfacial H-bond remained intact during each simulation. When two or more interfacial 

Figure 6.6. AIMD trajectory statistics of CEC position and delocalization. (a) The distribution 

of distances between the zeolite oxygen atom (OZ) and center of excess charge (CEC, solid 

lines), overlaid with the distribution of water oxygen (OW) atoms (dashed lines). (b) Proton 

charge delocalization, represented by the distribution of participation ratios (PR).69,70 

Probability distributions are offset by 1 unit for clarity. (c) Expectation values of r(OZ-CEC) 

and PR as a function of water cluster size. Representative trajectory snapshots from AIMD 

simulations of 1-8 H2O molecules in HZSM-5 are displayed above and labeled by the number 

of H2O molecules. The CEC, which represents the excess proton charge location, is displayed 

in each configuration as a green dot. Hydrogen atoms in snapshots of 1-3 H2O molecules are 

numbered for reference. 
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H-bonds were present, the bond with shortest O-O distance was identified and the participating 

zeolite and water oxygens labeled ZO  and 1.WO  

The distributions of Z WO O−  distances are displayed as dashed lines in Fig. 6.6a. The most 

probable distance from ZO  to the first water oxygen is 2.5 Å when one water is present and 

increases with cluster size to 2.9 Å in the 8-water cluster. The second and third adsorbed water 

molecules form H-bonds to the first with Z WO O−  distances of ~4 Å. In larger clusters the 

constrained geometry of the zeolite channels influences the H-bonding network, causing some 

branching into the pores and not necessarily maximizing water-water H-bonds. For example, in 

the representative snapshot for 6 H2O, the only triply-coordinated water molecules are coordinated 

to a zeolite oxygen, while the 8-water cluster supports triple-coordination to three other water 

molecules.  

The charge distribution associated with the excess proton and its hydration dependence was 

quantified using the rCEC approach adopted from Li et al.51,52 Based on the multi-state empirical 

valence bond (MS-EVB) method developed by the Voth group,65–67 CECr  is a collective variable 

which describes the location of the center of excess charge (CEC) associated with the net positive 

charge defect from the excess proton. In this method, the adiabatic ground state of a configuration 

as a function of the nuclear coordinates is expressed in a basis of diabatic states determined by the 

H-bonding topology. 

 
adi dia

i i

i

c =   (6.12) 

Each diabatic state represents a localized excess charge near a single oxygen atom, defined by 

its center-of-charge (COC) position COC .r  For a molecular cluster with h H2O molecules at the 
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BAS there are h+4 basis states, one for each H2O oxygen atom plus the four zeolitic oxygen atoms 

bonded to Al. The squared expansion coefficient 2

ic  represents the distribution of proton excess 

charge in the ith diabatic state. In the rCEC method, the weights of adjacent diabatic states are 

parameterized based on the interatomic O-H-O distances using constrained DFT calculations.68 

The CEC position CEC
r  is the weighted average of the COC positions. 

 2r rCEC COC

i i

i

c=   (6.13) 

Figure 6.6a displays trajectory statistics of the CEC position with respect to ,ZO  ( )Zr O CEC−  

next to the ( )Z Wr O O−  distributions. The distribution of ( )Zr O CEC−  shifts dramatically from 1 

H2O, where the CEC is much closer to ,ZO  to 2 H2O where the CEC distribution overlaps with 

.WO  From 2 to 4 H2O molecules the center of the ( )Zr O CEC−  distribution displays a much 

smaller positive shift, while the tails have different behavior. The distribution for 2 H2O has a tail 

to smaller distances, indicating charge sharing between 1WO  and .ZO  While there is little change 

in the CEC position from 3 to 6 H2O, there is an increase by about 2 Å from 6 to 8 H2O. 

In the 8 H2O cluster the proton charge is statistically located on the periphery of the cluster, 

shared between water molecules that are not coordinated to a zeolitic oxygen. This shifting of the 

excess proton position away from the deprotonated BAS at high hydration numbers was also 

captured in metadynamics simulations by Grifoni et al.23 This observation can be neither verified 

nor disputed on the basis of FTIR spectroscopy experiments, as we do not resolve any changes in 

the measured excess proton IR spectrum from 6 to 8 equiv. H2O. 
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The delocalization of the protonic charge defect was quantified using the participation ratio 

(PR) at each hydration number. The PR, shown in Fig. 6.6b, is a measure of the number of diabatic 

states that contribute effectively to the state of the excess proton.69,70 

 ( )
1

4

ii
PR c

−

=   (6.14) 

The participation ratio ranges from 1PR =  for a localized state to N for full delocalization over N 

basis states. The participation ratio distribution displays a large shift from 1 H2O to 2 H2O, and 

relatively minor changes at higher hydration. At 1 H2O, the excess charge is largely localized in a 

single state (mean value 1.2PR =  corresponds to approximately 2

1 0.9c =  and 2

2 0.1c = ), with a tail 

to larger values indicating a small fraction of configurations where there is increased charge 

sharing with the adsorbed H2O molecule. For 2-8 H2O, the PR assumes a roughly bimodal 

distribution peaked near PR = 1.5 & 2. This indicates that the protonic charge is largely shared 

unequally between two states. Interestingly, while the number of diabatic states grows linearly 

with the number of water molecules, the PR does not. The PR never approaches a value of 3, 

indicating that most of the protonic charge remains relatively localized along a single O-H-O axis. 

6.3.5. Hydrogen atomic positions 

In addition to the charge distribution, the protonation state is related to the atomic positions of 

hydrogen atoms. To investigate the proton dissociation from BAS to water cluster, we consider 

the statistics of hydrogen atom locations along selected O-H-O axes for 1-3 H2O molecules. 

Trajectory statistics were used to calculate the potential of mean force (PMF) between ZO  and the 

adsorbed water oxygen 1WO  as a function of 1 1δ ( ) ( ) ( ),Z W Z Wr O H O r O H r O H− − = − − −  shown 

in Fig. 6.7a. The PMF minimum shifts from δ 0.5 År = −  at 1 H2O to +0.3 Å at 2 H2O and +0.5 Å 
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at 3 H2O, showing that the most probable proton position switches from the ZO  side of the axis to 

the 1WO  side between 1 and 2 H2O, and moves even closer to 1WO  at 3 H2O. 

 

 

Proton sharing between water molecules is visualized by the PMF along the 1 2W WO H O− −  

axis (Fig. 6.7b), where 2WO  is defined as the water oxygen closest to 1WO  at a given trajectory 

snapshot. When 2 H2O molecules are present, the PMF across the 1 2W WO H O− −  axis favors 1WO  

with a minimum at δ 0.5 Å.r = −  At 3 H2O, the PMF retains that global minimum and gains an 

additional local minimum at δ 0.3 Å.r = +  The shape of this PMF is a result of water trimer 

configurations such as the one pictured in Fig. 4 where the first H2O molecule is H-bonded to two 

other water molecules, and thus has two potential partners for proton sharing. When the excess 

proton is not shared with 2 ,WO  then the hydrogen atom along that axis is bound to 1WO  with PMF 

minimum at δ 0.5 Å,r = −  while states with asymmetric proton sharing between 1WO  and 2WO  

accounts for the additional local minimum at δ 0.3 Å.r = +  Together, the results in Fig. 6.7 show 

Figure 6.7. Potential of mean force (PMF) at 298 K across (a) the OZ – H – OW1 axis between 

the zeolite oxygen and nearest water oxygen and (b) the OW1–H–OW2 axis between the first two 

water oxygen atoms. The hydrogen atom position is described by the difference between O-H 

distances, δr(OA–H–OB) = r(OA–H) – r(OB–H). The cartoon on the right depicts an adsorbed 

water dimer labeling the O–H–O axes considered in (a-b).  
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that atomic hydrogen positions follow a similar trend as the charge distribution, consistent with 

the assignment of a shared proton in clusters of 2-3 H2O molecules and proton sharing between 

ZO  and WO  in the adsorbed dimer.  

6.3.6. Spectral analysis 

To draw connections between hydration, molecular structure, and vibrational spectra, both 

harmonic normal mode spectra and anharmonic power spectra were calculated. We found that O-H 

stretch normal modes in harmonic spectra of optimized clusters fell broadly in the expected 

frequency ranges, but that treatment was limited for describing the highly anharmonic vibrations 

of water and protons.54 Instead, we considered power spectra of individual hydrogen atoms in 

clusters of 1-3 H2O, which each correspond to the motions of the selected atom. Power spectra are 

shown in Fig. 6.8 following the hydrogen atom numbering in Fig. 6.6. This approach better reflects 

the anharmonicity of the vibrations, and relates calculated frequencies to molecular environments 

with atomic specificity.  

The power spectra in Fig. 6.8 display either a broad proton feature spanning ~2000-3000 cm-1 

or narrow free O-H features >3500 cm-1. The proton feature is most prominent in the spectra of H1 

(1 H2O), H1 & H2 (2 H2O), and H2 & H3 (3 H2O). The evolution of that feature correlates well to 

the movement of the CEC and atomic hydrogen positions in Figs. 6.4-6.5. The spectra of H1 & H7 

in the 3 H2O cluster – both located along a Z WO H O− −  axis – display some spectral density 

between ~3000-3500 cm-1, reflecting interfacial H-bond formation. Broadening of the free O-H 

features and growth in the H-bonded O-H region with increasing hydration agrees qualitatively 

with trends in the experimental IR spectrum.  
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While power spectra show reasonable agreement with the frequencies and linewidths of 

experimental excess proton and free O-H features, they notably do not capture the broad doublet 

feature at 1 H2O. This may be a result of relatively large-amplitude motions of H1 (1 H2O) 

combined with the ~20 ps trajectory length which is feasible for AIMD simulations. As a result, 

modulations in the broad H1 feature are on the order of the noise level, which could be improved 

with longer simulation time. Therefore, these spectral calculations are useful for identifying 

hydrogen atoms that carry some protonic charge – leading to broad low-frequency spectra – but 

not for discriminating between bound and excess proton states.  

 

 

6.3.7. Protonation state and H-bonding network 

Taken together, the trends in the AIMD simulations support the model of hydration-dependent 

protonation state that was used to capture the experimental IR spectra. The proton can be described 

as zeolite-bound in the presence of one H2O molecule, and shared excess proton when two or more 

H2O molecules are present. The clear transition between these two states can be observed in the 

Figure 6.8: Power spectra of individual hydrogen atoms in optimized clusters of (a) 1 H2O, (b) 

2 H2O and (c) 3 H2O. Hydrogen atoms are labeled by number, corresponding to the labels in 

Fig. 4. Spectra are offset for clarity; dashed lines are baselines. 
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CEC position, PR, and PMF minimum between ZO  and 1,WO  and is consistent with trends in the 

power spectra of hydrogen atoms. 

The AIMD simulations reveal further atomistic details and connections between the 

protonation state and H-bonding network. The PR distribution between ~1.5-2 for clusters of 2-8 

water molecules suggests delocalization over 2 oxygen atoms, leading to the language of a shared 

proton. While the water dimer is described well by this picture, the proton can be shared either 

between ZO  and 1WO  or 1WO  and 2 ,WO  with roughly equal probability. This is distinct from larger 

clusters, where the proton is more prominently shared between two water molecules, as seen in 

the shift in ( ),Zr O CEC−  PMF, and hydrogen power spectra. This distinction may account for 

some of the debate over the description of the water dimer.  

Furthermore, the simulation results suggest that the location of the excess proton is strongly 

influenced by the connectivity of the H-bonding network, which extends to the zeolitic oxygen 

atoms. The trends in H-bond connectivity and CEC location suggest that the proton charge is 

located preferentially near the most highly-coordinated water molecules. For the small clusters 

present in confined HZSM-5 pores, the largest coordination number is often 3, and a 

triply-coordinated water molecule is an important structural motif for stabilizing the proton. The 

adsorbed water trimer is the smallest cluster where a water molecule is triply-coordinated, and also 

the smallest cluster where the proton is shared primarily between water molecules and not with 

.ZO  At higher hydration, the excess proton charge defect position CECr  moves further from the 

deprotonated BAS only when water molecules triply-coordinated to three WO  become available 

in the water octamer. Therefore, we suggest a simple scheme for locating the most probable proton 

location in adsorbed water clusters: (1) in the adsorbed water monomer, the zeolite BAS is 
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protonated, (2) in the adsorbed water dimer the proton is shared either between ZO  and 1WO  or 

1WO  and 2 ,WO  and (3) at higher hydration the proton is shared preferentially between the most 

highly-coordinated water molecules. 

  

6.4. Conclusions 

We have presented experimental IR spectroscopic evidence identifying the crossover point 

from protonated zeolite BAS to shared proton. Using a spectral decomposition, we extracted 

quantitative information from the hydration series of HZSM-5 zeolite prepared at controlled 

hydration levels. At 1 H2O, the proton is stabilized on the zeolite BAS. From 2-8 H2O, the proton 

is instead shared between two oxygen atoms, placing the critical water number at 2 H2O. These 

findings were supported by a series of AIMD simulations with varying H2O number interacting 

with the zeolite BAS. An analysis of excess charge position, atomic potential of mean force, and 

local mode power spectra further revealed that the excess protonic charge is shared asymmetrically 

between two oxygen atoms. The case of the water dimer is distinct because significant sharing 

occurs between water and the deprotonated BAS, while proton sharing in larger clusters occurs 

primarily between two water molecules. H-bonding connectivity is important for determining 

protonation state and location, as the excess proton preferentially occupies locations resembling a 

triply-coordinated hydronium ion. Taken together, these experimental and theoretical results 

provide a consistent description of the protonation state of the HZSM-5 BAS and its evolution 

across the hydration range of 1-8 H2O per acid site.  
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Appendix 6A. Spectral decomposition of FTIR hydration series 

The spectral decomposition into component spectra and hydration dependence was performed 

by a maximum entropy reweighting of the singular value decomposition (SVD) based on the 

method of Widjaja and Garland.40 The final result decomposes the spectral series ,kA 
 with 

concentration (hydration) index k and frequency index ,  into n area-normalized component 

spectra nS   with hydration dependence knC  and relative frequency-integrated absorption 

cross-sections .n  

 
k kn n n

n

A C S =   (6.15) 

First, the SVD decomposition was performed with n singular values .n  

 
k kn n n

n

A U V =   (6.16) 

Inserting a transition matrix nnT  introduces a reweighting of the component spectra nV   and 

concentration dependence :knU  

 1

k kn nn nn n n

n

A U T T V −=   (6.17) 

where the new component spectra '

nS 
 and concentration dependence '

knc  are  

 

'

' 1

n nn n n

n

kn kn nn

n

S T V

c U T

 

−

=

=




 (6.18) 

To adjust the reweighting, the transition matrix T is optimized with respect to the objective function 

F, given by 

 
c c DF H P P D   = + + +  (6.19) 
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which accounts for information entropy H, positivity constraints cP  and P  on the concentration 

dependence and component spectra respectively, and spectral dissimilarity D. The relative 

weighting of these constraints is set by the 
j  terms, where j is a superscript. The entropy term 

penalizes complicated spectral components, given by 

 

ln( )

'
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n n

n

n
n

n

H h h

S
h
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 






 

= −

=








 (6.20) 

The spectral positivity term penalizes spectra with negative absorbance, given by eqn. (6.21). The 

concentration positivity is given by replacing '

nS 
 by ' .knc  
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f x
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= 
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
 (6.21) 

The spectral dissimilarity penalizes similar spectra, calculated by the angle between spectral 

components when treated as vectors. 
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 (6.22) 

After the maximum-entropy reweighting, component spectra are integrated to obtain the 

area-normalized spectra nS   and new concentration dependencies .knc  Here, ' ( )nS   is simply the 

continuous version of the discrete ' ,nS 
 treating frequency as a continuous variable ω. 
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This form is sufficient if the transition dipole moment is constant across the component spectra. 

Then, knc  represent the partition of the system between states with corresponding spectral 

signatures .nS   Relative values of knc  will report on the relative partitioning, and absolute values 

carry the same constant factor which includes the pathlength and frequency-integrated, 

norm-squared transition dipole moment. However, if the transition dipole moment varies across 

the component spectra, then it is desirable to account for this by further separating ,knc  

 'kn kn nc c =  (6.24) 

where knC  carries only information about the concentration dependence of each component and 

n  carries the relative absorption cross-section. An additional constraint is required to perform this 

separation. We used the constraint, 

 kkn

n

C h=  (6.25) 

where kh is the concentration (mean hydration level) at index k. In other words, ( )nC h  is defined 

such that it represents the average number of water molecules in the state with spectral signature 

( )nS   as a function of hydration level.  



212 
 

 

Chapter 7 

 

Strong hydrogen bonds in the IR spectrum of hydrated 

zeolite Brønsted acid sites 

7.1. Introduction 

Acidic zeolites are widely-used catalysts in a range of chemical transformations, including 

biomass conversion where water is often present as a reaction product.1–4 The presence of water 

in zeolite pores influences the adsorption of reactants5 and the catalytic activity of acid sites in 

several chemical reactions.6–11 As a result, the structure of adsorbed water molecules, the 

protonation state of the system, and interactions between water and zeolite Brønsted acid sites 

(BAS) have gained attention as a rich area of investigation.12–23 

Infrared (IR) spectroscopy, which can access structural information on the length scale of 

chemical bonds, has been a critical tool for this area of study. Among the most striking and 

puzzling features in the IR spectrum of hydrated acidic zeolite is a broad doublet which arises at 

when a single water molecule is adsorbed at the zeolite BAS. Notably, qualitatively similar doublet 

features have been observed in the spectrum of other systems including some solids and H-bonded 

dimers.24–28 Figure 7.1 shows the doublet feature in 1 equivalent (equiv.) H2O / Al in HZSM-5, 

also reported in Chapter 6. Experimental IR studies have shown that the feature appears in other 

zeolites as well.15,19,20 A longstanding mystery since the first observation in H-bonded solids, the 
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origin of the doublet feature remains unclear. The feature has been proposed to arise from coupling 

between the O-H stretch and lower-frequency vibrations,16,19 or from transitions on a 

highly-anharmonic O-H potential energy surface.24,29 Notably, the non-H-bonded (NHB) O-H 

stretch vibrations NHB

OH  of adsorbed water appear at higher frequencies, with two distinct bands 

centered near 3550 cm-1 and 3700 cm-1 in Fig. 7.1. 

 

 

In the case of singly-hydrated zeolite BAS, it is well-established that the zeolite is protonated 

in the ground state and donates a H-bond to the adsorbed water molecule.17,19 Though early 

interpretations of the IR spectrum proposed that the water molecule was protonated,12,30 spectral 

calculations showed that the water-protonated structure was inconsistent with the experimental 

spectrum.17 On the other hand, the calculated H-bonded zeolite O-H stretch ( Z

OH ) frequency in 

the protonated zeolite structure fell in the same region as the experimental doublet bands.17 

Figure 7.1: FTIR spectra of dehydrated HZSM-5, 1.0 equiv. H2O / HZSM-5, and the 

difference. The doublet bands arising from zeolite O-H stretch ( Z

OH ) and high-frequency bands 

from non-H-bonded (NHB) O-H stretch ( NHB

OH ) are labeled and depicted schematically to the 

right. The feature near 2300 cm-1 in dry HZSM-5 is a C-F overtone in the halocarbon oil, 

marked by an asterisk. 
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Additionally, several simulation studies found that the protonated water monomer was not a stable 

species when only a single water molecule is adsorbed.17,22,23,31 Furthermore, a similar doublet 

feature was observed in the IR spectrum over a range of different adsorbed H-bond acceptors such 

as alcohols or ethers, indicating that the doublet arises primarily from ,Z

OH  and not from water 

vibrations.15,19 

Upon hydrogen bonding, the Z

OH  feature therefore red-shifts by hundreds of wavenumbers 

from its free O-H frequency of 3610 cm-1 in dehydrated HZSM-5 (Fig. 7.1). This red-shifting and 

broadening is a well-known feature of H-bonds,32 and the magnitude of the red-shift is correlated 

with the inter-atomic O-O distance ROO. For example, the H-bonded O-H stretch in liquid water is 

centered at 3400 cm-1 ( 2.8 ÅOOR = ) while the O-H stretch of the aqueous excess proton 

( ~ 2.45 Å)OOR 33 is shifted to 1250 cm-1.33–35 As the H-bonding environment gets stronger and 

OOR  decreases, the shape of the O-H stretch potential energy surface (PES) changes 

dramatically,15,19,32,36 from a weakly anharmonic Morse-like potential for conventional H-bonds, 

to a double-well separated by a barrier, to a broad low-barrier single-well for the shortest 

H-bonds.32,36 In the case of ,Z

OH  the mean OOR  distance17,31 of 2.5 Å is intermediate between the 

cases of water and the excess proton complex, consistent with the intermediate frequency range of 

~2400-3000 cm-1. Broadening can arise from several sources including a distribution of H-bonding 

environments and rapid energy relaxation from coupling to O-O stretching and other 

low-frequency motions.15,19 

The Z

OH  vibration is split into two distinct broad maxima with approximately equal intensity, 

peaked near 2500 cm-1 and 2850 cm-1. There are multiple interpretations that could explain the 
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splitting, which have been neither conclusively verified nor disproven. Most commonly, the 

splitting is assigned to Fermi resonance between Z

OH  and the overtone of the Z WO H O− −  bend 

along the axis between zeolite and water oxygen atoms.15,17,19,22 In that picture, the two doublet 

bands are quantum-mechanical mixtures of Z

OH  and the bend overtone 2 ,OHO  with the local 

minimum between doublet bands at the decoupled 2 OHO  frequency. Alternatively, the overtone 

transition on a double-well H-bond potential could account for the second peak in the doublet, a 

possibility which was explored for solids with similar IR spectra.24,29 In principle, the 

higher-frequency peak could also a combination band between Z

OH  and a ~350 cm-1 vibration.  

The origin of the doublet splitting has remained mysterious in part because of the limited 

information content in the linear IR absorption spectrum. Linear absorption measures transitions 

from the ground state to excited states, and is therefore sensitive to the lowest-energy region of the 

potential energy surface. Nonlinear spectroscopy can measure the energies of higher-lying excited 

states through excited-state absorption (ESA) transitions, providing sensitivity to higher-energy 

contours of the potential. Two-dimensional IR (2D IR) spectroscopy can be particularly insightful 

for this purpose, since the frequencies of excitation and detection are recorded simultaneously in 

a pump-probe measurement. By sensing higher-energy regions of the potential, the frequencies 

and amplitudes of excited state transitions in 2D IR spectroscopy provide further experimental 

constraints for interpreting the origin of vibrational transitions. 

In this chapter, we used two-dimensional IR (2D IR) spectroscopy to measure fundamental 

and excited-state transition frequencies and amplitudes in 1 equiv. H2O / HZSM-5. We compared 

this data to characteristic 2D peak patterns from four models including Fermi resonance coupling. 

The Fermi resonance model predicted intense excited-state transitions in frequency ranges which 
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do not appear in the experiment. By contrast, we found that a double-well Z

OH  potential can 

reproduce the experimental pattern of peak frequencies and relative amplitudes for all features 

observed in the experiment. Therefore, the 2D IR spectrum provides experimental evidence which 

can distinguish between these two models, and is consistent with the assignment of a double-well 

H-bonding potential.  

 

7.2. Methods 

Hydrated zeolite was prepared using a methodology which has been described previously,37 

and in Chapter 6. Briefly, proton-form ZSM-5 zeolites (Johnson Matthey) were dehydrated on a 

Schlenk-line. The Si:Al ratio was 17:1, measured by inductively coupled plasma – optical emission 

spectroscopy.  Samples were rehydrated in a sealed Parr acid digestion chamber by equilibration 

with water vapor at 150 °C. The H2O content of hydrated zeolite was measured by titration with 

methanol. In a glovebox, hydrated samples were suspended in a mixture of hydrophobic, 

index-matching oils Fluorolube® PCTFE38 and perfluoro(tetradecahydrophenanthrene) and 

pressed between two 1-mm CaF2 windows. The oils preserved the hydration state for ex-situ 

measurements and reduced scatter in nonlinear IR experiments.  

Linear IR spectra were measured with a Bruker Tensor 27 Fourier-transform IR spectrometer. 

2D IR and transient absorption spectra were measured on a spectrometer which has been described 

previously,37 and in Chapter 3. Briefly, the output of a 1 kHz Ti:Sapphire (25 fs, 5 mJ, 800 nm, 

Coherent Legend Elite) is used to generate excitation pulses at 2500 cm-1 by down-conversion 

with an optical parametric amplifier (OPA, TOPAS Prime) followed by difference-frequency 

generation in AgGaS2. Pulses centered at 2850 cm-1 were generated using a home built KNbO3 
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OPA39 on the same laser system. Broadband probe pulses were generated by filamentation in N2 

gas.40 Spectra were collected in the pump-probe geometry41 and parallel and perpendicular 

polarization components were measured simultaneously on a 2x64-pixel array (HgCdTe, Infrared 

Associates). Scatter artifacts were suppressed through a combination of index-matching oils, the 

addition of a second chopper at 250 Hz in the probe beam, subtraction of a 2D IR surface at -5 ps, 

and quasi-phase cycling42 by oscillating the τ2 stage during data collection.  

 

7.3. 2D IR spectroscopy 

Figure 7.2 shows the 2D IR spectrum of 1.0 equiv. H2O in HZSM-5. Two excitation pulses 

were used to cover the broad doublet feature, centered at 2500 cm-1 (left panel in Fig. 7.2a) and 

2850 cm-1 (right panel). Green dashed lines plotted at Exc = 2700 cm-1 show the overlap between 

the two spectra. While the amplitudes are similar at Exc = 2700 cm-1, the panels are not scaled 

relative to each other, so amplitude comparisons should only be made between features at equal 

excitation frequency. Along the detection frequency, small discontinuities arise from patching 

together spectra collected with different grating positions, as discussed in Chapter 3. Diagonal 

peaks – labeled I and II – appear for both bands of the doublet at 2500 cm-1 and 2850 cm-1 with 

prominent cross peaks between them labeled III and IV. Peaks II-IV have round, homogeneously 

broadened lineshapes. Peak I is inhomogeneously broadened, extending to higher frequencies 

along the diagonal where strong H-bonds absorb in liquid water.43  

Curiously, intense excited-state absorption (ESA) features – here in blue – are not observed 

near either diagonal peak. This is unusual for molecular vibrations. Typically (red) diagonal 

features at the 0-1 transition frequency are accompanied by an ESA feature at the 1-2 transition 
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frequency which is roughly equal in intensity and shifted along the detection frequency axis by the 

anharmonicity 10 21.  = − 44 Instead, in Fig. 7.2 the only ESA feature which can be clearly 

identified near a diagonal peak is the high-frequency tail of the peak labeled II’. While the center 

frequency of peak II’ was not measured due to overlap with zeolite framework vibrations, it is 

clear that the splitting between peaks II and II’ is >300 cm-1, far exceeding the diagonal anharmonic 

shift typical for molecular vibrations, even in strongly H-bonded systems.32,34  

 

  

Above peak I, the concave shape of the 2D IR spectrum hints at an ESA feature I’ which is 

observed only through its interference with the more intense peak. Notably, the FTIR spectrum 

Figure 7.2: 2D IR spectroscopy of 1.0 equiv. H2O / HZSM-5 at 100 fs waiting time. (a) 

Isotropic 2D IR spectrum with excitation pulses centered at 2500 cm-1 (left) and 2900 cm-1 

(right). Dashed green lines are plotted at Exc = 2700 cm-1 in both panels. (b) Energy level 

diagram recording the measured frequencies of bleach & stimulated emission (red) and excited 

state absorption (blue) features.  
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shows that there is significant intensity in the range of ~3200-3400 cm-1, and the absence of a large 

signal in this region of the 2D IR spectrum is consistent with overlapping, oppositely-signed 

features. The most intense ESA feature is the peak labeled IV’ which appears above peak IV and 

extends over a large range of detection frequencies from at least 3000 – 3800 cm-1. Transition 

frequencies can be inferred from the center positions of the bands in the 2D IR spectrum, with the 

energy level diagram corresponding to labeled peaks presented in Fig. 7.2b. 

In addition to the features associated with ,Z

OH  cross peaks to NHB

OH  vibrations are observed 

near Det = 3600 cm-1 and 3725 cm-1. Interestingly, these cross peaks appear at Exc = 2900 cm-1 

but not at Exc = 2500 cm-1, which may be explained by overlap with the tail of the 

negatively-signed peak IV’. These two cross peaks reflect the two prominent bands associated with 

NHB

OH  in the linear absorption spectrum, Fig. 7.1, showing that both are coupled to .Z

OH   

Additional spectroscopic information is contained in the polarization dependence of spectral 

features, shown in Fig. 7.3. At this early waiting time – assuming molecular reorientation on the 

timescale of 100 fs is negligible – the orientational intensity in the cross peaks reflects the relative 

orientation between associated transition dipole moments, as described in Chapter 2. For example, 

the cross peaks III & IV display more intensity in the parallel (ZZZZ) spectrum, corresponding to 

positive anisotropy values and indicating that the transition dipole moments of the underlying 

vibrations have primarily parallel alignment. This result is consistent with the claim that the broad 

doublet bands, I & II in the 2D IR spectrum, both arise from the same Z

OH  vibration. 
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The cross peaks from peak I to NHB

OH  have more intensity in the perpendicular spectrum. 

Assuming that the Z

OH  transition dipole is oriented primarily along the O-H-O bond, this suggests 

that both NHB

OH  vibrations are aligned preferentially perpendicular to that axis. Referring to the 

schematic in Fig. 7.1, this implies that the two NHB

OH  bands are most likely not the symmetric and 

asymmetric combinations of the two water free O-H stretch vibrations, since the symmetric stretch 

would have a preferentially parallel alignment with .Z

OH  Instead, the cross-peak anisotropy is 

consistent with a previous suggestion that the lower frequency band centered near 3550 cm-1 is 

red-shifted by a weak coordination to another oxygen atom in the zeolite lattice, compared to the 

uncoordinated O-H bond centered near 3700 cm-1.21,45 Bond angles can be estimated from 

cross-peak anisotropy values averaged over the features. The anisotropy of the lower-frequency 

Figure 7.3: Polarization dependent 2D IR spectrum of 1 equiv. H2O at 100 fs waiting time: (a) 

parallel and (b) perpendicular components of the spectrum. The colormap is scaled to reflect 

the correct relative amplitudes between ZZZZ and ZZYY spectra. The upper right-hand corner 

is enhanced by a factor of 5 to show the cross peaks in that region.  
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cross peak was -0.07, averaged over Exc = [2800, 3000] cm-1 & Det = [3550, 3625] cm-1 (black 

box in Fig. 7.3), corresponding to an angle of ~117˚. The anisotropy of the higher-frequency cross 

peak was -0.17, averaged over Exc = [2800, 3000] cm-1 & Det = [3650, 3750] cm-1 (dashed black 

box in Fig. 7.3), corresponding to an angle of ~103˚. 

 

7.4. Transient absorption 

Transient absorption spectra were collected with excitation centered at both 2500 cm-1 and 

2900 cm-1, shown in Fig. 7.4. When excited at 2500 cm-1, both the feature at Det = 2500 cm-1 and 

the uphill cross peak at 2850 cm-1 display single-exponential decay with approximately the same 

lifetime of 150 ± 18 fs (μ ± σ), averaged over Det = [2400, 2800] cm-1. The diagonal feature and 

downhill cross peak excited at 2900 cm-1 were better fit to a biexponential, with fitted time 

constants of 110 ± 27 fs and 540 ± 44 fs averaged over Det = [2500, 2900] cm-1. The variations in 

fitted lifetime with detection frequency are plotted in Fig. 7.4c, showing a small positive trend 

between both time constants and Det  for the spectra excited at 2900 cm-1. For comparison, the 

O-H stretch lifetime in liquid water is 260 fs,46,47 and the lifetime of the 1250 cm-1 O-H stretch of 

the aqueous excess proton is approximately 100 fs.34 When fitting the TA traces, only data past 

100 fs was considered since nonresonant response from the CaF2 window appears during pulse 

overlap. Since the fitted timescale of ~150 fs is only somewhat longer than the instrument 

response, this places an upper bound on the lifetime of the 2500 cm-1 band.  

The lifetimes of the doublet features are intermediate between those of liquid water and proton 

O-H stretch, consistent with an intermediate O-H stretch frequency and H-bonding strength for the 
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zeolite-water H-bond. While further investigation is required to fully characterize the pathway(s) 

for vibrational energy relaxation, the ultrafast relaxation timescales are consistent with relatively 

strong coupling to lower-frequency vibrations such as O-O stretching, which has been suggested 

previously.19 A lingering question is the role of the rather bright zeolite framework vibrations in 

energy relaxation. In ZSM-5 the framework modes have substantial intensity beginning below 

~2100 cm-1, and the spectrum in this relatively high-frequency region depends somewhat on the 

framework type which could provide a route for investigation.18 

In any case, the longer vibrational lifetime for doublet features excited at 2900 cm-1, compared 

to those excited at 2500 cm-1, might be rationalized by the greater energy difference – and therefore 

weaker coupling – between the higher-frequency band of the doublet and the low frequency bath 

states. Another consideration is the apparent substantial overlap between bleach and SE features 

excited at 2500 cm-1 with the extended ESA features labeled II’ and IV’ in Fig. 7.2, which could 

lead to a faster measured decay of those features. However, these differences in the vibrational 

relaxation timescales are unlikely to provide a means to distinguish the assignment of the doublet 

bands in terms of a Fermi resonance or tunneling potential model. In the Fermi resonance 

hypothesis, both doublet bands are quantum-mechanical mixtures of bend overtone and bridging 

O-H stretch, and approximately equal mixtures if the frequencies are nearly degenerate, 

2 .Z

OH HOH   While, in the tunneling potential model the two bands both arise from transitions of 

the same O-H stretch vibration. So, neither model necessarily predicts large differences in the 

vibrational lifetimes, though in either case differences could be rationalized with the reasoning 

above. Therefore, the TA results are plausibly consistent with either the tunneling potential or 

Fermi resonance pictures.  
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7.5. Models for vibrational assignment and comparison to experiment 

7.5.1. Model 2D IR spectra approach 

The peak positions and relative intensities in the early-time 2D IR spectrum (Fig. 7.2) contain 

information that can distinguish between Fermi resonance and tunneling potential assignments. To 

Figure 7.4: (a) Isotropic transient absorption spectrum of 1.0 equiv. H2O / HZSM-5 with 

excitation centered at (a) 2500 cm-1 and (b) 2900 cm-1. TA spectra at varying Det  were fit to 

(a) single exponential 2 1/

2 1( )
t

S Ae C
 −

= + or (b) biexponential 2 1 2 2/ /

2 1 2( )
t t

S Ae A e C
  − −

= + + . 

The traces with Det  at the center frequency of the excitation pulses are displayed in (c), 

corresponding to the rectangles in (a-b) and fitted curves in black. Fitted time constants are 

displayed in (d) as a function of .Det  
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develop this argument, we compared the experimental result to transition frequencies and 

amplitudes calculated using model Hamiltonians to describe the vibrational assignments 

considered. In this approach, neither homogeneous nor inhomogeneous broadening mechanisms 

were included, so the results are “stick 2D IR” spectra reporting calculated frequencies and 

amplitudes. Calculated frequencies arise from energy differences in the diagonalized Hamiltonian, 

and calculated amplitudes arise from the associated transition dipole matrix elements.  

Four models were considered for the doublet and corresponding 2D IR peak pattern. The Fermi 

resonance hypothesis was modeled with a cubic coupling term between the fundamental of a 

high-frequency vibration and degenerate overtone of a low-frequency vibration. The H-bond 

tunneling potential hypothesis was modeled with double-well potential energy surface using a 

quartic function. In addition, two other models were considered which were instructive, but less 

likely to explain the spectroscopy than the other two: a model for relatively weak coupling between 

two high-frequency anharmonic oscillators, and a displaced harmonic oscillator model for 

coupling to a low-frequency vibration. Each model Hamiltonian was diagonalized to generate a 

set of calculated transition frequencies and corresponding transition dipole matrix elements. 

Using the calculated transition frequencies { ba } and transition dipole moments { ba }, the 

model stick FTIR spectrum was constructed according to Eq. (7.1). The sum is over the peaks in 

the spectrum j, each centered at transition frequency 
,ba j  corresponding to the transition between 

two states |a〉 and |b〉 defined by the model Hamiltonian. The amplitude of each peak is scaled by 

the corresponding squared transition dipole moment 
2

, .ba j  For visualization, the delta function 

is replaced with a normalized Gaussian function with linewidth 
130cm . − =  
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 (7.1) 

The stick 2D IR spectrum was constructed in a similar way, according to Eq. (7.2). Each peak j in 

the 2D IR spectrum is distinguished by the combination of center excitation and detection 

frequencies 
,ba j  and 

,cb j  respectively, where |a〉, |b〉, and |c〉 are states defined by the model 

Hamiltonian. The peak amplitude is scaled by the corresponding transition dipole moments 

2 2

, ,ba j cb j  , which is equal to 
4

,ba j  in the case of a diagonal peak where |a〉 and |c〉 are the 

same state. The amplitude of each peak is further scaled by accounting for the number of Liouville 

space pathways 
jn  at a given center excitation and detection frequency pair. The set of pathways 

considered for each model are enumerated in Appendix 7A. Ignoring coherence pathways – since 

the two doublet features are not excited simultaneously in the experiment – each pathway can be 

described as either bleaching (B), stimulated emission (SE), or excited state absorption (ESA).44,48 

The sign of the feature is positive ( 0j = ) for B & SE pathways, and negative ( 1j = ) for ESA 

pathways. Finally, a 2D Gaussian lineshape function 2 DG  was added for visualization, with the 

same linewidth parameter   used in the FTIR model. 
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 (7.2) 
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7.5.2. Two weakly coupled vibrations 

For the sake of model development, it is instructive to begin with a model for bilinear coupling 

between two high-frequency vibrations. Though, we do not expect this model to describe the 

spectroscopy of the doublet bands in the experiment. In this model the coupling is described by an 

anharmonic term in the two-dimensional potential energy surface which is linear in both 

coordinates. The coupling causes mixing between the vibrational states, leading to transitions and 

characteristic 2D peak patterns summarized in Fig. 7.5. This model is often used to interpret cross 

peaks in 2D IR spectroscopy, and applies in the case of weak coupling such as between carbonyl 

stretching vibrations in metal dicarbonyls.44,49 

 

 

Figure 7.5: Bilinear coupling model. (a) Energy level diagram labeling mixed states and 

transitions between them. (b) Characteristic stick FTIR and 2D IR spectra calculated using this 

model, with Gaussian lineshapes added for visualization. Model parameters used in (b) are 

listed in Table 7.1a. 
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To write the Hamiltonian, consider the coupling with strength Δ between two vibrations with 

unmixed frequencies ω1 and ω2. Both are anharmonic with anharmonicities 1  and 2 ,  described 

by quartic terms in the potential energy surface. The anharmonicity term shifts the site energy of 

the second excited state from its harmonic value of 12  (or 22 ) to 1 12 −  (or 2 22 − ). For 

simplicity, 2πcħ is factored out so that ω, Δ, and χ are all in units of cm-1. The resulting Hamiltonian 

is written in Eq. (7.3) in terms of  lowering and raising operators b and b†.  

 ( )† † † † † † † †1 2
1 1 1 2 2 2 2 1 1 2 1 1 1 1 2 2 2 2

2 2 2
H b b b b b b b b b b b b b b b b

 
 


= + + + − −  (7.3) 

The Hamiltonian can be expressed in matrix form in the basis {00, 10, 01, 20, 11, 02}, where 

the first label corresponds to 1  and the second to 2.  
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 (7.4) 

The dipole matrix M is written in the same basis assuming a harmonic dipole surface, with matrix 

elements 1μ  and 2μ  corresponding to the uncoupled vibrations.  

 

0 0 0 0

0 0 2 0

0 0 0 2
=

0 2 0 0 0 0

0 0 0 0

0 0 2 0 0 0

 
 
 
 
 
 
 
 
 
 

1 2

1 1 2

2 1 2

1

2 1

2

μ μ

μ μ μ

μ μ μ
M

μ

μ μ

μ

 (7.5) 



Chapter 7.   Strong hydrogen bonds in the IR spectrum of hydrated zeolite Brønsted acid sites 

 

228 
 

Diagonalizing H returns the eigenvectors { iv } and eigenvalues { i }. Transition frequencies 

are given by .ba b a  = −  Squared transition dipole moments 
2

ba  are computed from the 

matrix elements of M’, found by transforming M into the basis of eigenvectors { iv }: 

1 ,V V−=M' M  where V is the change-of-basis matrix. Since M, ,1μ  and 2μ  are all vector quantities 

the mixed state transition amplitudes depend on the orientation of unmixed vibrations. For 

simplicity, we assumed that unmixed transition dipoles are perpendicular, and therefore there is 

no coupling-induced intensity redistribution in the isotropic spectrum.44 This simplification does 

not affect the mixed transition frequencies, only relative amplitudes. Squared transition dipole 

moments 
2

ba  were computed as vector norms. Diagonalized basis states labeled {0, 11, 12, 21, 

22, 23} are displayed schematically in Fig. 7.5. Since H is block diagonal, single-excitation states 

are mixed to form {|11〉, |12〉} and double-excitation states form {|21〉, |22〉, |23〉}.  

Peak amplitudes were constructed from the collection of M’ matrix elements corresponding to 

the transitions and the number of Liouville pathways contributing to the feature  according to Eq. 

(7.2). The Liouville pathways are enumerated in Fig. 7A.1. The parameters for the model are ( 1,  

2 ,  Δ, 1,  2 ,  1,  2 ). Varying 1  and 2  only changes the relative peak amplitudes, so for 

simplicity we used 1 2. =  

Figures 7.5b and 7.6a show the typical peak pattern for two bilinearly coupled oscillators with 

positive site anharmonicities. We chose a combination of 1,  2 ,  and Δ leading to a mixed state 

splitting of 400 cm-1 to approximately match the experiment, and 1 2.  = −  Changing the 

coupling relative to the unmixed splitting 1 2 − changes the splitting of mixed states, but not the 
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ordering of the peaks.44 Peak ordering can be changed by varying the sign of anharmonicity terms. 

A negative site anharmonicity χ corresponds to an unmixed vibration where 21 10 ,   which can 

occur in quantum-confined potentials.32,34 Figure 7.6 shows the four combinations of 

positive/negative anharmonicities using the parameters recorded in Table 7.1. 

 

 

The characteristic patterns of 2D IR peak frequencies and relative amplitudes in Figs. 7.5-7.6 

can be compared to the experimental result in Fig. 7.2. In the bilinear coupling model, relatively 

high-amplitude ESA features appear with relatively small splitting from the nearby positive 

features. The model ESA amplitudes are much larger than the experimental result, and their 

detection frequencies do not match the experimental peak ordering. For example, in the experiment 

there are no ESA features observed at detection frequencies between peaks I & III or between II 

Figure 7.6: Influence of anharmonicity parameters on bilinear coupling model. (a) 1 0   & 

2 0.   (b) 1 0.   (c) 2 0.   (d) 1 0   & 2 0.   The model FTIR spectrum is unaffected 

by the anharmonicity parameters. Model parameters are listed in Table 7.1. 
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& IV. In Fig. 7.6a, this is not the case since peak i' falls between i & iii and peak iv’ falls between 

ii & iv. Peak ordering can be changed by flipping the sign of either 1  and/or 2.  For example, in 

Fig. 7.6b 1 0   places peaks i' and iv’ at detection frequencies above i and iv. But, peak iii’ is 

shifted to a detection frequency between i & iii, so the peak ordering is still different from the 

experiment. Figure 7.6c-d also show that inverting the sign of 2  does not reproduce the peak 

ordering in the experiment. Therefore, as expected this model cannot produce a set of transition 

frequencies and relative amplitudes that are consistent with the measured 2D IR spectrum.  

Table 7.1: Model parameters used in Figure 7.6 

Figure ω1 (cm-1) ω2 (cm-1) Δ (cm-1) χ1 (cm-1) χ2 (cm-1) 

a) 2800 2600 200 200 200 

b) 2800 2600 200 -300 100 

c) 2800 2600 200 100 -300 

d) 2800 2600 200 -150 -150 

 

7.5.3. Fermi resonance model 

To model the 2D IR signature of Fermi resonance, we used a model based on the work of Edler 

& Hamm,50 where a high-frequency vibration is coupled with strength Δ to the degenerate overtone 

of a lower-frequency vibration through a cubic term in the Hamiltonian. The higher-frequency 

vibration has anharmonicity 10 21,  = −  and the low-frequency vibration is treated as harmonic. 

In the context of the hydrated zeolite, this describes coupling between the high-frequency O-H 

stretch and lower-frequency O-H-O bend. The model Hamiltonian is given by Eq. (7.6); coupled 

states and transitions between them are depicted in Fig. 7.7. 
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 ( )† † † † † † † †

1 1 1 2 2 2 1 2 2 2 1 1 1 1 1 1
2 2

H b b b b b b b b b b b b b b


 


= + + + −  (7.6) 

The relevant basis states are {00, 10, 02, 20, 12, 04}, where the first label corresponds to the 

high-frequency mode. The Hamiltonian in this basis, Eq. (7.7), has similar block-diagonal structure 

to the bilinear coupling model.  
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 (7.7) 

Assuming that the overtone of ω2 is dark, all intensity comes from the transition dipole of ω1. 

Then, the dipole moment matrix is identical to Eq. (7.5) setting 2 0 = and 1 . =  Unlike the 

bilinear coupling model, it is not necessary to consider the relative transition dipole orientations 

since all intensity comes from the dipole moment of the fundamental transition. Any influence of 

transition dipole orientation is implicitly factored into the coupling strength Δ. 

The Hamiltonian was diagonalized and peak amplitudes were constructed in the same way as 

the bilinear coupling model. The input parameters are ( 1,  2 ,  χ, Δ). The resonance condition 

between 1  and 22  shifts frequencies and relative amplitudes, but does not change the peak 

ordering, so we choose the case of perfect resonance, 1 22 , =  where |11〉 and |12〉 are equal 

mixtures of |01〉 and |02〉. All splitting between |11〉 and |12〉 comes from the coupling, so a large 
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value of Δ = 400 cm-1 is required to approximately match the experimental peak frequencies in the 

linear IR spectrum.  

 

 

The model and characteristic 2D peak pattern are displayed in Fig. 7.7, and the corresponding 

pathways are enumerated in Fig. 7.A1. The peak pattern has similarities to the bilinear coupling 

result, with high-amplitude ESA peaks iii’ and iv’ near peaks iii and iv. Though, peaks i’ and ii’ 

are lower in amplitude and the detection-frequency ordering of peaks i/i' is flipped compared to 

Fig. 7.5. While this is a better agreement with the experiment compared to bilinear coupling, the 

iv/iv’ ordering is still incorrect. Changing the sign of the high-frequency mode anharmonicity 

parameter χ from positive to negative (Fig. 7.8) flips the iii/iii’ and iv/iv’ ordering simultaneously. 

So, a high-amplitude ESA peak appears between either ii and iv or between i and iii (where none 

is observed in the experiment) for all combinations of the model parameters. In addition, the 

Figure 7.7: Fermi resonance model. (a) Energy level diagram labeling mixed states and 

transitions between them. (b) Characteristic stick FTIR and 2D IR spectra. Model parameters 

used in (b) are listed in Table 7.2a. 
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amplitudes of iii’ and iv’ are always too large and spaced too closely to peaks iii and iv’. Therefore, 

the Fermi resonance model does not reproduce the peak ordering or relative amplitudes observed 

in the 2D IR experiment. 

 

 

Table 7.2: Model parameters used in Figure 7.8 

Figure ω1 (cm-1) ω2 (cm-1) Δ (cm-1) χ (cm-1) 

a) 2700 1350 400 100 

b) 2700 1350 400 -250 

 

7.5.4. Displaced harmonic oscillator model 

The models considered so far accounted for coupling between a high-frequency vibration to a 

second vibration at either comparable or ~1/2 the vibrational frequency. In principle, the 

Figure 7.8: Influence of anharmonicity parameters on Fermi resonance model. (a) 0,   (b) 

0.   The model FTIR spectrum is unaffected by the anharmonicity. Model parameters are 

listed in Table 7.2. 
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higher-frequency peak could also arise from the combination band with a much lower frequency 

vibration with frequency similar to the ~350 cm-1 splitting of the bands. To model this possibility, 

we took the linear approximation of Franck-Condon coupling, referred to as the displaced 

harmonic oscillator (DHO).48,51 In this model, each level of the higher-frequency vibration is split 

into sub-bands corresponding to the levels of the lower-frequency vibration, which is modeled as 

a harmonic oscillator. In the context of the hydrated zeolite system, the higher frequency vibration 

is the bridging O-H stretch, coupled with a lower-frequency vibration such as O-O stretching. 

While a model like this is typically used to interpret vibronic coupling, the result is included in 

this context to gain some intuition about the patterns that might arise from combination bands with 

a lower-frequency vibration. 

 

 

Figure 7.9: Displaced harmonic oscillator model. (a) Energy level diagram labeling mixed 

states and transitions. (b) Characteristic stick FTIR and 2D IR spectra. Since additional peaks 

are present, only peaks excited at (10)

00  are labeled and the labeling convention is different from 

the other models. Model parameters used in (b) are listed in Table 7.3a. 
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In this model, we considered three levels of the high-frequency vibration with transition 

frequencies (10)  and 
(21) (10) .  = −  Each level is split into sub-levels with spacing ω0, the 

frequency of the lower-frequency vibration. Treating that vibration as a harmonic oscillator, the 

sub-bands are all split by the same value ω0. Coupling is captured by the Huang-Rhys factor D. 

Considering transitions from |0,n〉 to |1,m〉, where the first index represents the high-frequency 

vibration, transition frequencies are given by Eq. (7.8). 

 (10) (10)

0( )mn m n  = + −  (7.8) 

Upper indices correspond to the high-frequency vibration and lower indices correspond to the 

low-frequency vibration. Assuming the system starts in the ground state, then n = 0 in equation 

(7.8). For transitions from |1,n〉 to |2,m〉, frequencies take the same form replacing 
(21)  for 

(10) .  

  (21) (21)

0( )mn m n  = + −  (7.9) 

Under the Franck-Condon approximation the transition dipole moment depends only on the 

high-frequency vibration, though the amplitude depends on wavefunction overlap between states. 

If the high-frequency transition dipole moments are 
(10)  and 

(21) ,  then vibronic transition dipole 

matrix elements are given for transitions from |0,n〉 to |1,m〉. 

 
(10)1 | | 0 |m M n m n=  (7.10) 

For transitions from |1,n〉 to |2,m〉 the matrix elements are: 

 
(21)2 | |1 |m M n m n=  (7.11) 

In general, the wavefunction overlap 〈m|n〉 can be computed52 using associated Laguerre 

polynomials ( ).k

jL x 53 
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In the case of n = 0 the overlap reduces to the Poisson distribution. 
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Transition frequencies were calculated using Eqs. (7.8) and (7.9). Transition dipole moments 

were calculated using Eqs. (7.10) – (7.12), and relative amplitudes are constructed for each 2D 

feature from the corresponding Liouville pathways, enumerated in Fig. 7A.2. The model 

parameters are (
(10) ,  χ, 0 ,  D). We assumed D is the same between all higher-frequency states, 

and that (21) (10)2 =  which simplifies the relative transition amplitudes, but does not change 

the frequency ordering of the peaks.  

The resulting transitions and characteristic 2D peak pattern are displayed in Fig. 7.9. There is 

a progression of positive peaks extending to higher detection frequencies with equal spacing at ω0 

(set to 400 cm-1). The progression of negative ESA peaks is also equally spaced from each other 

by ω0, and shifted relative to the positive peaks by χ. Changing the sign of the anharmonicity shifts 

all ESA features simultaneously, shown in Fig. 7.10. The model parameters are reported in Table 

7.3. The 2D peak pattern clearly does not match the experiment, with ESA features falling between 

consecutive positive peaks and displaying multiple features at higher detection frequencies which 

are not observed in the experiment. The amplitudes of higher-frequency bands in the vibrational 

progression could be reduced by decreasing the Huang-Rhys factor, but this would also decrease 

the relative amplitude of the combination band at 2900 cm-1. 
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Table 7.3: Model parameters used in Figure 7.10 

Figure ω(10) (cm-1) ω0 (cm-1) D χ (cm-1) 

a) 2500 400 1 150 

b) 2500 400 1 -150 

 

7.5.5. H-bond double well potential with tunneling 

In the three models considered thus far, the splitting between doublet bands was the result of 

coupling between two vibrations. Alternatively, the two bands of the doublet could also arise from 

transitions on a highly-anharmonic double-well potential of a single vibration.29 In this case, it is 

necessary to consider the shape of the potential in more detail. We modeled the potential as a 

quartic function in the vibrational coordinate q: 

Figure 7.10: Influence of anharmonicity parameter on DHO model. (a) (a) 0,   (b) 0.   

The model FTIR spectrum is unaffected by the anharmonicity. Model parameters are recorded 

in Table 7.3. 
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24 2
V q v q v q v q= + +  (7.14) 

In this model, confinement from steep potential walls is introduced by the quartic term v4, the 

barrier between the two local minima arises from the (negative) harmonic term v2, and the linear 

term v1 introduces asymmetry between the wells of the potential. Therefore, the quartic function 

can be considered the lowest-order expansion of an asymmetric double-well surface in one 

dimension. In the context of the hydrated zeolite system, the vibrational coordinate of the PES 

corresponds to the vibrational eigenstate observed in the experiment, which could involve several 

nuclear motions. Presumably, the largest contribution to that eigenstate is the normal-mode 

bridging O-H stretch vibration, but it could also include mixing with other normal modes such as 

O-H-O bending. Such mixing has been reported in other strong H-bonded systems; for example, 

several broad features in the IR spectrum of the aqueous proton have significantly mixed stretch 

and bend character.33,54  

Transition frequencies and amplitudes were calculated on the model potential using the 

discrete variable representation (DVR).55 Transition frequencies were calculated from differences 

between energy eigenstates, and relative transition dipole moments as | | .ba b q a   Together 

with Eq. (7.2), this returned a set of 2D peak frequencies and amplitudes from the set of three 

model parameters {v1, v2, v4}; pathways are listed in Fig. 7A.3. For a potential with sufficiently 

high barrier, the first two excited states |1〉 and |2〉 can become close together in energy, leading to 

two closely-spaced transitions at ω10 and ω20 separated by only a few hundred wavenumbers. 

While the 0-2 overtone transition is forbidden under harmonic selection rules, it can have a 

substantial transition dipole intensity on this highly-anharmonic potential – even exceeding the 

intensity of the fundamental transition for some configurations of the potential.  
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Figure 7.11b displays the calculated 2D peak pattern for the combination of {v1, v2, v4} chosen 

to best match the peak frequencies observed in the experiment. The positive 4-peak pattern i-iv is 

reproduced, with similar amplitudes for the diagonal peaks labeled i and ii. No ESA peaks appear 

between either i & iii or ii & iv. Of the ESA peaks which fall in the experimental frequency range, 

peak iv’ is the most intense, while peaks i' and ii’ have relatively low amplitudes. Furthermore, the 

splitting between peaks ii/ii’, iii/iii’, and iv/iv’ are all large, several hundreds of wavenumbers. 

Given the relative simplicity of this one-dimensional model, this is a striking agreement with the 

experimental spectrum in Fig. 7.2, reproducing several trends in relative frequencies and 

amplitudes that were not captured by the other models considered. 

How sensitive is this result to the exact shape of the potential? Starting with the parameter 

values in Fig. 7.11b and holding all but one parameter constant, Figs. 7.12 – 7.14 show the effect 

Figure 7.11: H-bond potential model. (a) Energy level diagram labeling mixed states and 

transitions between them. (b) Characteristic stick FTIR and 2D IR spectra. Model parameters 

are listed in Table 7.4a. 
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of varying v1, v2, or v4 respectively. These figures show the trends for modest deviations from the 

optimized values which retain the qualitative shape of the PES.  

 

 

Varying the linear term (Fig. 7.12) changes the asymmetry between the two local minima of 

the PES. With increasing asymmetry, ω10 and ω20 blue-shift as the energies of states |1〉 and |2〉 

increase. The splitting between 10  and 20  changes only slightly, so in the stick 2D spectrum 

shifts in v1 cause the positive 4-peak pattern to translate along the diagonal. The excited-state 

frequencies 41  and 42  are approximately constant, since the higher-lying |4〉 state is less 

perturbed by variations in the well depth. The relative amplitudes of peaks i and ii vary more 

dramatically with asymmetry, where peak ii is more intense for higher asymmetry and peak i is 

more intense for lower asymmetry. 

Figure 7.12: Influence of the linear asymmetry parameter v1 on the PES model. (a) Potential 

energy surface, and (b) selected transition frequencies are plotted as a function of v1. Stick FTIR 

and 2D IR spectra are plotted at the (c) smallest and (d) largest values of v1 shown in part (a). 

Parameters are recorded in Table 7.4. 
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Varying the harmonic term (Fig. 7.13) changes the barrier between the two local minima of 

the potential. With decreasing barrier (decreasing |v2|), 10  and 20  both decrease and the splitting 

between them increases. Excited state frequencies 41  and 42  increase with decreasing barrier, 

causing peaks ii’ and iv’ to move further from ii and iv. The relative peaks amplitudes depend only 

weakly on this parameter.  

 

 

Figure 7.13: Influence of the harmonic barrier parameter v2 on the PES model. (a) Potential 

energy surface, and (b) selected transition frequencies are plotted as a function of v2. Stick FTIR 

and 2D IR spectra are plotted at the (c) largest and (d) smallest values of |v2| shown in part (a). 

Parameters are recorded in Table 7.4. 

Figure 7.14: Influence of the quartic confinement parameter v4 on the PES model. (a) Potential 

energy surface, and (b) selected transition frequencies are plotted as a function of v4. Stick FTIR 

and 2D IR spectra are plotted at the (c) smallest and (d) largest values of v4 shown in part (a). 

Parameters are recorded in Table 7.4. 
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Varying the quartic term (Fig. 7.14) changes the confinement of the potential. Increasing the 

confinement term also decreases the effective barrier (the height of the local maximum near 0)q =  

even though v2 is held constant. For this reason, the frequency trends with increasing v4 are similar 

to the trends with decreasing |v2|: both 10  and 20  decrease but the splitting between them 

increases. Notably, the relative peak amplitudes depend more strongly on confinement than barrier 

over the range considered, with larger relative amplitude in peak ii at smaller values of v4. Table 

7.4 shows the model parameters used in the Figures displaying PES model results. Values which 

differ from the optimized parameters are marked in blue.  

Table 7.4: Model parameters used in Figures 7.11 – 7.14 

Figure v1 x10-4 (cm-1) v2 x10-6 (cm-1) v4 x10-9 (cm-1) 

7.11 b) 2.15 -2.35 2.85 

7.12 c) 1.9 -2.35 2.85 

7.12 d) 2.38 -2.35 2.85 

7.13 c) 2.15 -2.5 2.85 

7.13 d) 2.15 -2.125 2.85 

7.14 c) 2.15 -2.35 2.6 

7.14 d) 2.15 -2.35 3.1 

 

The modeling presented here does not include any treatment of dynamics, and therefore cannot 

capture the lineshapes of 2D IR features. However, the frequency and amplitude trends with 

varying potential parameters shown in Figs. 7.12-7.14 provide a starting point for considering the 

contributions of inhomogeneous broadening. In particular, the two experimental features with the 

most notable lineshapes are peaks I and IV’ (Fig. 7.2). Peak I is elongated along the diagonal, 

extending to higher frequencies than the peak maximum. Figures 7.12-7.14 show that variations 
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in all three PES parameters can shift peak i to higher frequencies, but that increasing v1 or 

decreasing v4 also cause the relative amplitude to decrease substantially. Therefore, a distribution 

of barrier heights, v2, is the most likely contribution to the inhomogeneous broadening of peak I.  

In the case of peak IV’, there is substantial broadening along the detection frequency axis. 

Figure 7.12 shows that the corresponding frequency, 41,  does not depend strongly on the 

asymmetry parameter. On the other hand, figures 7.13 and 7.14 show that variations in either 

barrier or confinement can lead to a distribution in the detection frequency of peak iv’. So, 

broadening from a distribution of barrier or confinement parameters could account in part for the 

shape of peak IV’ in the experimental 2D IR spectrum. 

In contrast to the other models considered, certain configurations of the H-bonding potential 

model can reproduce the peak ordering and relative amplitudes observed in the experimental 2D 

IR spectrum. Figures 7.12-7.14 show that basic peak pattern is preserved over modest variations 

in model parameters, with shifts in frequencies that may be consistent with experimental line 

broadening. Therefore, the H-bond tunneling potential provides a plausible explanation for the 

origin of the broad doublet IR feature, while the other models considered do not. 

 

7.6. Conclusions 

The origin of the broad doublet feature in the IR spectrum of a single water molecule adsorbed 

at the Brønsted acid site of acidic zeolite has been a longstanding question, and is most often 

interpreted as splitting due to stretch-bend Fermi resonance. We report the 2D IR spectrum of 1 

equiv. H2O in HZSM-5, which displays a distinct pattern of excited state absorption features with 

relatively low intensity relative to bleaching and stimulated emission peaks. Fermi resonance 
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coupling is unable to reproduce the experimental pattern of ESA frequencies and relative 

amplitudes, showing that this interpretation does not describe the origin of the doublet feature. We 

propose an alternative model of a strongly H-bonded potential between zeolite and adsorbed water, 

which has an asymmetric double-well shape and tunneling in the first two vibrationally excited 

states. In this framework, the two doublet features in the linear IR spectrum arise from the 

fundamental and overtone transitions, which both have large transition amplitude on the 

highly-anharmonic potential energy surface. We show that this model can reproduce the relative 

peak frequencies and amplitudes observed in the 2D IR experiment.  

Additionally, the polarization dependence of 2D IR features and the timescale of vibrational 

relaxation – measured with transient absorption spectroscopy – are reported. These measurements 

are consistent with the tunneling potential interpretation, but do not necessarily provide a means 

to distinguish between proposed models for the doublet assignment. The 2D IR spectrum was also 

used to assign the high-frequency O-H stretch vibrations of adsorbed water. Based on measured 

transition dipole angles, the cross-peak anisotropy values suggest that the bands at 3550 cm-1 and 

3700 cm-1 arise predominantly from local-mode O-H stretch vibrations of adsorbed water, where 

the lower-frequency band is weakly coordinated with the zeolite framework. 
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Appendix 7A: Liouville space pathways for 2D IR models 

In the model 2D IR spectra, peak amplitudes depend on the number of Liouville space 

pathways contributing at each combination of ( ,Exc  Det ), according to Eq. (7.2). This number 

can be counted by enumerating each pathway over a chosen set of basis states. In all cases, we 

assumed that the system began in the ground state since the first excited state energy is many times 

Bk T  at room temperature. For the bilinear coupling model (Fig. 7.5) and the Fermi resonance 

model (Fig. 7.7), the set of mixed states is {|0〉, |11〉, |12〉, |21〉, |22〉, |23〉}. The Liouville pathways 

between these states were enumerated under the selection rules that transitions can occur only 

between successive excitation manifolds. In other words, the selection rules for transitions from 

|ai〉 to |bj〉 is 1.b a=   Furthermore, transitions from |11〉 to |23〉 and from |12〉 to |21〉 were 

ignored because the transition amplitudes are very small. (This is because they are close to 

dipole-forbidden transitions like |10〉 to |02〉 in the basis of unmixed states in the bilinear 

coupling model). Coherence pathways were also ignored because the two doublet peaks 

were not simultaneously pumped in the 2D IR experiment. The resulting set of pathways are 

reported in Fig. 7A.1. Peaks labeled i-iv are positively signed, with GSB or GSB + SE pathways 

contributing. Peaks labeled i'-iv’ are negatively signed from ESA pathways.  
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For the DHO model (Fig. 7.9), the structure of the Liouville space pathways is similar. But, 

transitions are allowed from |0,n〉 to |1,m〉 (or |1,n〉 to |2,m〉) for any n and m. This leads to the 

progression of peaks all spaced at ω0. Harmonic selection rules are enforced by disallowing 

transitions from |0,n〉 to |2,m〉, or other transitions where the first index is not incremented by 

±1. Just like the result in Fig. 7A.1, the diagonal positive peaks have four contributing 

pathways (two ESA + two SE) and all other peaks have two pathways (two SE or two ESA). 

Figure 7A.1: Enumerated Liouville space pathways for the bilinear coupling and Fermi 

resonance models. The corresponding states and peaks are labeled in Figs. 7.5 and 7.7. 
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The pathways for the labeled peaks in Fig. 7.9 (excited at (10)

00 ) are enumerated in Fig. 7A.2. 

Pathways for the other peaks can be constructed straightforwardly by replacing state |10〉 

with |11〉 (i.e. excitation at (10)

10 ). 

 

 

For the H-bond potential model (Fig. 7.11), the contributing pathways are enumerated in Fig. 

7A.3. Only the first five states |0〉-|4〉 were included, since transitions involving higher-energy 

states fell outside of the experimental detection frequency range. Beginning in the ground state, 

Figure 7A.2: Enumerated Liouville space pathways for the DHO model. The corresponding 

states and peaks are labeled in Fig. 7.9. 
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only excitations from |0〉 to |1〉 or |2〉 were considered, since other transitions fell outside of 

the experimental excitation frequency. While this model has only one vibration, there are still 

several possible pathways since no selection rules are enforced.  

 

 

Figure 7A.3: Enumerated Liouville space pathways for the H-bonding potential model. The 

corresponding states and peaks are labeled in Fig. 7.11. 


