
THE UNIVERSITY OF CHICAGO

EXPLORATION OF HIGHLY-CORRELATED SYSTEMS ON CLASSICAL AND

QUANTUM DEVICES

A DISSERTATION SUBMITTED TO

THE FACULTY OF THE DIVISION OF THE PHYSICAL SCIENCES

IN CANDIDACY FOR THE DEGREE OF

DOCTOR OF PHILOSOPHY

DEPARTMENT OF CHEMISTRY

BY

LEEANN MARIE SAGER-SMITH

CHICAGO, ILLINOIS

AUGUST 2023



Copyright © 2023 by LeeAnn Marie Sager-Smith

All Rights Reserved



To my loving and supportive family



TABLE OF CONTENTS

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xviii

ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xx

ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xxi

PREFACE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

I THE PRELIMINARIES

1 INTRODUCTION TO QUANTUM CHEMISTRY . . . . . . . . . . . . . . . . . 4
1.1 The Electronic Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Hartree Fock Theory and Second Quantization . . . . . . . . . . . . . . . . . 7

1.2.1 Introduction of the Hartree Fock Method . . . . . . . . . . . . . . . . 7
1.2.2 The Notation of Second Quantization . . . . . . . . . . . . . . . . . . 10
1.2.3 Hartree Fock Theory in Second Quantization . . . . . . . . . . . . . . 12

1.3 Post-Hartree Fock Theory and Electron Correlation . . . . . . . . . . . . . . 15
1.3.1 Full Configuration Interaction . . . . . . . . . . . . . . . . . . . . . . 15
1.3.2 Truncated Configuration Interaction . . . . . . . . . . . . . . . . . . 16
1.3.3 Møller-Plesset Perturbation Theory . . . . . . . . . . . . . . . . . . . 17
1.3.4 Coupled Cluster Theory . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.3.5 Multi-Reference Approaches . . . . . . . . . . . . . . . . . . . . . . . 19
1.3.6 Aside on Scaling in Electronic Structure Methodologies . . . . . . . . 20

2 REDUCED DENSITY MATRIX APPROACHES FOR QUANTUM CHEMISTRY 21
2.1 Reduced Density Matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2 N-Representability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.2.1 Constraints on the 1-RDM . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2.2 Constraints on the 2-RDM . . . . . . . . . . . . . . . . . . . . . . . . 24

2.3 Variational 2-RDM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.4 The Contracted Schrödinger Equation . . . . . . . . . . . . . . . . . . . . . 25
2.5 The Anti-Hermitian Contracted Schrödinger Equations . . . . . . . . . . . . 27

3 CONDENSATION PHENOMENA . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.1 Bose-Einstein Condensation . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.1.1 One-Body Density Matrix in Quantum Field Theory . . . . . . . . . 31
3.1.2 BEC and Off-Diagonal Long-Range Order . . . . . . . . . . . . . . . 32
3.1.3 The Ideal Bose Gas in a Box and the Critical Temperature . . . . . . 35
3.1.4 Brief Discussion of Non-Ideal Bose Condensation . . . . . . . . . . . 37
3.1.5 Experimental Realizations . . . . . . . . . . . . . . . . . . . . . . . . 39

iv



3.2 Fermion-Pair Condensation . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.2.1 The Ideal Fermi Gas . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2.2 A Brief Aside on the BEC and BCS Limits . . . . . . . . . . . . . . . 42
3.2.3 A Cooper Pair . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2.4 BCS Theory—Many Cooper Pairs . . . . . . . . . . . . . . . . . . . . 45
3.2.5 The Two-Particle Reduced Density Matrix and Long Range Order . . 47
3.2.6 The Antisymmetrized Geminal Powers (AGP) Model . . . . . . . . . 48
3.2.7 Experimental Realizations of Superconductors . . . . . . . . . . . . . 49

3.3 Exciton Condensation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.3.1 An Introduction to Excitons . . . . . . . . . . . . . . . . . . . . . . . 50
3.3.2 An Aside on Terminology . . . . . . . . . . . . . . . . . . . . . . . . 53
3.3.3 Simple Description of the Condensation of Excitons . . . . . . . . . . 55
3.3.4 Brief Aside on Counterflow Superconductivity . . . . . . . . . . . . . 60
3.3.5 Modified Particle-Hole Reduced Density Matrix and Long Range Order 60
3.3.6 Experimental Realization of the Condensation of Excitons . . . . . . 61
3.3.7 Experimental Signatures of Exciton Condensation . . . . . . . . . . . 62

3.4 Teasing the Fermion-Exciton Condensate . . . . . . . . . . . . . . . . . . . . 64

II EXCITON CONDENSATION IN MOLECULAR SYSTEMS

4 MOLECULAR EXCITON CONDENSATION IN BECHGAARD-LIKE TETRATHI-
AFULVALENE VAN DER WAALS LAYERED STRUCTURES . . . . . . . . . . 67
4.1 Chapter Synopsis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.3 Signature of Exciton Condensation . . . . . . . . . . . . . . . . . . . . . . . 71
4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.4.1 Initial Exploration of the TTF Bilayer System . . . . . . . . . . . . . 73
4.4.2 Varying Layer Offset . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.4.3 Varying the Number of Layers . . . . . . . . . . . . . . . . . . . . . . 76
4.4.4 Varying Charge on the TTF Layers . . . . . . . . . . . . . . . . . . . 79

4.5 Discussion and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.6 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

4.6.1 Direct Calculation of the 2-RDM and the Modified G-Matrix . . . . . 83
4.6.2 Large Eigenvalue of the Modified G-Matrix . . . . . . . . . . . . . . . 83
4.6.3 Visualization of Excitonic Modes . . . . . . . . . . . . . . . . . . . . 84

5 BEGINNINGS OF EXCITON CONDENSATION IN CORONENE ANALOG OF
GRAPHENE DOUBLE LAYER . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.1 Chapter Synopsis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.3 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

5.4.1 Exciton Population with Distance . . . . . . . . . . . . . . . . . . . . 89
5.4.2 Exciton Population with Twist Angle . . . . . . . . . . . . . . . . . . 93

v



5.5 Discussion and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.6 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.6.1 Computational Methods . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.6.2 Visualization Technique . . . . . . . . . . . . . . . . . . . . . . . . . 98

III CORRELATED STATES ON QUANTUM DEVICES

6 QUANTUM COMPUTING FOR MOLECULAR SIMULATION . . . . . . . . . . 101
6.1 Brief History of Quantum Computation in Molecular Computation . . . . . 102
6.2 Fundamentals of Quantum Computation . . . . . . . . . . . . . . . . . . . . 103

6.2.1 The Qubit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.2.2 Multi-Qubit States . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.2.3 Quantum Gates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
6.2.4 Measurement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.2.5 Errors on Quantum Computers . . . . . . . . . . . . . . . . . . . . . 112

6.3 The Simulation of Fermionic Systems . . . . . . . . . . . . . . . . . . . . . . 116
6.3.1 The Jordan-Wigner Transformation . . . . . . . . . . . . . . . . . . . 117
6.3.2 The Parity Basis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
6.3.3 The Bravyi-Kitaev Basis . . . . . . . . . . . . . . . . . . . . . . . . . 120

6.4 Quantum Algorithms for Quantum Chemistry . . . . . . . . . . . . . . . . . 122
6.4.1 The Variational Quantum Eigensolver . . . . . . . . . . . . . . . . . 123
6.4.2 Quantum Solver for the Anti-Hermitian Contracted Schrödinger Equa-

tion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

7 PREPARATION OF EXCITON CONDENSATE OF PHOTONS ON A 53-QUBIT
QUANTUM COMPUTER . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
7.1 Chapter Synopsis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
7.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
7.3 Signature of Exciton Condensation . . . . . . . . . . . . . . . . . . . . . . . 128
7.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

7.4.1 Condensation with 3 Excitons . . . . . . . . . . . . . . . . . . . . . . 130
7.4.2 Condensation with 3-to-53 Excitons . . . . . . . . . . . . . . . . . . . 135

7.5 Discussion and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
7.6 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

7.6.1 State Preparations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
7.6.2 Quantum Tomography of Particle-hole RDM . . . . . . . . . . . . . . 139
7.6.3 Quantum Device Specifications . . . . . . . . . . . . . . . . . . . . . 143

7.7 Supplemental Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
7.7.1 The Lipkin Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . 144
7.7.2 Bosonic and Fermionic Statistics For One Particle in Two Orbitals

Qubit Representation . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
7.7.3 Confidence Intervals for GHZ State Computations . . . . . . . . . . . 151
7.7.4 Simulation and Experimentation for Various Test Cases . . . . . . . . 153

vi



8 QUBIT CONDENSATION FOR ASSESSING EFFICACY OF MOLECULAR SIM-
ULATION ON QUANTUM COMPUTERS . . . . . . . . . . . . . . . . . . . . . 161
8.1 Chapter Synopsis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
8.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
8.3 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

8.3.1 Signature of Qubit Condensation. . . . . . . . . . . . . . . . . . . . . 164
8.3.2 Quantum Solver of the Anti-Hermitian Contracted Schrödinger Equa-

tion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
8.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
8.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
8.6 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

8.6.1 GHZ state preparation . . . . . . . . . . . . . . . . . . . . . . . . . . 176
8.6.2 Quantum tomography of the particle-hole RDM . . . . . . . . . . . . 176
8.6.3 Determination of Shannon entropy . . . . . . . . . . . . . . . . . . . 176
8.6.4 Determination of energy via the qACSE . . . . . . . . . . . . . . . . 177
8.6.5 Quantum device specification . . . . . . . . . . . . . . . . . . . . . . 178

9 COOPER-PAIR CONDENSATES WITH NONCLASSICAL LONG-RANGE OR-
DER ON QUANTUM DEVICES . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
9.1 Chapter Synopsis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
9.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
9.3 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182

9.3.1 The wave function: . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
9.3.2 The Signature of Non-Classical Off-Diagonal Long-Range Order (ODLRO)

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
9.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
9.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
9.6 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191

9.6.1 State Preparations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
9.6.2 Quantum Tomography for the Particle-Particle RDM . . . . . . . . . 192
9.6.3 Isolation of Number-Conserving Components . . . . . . . . . . . . . . 198
9.6.4 Description of Noise on Near-Term Quantum Devices . . . . . . . . . 202
9.6.5 Analysis of Errors Via Joint Probabilities of Occupation . . . . . . . 202
9.6.6 Experimental QASM Simulator and Quantum Device Specifications . 204
9.6.7 State Preparation Fidelity . . . . . . . . . . . . . . . . . . . . . . . . 204
9.6.8 Additional Device Data . . . . . . . . . . . . . . . . . . . . . . . . . . 204

IV THE FERMION-EXCITON CONDENSATE

10 POTENTIAL COEXISTENCE OF EXCITON AND FERMION PAIR CONDEN-
SATIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
10.1 Chapter Synopsis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
10.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
10.3 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214

vii



10.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216
10.5 Discussion and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 223

11 SIMULTANEOUS FERMION AND EXCITON CONDENSATIONS FROM A MODEL
HAMILTONIAN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224
11.1 Chapter Synopsis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224
11.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224
11.3 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226

11.3.1 Fermion-Pair Condensation . . . . . . . . . . . . . . . . . . . . . . . 226
11.3.2 Exciton Condensation . . . . . . . . . . . . . . . . . . . . . . . . . . 228
11.3.3 Fermion-Exciton Condensation . . . . . . . . . . . . . . . . . . . . . 230

11.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 232
11.4.1 The Minimal FEC . . . . . . . . . . . . . . . . . . . . . . . . . . . . 232
11.4.2 Higher-Particle FECs . . . . . . . . . . . . . . . . . . . . . . . . . . . 237

11.5 Discussion and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 238
11.6 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 242

11.6.1 Determination of Signatures of Condensation . . . . . . . . . . . . . . 242
11.6.2 Plastino’s Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 245
11.6.3 Supplemental Configurations . . . . . . . . . . . . . . . . . . . . . . . 247

12 ENTANGLED PHASE OF SIMULTANEOUS FERMION AND EXCITON CON-
DENSATIONS REALIZED . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251
12.1 Chapter Synopsis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251
12.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251
12.3 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 254

12.3.1 Signatures of Condensation . . . . . . . . . . . . . . . . . . . . . . . 254
12.3.2 Fermion-Exciton Condensate . . . . . . . . . . . . . . . . . . . . . . . 255

12.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 256
12.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 259
12.6 Supplemental Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . 261

12.6.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 261
12.6.2 Calibration Data for IBM Quantum Devices Employed . . . . . . . . 267
12.6.3 Extended Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269

V MACHINE LEARNING IN QUANTUM CHEMISTRY

13 INTRODUCTION TO MACHINE LEARNING . . . . . . . . . . . . . . . . . . . 277
13.1 The Basics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 277

13.1.1 Artificial Intelligence, Machine Learning, and Deep Learning . . . . . 277
13.1.2 Types of Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 279
13.1.3 Outline of Supervised Machine Learning Algorithm . . . . . . . . . . 280

13.2 Summary of Current Applications in Quantum Chemistry . . . . . . . . . . 282
13.3 Pros and Cons of Machine Learning in Quantum Chemistry . . . . . . . . . 282

viii



14 REDUCING THE QUANTUM MANY-ELECTRON PROBLEM TO TWO ELEC-
TRONS WITH MACHINE LEARNING . . . . . . . . . . . . . . . . . . . . . . . 284
14.1 Chapter Synopsis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 284
14.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 285
14.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 287
14.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 292
14.5 Experimental . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 296
14.6 Supplemental Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . 299

14.6.1 Prediction of CASSCF Energies with a Variable Active Space Size and
the STO-6G Basis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 299

14.6.2 Prediction of CASSCF Energies with an [10,10] Active Space and cc-
pVTZ Basis Set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 301

14.6.3 Prediction of CCSD Energies with a STO-6G Basis Set . . . . . . . . 301

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 305

ix



LIST OF FIGURES

3.1 A graphic representing the terminology introduced by Refs. [1] and [2] to describe
excitonic systems under different limits. . . . . . . . . . . . . . . . . . . . . . . . 53

4.1 The generic phase diagram for TMTSF/TMTTF salts with centrosymmetric an-
ions adapted from Ref. [3] is shown. . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.2 The largest eigenvalues of the particle-particle density matrix (λD, pink) and
the modified particle-hole density matrix (λG, blue) as a function of interlayer
distance are given for a bilayer of TTF molecules with no offset. . . . . . . . . . 74

4.3 Visualization of the exciton where the exciton’s particle is constrained to the px
orbital (shown in red) and where the probabilistic location of the exciton’s hole
is probed (in green and purple) for the TTF van der Waals structures composed
of 2, 3, 4, and 5 layers (pictured from left to right). . . . . . . . . . . . . . . . . 75

4.4 A figure demonstrating an offset bilayer system is shown with the interlayer dis-
tance (dint.), the offset distance (doff.), and S-S distances (dS−S) specified. . . 75

4.5 The largest eigenvalues of the particle-particle density matrix (λD, pink) and
the modified particle-hole density matrix (λG, blue) as a function of interlayer
distance are given for a bilayer of TTF molecules with an offset of 3.0 Å. . . . . 76

4.6 The two largest eigenvalues of the modified particle-hole RDM for TTF layered
systems of variable numbers of layers separated by 2.0 Å are shown. . . . . . . . 77

4.7 The largest (x’s) and second largest (o’s) eigenvalues of the modified particle-hole
matrix for four-layer TTF structures separated by 2.0 Å where charge is varied
from −1 per layer (−4 total charge) to +2 per layer (+8 total charge) are shown. 80

5.1 A scan over the exciton population in a single coherent quantum state (i.e., the
largest eigenvalue of the modified particle-hole RDM) versus the distance between
the two coronene layers for V2RDM-CASSCF calculations using a [24,24] active
space (blue) and CI-CASSCF calculations using a [10,10] active space (pink). A
STO-6G basis is utilized for both calculations. . . . . . . . . . . . . . . . . . . . 90

5.2 Visualizations of the non-rotated coronene bilayer systems for (a) 1.5 Å, (b) 2.0
Å, and (c) 2.5 Å where the gray-violet represents the probabilistic location of the
hole in the particle-hole wave function associated with the large eigenvalue for a
particle position in a fixed atomic orbital (gold). Variational 2-RDM calculations
with a [24,24] active space and STO-6G basis set are utilized for each visualization. 92

5.3 A scan over the exciton population in a single coherent quantum state (i.e., the
largest eigenvalue of the modified particle-hole RDM) versus (a)small or (b)large
angle variations are shown in the left-most and middle figure, and a scan over
exciton population versus interlayer distance for twist angles of 0 (blue), 15 (pink),
and 30 (degrees) is shown in the right-most figure. Activespace SCF calculations
with a [10,10] active space with a STO-6G basis are utilized for each plot. . . . 94

x



5.4 The progression of molecular systems in which benzene is completely surrounded
by (left to right) zero, one, two, and three complete rows of benzene are shown.
These molecules—which have one, seven, nineteen, and thirty-seven constituent
benzenes, respectively—would be necessary to extrapolate exciton condensate
behavior to the limit of an extended layer of graphene. . . . . . . . . . . . . . . 96

7.1 A schematic demonstrating the interpretation of the |010⟩ state as three (N)
particles in six (2N) orbitals in two triply-degenerate (N -degenerate) levels sep-
arated by some energetic gap. Each qubit (Q0, Q1, Q2) must contain a particle
in either the lower |0⟩ or upper |1⟩ level, and only vertical transitions are allowed. 127

7.2 (a) Simulated and (b) experimental data demonstrating that the occupation num-
bers (n4, n5, n6) of the 1-RDM lie in the generalized Pauli polytope (yellow re-
gion) with exciton condensate character (with λG increasing from blue to red )
emerging as the occupations saturate the vertex (0.5, 0.5, 0.5). . . . . . . . . . . 132

7.3 The largest eigenvalue λG of the modified particle-hole density matrix shown as a
function of the preparation angles θ2 and θ3 in the range [0, π2 ] with θ1 = 0 in Eq.
(7.4) for (a) simulated calculations, (b) experimental results, and (c) mitigated,
experimental results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

7.4 Plots showing (a) the largest eigenvalue of the 2G̃ matrix (blue) and the 2D ma-
trix(red) for simulated (dots) and all mitigated, experimental (×’s) calculations,
(b) the largest eigenvalue of the unmitigated, experimental 2G̃ matrix, and (c) the
sum of all eigenvalues of the unmitigated, experimental 2G̃ matrix demonstrat-
ing exciton condensation (λ > 1) for experiments of N qubits on the Yorktown
5-qubits IBM Quantum Experience device (blue), the Melbourne 15-qubit IBM
Quantum Experience device (red), and the Rochester 53-qubit IBM Quantum
Experience device (green). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

7.5 A Bloch sphere which represents a qubit is shown. . . . . . . . . . . . . . . . . . 159
7.6 The 95% confidence intervals for computed 53-qubit λG values obtained from the

Rochester 53-qubit IBM Quantum Experience device for the following sample
sizes: n=10, 15, 20, 25, 30. Confidence intervals are calculated according to the
methodology described in Sec. 7.7.3. . . . . . . . . . . . . . . . . . . . . . . . . 159

7.7 The largest eigenvalue of the unmitigated, experimental 2G̃ matrix for experi-
ments of N qubits for the GHZ State are shown for simulations (pink) and exper-
iments on the Yorktown 5-qubits IBM Quantum Experience device (violet), the
Melbourne 15-qubit IBM Quantum Experience device (teal), the Rochester 53-
qubit IBM Quantum Experience device (lime green), and the Rome 5-qubit IBM
Quantum Experience device (blue). Confidence intervals are calculated according
to the methodology described in Sec. 7.7.3. . . . . . . . . . . . . . . . . . . . . . 160

8.1 A schematic demonstrating noise in a NISQ device disrupting the correlations
between a system of seven qubits prepared in the maximally-entangled GHZ state.162

xi



8.2 A schematic demonstrating the quantum state preparation that yields the seven-
qubit GHZ state described by Eq. (8.10) with N = 7—where H represents the
Hadamard gate and where two-qubit CNOT gates are represented such that the
control qubit is specified by a dot connected to a target qubit represented by

⊕
. 168

8.3 The graph of the signature of qubit condensation (λG) for an N -qubit GHZ state
versus the number of qubits (N) for a QASM simulator (red), ibm_lagos (orange),
ibmq_jakarta (yellow), and ibm_perth (green). The associated slopes as well as
the λG corresponding to the three qubit (i.e., N = 3) GHZ state for each device
in this plot is specified in Table 8.1. . . . . . . . . . . . . . . . . . . . . . . . . . 170

8.4 For H2 with an internuclear distance of 1 Å, the energy at each iteration in the
solution of the ACSE utilizing the STO-6G basis on a QASM simulator (red),
ibm_lagos (orange), ibmq_jakarta (yellow), and ibm_perth (green) are shown
for (a) the one-qubit and two-qubit calculations where the grey line is the expected
FCI energy and where the shift corresponds to correcting the zeroth iteration to
the Hartree Fock energy and shifting the entire trajectory by this correction. . . 172

8.5 The graph of Shannon entropy (Se) for an N -qubit GHZ state versus the number
of qubits (N) for a QASM simulator (red), ibm_lagos (orange), ibmq_jakarta
(yellow), and ibm_perth (green). The assocated slopes for each device are shown
in Table 8.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

9.1 A schematic demonstrating the interpretation of the Cooper pairing of qubit
particles to create an overall Cooper-like paired state in a quantum system. . . . 181

9.2 A schematic demonstrating the possible configurations (i.e., each row) for a given
number r of qubits where a filled circle indicates the |1⟩ state which corresponds
to an occupied orbital and an unfilled circle represents the |0⟩ state which corre-
sponds to an unoccupied orbital. . . . . . . . . . . . . . . . . . . . . . . . . . . 181

9.3 A schematic demonstrating the quantum state preparation for the r = 4 AGP
wave function given in Eq. (9.8) where H represents the Hadamard gate which
maps |0⟩ to (|0⟩+ |1⟩)/

√
2 and |1⟩ to (|0⟩−|1⟩)/

√
2 and where each pair of qubits

is connected via a standard controlled-NOT (CNOT) gate with control • and
target ⊕. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184

9.4 The λD values for the overall ensemble state preparation for QASM simulation
and experimental melbourne results. . . . . . . . . . . . . . . . . . . . . . . . . 188

9.5 The λD values for the number-conserving substates of rank r = 14 for QASM
simulation and experimental melbourne results. . . . . . . . . . . . . . . . . . . 189

10.1 A figure demonstrating the elliptic trade-off between the signatures of fermion
pair condensation, λD, and exciton condensation, λG, is shown. . . . . . . . . . 214

10.2 Plots showing scans of λD versus λG are shown for unconstrained optimizations
with a characteristic elliptical fit for the (a) N = 3 and (b) N = 4 cases. . . . . 218

xii



10.3 Visualizations of the (a) particle-particle pairs (red) and the (b) particle-hole pairs
(blue) for optimizations of an N = 4 calculation demonstrating both exciton and
fermion pair condensation (λG=1.52, λD = 1.22) are shown. Note that the darker
the shade of each color, the greater the extent of particle-particle/particle-hole
pairing between orbitals. The units of pair character are dimensionless. . . . . 219

11.1 A figure of the condensate phase diagram in the phase space of the signatures of
particle-particle condensation, λD, and exciton condensation, λG, is shown. . . . 227

11.2 A pictorial representation of the model Hamiltonian we introduce in which there
are two N -degenerate energy levels—with energies − ϵ

2 and ϵ
2—with double ex-

citations and de-excitations, scattering in which one particle is de-excited while
another is simultaneously excited, and a pair-wise interaction term between sites
2j − 1 and 2j for j ∈ {1, 2, . . . , N} (yellow circles) is shown. Note that the
Lipkin-like excitations must occur within a site (p↔ p+N , blue arrow). . . . . 230

11.3 Configurations representing each of the five classes of non-zero basis states for the
FEC Hamiltonian for N, r = 4, 8 are shown where each label x, y, bool represents
the number of particles excited to the upper N -degenerate energy level (x), the
number of BCS-like pairs (y), and whether the configuration is consistent with
the Lipkin model (bool), where the degeneracy of each class of states is given in
parenthesis, and where green, yellow, and blue configurations represent that the
corresponding states are consistent with only the Lipkin Hamiltonian, only the
Pairing-Force Hamiltonian, or both Lipkin and PF Hamiltonians, respectively. . 233

11.4 Plots of λG versus λD where parameters in the FEC Hamiltonian are systemat-
ically varied are shown for systems involving (a) N = 4, (b) N = 6, (c) N = 8,
and (d) N = 10 particles in r = 2N orbitals. . . . . . . . . . . . . . . . . . . . . 235

11.5 The probabilities corresponding to each of the five classes of basis states (see
Fig. 11.3) consistent with the FEC Hamiltonian for N, r = 4, 8 are shown where
green, yellow, and blue bars correspond to the lowest eigenstate of the Lipkin
Hamiltonian, the Pairing-Force Hamiltonian, and FEC Hamiltonian, respectively. 236

11.6 The probabilities corresponding to each of the fourteen classes of basis states
consistent with the FEC Hamiltonian for N, r = 8, 16 are shown where green,
yellow, and blue bars correspond to the lowest eigenstate of the Lipkin Hamilto-
nian, the Pairing-Force Hamiltonian, and FEC Hamiltonian, respectively. Each
label x, y, bool, ζ, τ represents the number of particles excited to the upper N -
degenerate energy level (x), the number of BCS-like pairs (y), whether the con-
figuration is consistent with the Lipkin model (bool), the number of times BCS-like
pairs are “stacked” into the same site (ζ), and the number of times a diagonal
configuration occur in which either 2j − 1/2j + N or 2j − 1 + N/2j are simul-
taneously occupied where 2j − 1 and 2j are adjacent, paired orbitals (τ). These
values act as quantum numbers that define the degenerate classes of non-zero
basis functions composing the ground state to the FEC Hamiltonian. . . . . . . 239

11.7 Configurations representing how the Lipkin-like double excitation term (λ) and
scattering term (γ) in the FEC Hamiltonian relate the |4, 4, F, 1, 2⟩ basis state
for N, r = 8, 16 to BCS-like basis states. . . . . . . . . . . . . . . . . . . . . . . 240

xiii



11.8 A plot of λG versus λD where parameters in the Plastino Hamiltonian are sys-
tematically varied for N = 4 particles in r = 8 orbitals is shown. . . . . . . . . . 247

11.9 Configurations representing each of the eight classes of non-zero basis states for the FEC Hamil-
tonian for N, r = 6, 12 are shown. From top to bottom, the quantum numbers for each state are
given by |x, y, bool⟩ = |0, 3, T ⟩,|6, 3, T ⟩, |4, 1, T ⟩, |4, 3, T ⟩, |2, 3, F ⟩, |2, 3, T ⟩, |2, 1, T ⟩, |4, 3, F ⟩,
which represent the number of particles excited to the upper N -degenerate energy level (x),
the number of BCS-like pairs (y), and whether the configuration is consistent with the Lipkin
model (bool). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 248

11.10Configurations representing each of the fourteen classes of non-zero basis states for the FEC
Hamiltonian for N, r = 8, 16 are shown. From top to bottom, the quantum numbers for each
state are given by |x, y, bool, (ζ, τ)⟩ = |0, 4, T ⟩, |8, 4, T ⟩, |2, 4, F ⟩, |2, 4, T ⟩, |2, 2, T ⟩, |4, 4, F, 2⟩,
|4, 4, F, 1⟩, |4, 4, T ⟩, |4, 2, F, 1, 2⟩, |4, 2, T ⟩, |4, 0, T ⟩, |6, 2, T ⟩, |6, 4, T ⟩, |6, 4, F ⟩, which represent
the number of particles excited to the upper N -degenerate energy level (x), the number of
BCS-like pairs (y), and whether the configuration is consistent with the Lipkin model (bool); ζ
and τ are additional quantum numbers to clarify a few basis states where ζ corresponds to the
number of times BCS-like pairs are “stacked” into the same site such that orbitals 2j − 1, 2j,
2j − 1 + N , and 2j + N are all occupied and where τ corresponds to the number of diagonal
configurations in which either 2j − 1/2j +N or 2j − 1 +N/2j are both occupied where 2j − 1

and 2j are adjacent, BCS-paired orbitals. . . . . . . . . . . . . . . . . . . . . . . . . . 249
11.11Configurations representing each of the twenty classes of non-zero basis states for the FEC

Hamiltonian for N, r = 10, 20 are shown. From top to bottom, the quantum numbers for each
state are given by |x, y, bool, (ζ, τ)⟩ = |0, 5, T ⟩, |10, 5, T ⟩, |2, 5, F ⟩, |2, 5, T ⟩, |2, 3, T ⟩, |4, 5, F, 2⟩,
|4, 5, F, 1⟩, |4, 5, T ⟩, |4, 3, F, 1, 2⟩, |4, 3, T ⟩, |4, 1, T ⟩, |6, 5, F, 2⟩, |6, 5, F, 1⟩, |6, 5, T ⟩, |6, 3, F, 1, 2⟩,
|6, 3, T ⟩, |6, 1, T ⟩, |8, 3, T ⟩, |8, 5, T ⟩, |8, 5, F ⟩, which represent the number of particles excited
to the upper N -degenerate energy level (x), the number of BCS-like pairs (y), and whether
the configuration is consistent with the Lipkin model (bool); ζ and τ are additional quantum
numbers to clarify a few basis states where ζ corresponds to the number of times BCS-like pairs
are “stacked” into the same site such that orbitals 2j − 1, 2j, 2j − 1 + N , and 2j + N are all
occupied and where τ corresponds to the number of diagonal configurations in which either
2j−1/2j+N or 2j−1+N/2j are both occupied where 2j−1 and 2j are adjacent, BCS-paired
orbitals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 250

12.1 A figure of the condensate phase diagram in the phase space of the signatures
of particle-particle condensation, λD, and exciton condensation, λG,—previously
presented as Fig. 1 in Ref. [4]—is shown. . . . . . . . . . . . . . . . . . . . . . . 253

12.2 A schematic demonstrating the fermionic quantum state preparation that yields
an entanglement of the non-zero elements of the separate particle-particle and
particle-hole condensates [5, 6], where Ry and Rz represent rotations about the
y and z axes of the Bloch sphere and where two-qubit gates are represented such
that the control qubit is specified by a dot connected to the target qubit, which
is specified by the appropriate gate. The wave function that results from this
state preparation is given in the Supplemental Information. Note that the con-
densate character—and hence the signatures of condensation λG, λD—are varied
by scanning over input angles (θ1, θ2). . . . . . . . . . . . . . . . . . . . . . . . 256

xiv



12.3 The eigenvalues of the 2D and 2G̃ matrices (λD and λG, respectively) for vari-
ous states prepared on IBM Quantum’s (a) Santiago [7] and (b) Melbourne [8]
quantum computers before and after error mitigation via projection are plotted
against the elliptical fit [4] obtained from the unconstrained scan of λD versus
λG. Note that the average value and standard deviation of ten trials per state
preparation are shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 259

12.4 A schematic demonstrating the bosonic quantum state preparation that yields
Eq. (12.6) where α, β, and γ depend on the angles of rotation (θ1 and θ2), where
Ry and Rz represent rotations about the y and z axes of the Bloch sphere, and
where two-qubit gates are represented such that the control qubit is specified by
a dot connected to the target qubit, which is specified by the appropriate gate. . 262

12.5 A scan of λD versus λG where the rotation angles in Fig. 10.2b are obtained
via multiobjective optimization of λDG (see Eq. (12.7)) is plotted against the
unconstrained scan of and the corresponding elliptical fit from Ref. [4]. These
optimized angles are used to specify state preparations on the experimental quan-
tum computers employed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 264

14.1 Graphic demonstrating algorithm flow. For a given molecule, a trained convolu-
tional neural network is used to predict the Boltzmann-like correlation tempera-
ture (Tf ) with the eigenfunctions of the reduced Hamiltonian (ϵj) and the Hartree
Fock correlation temperature (Ti) as inputs. The correlation temperature (Tf )
allows for the approximation of the geminal populations (pf,j) by Eq. (14.4),
which is sufficient for the prediction of the energy by Eq. (14.3). . . . . . . . . . 287

14.2 Example of geminal energies and probabilities. For (a) benzene, we can use
the (b) geminal energies ϵi to learn the (c) geminal probabilities pi—both of
which are computed here from a [Ne = 6, No = 6] complete active-space self-
consistent-field (CASSCF) using the minimal Slater-type orbital basis set with
six Gaussian primitive functions representing each Slater-type orbital (STO-6G).
Knowing both geminal energies and geminal populations is sufficient to determine
molecular energies via Eq. (14.3). . . . . . . . . . . . . . . . . . . . . . . . . . . 290

14.3 Octane data. Hartree Fock energies (HF, blue diamonds), (a) Complete Active Space
Self-Consistent Field/(b) Coupled Cluster Single Double (CASSCF/CCSD, black boxes)
energies, and energy values predicted via utilization of Convolutional Neural Networks
(CNN, green circles) are shown for the series of octane isomers. As can be seen, the
CNN methodology trained on smaller hydrocarbon data fairly accurately recovers the
correlation energy. Isomer labels are given by [8.01: ‘Octane’, 8.02: ‘2-Methylheptane’,
8.03: ‘3-Methylheptane’, 8.04: ‘4-Methylheptane’, 8.05: ‘2,2-Dimethylhexane’, 8.06:
‘2,3-Dimethylhexane’, 8.07: ‘2,4-Dimethylhexane’, 8.08: ‘2,5-Dimethylhexane’, 8.09:
‘3,3-Dimethylhexane’, 8.10: ‘3,4-Dimethylhexane’, 8.11: ‘3-Ethylhexane’, 8.12: ‘2,2,3-
Trimethylpentane’, 8.13: ‘2,2,4-Trimethylpentane’, 8.14: ‘2,3,3-Trimethylpentane’, 8.15:
‘2,3,4-Trimethylpentane’, 8.16: ‘3-Ethyl-2-Methylpentane’, 8.17: ‘3-Ethyl-3-Methylpen-
tane’, 8.18: ‘2,2,4,4-Tetramethylbutane’]. Hartree Fock, CASSCF, and CCSD calcula-
tions are all computed here using Dunning’s double-zeta (cc-pVDZ) basis set with the
CASSCF calculations employing a [Ne = 8, No = 8] active space. . . . . . . . . . . . 293

xv



14.4 Large hydrocarbon data. Hartree Fock energies (HF, blue diamonds), Complete
Active Space Self-Consistent Field energies (CASSCF, black boxes), and energy
values predicted via utilization of Convolutional Neural Networks (CNN, green
circles) per number of carbons are shown for the series of straight-chained hydro-
carbons from octane through pentadecane. As can be seen, the CNN methodology
trained on smaller hydrocarbon data fairly accurately recovers the correlation en-
ergy. Isomer labels are given by [8: ‘Octane’, 9: ‘Nonane’, 10: ‘Decane’, 11:
‘Undecane’, 12: ‘Dodecane’, 13: ‘Tridecane’, 14: ‘Tetradecane’, 15: ‘Pentade-
cane’]. Both Hartree Fock and CASSCF calculations are computed here using
Dunning’s double-zeta (cc-pVDZ) basis set with the CASSCF calculations em-
ploying a [Ne = 8, No = 8] active space. . . . . . . . . . . . . . . . . . . . . . . 294

14.5 Hartree Fock energies (HF, blue diamonds), Complete Active Space Self-Consistent
Field energies (CASSCF, black boxes), and energy values predicted via uti-
lization of Convolutional Neural Networks (CNN, green circles) are shown for
the series of octane isomers. As can be seen, the CNN methodology trained
on smaller hydrocarbon data fairly accurately recovers the correlation energy.
Isomer labels are given by [8.01: ‘Octane’, 8.02: ‘2-Methylheptane’, 8.03: ‘3-
Methylheptane’, 8.04: ‘4-Methylheptane’, 8.05: ‘2,2-Dimethylhexane’, 8.06: ‘2,3-
Dimethylhexane’, 8.07: ‘2,4-Dimethylhexane’, 8.08: ‘2,5-Dimethylhexane’, 8.09:
‘3,3-Dimethylhexane’, 8.10: ‘3,4-Dimethylhexane’, 8.11: ‘3-Ethylhexane’, 8.12:
‘2,2,3-Trimethylpentane’, 8.13: ‘2,2,4-Trimethylpentane’, 8.14: ‘2,3,3-Trimethyl
pentane’, 8.15: ‘2,3,4-Trimethylpentane’, 8.16: ‘3-Ethyl-2-Methylpentane’, 8.17:
‘3-Ethyl-3-Methylpentane’, 8.18: ‘2,2,4,4-Tetramethylbutane’]. Both Hartree Fock
and CASSCF calculations are computed here using the STO-6G basis set with the
CASSCF calculations employing the following active spaces: [Ne = 2, No = 2]
for isomers of ethane; [Ne = 4, No = 4] for isomers of propane and butane;
[Ne = 6, No = 6] for isomers of pentane and hexane; and [Ne = 8, No = 8] for
isomers of heptane and octane. . . . . . . . . . . . . . . . . . . . . . . . . . . . 300

14.6 Hartree Fock energies (HF, blue diamonds), Complete Active Space Self-Consistent
Field energies (CASSCF, black boxes), and energy values predicted via utilization
of Convolutional Neural Networks (CNN, green circles) are shown for the series of
octane isomers. As can be seen, the CNN methodology trained on smaller hydro-
carbon data fairly accurately recovers the correlation energy. Isomer labels are
given by [8: ‘Octane’, 9: ‘Nonane’, 10: ‘Decane’, 11: ‘Undecane’]. Both Hartree
Fock and CASSCF calculations are computed here using the cc-pVTZ basis set
with the CASSCF calculations employing the [Ne = 10, No = 10] active space. . 302

xvi



14.7 Hartree Fock energies (HF, blue diamonds), Coupled Cluster Single Double ener-
gies (CCSD, black boxes), and energy values predicted via utilization of Convo-
lutional Neural Networks (CNN, green circles) are shown for the series of octane
isomers. As can be seen, the CNN methodology trained on smaller hydrocarbon
data fairly accurately recovers the correlation energy. Isomer labels are given
by [8.01: ‘Octane’, 8.02: ‘2-Methylheptane’, 8.03: ‘3-Methylheptane’, 8.04: ‘4-
Methylheptane’, 8.05: ‘2,2-Dimethylhexane’, 8.06: ‘2,3-Dimethylhexane’, 8.07:
‘2,4-Dimethylhexane’, 8.08: ‘2,5-Dimethylhexane’, 8.09: ‘3,3-Dimethylhexane’,
8.10: ‘3,4-Dimethylhexane’, 8.11: ‘3-Ethylhexane’, 8.12: ‘2,2,3-Trimethylpentane’,
8.13: ‘2,2,4-Trimethylpentane’, 8.14: ‘2,3,3-Trimethylpentane’, 8.15: ‘2,3,4-Tri
methylpentane’, 8.16: ‘3-Ethyl-2-Methylpentane’, 8.17: ‘3-Ethyl-3-Methylpentane’,
8.18: ‘2,2,4,4-Tetramethylbutane’]. Both Hartree Fock and CCSD calculations
are computed here using the cc-pVDZ basis set. . . . . . . . . . . . . . . . . . . 303

14.8 Large hydrocarbon data. Hartree Fock energies (HF, blue diamonds), Coupled
Cluster Single Double energies (CCSD, black boxes), and energy values predicted
via utilization of Convolutional Neural Networks (CNN, green circles) per number
of carbons are shown for the series of straight-chained hydrocarbons from octane
through pentadecane. As can be seen, the CNN methodology trained on smaller
hydrocarbon data fairly accurately recovers the correlation energy. Isomer labels
are given by [8: ‘Octane’, 9: ‘Nonane’, 10: ‘Decane’, 11: ‘Undecane’, 12: ‘Dode-
cane’, 13: ‘Tridecane’, 14: ‘Tetradecane’, 15: ‘Pentadecane’]. Both Hartree Fock
and CCSD calculations are computed here using the STO-6G basis set. . . . . . 304

xvii



LIST OF TABLES

1.1 Summary of computational scaling for various electronic structure methodologies
summarized from Refs. [9] and [10]. . . . . . . . . . . . . . . . . . . . . . . . . . 20

7.1 Eigenvalue table for the 2G̃ matrix for simulated (λsim.
G ), mitigated experimental

(λmit.
G ), and experimental (λexp.G ) GHZ state results. . . . . . . . . . . . . . . . . 134

7.2 Simulated and non-mitigated, experimental λG values for the |+⟩⊗N state where
N = 3, 4, and 5 qubits. Experiments were conducted on IBM’s Quantum Expe-
rience Yorktown (ibmqx2) device. . . . . . . . . . . . . . . . . . . . . . . . . . 154

7.3 Simulated and non-mitigated, experimental λG values for the 1
2 |0⟩

⊗N ⟨0|⊗N +
1
2 |1⟩

⊗N ⟨1|⊗N state where N = 3, 4, and 5 qubits. Experiments were conducted
on IBM’s Quantum Experience Yorktown (ibmqx2) device. . . . . . . . . . . . 155

7.4 Simulated and non-mitigated, experimental λG values for N -qubit systems com-
posed of N

2 independent |ϕ+⟩ and |ψ+⟩ Bell states where N = 4, 6, 8, and 10
qubits. Experiments were conducted on IBM’s Quantum Experience Melbourne
(ibmq_16_melbourne) device. . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

7.5 Simulated and non-mitigated, experimental eigenvalues of the 2G̃ which exceed
one for N -qubit systems composed of N

6 independent 6-qubit GHZ States where
N = 6, 12, 18, and 24 qubits. Experiments were conducted on IBM’s Quantum
Experience Rochester (ibmq_rochester) device. . . . . . . . . . . . . . . . . . . 157

8.1 A table summarizing the slope of λG vs. N for an N -qubit GHZ state on a
simulator and three experimental devices as well as the λG value for a three-
qubit GHZ state on each device, the slope of Shannon entropy versus N for an
N -qubit GHZ state on each device, and the quantum volume of each device. . . 171

9.1 The joint probability of the occupation numbers of other orbitals (qubits) if the
first orbital (Q0) is filled for QASM simulation (sim.) and ibmq_16_melbourne
results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203

9.2 All eigenvalue (λD) information for the non-number-conserving overall state (all)
and the number-conserving substates are given with state preparation fidelities
(F) and joint probability of occupation numbers of other orbitals (qubits) if the
first orbital (Q0) is filled for ibmq_16_melbourne. . . . . . . . . . . . . . . . . 205

9.3 All eigenvalue (λD) information for the non-number-conserving overall state (all)
and the number-conserving substates are given with state preparation fidelities
(F) and joint probability of occupation numbers of other orbitals (qubits) if the
first orbital (Q0) is filled for QASM simulation. . . . . . . . . . . . . . . . . . . 206

9.4 Calibration data for “Yorktown” . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
9.5 Calibration data for “Santiago” . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
9.6 Calibration data for “Melbourne” . . . . . . . . . . . . . . . . . . . . . . . . . . 208
9.7 Calibration data for “Rochester” . . . . . . . . . . . . . . . . . . . . . . . . . . . 208

xviii



9.8 All eigenvalue information for the non-number-conserving overall state (all) and
the number-conserving substates are given with joint probability of occupation
numbers of other orbitals (qubits) if the first orbital (Q0) is filled for ibmq_5_
yorktown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209

9.9 All eigenvalue information for the non-number-conserving overall state (all) and
the number-conserving substates are given with joint probability of occupation
numbers of other orbitals (qubits) if the first orbital (Q0) is filled for ibmq_
santiago. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209

9.10 All eigenvalue information for the non-number-conserving overall state (all) and
the number-conserving substates are given with joint probability of occupation
numbers of other orbitals (qubits) if the first orbital (Q0) is filled for ibmq_
rochester. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210

12.1 Table of eigenvalues for the 2G̃ (λG) and 2D (λD) matrices obtained from noise
model simulating errors from real-world quantum computers both before (full)
and after (projected) error mitigation via projection of appropriate components
to zero. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 260

12.2 Calibration data for “Santiago” . . . . . . . . . . . . . . . . . . . . . . . . . . . 268
12.3 Calibration data for “Melbourne” . . . . . . . . . . . . . . . . . . . . . . . . . . 268
12.5 “Santiago” Device One Standard Deviation Ranges . . . . . . . . . . . . . . . . 272
12.6 “Santiago” Device Two Standard Deviation Ranges . . . . . . . . . . . . . . . . 273
12.7 “Melbourne” Device One Standard Deviation Ranges . . . . . . . . . . . . . . . 274
12.8 “Melbourne” Device Two Standard Deviation Ranges . . . . . . . . . . . . . . . 275

xix



ACKNOWLEDGMENTS

Many thanks and much admiration goes to David Mazziotti, my Ph.D. advisor, who started

me on the path to realizing this research and supported me along the journey. Additional

thanks to the members of the Mazziotti Research Group—past and present—who have men-

tored me throughout my time at the University of Chicago, collaborated on research, and/or

supplied moral support: Shiva Safaei, Anthony Schlimgen, Kade Head-Marsden, Ali Raeber,

Scott Smart, Jan-Niklas Boyn, Simon Ewing, Daniel Gibney, Anna Schouten, Samuel War-

ren, Irma Avdic, Lily Payne, Luis Delgado Granados, and Jordan Klevens. Further gratitude

to the other members of my committee—Dr. Sarah King, and Dr. Suri Vaikuntanathan—for

reading this document critically and evaluating my thesis defense. Moreover, I’d like to ac-

knowledge the Eckhardt Fellowship and the NSF Graduate Research Fellowship for providing

financial support throughout my graduate career as well as IBM’s Quantum Experience and

Amazon Braket for supplying reliable access to quantum computers during the course of my

research. Additional thanks to the quantum computing and machine learning communities

at large—especially those who answered my questions on Slack and Stack Exchange.

Further, the encouragement that my loved ones have supplied throughout my graduate

career should not be overlooked. Thank you so much to my husband—Jordan Smith—for

holding my hand through the stressful times that come with big life changes. Thank you

to my parents—Kent and Michelle Sager—for always providing the reassurance and love

I needed to follow my dreams. Thanks to my extended support system—including my

brother, Daniel Sager; the Archambaults, Emily, Jacob, and Matthew; my good friends,

Alyssa Osborn, Natasha Chemey, and Anna Fox; my grandparents, both the Sager and

Turner variety; my in-laws, the Smith/Arehart/Zwingelberg crew as well as Amanda Sager;

and my aunts, uncles, and cousins that are framily as well as family. I am very lucky to have

so many people who love me, and I feel very fortunate for needing to make such a lengthy

acknowledgement.

xx



ABSTRACT

Elucidation of many chemical behaviors and properties depends on our ability to model the

physics of electron-electron interactions at reasonable computational expense with correla-

tion phenomena often being integral to predicting behaviors and properties of molecules and

materials of contemporary interest. A particularly sought-after consequence of a type of

correlation is superconductivity, which traditionally results from the Bose-Einstein-like con-

densation of Cooper (electron-electron) pairs. However, all currently-known superconductors

condense at either too-low of temperatures or too-high of pressures to be commercially-viable.

A possible solution to this limitation is the utilization of excitonic superfluidity arising from

the condensation of particle-hole pairs (excitons) which are expected to condense at higher

temperatures due to their decreased mass and which can result in the frictionless flow of

excitation energy and—in bilayer systems—counterflow superconductivity. The first chap-

ters of this text focus on the identification of the beginnings of exciton condensation in

molecular-scale analogues of extended systems in an effort to contribute to rational design

of molecularly-scaled exciton condensates. Then, the simulation of both Cooper pair and

exciton condensates on quantum devices is described, which establishes a new avenue for the

creation and characterization of condensation phenomena and is an important step toward

more complex modeling of phenomena with significant quantum long-range order on quantum

computers. The following chapters introduce fermion-exciton condensates (FECs)—novel

quantum states that simultaneously exhibit the character of superconducting states and

exciton condensates and may demonstrate hybrid properties of both. In this thesis, these

FECs are computationally and theoretically predicted, described with a model Hamiltonian,

and experimentally prepared on a quantum device. Finally, machine learning is used to

reduce the many-electron problem to an effective two-electron problem, decreasing effective

computational scaling with system size.

xxi



PREFACE

In science one tries to tell people, in such a way as to be understood by everyone,

something that no one ever knew before.
—Paul Dirac

Before you lies the culmination of the last five years of my professional life. I began the

work that led up to this document in July 2018 during my summer rotation in the Mazz-

iotti group when we asked the deceptively-simple question: “Is it possible to have a system

that demonstrates both superconductivity and exciton condensation?” Many months—and

much back-and-forth with David (my advisor), Shiva (a post-doc that mentored me), and

several reviewers—later, we had our answer: “Yes.” Rather than satisfying my curiosity,

this answer—as all good answers do—led to more questions. Now that we knew that this

so-called fermion exciton condensate (FEC) was possible, we asked “What sorts of systems

will demonstrate an FEC? What sorts of properties will those systems have? Can FECs be

realized experimentally?” These questions have motivated much of my work over the past

five years and led to additional insights along the way.

First, although molecular systems that demonstrate superconductivity are well-studied,

we needed to elucidate the types of systems that may demonstrate exciton condensation

in their ground state, which led to works on exciton condensation in molecular systems

presented in Part II. Further, quantum devices provide one of the few avenues for the ex-

perimental preparation of quantum systems directly available to us theorists. With a goal

of directly preparing a FEC on a quantum device, I first gained insight by preparing exciton

condensates and condensates of Cooper pairs on quantum systems as presented in Part III.

Then, in Part IV, I introduce FECs with my first paper in the Mazziotti group and go on to

answer a few of the above questions by leveraging the information gained from studying ex-

citon and Cooper pair condensation to introduce a model Hamiltonian that describes FECs

and prepare a FEC on a quantum device. I predict that my future work at Saint Mary’s
1



College—where I’m to start as the new Assistant Professor of Physical Chemistry in Fall

Semester 2023—will likely continue to focus on exploring fermion-exciton condensates.

The only section of this document that does not fit this narrative is my recent interest

in Machine Learning approaches for quantum chemistry, which is presented in Part V. This

study is alternatively motivated by a desire to decrease the expense of quantum chemical

computations, which scales prohibitively with system size—a distinct but worthy goal.

In this thesis, I try to follow the edict of Dirac and make my work as understandable as

possible to a general chemistry audience who may not be familiar with electronic structure

theory, reduced density matrix approaches, condensation phenomena, quantum computation,

and machine learning. As such, I provide chapters preliminarily introducing these topics.

Unless previously familiar, I suggest that readers engage with Chapters 1 and 2 as a primer

before approaching the rest of this document. Further, while Part V can be understood

without Chapter 3, it is a good resource to review before reading the rest of this document.

Introductions to both quantum chemistry and machine learning are given in Chapters 6 and

13, respectively, immediately preceding the chapters for which they are relevant.

While this thesis only contains a selection of my work on which I was the primary author,

all of the works to which I have contributed are given by Refs. [4, 5, 11–25]. Chapter 4 is

additionally included in this document as a previous version of Ref. [24] where I focus on

Bechgaard-like TTF van der Waal heterostructures before Anna reworked the project into

its current, much-improved, published form which instead focuses on a nickel TTF polymer

similar to those studied by John Anderson’s group.

I want to thank you, the reader, for taking the time to peruse this document. I hope

that it helps you in your own research or in your understanding of my work.

LeeAnn M. Sager-Smith

Chicago, IL
May 2023
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Part I

The Preliminaries
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CHAPTER 1

INTRODUCTION TO QUANTUM CHEMISTRY

Quantum chemistry involves describing chemical energies, properties, behaviors, and pro-

cesses using theoretical tools based on the tenants of quantum mechanics in an attempt to

discover, understand, and/or predict some chemical phenomenon. As the Schrödinger equa-

tion defines the state of a quantum system, determining the behavior of an atom or molecule

can be accomplished by exactly solving the Schrödinger equation. However, the Schrödinger

equation can only be exactly solved for one-electron atoms or molecules. The problem of

quantum mechanics was perhaps best summarized by P. A. M. Dirac—a pioneer of early

quantum mechanics—in 1929:

The underlying physical laws necessary for the mathematical theory of a large

part of physics and the whole of chemistry are thus completely known, and the

difficulty is only that the exact application of these laws leads to equations much

too complicated to be solvable.

Realization of a practical quantum mechanical theory, then, requires approximate methods

for the calculation of wave functions and prediction of observables including energy, equi-

librium geometries, etc. The development and implementation of such methodologies have

been at the heart of quantum chemistry over the past century, and all implementations of

quantum mechanical principles in this dissertation are accomplished via such approximate

methodologies.
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1.1 The Electronic Hamiltonian

The state of a quantum system can be found via the time-independent, non-relativistic

Schrödinger equation given by [9, 26–31]

Ĥ|Ψ⟩ = E|Ψ⟩ (1.1)

with the molecular system being specified according to a wave function (|Ψ⟩) and a Hamil-

tonian (Ĥ). Equation (1.1) is an eigenvalue equation which yields a set of eigenstates {|ψk⟩}

that are stationary states of the Hamiltonian and a related set of eigenvalues {Ek} that cor-

respond to the energies of those states. Determining an adequate set of solutions ({|ψk⟩})

allows for the predictions of molecular properties of interest.

As the total energy for an atom or molecule is determined by kinetic energy as well as

the Coulombic interactions between nuclei and electrons, the Hamiltonian for a molecular

system (in atomic units) is given by [9, 27–31]

Ĥ = −
∑
I

1

2MI
∇2
I +

∑
I<J

ZIZJ
rIJ

−
∑
i

1

2
∇2
i −

∑
I,i

ZI
rIi

+
∑
i<j

1

rij
(1.2)

where nuclei are indexed by I, electrons are indexed by i, ZI is the charge of a given nucleus,

MI describes the mass of a nucleus, rab describes the distance between two particles, and

∇2 is the Laplacian

∇2 =
d2

dx2
+

d2

dy2
+

d2

dz2
. (1.3)

A common simplification that is often applied to Eq. (1.2) is the Born-Oppenheimer (BO)

approximation [30, 32]. In the BO approximation, the nuclei are assumed to be stationary

with respect to the electrons. This leads to zero nuclear kinetic energy and constant nuclear-
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nuclear Coulombic energy and yields the electronic Hamiltonian

Ĥe(
#»

R) = −
∑
i

1

2
∇2

i −
∑
I,i

ZI
rIi

+
∑
i<j

1

rij
(1.4)

which is parameterized by a given, fixed configuration of nuclear positions
#»

R. The electronic

Schrödinger equation is hence

Ĥe(
#»

R)|Φ⟩ = Ee(
#»

R)|Φ⟩ (1.5)

which will have electronic eigenstates given by |ϕk⟩. Once the electronic Schrödinger equation

has been solved, one can write a related effective nuclear Hamiltonian

ĤN = −
∑
I

1

2MI
∇2

I + Ee(
#»

R) (1.6)

where Ee(
#»

R) are the eigenvalues of the electronic Schrödinger equation—implying that the

nuclei move on an effective potential surface determined by the electronic energy. The

eigenstates of the nuclear Schrödinger equation

ĤN |χ⟩ = EN |χ⟩ (1.7)

—denoted as |χk⟩—correspond to the nuclear wavefunctions.

Given a solution to the nuclear Schrödinger equation (|χk⟩) and a given set of solutions

to the electronic Schrödinger equation ({|ϕk⟩}), the total system wave function is then given

according to

|Ψ⟩ = |Φ( #»

R; #»r )⟩|χ( #»

R)⟩ (1.8)

which indicates that the nuclear and electronic degrees of freedom are decoupled. However,

this overall wave function is not a solution to the overall molecular Schrödinger equation as

6



can be seen from the decoupling term:

(Ĥ − E)|Ψ⟩ = −
∑
I

1

2MI

(
|χk⟩∇2

I |ϕk⟩+ 2∇I |χk⟩∇I |ϕk⟩
)
. (1.9)

While this decoupling term needs to be considered under certain conditions—such as systems

in fields with strongly fluctuating nuclear degrees of freedom—, it can often be ignored due

to the large nuclear mass (MI) in the denominator. As such, the Born-Oppenheimer ap-

proximation will be invoked throughout this thesis, and only electronic chemistry—electronic

Hamiltonians and electronic wave functions—will be considered for molecular systems.

1.2 Hartree Fock Theory and Second Quantization

1.2.1 Introduction of the Hartree Fock Method

The simplest approximation for the solution of the electronic Schrödinger equation is the

Hartree Fock method [30, 33–35], which employs a mean field approximation. In this approx-

imate methodology, we consider a system of non-interacting electrons having a Hamiltonian

of the form

Ĥ =
∑
i

h(i) (1.10)

where h(i) encompasses both kinetic energy and potential energy of the ith electron with the

electron-electron potential experienced for that single electron being the average potential

arising from the presence of the other electrons, yielding an effective one-electron Hamiltonian

[30]. The one-electron Hamiltonian h(i) has a corresponding eigenvalue equation given by

h(i)|γJ ( #»x i)⟩ = ϵJ |γJ ( #»x i)⟩ (1.11)
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where #»x i represents both the spatial and spin coordinates for electron i, where {γJ} is the

set of eigenfunctions of h(i) which can be taken to be a set of spin orbitals, and where the

corresponding eigenvalue (ϵJ ) is thus the orbital energy of the J th spin orbital.

Because the N -electron Hamiltonian given in Eq. (1.10) is a sum of one-electron Hamil-

tonians, the eigenfunctions for the overall Hamiltonian are given by a simple product of the

spin orbital wave functions (i.e., Hartree product) or

|ΨH( #»x 1,
#»x 2, . . .

#»xN )⟩ = |γI( #»x 1)⟩|γJ ( #»x 2)⟩ · · · |γK( #»xN )⟩. (1.12)

The related eigenvalues (E) are therefore a sum of the spin orbital energies of each spin

orbital contributing to |ΨH⟩ or

E = ϵI + ϵJ + · · ·+ ϵK . (1.13)

This Hartree product, however, doesn’t account for the antisymmetry of fermionic par-

ticles, which necessitates that a many-electron wave function obey

|Ψ( #»x 1, . . . ,
#»x i, . . . ,

#»x j , . . . ,
#»xN )⟩ = −|Ψ( #»x 1, . . . ,

#»x j , . . . ,
#»x i, . . . ,

#»xN )⟩ (1.14)

upon interchanging the coordinates of any two electrons i and j. However, we can obtain ap-

propriately antisymmetrized wave functions through defining the Hartree Fock wave function

as a Slater determinant given by

|ΨHF ⟩ =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣∣

γ1(1) γ2(1) · · · γN (1)

γ1(2) γ2(2) · · · γN (2)

...
... . . . ...

γ1(N) γ2(N) · · · γN (N)

∣∣∣∣∣∣∣∣∣∣∣∣∣
(1.15)
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where we have simplified the representation for the spatial and spin coordinates for electron

i from #»x i to simply i. This Slater determinant can be conveniently represented using the

wedge product of Grassmann algebra [36, 37] according to

|ΨHF ⟩ = |γ1(1) ∧ γ2(2) ∧ · · · ∧ γN (N)⟩ (1.16)

with the normalization constant assumed. As required by antisymmetry, Eq. (1.16) does

indeed satisfy

|γ1(1)∧· · ·∧γi(2)∧· · ·∧γj(3)∧· · ·∧γN (N)⟩ = −|γ1(1)∧· · ·∧γj(2)∧· · ·∧γi(3)∧· · ·∧γN (N)⟩.

(1.17)

A single wedge product of orbitals—such as that shown in Eq. 1.16—is the simplest

antisymmetric wave function capable of representing the ground state of an N -electron sys-

tem. In quantum mechanics, the variational principle [9, 27–31] states that the expectation

value of the Hamiltonian for any trial wave function |Ψtr⟩—i.e., the energy of the trial wave

function Etr—will always follow

Etr =
⟨Ψtr|Ĥ|Ψtr⟩
⟨Ψtr|Ψtr⟩

≥ ⟨Ψgs|Ĥ|Ψgs⟩ = Egs (1.18)

where |Ψgs⟩ and Egs are the true ground state electronic wave function and electronic energy,

respectively. From this variational principle, then, the best single orbital wedge product

wave function (|Ψo⟩)—i.e., the best Hartree Fock wave function—is the one that yields the

minimum expectation value for the full electronic Hamiltonian

Eo = ⟨Ψo|Ĥ|Ψo⟩ (1.19)

and hence yields the minimum electronic energy (Eo) for a wave function of this functional

form. By minimizing electronic energy with respect to the choice of spin orbitals, the Hartree

9



Fock equation can be derived, and the Hartree Fock ground state can be identified. This

process will be further outlined in Sec. 1.2.3.

1.2.2 The Notation of Second Quantization

Up until this juncture, we have utilized first quantization [30, 38–40]—the original notation

of quantum mechanics with which the reader may have greater familiarity. However, another

notation—called second quantization—is utilized throughout this dissertation. While second

quantization introduces no new physics, it is often a convenient representation for treating

many-electron systems. To construct the formalism of second quantization, we first need to

define operators which change the number of particles within a system. A creation operator

â
†
i acts on an arbitrary N -electron wave function to produce a (N+1)-electron wave function

by creating an electron in the spin orbital γi. This is formally defined according to

â
†
i |ΨN ⟩ = |ΨN+1⟩ = |γi(N + 1) ∧ΨN ⟩ (1.20)

where—by convention—electrons are numbered from right to left. Similarly, an annihilation

operator âi—which is the adjoint of the creation operator â†i—acts on an arbitraryN -electron

wave function to produce a (N − 1)-electron wave function by annihilating an electron in

the spin orbital γi according to

âi|ΨN ⟩ = |ΨN−1⟩ =
∫
γ∗i (N)|ΨN ⟩dN. (1.21)

Note that—as is required by antisymmetry—the order that the creation and annihilation

operators are applied is important as

â
†
i â

†
j |∅⟩ = |γi(2) ∧ γj(1)⟩ (1.22)

10



is distinct from

â
†
j â

†
i |∅⟩ = |γj(2) ∧ γi(1)⟩ = −|γi(2) ∧ γj(1)⟩ (1.23)

where |∅⟩ is the null vector consisting of no electrons in no spin orbitals. This leads to the

following anticommutation relationship:

{â†i , â
†
j} = 0 = â

†
i â

†
j + â

†
j â

†
i . (1.24)

Similarly, it can be shown that the anticommutation relationship for annihilators is given

by:

{âi, âj} = 0 = âiâj + âj âi. (1.25)

Furthermore, an anticommutation operator for the interchange of a creation and an annihi-

lation can be shown to be

{âi, â
†
j} = δij = âiâ

†
j + â

†
j âi (1.26)

where δij is the Dirac delta function such that δij = 1 if i = j and δij = 0 if i ̸= j.

Note that these anticommutation relationships are consistent with the Pauli exclusion

principle as for i = j, â†i â
†
i = −â†i â

†
i = 0, which implies that two electrons can not be created

in the same spin orbital γi or

â
†
i |γk ∧ · · · ∧ γl⟩ = 0, if i ∈ {k, . . . , l}. (1.27)

Additionally, as âiâi = −âiâi = 0 for i = j, an electron in a given spin orbital can not be

destroyed twice or

âi|γk ∧ · · · ∧ γl⟩ = 0, if i /∈ {k, . . . , l}. (1.28)

Using the definitions from above, the molecular electronic Hamiltonian first introduced

11



in Eq. (1.4) can thus be represented as

Ĥ =
∑
i,j

1Hi
j â

†
i âj +

∑
i,j,k,l

2V
i,j
k,l â

†
i â

†
j âlâk (1.29)

in second quantization where the one-electron term is given by

1Hi
j =

∫
γ∗i (1)

[
−
∇2

1

2
−
∑
k

Zk
r1k

]
d1 (1.30)

and the two-electron term is given by

2V
i,j
k,l =

∫ ∫
γ∗i (1)γ

∗
j (2)

(
1

r12

)
γk(1)γl(2)d1d2. (1.31)

The energy in second quantization is hence

E = ⟨Ψ|Ĥ|Ψ⟩ (1.32)

=
∑
i,j

1Hi
j⟨Ψ|â†i âj |Ψ⟩+

∑
i,j,k,l

2V
i,j
k,l ⟨Ψ|â†i â

†
j âlâk|Ψ⟩ (1.33)

=
∑
i,j

1Hi
j
1Di

j +
∑
i,j,k,l

2V
i,j
k,l

2D
i,j
k,l (1.34)

where 1Di
j = ⟨Ψ|â†i âj |Ψ⟩ and 2D

i,j
k,l = ⟨Ψ|â†i â

†
j âlâk|Ψ⟩ are elements of the one-fermion and

two-electron reduced density matrices, respectively, which will be introduced in Chapter 2.

1.2.3 Hartree Fock Theory in Second Quantization

To derive the Hartree Fock equation—following the approach taken in Prof. Mazziotti’s Ad-

vanced Quantum Chemistry Course (CHEM-362) [41]—, the N -electron Schrödinger equa-

12



tion can be contracted onto the space of single electrons as follows:

⟨Ψ|â†pâqĤ|Ψ⟩ = E⟨Ψ|â†pâq|Ψ⟩. (1.35)

By inserting Eq. (1.34) and introducing a three-particle reduced density matrix

3D
i,j,k
l,m,n = ⟨Ψ|â†i â

†
j â

†
l ânâmâl|Ψ⟩, (1.36)

Eq. (1.35) can be transformed into

∑
i,k

1Hi
k

[
2D

p,i
q,k + δiq

1D
p
q

]
+
∑
i,j,k,l

2V
i,j
k,l

[
3D

p,i,j
q,k,l + δiq

2D
p,j
k,l − δiq

2D
p,i
k,l

]
= E1D

p
q . (1.37)

This one-particle contracted Schrödinger equation is exact; however there are insufficient

equations to uniquely solve for the equation’s variables.

If we apply the Hartree Fock assumption—i.e., assume that the particles are statistically

independent—, then we can assemble the higher reduced density matrices via Grassman

wedge products of the one-fermion reduced density matrix according to

1

2!
2D

i,j
k,l =

1Di
k ∧

1D
j
kl =

1Di
k
1D

j
l −

1Di
l
1D

j
k (1.38)

and
1

3!
3D

i,j,k
p,q,r =

1Di
p ∧ 1D

j
q ∧ 1Dk

r . (1.39)

Substituting Eqs. (1.38) and (1.39) into our contracted Schrödinger equation yields

∑
i,k

(1I−1D)
q
i
1Hi

k
1Dk

p+2
∑
i,j,k,l

(1I−1D)
q
i
1D

j
l
2V

i,j
k,l

1Dk
p−2

∑
i,j,k,l

(1I−1D)
q
i
1D

j
k
2V

i,j
k,l

1Dl
p = 0

(1.40)
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where I is the identity matrix. Defining the Coulomb and Exchange matrices to be

1J ik =
∑
j,l

1D
j
l
2V

i,j
k,l (1.41)

and

1Ki
l =

∑
j,k

1D
j
k
2V

i,j
k,l (1.42)

respectively, Eq. (1.40) can be further simplified to

∑
i,k

(1I − 1D)
q
i

[
1H + 21J − 21K

]i
k

1Dk
p = 0. (1.43)

If we define the Fock matrix to be

1F = 1H + 21J − 21K (1.44)

and recognize the definition of matrix multiplication from Eq. (1.43), then the final form of

the Hartree Fock equation is

(1I − 1D)1F 1D = 0. (1.45)

The solutions are the eigenvectors of the Fock matrix according to the following eigenvalue

equation

1F #»c i = ϵi
#»c i (1.46)

where #»c i is the vector of expansion coefficients for the basis set of atomic orbitals with the

resultant linear combinations forming the Hartree Fock spin orbitals. As the Fock operator

depends on its eigenfunctions, the Hartree Fock equation isn’t linear and needs to be solved

iteratively until self-consistency is reached.

The solution to the Hartree Fock equations yields an orthonormal set of Hartree Fock

spin orbitals and their associated orbital energies. For an N -electron system, the orbital
14



wedge product of the N spin orbitals with the lowest energies corresponds to the Hartree

Fock ground state |Ψo⟩. This Hartree Fock ground state—while not the true ground state

due to the assumption of statistically-independent electrons—does recover approximately

99% of the absolute energy for a wide array of atoms and molecules while having only O(r4)

scaling, where r is the size of the basis set (i.e., the number of atomic orbitals in your orbital

basis set). Note that as the size of the basis set for a given Hartree Fock calculation is

increased, the computational expense increases and the Hartree Fock ground state energy

decreases—becoming closer to the absolute ground state energy Egr.

1.3 Post-Hartree Fock Theory and Electron Correlation

As Hartree Fock theory treats electrons as independent of each other with electron-electron

interactions treated in an averaged manner, Hartree Fock is incapable of capturing electron

correlation and hence fails to reach the absolute ground state energy, even in the infinite

basis set limit. This correlation energy, while often only around one percent of the total ab-

solute electronic energy, is still quite large when considering chemical reactions and physical

processes. However, the Hartree Fock ground state (|Ψo⟩)—often referred to as the reference

determinant—can often be utilized as an important starting point for other, more-accurate

electronic structure methodologies [9, 27–31].

1.3.1 Full Configuration Interaction

One such methodology is Full Configuration Interaction [30, 42] or FCI. Any N -particle

antisymmetric wave function can be expressed as a linear combination of orbital wedge

products of N orbitals from a complete, orthonormal set of one-particle orbitals {γi}. Given

the Hartree Fock spin orbitals—a complete, orthonormal set of one-particle orbitals—, the
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exact wave function in that basis can thus be represented as

|Ψ⟩ = co|Ψo⟩+
∑
i,a

ciaâ
†
i âa|Ψo⟩+

∑
i,j,a,b

c
i,j
a,bâ

†
i â

†
j âbâa|Ψo⟩+ · · · (1.47)

where the indices a, b, c, . . . correspond to spin orbitals that are occupied in the Hartree

Fock reference state and the indices i, j, k, . . . correspond to spin orbitals that are unoc-

cupied (or virtual) in the Hartree Fock reference state. Thus,
∑
i,a
ciaâ

†
i âa|Ψo⟩ represents all

possible single excitations from the Hartree Fock ground state,
∑

i,j,a,b
c
i,j
a,bâ

†
i â

†
j âbâa|Ψo⟩ rep-

resents all possible double excitations from the Hartree Fock ground state, etc. such that

Eq. (1.47) includes the complete basis of Slater determinants relative to the Hartree Fock

reference. The FCI wavefunction is completely specified by the unknown set of coefficients

(c0/cia/c
i,j
a,b/etc.) which are probability amplitudes corresponding to each configuration. To

determine these coefficients, the Hamiltonian can be represented in the basis of all possible

Slater determinants and diagonalized. While this FCI procedure provides the exact solution

of the Schrödinger equation for a given basis set, such a diagonalization scales as O(r!) [9]

for a basis set composed of r orbitals, which is prohibitive for all but the smallest atoms and

molecules.

1.3.2 Truncated Configuration Interaction

To decrease computational expense associated with a Full Configuration Interaction calcula-

tion, Eq. (1.47) can be truncated [9, 27–31]. Instead of including all possible configurations,

these truncated CI calculations include only a subset. For example, Configuration Inter-

action Doubles (CID) includes only double excitations; Configuration Interaction Singles

Doubles (CISD) includes only single and double excitations; Configuration Interaction Sin-

gles Doubles Triples (CISDT) includes single, double, and triple excitations; and so on. The

Hamiltonian can then be expressed in the appropriate basis and then diagonalized in this
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smaller basis. For example, in the case of CISD, only the Hartree Fock ground state |Ψo⟩,

the single excitations, and the double excitations are considered, which decreases the compu-

tational expense to O(r6) [9]. While truncated CI methods do decrease the scaling of FCI,

they are still limited to systems of relatively small sizes, and they are not size extensive.

Further, truncated CI is a single-reference method, which is only accurate in systems where

the Hartree Fock ground state contributes significantly to the true ground state (i.e., co is

large).

1.3.3 Møller-Plesset Perturbation Theory

Another approach to obtain accurate correlation energy at decreased computation expense in

to use a perturbative expansion of energy. Specifically, in Møller-Plesset Perturbation Theory

(MPPT) [30, 43], traditional Rayleigh-Schrödinger Perturbation Theory (Ĥ = Ĥo + λV̂ )

is utilized with a reference Hamiltonian given by the Fock Matrix (or Ĥo = F̂ ) and the

perturbation Hamiltonian given by V̂ = (Ĥ − F̂ ). While a zeroth-order perturbation theory

yields an energy inferior to the Hartree Fock energy and while first-order perturbation yields

only the Hartree Fock energy, second-order and higher perturbations increasingly approach

the FCI energy. Second-order perturbation theory (MP2) scales as O(n5) [9], third-order

perturbation theory (MP3) scales as O(n6) [9], fourth-order perturbation theory (MP4) scales

as O(n7) [9], etc. This decreases computational expense relative to FCI, with MP2 even

being able to be applied to systems of approximately 100 atoms if implemented efficiently;

however, perturbation theory is only accurate for small perturbations and hence fails for

strongly-correlated systems. Further, it is again a single-reference methodology.

1.3.4 Coupled Cluster Theory

Another method of interest is the Coupled Cluster approach. In Coupled Cluster Theory

[10, 44, 45], we define a cluster operator T̂ such that the coupled cluster wave function is
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given as the following ansatz:

|ΨCC⟩ = eT̂ |Ψo⟩ (1.48)

where |Ψo⟩ is again the Hartree Fock reference wave function. Using the coupled cluster

wave function, the electronic Schrödinger equation can be written as

ĤeT̂ |Ψo⟩ = EeT̂ |Ψo⟩. (1.49)

By multiplying the left hand side by e−T̂ and projecting onto the set of singly-excited,

doubly-excited, . . . , and m-tuply excited Slater determinants based on the reference where

m is the highest-order excitation included in T̂ , we obtain the following coupled cluster

equations:

⟨Ψo|e−̂T ĤeT̂ |Ψo⟩ = E (1.50)

⟨ϕ|e−̂T ĤeT̂ |Ψo⟩ = 0 (1.51)

where ϕ is one of the determinants that results from applying the cluster operator on the

reference wave function. This set of non-linear equations can then be solved either using the

Jacobi method or with an iterative procedure in order to meet the above conditions.

The most commonly-used cluster operator results in the Coupled Cluster Singles and

Doubles Ansatz, CCSD:

T̂SD = T̂1 + T̂2 =
∑
i,a

T i
aâ

†
i âa +

∑
i,j,a,b

T
i,j
a,bâ

†
i â

†
j âbâa. (1.52)

This CCSD method scales as O(n6), and other common coupled cluster methods includ-

ing those that additionally include triples (CCSDT), those that additionally include triples

and quadruples (CCSDTQ), etc. have more-expensive computational scaling. Coupled clus-

ter—especially CCSD(T) and higher—is particularly accurate for a single reference method;
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however, computational expense does limit system size.

1.3.5 Multi-Reference Approaches

For many chemical processes of contemporary interest, the true electronic ground state is not

dominated by the Hartree Fock reference wave function, and, as such, single reference elec-

tronic structure methodologies are insufficient. Instead, these so-called strongly-correlated

molecular systems require multi-reference approaches.

One typical multi-reference approach involves considering only a subset of all of the

possible electrons and orbitals in a particular active space. The active space is usually

chosen in order to include electrons and orbitals in the valence shell as well as low-lying

virtual orbitals, which are most likely to exhibit fractional occupations, while core orbitals

are considered to be fully occupied and high-lying virtual orbitals are considered to fully

unoccupied. By limiting the scope of the problem to an active space, a full confiuguration

interaction calculation for these relevant electrons and orbitals can be accomplished. This is

the broad outline for the Complete Active Space Configuration Interaction (CASCI) method

[46], a method that can often be applied to both ground and excited states with a fair degree

of accuracy. Further, the orbitals in the active space that undergo the full configuration

interaction calculation can be optimized in a self-consistent manner by iteratively performing

orbital rotations to minimize energy. This combination of the CASCI method with said

orbital rotations leads to the Complete Active Space Self-Consistent Field (CASSCF) method

[9, 47]. A limitation of these methodologies, however, is that the number of electrons and

orbitals that can be included in the active space is limited as it inherits the exponential scaling

of traditional CI approaches, although these methods scale with the number of orbitals in

the active space and not the total number of orbitals in a molecular system.

Another common multi-reference method is a reduced density matrix approach, which

will be detailed in Chapter 2.
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1.3.6 Aside on Scaling in Electronic Structure Methodologies

A summary of the computational scaling for the electronic structure approaches detailed in

previous and future sections is shown in Table 1.1. As can be seen, an outstanding challenge

in chemical computations is that the cost of highly-accurate ab initio methodologies scales

prohibitively with system size, making the accurate computation of highly-correlated sys-

tems of even moderate size difficult if not infeasible with current methods. Thus, the current

literature—as well as several sections of this thesis—is exploring novel techniques—including

quantum computing and machine learning—with the goal of decreasing computational ex-

pense of electronic structure calculations.

Method Scaling with #
Basis Functions

Hartree Fock O(r4)

MP2 O(r5)

MP3, CISD, CCSD, V2RDM, ACSE O(r6)

MP4, CCSD(T) O(r7)

MP5, CISDT, CCSDT O(r8)

MP6 O(r9)

MP7, CISDTQ, CCSDTQ O(r10)
FCI O(r!)

Table 1.1: Summary of computational scaling for various electronic structure methodologies
summarized from Refs. [9] and [10].
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CHAPTER 2

REDUCED DENSITY MATRIX APPROACHES FOR

QUANTUM CHEMISTRY

In the prior chapter, the many-electron wave function was the main variable utilized in com-

puting molecular energies and properties. However, as indistinguishable electrons interact

in only a pair-wise fashion, we can reformulate the electronic Hamiltonian given in Eq. (1.4)

to

Ĥ =
∑
i,j,k,l

2K̂
i,j
k,l â

†
i â

†
j âlâk (2.1)

where

2K̂(1, 2) =
1

N − 1

(
−1

2
∇2

1 −
∑
I

ZI
rI,1

)
+

1

2

1

r1,2
(2.2)

is known as the two-electron reduced Hamiltonian. The many-electron electronic energy—which

is the expectation value of the Hamiltonian—is thus given by

E =
∑
i,j,k,l

2K̂
i,j
k,l

2D̂
i,j
k,l = Tr(2K2D) (2.3)

where 2D is the two-electron reduced density matrix (2-RDM) which will be defined in the

following section. Reduced density matrix approaches to electronic structure theory, utilize

this 2-RDM as the main variable in chemical computation in lieu of the multi-electron wave

function [48–62]. Calculating all two-electron properties of a system in this new paradigm

often allows us to treat systems demonstrating high correlation at lower computational cost,

and such techniques are utilized throughout this dissertation.
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2.1 Reduced Density Matrices

The density matrix—which was first introduced by Landau [63] and von Neumann [64] in

1927—for an N -electron wave function |Ψ(1, 2, . . . , N)⟩ is defined as

ND(1, 2, . . . , N ; 1′, 2′, . . . , N ′) = |Ψ(1, 2, . . . , N)⟩⟨Ψ(1′, 2′, . . . , N ′)| (2.4)

where each integer represents the spatial and spin components of an electron. Integrating

Eq. (2.4) over coordinates k + 1 to N yields a general k-electron reduced density matrix

(k-RDM)

kD(1, 2, . . . , k; 1′, 2′, . . . , k′) =
N !

(N − k)!

∫
Ψ(1, 2, . . . , k, . . . , N)Ψ∗(1′, 2′, . . . , k′, . . . , N ′)d(k + 1) · · · dN

(2.5)

with the matrix elements of this k-RDM in second quantization being given by

2D
i1,i2,...,ik
j1,j2,...,jk

= ⟨Ψ|â†i1 â
†
i2
· · · â†iN âjk · · · âj2 âj1|Ψ⟩. (2.6)

The normalization of this k-RDM differs depending on convention.

Explicitly, the 1-RDM and 2-RDM—which are used extensively throughout this docu-

ment—are given by

1Di
j = ⟨Ψ|â†i âj |Ψ⟩ (2.7)

and

2D
i,j
k,l = ⟨Ψ|â†i â

†
j âlâk|Ψ⟩ (2.8)

with their respective traces being N and N(N − 1) by conventional definitions in quantum

mechanics.
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2.2 N-Representability

Equation (2.3), which formulates electronic energy as a linear functional of the 2-RDM,

implies that a variational minimization of energy with respect to the 2-RDM may be a

powerful tool for computing accurate molecular energies with far fewer degrees of freedom

for a given set of basis orbitals compared to wavefunction methodologies. However, when

such computations were initially implemented, optimized energies considerably below the

exact ground state energy were obtained [65]. It was later recognized that the variationally-

minimized trial 2-RDMs failed to represent physical systems; that is, there was no N -electron

density matrix that could yield the trial 2-RDM upon integration [48, 65–67]. To ensure that

the 2-RDM is restricted to correspond to an N -electron system, N-representability conditions

must be enforced [50, 58, 62, 66]. Specifically, additional constraints must be applied beyond

the necessities of a density matrix composed of indistinguishable fermions (i.e., normalization,

Hermiticity, antisymmetry under particle exchange, and nonnegative eigenvalues).

2.2.1 Constraints on the 1-RDM

In order to obey the Pauli exclusion principle, the occupations of the 1-RDM must belong

to {0,1}, which necessitates that the 1-RDM be positive semidefinite or

1D ⪰ 0. (2.9)

Similar to the one-particle reduced density matrix, we can additionally define a one-hole

reduced density matrix given by

1Qi
j = ⟨Ψ|âiâ

†
j |Ψ⟩ (2.10)

which must also be constrained to be positive semidefinite—or

1Q ⪰ 0 (2.11)
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as the probability of finding a hole in a given orbital must also be nonnegative. These

constraints on the one-particle and one-hole matrix together are know as the 1-positivity

conditions.

Moreover, for a pure system, the eigenvalues of the 1-RDM are further constrained by

the generalized Pauli constraints, which are detailed in References [68] and [69].

2.2.2 Constraints on the 2-RDM

Similar to the 1-RDM, in order to maintain positive probabilities, the two-particle, two-hole,

and particle-hole RDMs must be positive semidefinite:

2D ⪰ 0 (2.12)

2Q ⪰ 0 (2.13)

2G ⪰ 0 (2.14)

where the two-hole and particle-hole reduced density matrices are defined as

2Q
i,j
k,l = ⟨Ψ|âiâj â

†
l â

†
k|Ψ⟩ (2.15)

and

2G
i,j
k,l = ⟨Ψ|â†i âj â

†
l âk|Ψ⟩, (2.16)

respectively. These constraints are known as the 2-positivity conditions.

As the one-electron RDM and one-hole RDM are related to the two-electron RDM and

the two-hole RDM by contraction—as shown by

1Di
k =

1

N − 1

∑
j

2D
i,j
k,l (2.17)

24



and

1Qi
k =

1

r −N − 1

∑
j

2Q
i,j
k,l (2.18)

where r is the number of orbitals in the one-particle basis set—, the 1-positivity conditions

are implied by the 2-positivity conditions. (In fact, this is a general result in that the

q-positivity conditions are implied by the p-positivity conditions for q ≤ p.)

2.3 Variational 2-RDM

The energy of a 2-RDM computed according to Eq. (2.3) subject to the constraints from Sec.

2.2.2 to approximately maintain N-representability can be minimized via use of boundary-

point semidefinite programming techniques [48, 54, 70, 71]. This approach is called the

Variational 2-RDM approach (V2RDM), and it scales as O(r6)—with active space calcula-

tions employing V2RDM techniques demonstrating the ability to effectively capture strong

correlation in a large variety of molecules [12, 17, 72–74].

2.4 The Contracted Schrödinger Equation

An alternative to the Variational 2-RDM approach is to directly compute the 2-RDM by

projecting the Schrödinger equation onto two-particle space to result in the contracted

Schrödinger equation (CSE) [75–87]:

⟨Ψ|â†i â
†
kâlâjĤ|Ψ⟩ = 2D

i,k
j,l E. (2.19)

Analogous to how the Schrödinger equation connects the N -particle Hamiltonian and the

N -particle wave function, the CSE connects the two-particle reduced Hamiltonian and the

2-RDM; however, the CSE further depends upon both the three-particle and four-particle

RDMs, meaning that the CSE can not be directly solved for the 2-RDM without implemen-
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tation of both reconstruction and purification.

In reconstruction, the 3-RDMs and 4-RDMs are built from the 2-RDM according to some

approximate formulas. Specifically, Ref. [88] details how higher RDMs can be reconstructed

from lower RDMs using Schwinger probes such that the reconstruction functionals for the

RDMs are given by

1D = 1∆, (2.20)

2D = 2∆+ 1∆ ∧ 1∆, (2.21)

3D = 3∆+ 1∆3 + 32∆ ∧ 1∆, (2.22)

4D = 4∆+ 1∆4 + 62∆ ∧ 1∆2 + 32∆2 (2.23)

etc. In these equations, k∆ is the cumulant for the k-RDM, the superscripts indicate the

number of times a cumulant should be wedged with itself, and a common approximation to

obtain a k-RDM from a (k − 1)-RDM is to set k∆ = 0 (although other cumulant approxi-

mations are in use).

In purification, constraints on the N-representability of the 2-RDM are applied. This

purification is crucial for the solutions of the CSE to yield accurate results. See Section 2.2.2

for a discussion on N -representability constraints.

Combining the CSE, N-representability of the 2-RDM, and reconstruction of the 3- and

4-RDMs in a self-consistent iterative algorithm permits the CSE to be directly solved for the

2-RDM, a technique that can be applied to compute molecular energies and properties for a

variety of molecular systems [48].
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2.5 The Anti-Hermitian Contracted Schrödinger Equations

The contracted Schrödinger equation can be separated into its Hermitian and anti-Hermitian

components

⟨Ψ|{â†i â
†
kâlâj , Ĥ − E}|Ψ⟩ = 0 (2.24)

⟨Ψ|[â†i â
†
kâlâj , Ĥ]|Ψ⟩ = 0 (2.25)

which are called the Hermitian CSE (HCSE) and Anti-Hermitian CSE (ACSE), respectively.

By introducing a matrix

2W
p,r
q,s = 2K

p,r
q,s − 2K

pr,p
q,s , (2.26)

both the HCSE and ACSE can be expressed in terms of reduced density matrices with the

HCSE being given by [10]

0 = 2
∑
p,r,q,s

2K
p,r
q,s

4D
p,r,i,k
j,l,q,s

+
∑
p,r,q

2W
p,r
k,q

3D
p,r,i
j,l,q + 2W

p,r
q,i

3D
p,r,k
j,l,q + 2W

p,j
q,r

3D
i,k,p
q,r,l +

2W
l,p
q,r

3D
i,k,p
q,r,j

+
∑
p,q

2W
p,r
i,k

2D
p,q
j,l + 2W

j,l
p,q

2D
i,k
p,q − E2D

i,k
j,l (2.27)

and the ACSE being given by [10]

0 =
∑
p,q,r

2W
p,j
q,r

3D
i,k,p
q,r,l +

2W
l,p
q,r

3D
i,k,p
q,r,j −

2W
p,r
k,q

3D
p,r,i
j,l,q − 2W

p,r
q,i

3D
p,r,k
j,l,q

+
∑
p,q

2W
j,l
p,q

2D
i,k
p,q − 2W

p,q
i,k

2D
p,q
j,l . (2.28)

Interestingly, the 4-RDM terms of the CSE contribute only to the HCSE—meaning that

the Anti-Hermitian CSE only relies upon the 3-RDM, making solving only the anti-Hermitian
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component of the CSE for the appropriate 2-RDM and hence two-body molecular properties a

particularly attractive prospect. In fact, the direct computation of the 2-RDM from only the

ACSE with approximate reconstruction of the 3-RDM from corrected cumulant expansion

has been shown to capture between 95% and 100% of the correlation energy for atoms

and molecules when compared to FCI with the energetically-minimized 2-RDMs very-nearly

satisfying the N-representability conditions [89]. This approach—called the Anti-Hermitian

Contracted Schrödinger Equation method—scales as O(r6) and is competitive with CCSD(T)

with the scaling of CCSD.

Note that practical solutions to the ACSE are found through an iterative procedure with

the residual and the reduced density matrices being treated as a pair of differential equations.

More specifics of this approach can be found in Ref. [90].
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CHAPTER 3

CONDENSATION PHENOMENA

From the 1911 discovery of superconductivity [91] to the 1938 observation of superfluidity

in liquid helium [92, 93], phenomena which demonstrate the frictionless flow of their con-

stituent particles have been actively researched for over a century. Such superfluid behavior

is purely quantum mechanical in nature and has been found to be the result of bosonic

particles (or quasi-particles) condensing into single quantum states [94–100]. The super-

fluidity of bosons—such as in liquid helium [92, 93] and dilute atomic gases [101, 102]—,

has seen practical use in the creation of atomic clocks, atomic lasers, and highly-sensitive

sensors [103]. However, superconducting behavior—which results from the superfluidity of

electrons—is seen as one of the holy grails of modern science. Not only would the frictionless

flow of electrons be a boon to the fields of energy transportation and electronics, supercon-

ducting magnets—some of the most-powerful electromagnets in modern science—are used

in mass spectrometry, magnetic resonance imaging (MRI), particle acceleration, nuclear

magnetic resonance (NMR), magnetic separation, and wind mill energy generation [104].

Further, superconducting systems have recently emerged as a powerful platform to act as

quantum bits (or qubits) in quantum computers [105]. However, all known superconduc-

tors are currently prepared at either too-low a temperature or at too-high a pressure to

make practical implementation of superconducting wires feasible on any macroscopic scale.

Exciton condensation—a condensate state composed of electron-hole pairs that allows for

so-called counterflow superconductivity in bilayer systems [106, 107]—is exciting as excitons

being more-tightly bound than Cooper pairs may allow exciton condensates to persist at

higher temperatures. However, computational and real-world exploration of exciton con-

densates are still in their infancy, with the first preparation of an exciton condensate only

being accomplished in the mid-2000s [108–112]. A current aim of chemists—both theorists

and experimentalists alike—is to identify a room temperature superconductor at ambient
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pressures.

Thus, one of the goals of this thesis is to use techniques capable of simulating highly-

correlated systems in order to advance the field of condensation phenomena as a whole

with a specific emphasis on a novel condensation phase, which we term the “fermion-exciton

condensate”. This dual condensate demonstrates both particle-particle and particle-hole

condensation simultaneously in a single quantum state and may be capable of supporting

a hybrid of the properties of superconductors and exciton condensates—as will be explored

further in Chapters 10, 11, and 12. To contextualize these chapters as well as Chapters 4-9,

which deal with particle-particle and exciton condensation separately, the following primer

introduces the basic tenants of Bose-Einstein condensation, fermion-pair condensation, and

exciton condensation.

3.1 Bose-Einstein Condensation

Bose-Einstein condensation (BEC) was first proposed by Einstein [113] based on S. N. Bose’s

1924 paper [114]. Einstein defined this BEC to be a phase transition associated with the

condensation of a macroscopic amount of atoms into the lowest-energy state as a result of

quantum statistics. In 1938, London [115] and Tisza [95] identified the superfluid behavior of

helium-II [92, 93] to be a manifestation of this condensation. Over the course of the following

decades, theoretical frameworks for the understanding of BECs were introduced [116–118],

Bose-Einstein condensation was linked to the concept of off-diagonal long range order [119],

and critical temperatures for both ideal and non-ideal Bose gases were derived [118]. An

introduction to these topics is given in the following sections.
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3.1.1 One-Body Density Matrix in Quantum Field Theory

First, let us start by reintroducing the one-particle reduced density matrix (1D) through use

of field operators

Ψ̂(r) =
∑
v

ψv(r)âv (3.1)

and

Ψ̂†(r) =
∑
v

ψ∗v(r)â
†
v (3.2)

where ψv(r) = ⟨r|ψv⟩ and ψ∗v(r) = ⟨r|ψ∗v⟩ are ordinary first-quantization wave functions and

where â†v and âv are conventional second quantization operators that have been discussed in

previous chapters. In loose terms, in this framework, the quantum field operators create or

annihilate a particle at a given position r instead of in a given eigenstate v. Note that the

commutation relationships for creation and annihilation operators hold in this framework

with

[Ψ̂†, Ψ̂] = δ(r− r′), [Ψ̂†, Ψ̂†] = [Ψ̂, Ψ̂] = 0 (3.3)

for bosons.

In terms of these operators, the 1D matrix is given by

1D(r, r′) = ⟨Ψ̂†(r)Ψ̂(r′)⟩ (3.4)

where ⟨· · · ⟩ indicates an averaging over all r and r′. By setting r = r′, the density of a given

state at position r can be found to be

n(r) = ⟨Ψ̂†(r)Ψ̂(r)⟩ = 1D(r, r) (3.5)
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which can be rewritten as

n(p) = ⟨Ψ̂†(p)Ψ̂(p)⟩ = 1

(2πℏ)3

∫
dRds1D

(
R+

s

2
,R− s

2

)
e−ip·s/ℏ (3.6)

to yield the momentum distribution n(p) where R = (r + r′)/2 and s = r′ − r. This

translation is accomplished by transforming the quantum field operators to the momentum

representation

Ψ̂(p) =
1

(2πℏ)3/2

∫
dre−ip·r/ℏΨ̂(r), (3.7)

which is a Fourier transformation.

A pure N -body wave function Ψn(r1, . . . , rN ) hence corresponds to a one-body reduced

density matrix given by

1Dn(r, r
′) = N

∫
dr2 · · · drNΨ∗

n(r, r2, . . . , rN )Ψn(r
′, r2, . . . , rN ). (3.8)

For a statistical mixture—a weighted average of the pure eigenstates (Ψn) of the Hamiltonian

corresponding to an energy En and weight e−En/kBT—, the one-body reduced density matrix

is given by

1D(r, r′) =
1

Q

∑
n

(
e−En/kBT

)
1Dn(r, r

′) (3.9)

where Q =
∑
n
e−En/kBT is the partition function.

3.1.2 BEC and Off-Diagonal Long-Range Order

As a particular example, a uniform, isotropic system of N bosonic particles confined to a

box of volume V without any applied external potential is introduced. It can be shown that

in the thermodynamic limit (N, V → ∞), the one-body density matrix depends only on s
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and can be given according to [118]

1D(s) =
1

V

∫
dpn(p)eip·s/ℏ (3.10)

if the density of the system n = N/V remains fixed.

In a system that does not demonstrate Bose-Einstein condensation, the momentum dis-

tribution is smooth at low momenta, meaning that Equation (3.10)—and hence the one-

electron density—approaches zero when s = r′ − r approaches infinity (i.e., at large dis-

tances). However, a Bose-Einstein condensate is defined by a macroscopic occupation of the

state corresponding to p = 0 such that the momentum distribution is characterized by

n(p) = N0δ(p) + ñ(p) (3.11)

where N0 ∝ N (the total number of particles). N0/N ≤ 1 is the condensate fraction that

describes the fraction of the particles in the system that contribute to the condensate phase.

Inserting Eq. (3.11) into Eq. (3.10) yields a non-zero one-body density at large distances

1D(s)s→∞ → n0 where n0 = N0/V .

This non-traditional behavior of a Bose-Einstein condensate is termed off-diagonal long-

range order [117, 119] as it involves the non-diagonal elements (r ̸= r′) of the one-body

density. The identification of the condensate fraction and off-diagonal long-range order

being necessary results of a Bose-Einstein condensate holds generally for both ideal (i.e., non-

interacting) and non-ideal (i.e., interacting) BECs [118]. Further note that the condensate

fraction is a function of the temperature of the system and goes to zero above a certain

temperature called the critical temperature (Tc) [118].

The long-range order exhibited by the Bose-Einstein condensation is intrinsically linked

to the eigenvalues (λi) of the one-body density matrix which can be found from the eigenvalue
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equation ∫
dr′1D(r, r′)ϕi(r

′) = λiϕi(r) (3.12)

or equivalently (in more-traditional notation)

1Dϕi = λiϕi (3.13)

where {ϕi} is the set of orthonormal, single-particle eigenstates and
∑
i
λi = N—the normal-

ization condition—is satisfied. The eigenvalues λi are said to be the single-particle occupation

numbers of the eigenstates, which are the natural orbitals [118].

The density matrix can then be rewritten in terms of these eigenfunctions according to

1D(r, r′) =
∑
i

λiϕ
∗
i (r)ϕi(r

′), (3.14)

which can be further transformed to

1D(r, r′) = λ0ϕ
∗
0(r)ϕ0(r

′) +
∑
i ̸=0

λiϕ
∗
i (r)ϕi(r

′) (3.15)

for λ0 corresponding to the lowest-energy eigenstate, ϕ0.

For the uniform system discussed in the previous section, the natural orbitals are given

by

ϕpi(r) =
1√
V
eipi·r/ℏ (3.16)

which are plane waves with pi determined from boundary conditions. Combining Eqs. (3.6),

(3.15), and (3.16), the momentum distribution can be found to be

n(p) = λ0δ(p) +
∑
pi ̸=0

λpiδ(p− pi) (3.17)
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which yields Eq. (3.11) exactly for λ0 = N0 and ñ(p) = V
(2πℏ)3λp [118]. Thus, the eigenvalue

of the reduced density matrix corresponds to the occupation of the lowest-energy state and

acts as a signature of the BEC and hence off-diagonal long-range order in a BEC system.

In the general case, the eigenstates of the density matrix are not plane waves and must

be determined numerically; however, the above results are general [118]. Therefore, for all

bosonic systems, the largest eigenvalue of the one-particle reduced density matrix acts as a

signature of Bose-Einstein condensation and corresponds to the occupation of the natural

orbital given by the eigenstate corresponding to this largest eigenvalue [117–119].

3.1.3 The Ideal Bose Gas in a Box and the Critical Temperature

The ideal Bose Gas is composed of non-interacting bosons in a cubic box with length L such

as those considered in the above sections. The Hamiltonian of such a bosonic system is given

according to

Ĥ(1) =
p2

2m
(3.18)

whose solutions are plane waves such as those given in Eq. (3.16) with energy

ϵn =
p2n
2m

=
ℏ2π2

2mL2
n2 (3.19)

and momentum

pn =
2πℏn
L

(3.20)

with n having components nx, ny, nx ∈ {0,±1,±2, . . . }.

These bosons satisfy Bose-Einstein statistics, meaning that the number of particles ex-

pected to be in a given state i is

⟨ni⟩ =
1

eβ(ϵi−µ) − 1
(3.21)
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where ϵi is the energy of state i, µ is the chemical potential, and β = 1/kBT [118]. Therefore,

the number of particles in the ground state (ϵi = 0) of an ideal gas is given by

⟨Nground⟩ =
1

e−βµ − 1
. (3.22)

Solving for the chemical potential, which must be less than the lowest system energy for a

Bose gas, yields [118]

µ = −kBT ln

(
1

⟨Nground⟩
+ 1

)
. (3.23)

As the total number of particles in the system is N , we have the following constraint

N =
∑
i

⟨ni⟩ =
∑
i

1

eβϵie−βµ − 1
=
∑
i

1(
eβϵi

) ( 1
⟨Nground⟩

+ 1
)
− 1

(3.24)

with the energy values ϵi given according to Eq. (3.19) such that

N =
∞∑

nx,ny,nz=0

1(
eβϵ1(n

2
x+n2y+n2z)

)(
1

⟨Nground⟩
+ 1
)
− 1

(3.25)

where ϵ1 = ℏ2π2/2mL2 is the energy of the first excited state.

An approximate analytical solution can be obtained by transforming Eq. (3.25) and

taking the continuum limit for the excited states, which yields [120]

⟨Nexcited⟩ =
π

4ϵ
3/2
1

∞∫
0

dϵ
√
ϵ

1

eβϵ − 1
=

(
πkBT

4ϵ1

)3/2

ζ3/2 (3.26)

where µ has been set to zero as ϵ−βµ ≈ 1 when ⟨Nground⟩ ≳ 1 (the region of interest) and

where ζ3/2 = ζ (3/2) ≈ 2.61 using the Riemann Zeta function. This approximation breaks
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down when ⟨Nground⟩ ≈ 0 and ⟨Nexcited⟩ ≈ N or equivalently when

⟨Nexcited⟩ = ζ3/2

(
πkBT

4ϵ1

)3/2

≈ N. (3.27)

Thus, we can define a critical temperature Tc such that above this critical temperature a

Bose-Einstein condensation is no longer observed, which is characterized according to the

equation [120]

N = ζ3/2

(
πkBTc
4ϵ1

)3/2

= 2.612

(
mkBTc
8ℏ2π

)3/2

V (3.28)

or, equivalently, —solving for the critical temperature—

Tc = 3.31

(
ℏ2

kBm

)(
N

V

)2/3

. (3.29)

This allows us to solve for the condensate fraction as follows [120]:

N0

N
=
N − ⟨Nexcited⟩

N
= 1−

(
T

Tc

)3/2

(3.30)

Note that even for real systems such as helium-IV, this critical temperature predicted for a

non-interacting Bose gas is in reasonable agreement with experimental critical temperatures

[121].

3.1.4 Brief Discussion of Non-Ideal Bose Condensation

Bose-Einstein condensates of non-interacting bosons are not expected to display the proper-

ties that are generally associated with the BEC phase. Specifically, boson-boson interactions

lead to superfluidity and prevent the fragmentation of the condensate state into a number

of incoherent subsystems [121].

First, let us briefly consider fragmentation of an ideal BEC. As discussed by Noziéres

[122], the energetic difference between a system composed of 2N momentum p = 0 bosons
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and a system composed of N momentum p and N momentum −p bosons is proportional to

N/L2 and is hence small to the point of vanishing in the macroscopic limit. By including a

repulsive interaction (v/2 > 0) between bosons, the system Hamiltonian is

Ĥ = Ĥo + V̂ =
∑
p

ϵpΨ̂
†(p)Ψ̂(p) +

v

2

∑
p

Ψ̂†(p4)Ψ̂
†(p3)Ψ̂(p2)Ψ̂(p1)δ

p4+p3
p2+p1

(3.31)

with the delta function being required to preserve overall momentum. For a fixed number

of bosons Ntot, the expectation value of the Hamiltonian is given by [121]

Em,m′ = ⟨ϕm,m′|Ĥ|ϕm,m′⟩ = Ntotϵp +
v

2

(
Ntot(Ntot − 1) + 2mm′) (3.32)

where m describing the number of momentum +p bosons and m′ describing the number

of momentum −p bosons. Thus, for interacting bosons, the energetic difference between a

state composed of 2N bosons with half +p and half −p and a state composed of 2N bosons

all with p = 0 is given by

EN,N (p)− E2N (0) = 2Nϵp + vN2 (3.33)

which contains an extensive quantity (vN2) that persists even in the thermodynamic limit.

Therefore, even a small repulsive interaction between bosons is sufficient to prevent the

fragmentation possible in the ideal BEC. A similar result can be shown for the prevention

of spin fragmentation [121].

Further, superfluidity—which was first explained by Landau in 1941 [123]—is only pos-

sible in the presence of interactions between the bosons. Landau’s criterion for superfluidity

can be written as v < vc which specifies that if the relative fluid-capillary velocity is smaller
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than a certain critical velocity—given by

vc = min
p

ϵ(p)

p
(3.34)

where p is the magnitude of the momentum—a persistent, frictionless flow will occur. Ac-

cording to this equation, when ϵ(p) = p2/2m —as is the case in ideal Bose gases—the

critical velocity is equal to zero, which precludes superfluidity in an ideal BEC. However,

even weakly-interacting Bose gases fulfil the Landau criterion for superfluidity [118]. See Ref.

[124] for a detailed review on the link between Bose-Einstein condensation and superfluidity.

Another difference between ideal and non-ideal Bose gases is the increase in critical

temperature observed for systems with a fixed boson density in the infinite size limit [125],

which has been explored through use of Monte Carlo calculations [126]. However, in the dilute

regime—a regime which encompasses a fair number of condensation phenomena including

the BCS limit of the condensation of Cooper pairs—the deviations from the ideal predictions

are small [121] and, thus, the ideal critical temperature equation given in Eq. (3.29) can be

used to predict critical temperatures of various candidates for real superfluid materials.

3.1.5 Experimental Realizations

Superfluid phenomena—such as the frictionless flow of super-cooled helium-IV—were first

observed in the early twentieth century [117]. However, the first “pure” experimental measure

of a Bose-Einstein condensate in a laboratory was the 1995 preparation of dilute atomic gas

BECs [101, 127]—nearly 70 years after the theoretical framework of BECs was introduced

by Bose and Einstein in 1924 [114]. In these dilute atom experiments, Cornell, Weimann,

and Ketterle cooled around two thousand atoms of Rubidium-87—using a magneto-optical

trap, laser cooling, and evaporative techniques—to below Tc ≈ 170 nK and observed Bose-

Einstein condensation of the constituent 87Rb atoms. For this achievement, they shared
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the 2001 Nobel Prize in Physics. To verify the creation of such a condensate state, the

smaller wavenumbers and hence slower velocities of the ground state atoms were exploited

such that if you removed the magnetic trap in which the atoms were prepared, the positions

of the atoms after a short amount of time (t = 100 ms) could be measured and used to

determine the velocities of the atoms. A macroscopic number of the atoms were observed to

have the same, extremely-small velocities (and hence momenta) and were hence confirmed

to be in a single quantum state. Over the following decades, the preparation of atomic BECs

has become routine with table-top BEC systems being commercially-available. Such readily-

prepared systems have been used to study exotic systems including Hawking radiation, create

atomic laser and clocks, and act as sensors [103]. However, the cutting edge of BECs is

arguably the application of condensation phenomena to quasibosons consisting of pairs of

fermions—including the condensation of Cooper pairs and the condensation of excitons, both

of which will be explored in the following sections.

3.2 Fermion-Pair Condensation

Fermions are unable to occupy a single one-particle orbital due to the Pauli exclusion princi-

ple. However, particle-particle fermion-pair condensation involves the condensation of quasi-

bosonic particle-particle pairs into a single, two-fermion quantum state called a geminal. Due

to the resultant superfluidity of the constituent electrons, this condensation—the most well-

known class of which is the condensation of Cooper pairs first described by Bardeen, Cooper,

and Schrieffer [128]—has been actively studied since the mid-twentieth century in an effort

to discover a commercially-viable superconductor, i.e., a condensate capable of forming at

ambient pressures and temperatures. Despite this long history, however, the search is ongo-

ing, and a portion of this thesis is dedicated to modelling the highly-correlated fermion-pair

condensate phase in an effort to advance this field. As such, the following sections present

the basic theory behind fermion-pair condensation.
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3.2.1 The Ideal Fermi Gas

The major difference between an ideal Fermi gas and an ideal Bose gas is that fermions

obey the Pauli exclusion principle [129], meaning that one-electron spin orbital occupations

are bounded by 0 ≤ ni ≤ 1 where i is an index encompassing both the spatial and spin

components for a given orbital. The average occupation number of the ith single-particle

state of a Fermi gas is characterized by Fermi-Dirac statistics to be

⟨ni⟩ =
1

eβ(ϵi−µ) + 1
= f(ϵ) (3.35)

where µ is the chemical potential, which is constrained by the normalization condition

N =
∑
i

⟨ni⟩. (3.36)

Note that the Fermi level (EF ) is determined by the chemical potential of the Fermi gas

(µ) and is defined such that ⟨ni⟩ = 1 for ϵi < EF and ⟨ni⟩ = 0 for ϵi > EF at zero Kelvin

[28, 118].

In a uniform system of non-interacting particles in a container of volume V , the single-

particle orbitals for the Fermi gas—similar to those for a Bose gas—are plane waves given

by

ϕp =
1√
V
eip·r/ℏ (3.37)

with energies given by

ϵp =
p2

2m
=

h2k2

8mL2
(3.38)

for a momentum p that obeys

p =
2πℏn
L

= ℏk (3.39)

where n is a vector composed of three components nx, ny, nz ∈ {0,±1,±2, . . . } and where
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k = 2π/λ is the wavenumber.

For this system, the density of states is given by

D(ϵ)dϵ =
4πV (2m)3/2ϵ1/2

h3
dϵ (3.40)

which corresponds to the number of electrons in the energy interval dϵ with the electron

concentration thus being

N

V
=

1

V

EF∫
0

D(ϵ)f(ϵ)dϵ =
8π

3h3
(2mEF )

3/2. (3.41)

By rearranging the above equation, the Fermi energy can be found to be

EF =
1

2m

(
3h3N

8πV

)2/3

. (3.42)

at zero Kelvin [28].

While this ideal gas model is a good description for a cold, spin-polarized Fermi gas (i.e.,

a Fermi gas at low temperatures having electrons of only a single spin), systems in which elec-

trons in atoms can occupy different spin states are strongly affected by interactions between

electrons. However, the ideas introduced in this section—such as the Fermi energy/level and

the density of states—are applicable to the more-complicated, weakly-interacting Fermi gas.

3.2.2 A Brief Aside on the BEC and BCS Limits

Even in dilute gases where the typical range of the two-body forces r0 is much smaller than the

average inter-particle distance d (i.e., r0 << d), the scattering between fermions occupying

different spin states is crucial for describing the physics of low-temperature, many-fermion

systems [118]. This type of interaction between fermions is essential to understanding the

behavior of the system.
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A dilute Fermi gas at low temperatures with strong attractive interactions between par-

ticles is said to be in the BEC limit and results in a dilute gas of bosonic molecular dimers

below the pair-formation crossover temperature [130]. Below the critical temperature in

this BEC limit (Tc = 0.218TF , TF ≡ Fermi temperature), the dimers form a Bose-Einstein

condensate and hence exhibit both off-diagonal long-range order and superfluidity; however,

the dimers are two-atom molecules interacting in real space and hence act like a traditional

condensed Bose gas [130]. On the other hand, a dilute Fermi gas at low temperatures with

weak attractive interactions between particles is said to be in the BCS limit and is unstable

to the formation of Cooper pairs [131] which leads to superconductivity upon condensation

as was first detailed by Ref. [128]. These Cooper pairs—in which atoms pair across the

Fermi surface in momentum space—are highly-overlapping spatially and hence can not be

considered to be composite bosons. The BEC and BCS limits can be described by the same

wave function that changes in a smooth way as the interaction between fermions is tuned

without encountering a phase transition—the so-called BEC-BCS crossover [118, 130]. The

focus of the following sections will be primarily on the BCS limit as superconductivity is the

behavior generally sought in modern scientific inquiry.

3.2.3 A Cooper Pair

A Cooper pair is composed of two electrons that interact via an attractive potential V (r1−r2)

with their two-electron Schrödinger equation being given by

[
−
ℏ2∇2

r1

2m
−

ℏ2∇2
r2

2m
+ V (r1 − r2)

]
ψ(r1, r2) = Eψ(r1, r2) (3.43)

where ψ(r1, r2) is the wave function of the Cooper pair. This equation can be translated to

[
−
ℏ2∇2

R

2m∗ − ℏ2∇2
r

2µ
+ V (r)

]
ψ(r,R) = Eψ(R, r) (3.44)
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where m∗ = 2m is the total mass, µ = m/2 is the reduced mass, r = r1 − r2 is the relative

displacement, and R = (r1 + r2)/2 is the center of mass. As the potential doesn’t depend

on the center of mass, the Cooper pair wave function should be of the form

ψ(r,R) = ψ(r)eiK·R (3.45)

where the total energy of the system would be E = ER + Er. The lowest total energy

corresponds to E = Er as ER = 0 for K = 0 when the momentum of the center of mass

vanishes.

Thus, the Cooper Pair wave function depends upon the solution of

[
ℏ2∇2

r

2µ
+ V (r)

]
ψ(r) = Erψ(r) (3.46)

which can be illuminated by taking the Fourier transform to yield [132]

∫
d3k′

(2π)3
V (k− k′)ψ(k′) = (E − 2ϵk)ψ(k) (3.47)

with ϵk = ℏ2k2/2m being the free electron energy and setting E = Er. This implies that a

bound state between two electrons exists only if the total energy is smaller than the energy

of two free electrons (E < 2ϵk). An attractive interaction V (k−k′) = −V0 below the Debye

frequency (ϵk′ , ϵk < ℏωD) yields a minimum potential of [132]

V0,min =

√
2ℏ3π2

m3/2√ωD
(3.48)

for the electrons to be unstable against the formation of a bound pair. Thus, a bound Cooper

pair will form only if there is a sufficiently-large attractive potential.

However, in many-body systems, only electrons near the Fermi level “see” the attractive

potential such that V (k − k′) = −V0 for the unoccupied electronic states above the Fermi
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level (ϵk′ − EF , ϵk − EF < ℏωD), which leads to a binding energy given by [132]

Eb = 2ωDe
−2/(V0D(EF )) = 2EF − E > 0 (3.49)

where D(EF ) is the density of states at the Fermi level. This positive binding energy for

any attractive interaction V0 indicates that the bound Cooper pair will form no matter how

small the interaction. A well-defined Fermi surface that separates occupied and unoccupied

electronic states is thus the key property that makes the system unstable against the forma-

tion of Cooper pairs for small attractive potentials. This differs from the free electron case

that needs a certain minimum potential given in Eq. (3.48).

Note that the energy of this interaction is of the order of 10−3 eV and can hence be easily

broken by thermal fluctuations at low temperatures. Further details for this derivation of

Cooper pairs can be found in the original 1956 paper [131] as well as some helpful lecture

notes [132].

3.2.4 BCS Theory—Many Cooper Pairs

To introduce the model Hamiltonian for BCS theory in second quantization, electron creation

and annihilation operators are defined as â†k,σ and âk,σ where the momentum is given by k

and the spin by σ =↑ or ↓, which follow all fermionic creation and annihilation commutation

relationships. The BCS Hamiltonian is then [128, 133]

Ĥ =
∑
k,σ

ϵkâ
†
k,σâk,σ +

∑
k,1

Vk1â
†
k,↑â

†
−k,↓â1,↓â−1,↑ (3.50)

where the first term corresponds to the kinetic energy of the electron and the second term

corresponds to an electron-electron interaction.
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The Hamiltonian can be diagonalized by doing the linear transformation

âk,↑ = u∗kγk0 + vkγ
†
k1 (3.51)

âk,↑ = u∗kγk0 + vkγ
†
k1, (3.52)

and following Bogoliubov’s method [134]. Such a treatment yields a gap energy given by

[133]

∆k = −
∑
k′
Vkk′⟨âk′,↑âk′,↓⟩ (3.53)

where

Ek ≡
√
ϵk + |∆k| (3.54)

with ϵk again being the free electron energy. The gap energy—the energy gap between

the superconducting state and normal state—is the order parameter for BCS theory with

it arising due to the non-zero energy of the superconducting state with zero kinetic energy

[133].

Additionally, from the diagonalized Hamiltonian, the BCS ground state can be obtained

to be [133]

|ψBCS⟩ =
∏
k

(
uk + vkâ

†
k,↑â−k,↓

)
|∅⟩. (3.55)

Further, having both the gap energy and γkσ defined allows for the determination of the

critical temperature in the mean field limit to be obtained according to [133]

kBTc ≈ 1.13ℏωce−1/D(EF )V . (3.56)
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3.2.5 The Two-Particle Reduced Density Matrix and Long Range Order

For fermions, the largest eigenvalue of the one-particle reduced density matrix given by

1Di
j = ⟨Ψ|â†i âj |Ψ⟩ (3.57)

are bound by 0 ≤ λ ≤ 1 by the Pauli exclusion principle [129] as these eigenvalues cor-

respond to occupation numbers of the natural spin orbitals. Pairs of fermions are capable

of forming quasibosonic states, however, with these quasibosons allowed to condense into a

single geminal—a particle-particle quantum state analogous to a one-particle orbital. Thus,

the eigenvalues of the particle-particle reduced density matrix (2D) defined by

2D
i,j
k,l = ⟨Ψ|â†i â

†
j âlâk|Ψ⟩ (3.58)

are capable of being on the order of N with the largest eigenvalue of the 2D being constrained

to be λD ≤ N for systems of 2N or 2N + 1 fermions [135, 136]. In fact, analogous to a

large eigenvalue in the one-boson reduced density matrix being indicative of Bose-Einstein

condensation, a large eigenvalue in the particle-particle reduced density matrix is indicative

of off-diagonal long-range order and is the signature for the condensation of fermion pairs

into a single two-particle quantum state [135, 136].

The wave functions introduced by Bardeen, Cooper and Schrieffer [128] and Bogoliubov

[134] do contain ODLRO [135], which means that these wavefunctions exhibit eigenvalues of

2D that exceed the Pauli-like limit of 1. In fact, as proven by Yang’s sixth theorem [135],

pair occupations of single particle states such as those in the BCS ansatz are required to

find a system with the maximal allowed eigenvalue for 2D. Thus, superconductivity and

off-diagonal long range order—and hence a large eigenvalue in the particle-particle reduced

density matrix—are inherently linked.
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3.2.6 The Antisymmetrized Geminal Powers (AGP) Model

As explained in the previous section, off-diagonal long-range order is obtained from wave

functions that inherently pair occupations of single particle states [135]. An alternative way

to represent such pairing is to describe an N -electron wave function according to [137]

|ΨAGP ⟩ =
(
Ĝ†
)N/2

|∅⟩ (3.59)

where

Ĝ† =
∑

ξiâ
†
2i−1â

†
2i (3.60)

is a creation operator for an arbitrary geminal (i.e.,a two-particle function) [138]. In config-

uration space, this wave function is given by

|ΨAGP (1, 2, . . . , N)⟩ = gN (12 · · ·N) = g(1, 2) ∧ g(3, 4) ∧ · · · ∧ g(N − 1, N) (3.61)

where ∧ is the Grassman wedge product which expresses the sum of all products resulting

from the antisymmetric permutation of particles and where normalization is implicit. Each

geminal is described by

g(1, 2) =
∑

ξi [ϕ2i−1(1)ϕ2i(2)− ϕ2i−1(2)ϕ2i(1)] (3.62)

where {ϕi} are a set of orthonormal orbitals. It follows that geminals satisfy antisymmetry,

i.e., g(1, 2) = −g(2, 1).

An AGP wave function is said to be extreme when all eigenvalues of the 1D are equivalent,

which corresponds to geminals of the form

gex.(1, 2) =
∑

eiθâ
†
2i−1â

†
2i. (3.63)
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This extreme geminal corresponds to all ξi values being equivalent and may or may not have

some global phase θ. The extreme AGP wave function can then be written as

|Ψex.
AGP ⟩ =

∏
(1 + eiθâ

†
2i−1â

†
2i) (3.64)

and is also known as the BCS wave function [128, 138]. This state is not number-conserving

and is instead composed of all possible, paired, evenly-numbered excitations.

The AGP model and the wave functions therein are often useful for electronic structure

methods as they include correlations in the geminal expansion. The extreme AGP wave

function is of particular interest to this thesis as the upper bound on the largest eigenvalue

of 2D is approached arbitrarily closely only for the extreme AGP wave function [135, 136,

138]. Thus, the largest number of Cooper pairs occupying the same quantum state is only

maximized for a given number of particles in an extreme AGP state. When computationally

exploring superconducting states, then, it is essential to consult the AGP states and especially

the extreme AGP state.

3.2.7 Experimental Realizations of Superconductors

Superconductors were prepared as early as 1911 [91], although the microscopic principles gov-

erning them weren’t elucidated until around forty years later [128]. The first experimentally-

observed superconductor was liquid mercury, which H. K. Onnes was studying the resistivity

of at extremely low temperatures (Tc ≈ 4.15K) [139]. Since then, the search for higher-

temperature superconductors for practical use has led to the vast theoretical and experimen-

tal exploration of many classes of systems encompassing pure elements (including allotropes

of carbon), organic compounds, cuprates, iron-based systems, heavy fermion superconduc-

tors, alloys (such as NbTi), etc. [140]. Still, despite over 100 years of investigation, no

currently-known system behaves as a superconductor at both reasonable temperatures and
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atmospheric pressures, although a new so-called “room-temperature” superconductor—with

critical temperature around 294 Kelvin—has been created under high-pressure conditions

of roughly 10,000 times atmospheric pressures—likely still precluding commercial viability

[141]. Interestingly, BCS theory is not applicable for a wide array of high-temperature su-

perconductors (with critical temperatures above 30 K), making the development of a new

microscopic theory to explain the behavior of such superconductors a current challenge of

condensed matter physics.

3.3 Exciton Condensation

The BEC critical temperature equation in Eq. (3.29) demonstrates an inverse relationship

with the mass of the bosonic particles. As such, excitons—which are significantly less mas-

sive than electron-electron pairs—are expected to condense at higher temperatures than

traditional superconductors, especially when the strong electron-hole binding energies that

greatly exceed thermal energy at room temperature are considered [112]. However, the re-

combination of the particles and holes composing an exciton can cause excitonic lifetimes to

often be too short to support condensation. As such, separating the electrons and holes of

the exciton into distinct layers to prevent recombination is the current focus of the field of

exciton condensation, although current condensates of this type still require impractically

high magnetic fields, high electric fields, and/or low temperatures. In the following sections,

excitons and exciton condensation are introduced with a brief discussion comparing termi-

nology regarding exciton condensation in the literature as well as experimental systems in

which exciton condensation has been demonstrated.

3.3.1 An Introduction to Excitons

An exciton is an electron and a hole that are held together as a bound pair via a Coulombic

attraction [142] and is hence a quasiboson. In condensed matter physics, a hole is a carrier
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of a positive charge that corresponds to the absence of an electron. Unlike Cooper pairs, the

strong electrostatic interaction between the negatively-charged electron and the positively-

charged hole “holds” the exciton together in real space, making them spatially compact,

although the size of an exciton can vary from approximately an Angstom to several hundred

Angstroms. Excitons are typically categorized according to their size with so-called “Frenkel”

excitons being localized to a single lattice site [143, 144] and so-called “Wannier” excitons

(or “Wannier-Mott” excitons) spanning across many lattice sites [145, 146]. Frenkel excitons

are typical in organic molecules and materials and have binding energies on the order of

one electron volt with radii on the order of ten Angstroms. Wannier excitons are typical

to most semiconductors with binding energies on the order of one hundred millielectron

volts and radii on the order of one hundred Angstroms [142]. Excitons which lie between

the Frenkel and Wannier regimes are typically described by the charge-transfer model with

these intermediate-scale excitons being located in spatially-separated regions across some

interface—instead of being localized to a single spatial region—and hence exhibiting a non-

zero dipole moment [147].

For excitonic systems, the underlying lattice of atoms is treated as a background field

with electrons and holes existing as free particles that “orbit” each other analogous to a

Rydberg atom [142]. As such, the hydrogenic equations can be almost directly applied to

excitonic systems with an adjustment to the reduced mass of the electron and hole system

(m∗) —given by
1

m∗ =
1

m∗
e
+

1

m∗
h

(3.65)

where m∗
e and m∗

h refer to the electron and hole effective masses—and a modification to the

permittivity (ϵ)—to adjust for the electrons and holes not existing in free space but rather in

a lattice of atoms—being the only alterations. Specifically, the radius and energy of excitons

are given according to

rn =
4πϵϵon

2ℏ2

m∗e2
=
n2ϵme

m∗ ao (3.66)
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and

En = −
(
m∗

meϵ2

)
R

n2
=
Rex

n2
, (3.67)

respectively, where me is the mass of an electron, ϵo is the hydrogenic permittivity, e is

the charge of an electron, ao = 0.529 Angstroms is the Bohr radius, and R = 13.6 eV

is the Rydberg constant. Note that these excitonic systems are considered metastable,

meaning that they have relatively short lifetimes. This short lifetime can be a challenge

in experimental realizations of condensations of excitons with approaches to combat this

limitation including coupling excitons to light within a cavity to form exciton-polaritons as

well as physically separating electrons and holes into distinct layers [112].

Another challenge to the condensation of excitons is the tendency of two excitons to

bind to form a biexciton—analogous to the distinction between a free hydrogen atom H

and a hydrogen molecular, i.e., the dimer H2. Delocalization occurs in the low-effective

mass limit, which should also favor the formation of the biexciton. Further, low excitonic

densities—which favor the BEC limit and increase the critical temperature for superfluidity

(see discussion below)—also favor biexciton formation [1]. Thus, it is a bit of a balancing act

to increase exciton density enough to disrupt biexciton formation but not so much that the

system has left the BEC limit. One way to avoid the formation of biexcitons is to physically

separate electrons and holes into distinct layers. Between the prevention of biexcitons and

the increase of excitonic lifetimes, these multi-layer systems have been the focus of modern

interest when considering possible systems for the experimental and theoretical realization

of exciton condensation.

While excitons are unable to carry mass or charge [148], they do carry energy and mo-

mentum [106]. Initially, there was a question of the usefulness of condensations of excitons

as carrying either mass or charge was seen as being a necessary condition for the creation of

a useful superfluid [148]; however, in exciton condensates, there exists the possibility for the

frictionless flow of excitation energy [106] as well as counterflow superconductivity in bilayer
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exciton condensates with spatially-separated excitons and holes [149].

Figure 3.1: A graphic representing the terminology introduced by Refs. [1] and [2] to describe
excitonic systems under different limits.

3.3.2 An Aside on Terminology

In this thesis, I utilize the terminology introduced by Comte and Noziéres [1, 2] with respect

to the naming conventions with which I refer to various excitonic phases. Specifically, the

excitonic phases can be classified according to temperature and the densities of the excitons.

A dilute system of excitons at high temperatures is considered to act in a manner similar to

a Bose gas and is hence termed an exciton gas. Upon cooling of this exciton gas, it can either

crystallize into a regular lattice of excitons (or biexcitons) or it can undergo Bose-Einstein

condensation where the excitons (or biexcitons) have condensed into a single quantum state.

53



Crystallization is likely when σ = m∗
e/m

∗
h << 1; however, when σ ≈ 1, localization of

holes is thought to be too energetically-costly and the Bose-Einstein condensate is favored,

which is expected to experience BEC-like superfluid behavior. A dense system of excitons at

high temperatures, however, overlaps to such a degree that the excitons lose their identity

completely, which is better thought of in terms of an electron-hole plasma rather than an

exciton gas. When this plasma is cooled sufficiently, either charge density waves—the dense

counterpart of the crystallized state in the dilute limit—or exciton insulator states may

form. The excitons in the excitonic insulator states are analogous to Cooper pairs in that

they are weakly bound and that BCS theory is appropriate for their theoretical description.

The transition from dilute to dense systems should be smooth with increasing density slowly

causing strongly-interacting bound pairs to evolve towards the loose BCS-like cooperatively-

bound pairs. As such, a crossover—and not a phase transition—is expected between the

BEC and BCS regimes [1] with a well-defined intermediate regime. In fact, by changing

interlayer distances in two-layer systems, the BCS, BEC, and intermediate regimes can all

be probed in a single molecular framework by tuning the binding energy between the excitons

[150]. Refer to Fig. 3.1 for an overview of the various exciton phases. In this thesis, if large

off-diagonal long-range order is noted in the modified particle-hole reduced density matrix

without reference to excitonic densities or binding energies, exciton condensation is used

as the general term as the ODLRO in this matrix describes the condensation of excitons

(particle-hole pairs). This differs somewhat from some literature, which seems to suggest

that excitonic insulator should be used for any exciton condensate in a ground state.

In fact, in some portions of the literature, the term exciton insulator is described as a sit-

uation in which the binding energy of the excitons exceeds that of the band gap—the energy

between the valence band and the conduction band—such that excitons form spontaneously

in the ground state without the input of energy [142]. This is an insulator as it opens (i.e.,

increases) the band gap; in this context, exciton insulator may refer to either the exciton
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condensate or exciton insulator or any intermediate phase described by Fig. 3.1—depending

on the coupling strength of the excitons—as long as no excitation energy is supplied and the

excitons are indeed a ground state phenomenon. Further, some portions of the literature

define the BCS and BEC regimes according to whether the excitons exist in semimetals or

semiconductors. In this framework, the BCS regime occurs in semimetals (i.e., EG < 0)

where interactions are highly-screened and hence weak, and the BEC regime occurs in semi-

conductors (i.e., EG > 0) where there is strong coupling [151]. This terminology, while

consistent with that described in 3.1 in terms of the BEC being strongly interacting and

the BCS being weakly interacting, does not connect with the idea of exciton density driving

binding energies and is hence distinct. In general, literature in this field has been somewhat

confused due to the terminology differences that tend to exist between experimentalists,

theorists, and different subfields of condensed matter physics.

3.3.3 Simple Description of the Condensation of Excitons

For an exciton condensate in a semiconductor, the ground state is characterized by the

creation operator

ψ
†
0 =

∑
k

ϕkâ
†
k b̂k (3.68)

with the N -exciton ground state being given by

|Φ0
N ⟩ = (ψ

†
0)

N |∅⟩ (3.69)

where here â† is a creation operator for a conduction electron, b̂ is an annihilation operator

for a valence electron, ϕ ≈ 1/a
3/2
0 is the internal orbital wave function, and |∅⟩ denotes an

intrinsic semiconductor with no excitons (N = 0). This description of exciton condensation

will be explored for a direct gap, isotropic, non-degenerate model with parabolic conduction

and valence bands in the mean field limit with the spin degrees of freedom being ignored and
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an unscreened Coulomb interaction between free carriers being assumed. Both the dilute

(BEC) and dense (BCS) limits will be considered. Then a brief discussion regarding the

complications present in more-realistic models will be undertaken. For further mathematical

description of exciton condensation, see Refs. [2, 107, 142, 148, 152, 153].

The Keldysh-Kozlov-Kopaev Formulation for Exciton Condensation

As first formulated by Keldysh, Kozlov, and Kopaev [152, 153], for the intrinsic semiconduc-

tor reference in which there are no free carriers, the one-electron Hamiltonian of a semicon-

ducting state capable of supporting free electrons and holes is given by

Ĥ0 =
ℏ2k2

2m∗
e
â
†
k,σâk,σ +

ℏ2k2

2m∗
h

b̂
†
k,σ b̂k,σ (3.70)

where k is the momentum of the electrons and holes that are being counted by their cor-

responding number operators N̂e = â
†
k,σâk,σ and N̂h = b̂

†
k,σ b̂k,σ. If we ignore interband

electron-hole interactions—which are negligible in the BEC limit of dilute excitonic densi-

ties—the Coulombic interaction operator is given by

Ĥc =
1

2
Vq

[
γqγ−q − N̂e − N̂h

]
(3.71)

where

γq = â
†
k+q,σâk,σ − b̂k−q,σ b̂

†
k,σ, (3.72)

Vq =
4πe2

κq2
, (3.73)

and the self-energy of the electrons and holes are removed. The normalized wave function

of the q = 0 ground state in momentum space is then given by [1]

ϕk,0 =

√
64π

(1 + k)2
(3.74)
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in the units of 1/a0 and ϵ0, which is the energy of a single exciton.

If we consider a condensed system of N excitons—where we set Ne = Nh = N—at small

densities under a mean field approximation, the ground state of the Bose-Einstein condensate

of excitons is hence given [1]

|Φ0
λ⟩ =

∏
k

eλϕkâ
†
k b̂k |∅⟩ =

∏
k

[1 + λϕkâ
†
k b̂k]|∅⟩ (3.75)

where λ =
√
N fixes the density of excitons. This expression is a special case in the BCS-like

ansatz given by

|Φ0
λ⟩ =

∏
k

[uk + vkâ
†
k b̂k]|∅⟩ (3.76)

where

uk = 1/
√

1 + |λϕk|2 ≈ 1, (3.77)

vk = λϕk/
√

1 + |λϕk|2 ≈ λϕk << 1, (3.78)

and

|uk|2 + |vk|2 = 1, (3.79)

which is a normalization condition. As first recognized by Keldysh and Kozlov [153], Eq.

(3.76) can represent a Bose condensation of dilute excitons, and—as discussed by Kohn [148]

and Comte [1], Eq. (3.76) can additionally represent an excitonic insulator phase in the

limit of a high density of excitons. The shape of |vk|2 versus ϵk = ℏ2k2/2m∗ depicts the

internal state of the bound exciton-hole pair [1] with |vk|2 scaling as a constant shape as

a function of N in the dilute limit and with |vk|2 being a step function in the dense limit

with increasing sharpness at increasing densities. The transition between these two limits

is smooth, allowing a single wave function to represent the BEC, BCS, and intermediate

regimes.

Further, minimizing Ĥ − µN yields additional information regarding the condensates in
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each limit. In the BEC (dilute) limit, the chemical potential of an exciton is given by the

negative energy of a single bound exciton, vk,0 =
√
Nϕk,0, and the condensation parameter

is given by [1]

∆k = 2(ϵk − ϵ0)ϕ
0
k

√
N (3.80)

which vanishes in the limit of N = 0 for the zeroth order solution. A first order correction

to the chemical potential can also be derived to be [1]

δµ =
26π

3
Na30ϵ0. (3.81)

In the BCS (high-density) limit, the zeroth order solution yields ∆ = 0 and a chemical

potential equivalent to the Fermi energy ϵF . The first order correction yields a value of [1]

∆ = Ec exp

− 1√
4πe2N0/3k

2
F

 (3.82)

for the condensation parameter where Ec is a cut off energy on the order of the Fermi energy

and where this form is similar to the typical BCS weak coupling result. This gap vanishes

exponentially when the density approaches infinity. Interestingly, these limiting behaviors

for both the chemical potential and the order parameter can be fit with a smoothly-varying

function, with interpolation in the intermediate regime allowing for reasonable estimates of

these functions for intermediate excitonic densities.

It can be shown that the ground state given in Eq. (3.75) possesses collective excitations

that are Bogoliubov modes inside the gap in the dense case but describe center of mass

motion of the bound excitons in the dilute case [1], providing a mathematical description

consistent with the frictionless flow of exciton pairs in the dilute (BEC) limit below the

critical temperature. As for the critical temperature of the condensation of excitons, in

the large-N limit, Tc is on the order of ∆, which is exponentially small. In the small-N
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limit, however, the critical temperature is given by that of the Bose gas from Eq. (3.29)

such that Tc ∝ N2/3. There is no smooth function allowing for interpolation in the inter-

mediate regime; however, it is typically expected that in between the high-N and low-N

limits, the critical temperature should go through some currently-incalculable maximum

[1]—likely indicating that this intermediate-N regime would be of interest in the search for

high-temperature superconductors.

Qualitative Description of a More-Realistic Model

The major assumptions in the prior section are that both spin and screening effects are

ignored and that non-degenerate bands are assumed. With regards to adding spin to the

model, the results from above are not much changed in the mean field approximation [2].

Screening, however, makes pairing significantly less efficient and reduces the coupling con-

stant, which decreases the expected critical temperature and hence must be accounted for

in any complete treatment of the condensation of excitons [107]. No longer assuming non-

degenerate bands would significantly modify the results from above quantitatively, although

the qualitative behavior is likely similar [2]. See Ref. [2] for a further discussion of correcting

the above model with these more-realistic conditions.

Also note that any impurities in the system—which have additionally been ignored—lead

to the reduction of the superfluid density and critical temperature [107]. Further, biexciton

formation is not considered in the prior section. Biexciton formation is known to almost-

always decrease system energy [107], precluding pure exciton condensation; however, putting

excitons and holes into physically-separated layers under certain interlayer distances and

m∗
e/m

∗
h ratios is known to make the formation of biexcitons undesirable [107]. See Refs.

[149, 154] for more details.
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3.3.4 Brief Aside on Counterflow Superconductivity

As shown in Refs. [149, 154], bilayer systems which allow for the physical separation of

particles and holes support a distinct kind of superconductivity known as counterflow super-

conductivity. Lozovik and Yudson demonstrate that both the low-density (BEC) condensed

states and the high-density (BCS) condensed states are expected to demonstrate superflu-

idity in such bilayer systems with critical temperatures approaching 100 Kelvin [149]. The

result of this superfluidity is nonattenuating currents flowing without friction in opposite

directions in each layer corresponding to two-wire electric transmission without dissipation,

which would have obvious applications to the fields of energy transport and electronics. See

Ref. [149] for the full derivation of the order parameter, the critical current, the critical

temperature, and the coherence effects for systems demonstrating counterflow superfluidity.

3.3.5 Modified Particle-Hole Reduced Density Matrix and Long Range Order

Since the condensation of excitons involves particle-hole states, the modified particle-hole

reduced density matrix with elements given by

2G
i,j
k,l = ⟨Ψ|â†i âj â

†
l âk|Ψ⟩ (3.83)

is the natural matrix to search for ODLRO indicating the condensation of excitons. However,

the particle-hole RDM needs to be modified to

2G̃
i,j
k,l =

2G
i,j
k,l −

1Di
j
1Dl

k (3.84)

where 1D is the one-fermion RDM that has been introduced in previous sections. This mod-

ification is done to remove an extraneous ground-state-to-ground-state transition that leads

to an extraneous large eigenvalue and obscures relevant particle-hole behavior. Indeed, this
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2G̃ matrix is still capable of having eigenvalues on the order of N with the largest eigenvalue

of this matrix being constrained by λG ≤ N/2 for systems of N electrons [155]. In fact,

analogous to fermion-pair condensation being observed in the particle-particle RDM, the

computational signature of exciton condensation is this largest eigenvalue of the modified

particle-hole reduced density matrix (λG) exceeding the Pauli-like limit of one. This large

λG signature of off-diagonal long-range order in the 2G̃ matrix—which indicates the conden-

sation of excitons—was initially demonstrated by Garrod and Rosina [155] and then applied

to molecular systems by Safaei and Mazziotti [156].

3.3.6 Experimental Realization of the Condensation of Excitons

The condensation of excitons should demonstrate temporal and phase coherence of a sin-

gle quantum state over distances greater than inter-particle separation. Throughout the

course of the last 20 years—in which the condensation of excitons has been experimentally

probed—both the systems in which exciton condensation have been explored as well as the

experimental signatures utilized to examine excitonic coherence have evolved. In the mid-

2000s, some of the first experimental realizations of the condensation of excitons were ob-

served in electronic double layers in a magnetic field [108, 157] and exciton-polariton systems

[110, 111, 158–160]. In recent years, theorists and experimentalists alike have shifted focus

to layered two-dimensional materials [156, 161–173], although investigation into bulk materi-

als—such as highly-pressurized MoS2 [174]—and single-layers—such as ZrTe2 (Tc ≈ 180K)

[175]—has not been abandoned. Layered systems, though, create spatially-indirect exci-

tons that hinder the formation of biexcitons and increases excitonic lifetime by preventing

the recombination of electrons and holes while additionally allowing the excitonic binding

energies to be tuned via interlayer distance [107]. Evidence for exciton condensation has

been achieved in such spatially-separated systems including quantum wells formed from

two-dimensional structures like semiconductors [166, 176], van der Waal heterostructures
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[163, 171, 177, 178], and graphene bilayers [161, 165, 179]. Further, the condensation of

microwave photons—which can directly model exciton condensation—has been achieved on

a quantum computer [5].

3.3.7 Experimental Signatures of Exciton Condensation

In their 2004 study, Eisenstein et. al. utilized maximum interlayer tunneling, vanishing

Hall resistance, and perfect Coulomb drag to provide evidence supporting their claim of

creating an exciton condensate in bilayer electronic systems [108, 157]. Maximum interlayer

tunneling in such systems is expected upon the formation of an exciton condensate due to

electron-hole correlations and is characterized by a large highly-resonant peak in the plot of

interlayer current (dI/dV ) versus applied interlayer voltage (V ) at zero voltage [157]. This

evidence of exciton condensation was again utilized by Wang et. al. in 2019 [171] where such

a peak in interlayer tunneling was able to be observed via electroluminescence due to the

recombination of charge-transfer excitons. The quantum Hall effect refers to the phenomenon

by which a current flowing in the x-direction (Ix) with drag (ρxx) and with a magnetic field in

the z-direction (B) will result in a voltage in the y-direction (VH) with a corresponding Hall

resistance given by ρxy = (2πℏ/e2)(1/v). In an exciton condensate system, the longitudinal

component of the drag (the friction term) vanishes but a strong VH develops if equal currents

flow in parallel between each layer. However, both the longitudinal and Hall resistances

approach zero when the currents in each layer are equivalent in magnitude but have opposite

directions. Finally, perfect Coulomb drag—which refers to a situation in which a steady

transport current in one layer of a bilayer system should be matched by an equal current of

holes in the other layer—is used as evidence for the formation of an exciton condensate as

excitons within a condensate should act as a unit [180]. Both the vanishing Hall resistance

for a counterflow experiment and perfect Coulomb drag are direct evidence for counterflow

superconductivity in these bilayer electronic systems. However, electronic double layers are
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created upon the application of a magnetic field and appropriate interlayer bias, with such

systems hence not being ideal for commercial application. Further, such condensates should

arguably not even be considered pure Bose-Einstein condensations of excitons due to the

applied voltage causing the system to not be in ground states at equilibrium.

In exciton-polariton systems, many of the hallmarks of the Bose-Einstein condensation

of exciton-polaritons have been observed. For example, in 2006, Ref. [110] presented an

exciton-polariton system with polarization dependence and long-range spacial coherence as

well as a very narrow angular distribution of luminescence and thresholding behavior. Again,

however, exciton-polaritons aren’t ground state phenomena, and the usual concept of Bose-

Einstein condensation assumes thermodynamic equilibrium.

Distinct from the previous attempts to characterize exciton condensation behavior is

the momentum-resolved electron energy-loss spectroscopy (or M-EELs) approach. M-EELs

measures both transfered energy and transfered momentum and thus is ideal for providing

information about band structures and densities of state [181]. In 2017, Kogar et. al.

[178] utilized this tool to probe the Goldstone mode corresponding to translation of the

electronic crystal with respect to the atomic lattice. Kogar noted that in a transition metal

dichalcogenide this mode falls to zero beneath a given critical temperature, which indicates

crystallization of valence electrons into an exciton condensate according to Kogar [178].

Another approach is to consider that a condensation of excitons is predicted to include

mixing of the conduction and valence bands and opening of the energetic gap around the

Fermi level (EF ) with a corresponding characteristic flattening of the valence band top

[1, 174, 175]. In recent years, identification of such features seems to be the favored ap-

proach for experimental verification of the condensation of excitons [174, 175, 182]. As an

example, in 2019, Ref. [182] utilized scanning tunneling spectroscopy—which probes a sam-

ple’s density of electrons as a function of energy—to identify the opening of the energetic gap

between the conduction and valence bands in quantum-confined Sb nanoflakes; however, the
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other signatures of an exciton condensate were not probed in this study. In 2021, a theoret-

ical paper examined pre-existing Raman spectra—which probes rotational and vibrational

modes—for MoS2 and observed all three of the above features, which they called a Raman

fingerprint for exciton condensation [174]. Another similar technique for uniquely identifying

exciton condensation is angle-resolved photoemission spectroscopy (ARPES), which probes

the energies and momenta of electrons in a material. As shown in 2023 by Ref. [175], band

mixing, gap opening, and band flattening were all observed using ARPES for single-layer

ZrTe2 with a transition temperature of around 180K.

However, to this day, definitive and uncontroversial experimental evidence for the ground

state condensation of excitons has yet to be achieved, making further innovation in exper-

imentally detecting such a state likely necessary. Further, direct evidence for antiparallel

superconducting currents indicating counterflow superconductivity has not been realized in

ground state systems.

3.4 Teasing the Fermion-Exciton Condensate

In the previous two sections of this chapter, fermion-pair condensates that demonstrate

superconductivity and exciton condensates that demonstrate the superfluid flow of the con-

stituent excitons have been discussed. However, as will be shown in Part IV, it is possible for

both types of condensates to coexist in a non-trivial manner. Research into such a dual con-

densate has been a major focus of this thesis, with this author’s research providing the first

theoretical and computational prediction of the dual condensate, a proposed wave function

to describe the condensate, a Hamiltonian that encompasses its physics, and the first prepa-

ration of such a condensate. These advances will be detailed in the chapters that comprise

Part IV [4, 15, 16]. Recently, Blinov and MacDonald [183] have added to this literature with

a distinct Hamiltonian capable of describing dual condensation. While it is hoped that the

dual fermion-exciton condensate will exhibit some hybrid of the superfluidity of fermion-pair
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condensation and the exciton superfluidity of exciton condensation, the exact properties of

such an FEC remains to be explored, and an experimental realization remains to be achieved.
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Part II

Exciton Condensation in Molecular

Systems
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CHAPTER 4

MOLECULAR EXCITON CONDENSATION IN

BECHGAARD-LIKE TETRATHIAFULVALENE VAN DER

WAALS LAYERED STRUCTURES

Material from: Schouten, A. O., Klevens, J., Sager-Smith, L. M., Xie, J., Anderson, J. S.

& Mazziotti, D. A., Potential for exciton condensation in a highly-conductive amorphous

polymer. Physical Review Materials, published 2023, 7, 045001. © The Author(s) 2023.

4.1 Chapter Synopsis

Fifty years after it was initially predicted, exciton condensates—materials in which particle-

hole pairs (excitons) form a Bose-Einstein condensate—have been experimentally realized in

macroscopically-scaled materials and quantum devices. Here, using large-scale variational

calculations, we computationally study molecular exciton condensation in layered van der

Waal structure systems composed of organic superconductor tetrathiafulvalene (TTF) sub-

units, exploiting chemical tuneability—including charge and geometry—to maximize the

signature of condensate character. These calculations demonstrate that at appropriate in-

terlayer distances—centered around 2.0 Å—and appropriate layer offsets—specifically 0 Å

and 3.0 Å—molecular-scale TTF van der Waal structures demonstrate exciton condensation

with condensation increasing with both system size and charge. Results indicate that super-

fluidity in this system and related systems—including van der Waal structures, molecular

metals with extended-TTF dithiolate ligands, and Bechgaard salts—likely occurs via an exci-

tonic mechanism tuneable according to system composition, geometry, size, and charge. This

study prompts further experimental investigation of the rational design of molecularly-scaled

exciton condensates.
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4.2 Introduction

The condensation of bosonic particles (or quasiparticles) into a single quantum state has

long been an active area of study [97, 101, 113–115, 127, 129] as these condensates manifest

macroscopic quantum phenomena such as superfluidity [97, 101, 115, 127], superconductiv-

ity [128, 137, 184, 185], and the nondissipative transfer of energy [106, 107]. In more recent

years, theoretical and experimental exploration of exciton (particle-hole) condensation—i.e.,

condensation of bosonic particle-hole pairs into a single quantum state—have become increas-

ingly prominent [4, 5, 107, 112, 156, 178, 179, 186–188] as these relatively-light quasiparticles

with comparatively-high binding energies are expected to condense at higher temperatures

[112] than traditional superconductivity resulting from the condensation of pairs of fermions

(i.e., Cooper electron-electron/particle-particle pairs) [128, 137, 184, 185]. Exciton con-

densation results in the superfluidity of particle-hole pairs and involves the non-dissipative

transfer of energy [106, 107], and—in bilayer systems—can result in so-called counterflow

superconductivity [149]. Exciton condensates have been experimentally generated in optical

traps with polaritons [109, 110, 158, 189], electronic double layers (EDLs) of semiconductors

[180, 186, 187, 190, 191] and graphene [164, 179, 192], van der Waal structures [193, 194],

and even photon-hole qubit systems [5].

In this paper we examine the realization of molecular exciton condensation—the conden-

sation of excitons in layers or stacks of molecules. Unlike van der Waals structures whose

condensates have been tuned in terms of geometric orientation such as twist angles, the

assembly of materials from molecules can exploit the much broader tunability of chemistry

in terms of chemical substituents, charge, and geometry. While we have shown in previous

work that exciton condensation appears computationally in pentacene and hexacene bilayers

[156], here we examine the formation of exciton condensation in molecular-scale TTF van der

Waal structures (see Fig. 4.3). Tetrathiafulvalene (TTF) has played an instrumental role in

the development of organic superconductors as it is highly symmetric, planar, and known to
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have considerable π-π alignment and overlap when stacked [3, 195–198, 198]; indeed, the first

organic superconductor was composed of a derivative of TTF (specifically, the first Bech-

gaard salt, (TMTSF )2PF6 [199]). In fact, the layered nature of these TTF van der Waal

structures is reminiscent of a molecular-scaled versions of the stacking seen in the crystalline

structures of both single-component molecular metals with extended-TTF dithiolate ligands

[197, 200–204]—which can demonstrate superconducting character at high pressures and

low temperatures [202, 203]—as well as the class of so-called Bechgaard salts of the form

(TMTTF )2X (TMTTF = tetramethyltetrathiafulvalene) or (TMTSF )2X (TMTSF =

tetramethyltetraselenafulvalene) [3, 198, 199, 201]—which also demonstrate superconduct-

ing behavior at low temperatures and high pressures (see the general phase diagram for

Bechgaard salts adapted from Ref. [3] and shown in Fig. 4.1).

Figure 4.1: The generic phase diagram for TMTSF/TMTTF salts with centrosymmetric
anions adapted from Ref. [3] is shown.

Here, for a variety of these Bechgaaard-like van der Waal TTF layered structures, we

computationally study the extent of exciton condensation as a function of various inter-

layer distances, layer-offsets, charges, and numbers of layers, with the signature of exciton

condensation being computed as the largest eigenvalue of the modified particle-hole matrix

[155, 156] computed from direct variational calculation of the ground-state energies as func-
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tionals of the two-electron reduced density matrix (2-RDM). As the primary method for

controlling the ground-state properties of layered systems—such as Bechgaard salts—is to

control the spacing of layers—through chemical means and/or the application of mechanical

pressure—in order to alter orbital overlap [3], we demonstrate that at a range of appropri-

ate interlayer distances between 1.0 and 4.0 Å, molecular-scale TTF structures demonstrate

exciton condensation and identify the maximal condensate character as occurring at an in-

terlayer distance of 2.0 Å. Additionally, layer offsets in the range of 0 Å to 4.0 Å were probed

with an offset of zero supporting the largest degree of exciton condensate character, although

an offset of 3.0 Å was additionally observed as having significant character of exciton con-

densation. At the optimal interlayer of 2.0 Å and layer offset of 0 Å supporting maximal

exciton condensate character, increasing numbers of layers support increasing condensate

character with an emergence of multiple islands of condensation (i.e., multiple quantum

states containing more than one particle-hole bosonic quasiparticle) with even numbers of

layers demonstrating a larger increase in overall excitonic character than their odd counter-

parts. Moreover, we observe that introducing charge to these molecular systems—consistent

with the charged nature of the TTF-analogues in Bechgaard salts [3]—increases the maxi-

mum signature of exciton condensation for a given number of layers while retaining trends

observed in the neutral system as the number of layers is increased.

Overall, our results suggest that experimental superfluidity in molecular systems com-

posed of TTF layers is likely to occur via an excitonic mechanism with the degree of conden-

sation being tunable through variations in substituents, charge, and geometry. This could

illuminate the superconducting mechanism for non-traditional superconductors such as van

der Waal structures and Bechgaard salts as well as provide insight on the future rational

design of experimental, non-traditional superconductors.
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4.3 Signature of Exciton Condensation

In 1924, Einstein and Bose first developed a theoretical framework for an ideal gas of bosons, a

“Bose-Einstein” gas. When adequately cooled, these bosonic particles condense into a single,

low-energy quantum ground state [113, 114], which results in the emergence of superfluid

properties [97, 115].

A quantum signature representing the computational determination of the presence and

scope of this so-called Bose-Einstein condensation is given by a large eigenvalue of the one-

boson reduced density matrix (RDM) [119], which is expressed as

1Di
j = ⟨Ψ|b̂†i b̂j |Ψ⟩ (4.1)

with |Ψ⟩ being an N -boson wave function, with each number demonstrating both the spatial

and spin components of the boson, with i, j corresponding to one-boson orbitals in a finite

basis set with rank r, and with b̂† and b̂ depicting bosonic creation and annihilation operators,

respectively. Note that as the eigenvalues of the one-boson RDM can be interpreted as the

number of bosons occupying a single bosonic orbital, an eigenvalue exceeding one implies

multiple bosons occupy the same quantum state and hence the presence of condensation.

For systems comprised of fermions, however, it is not possible for a macroscopic num-

ber of particles to aggregate into a single quantum state [129]. Condensation phenomena

in fermionic systems can not occur between correlated fermions but instead comes about

due to the correlation of fermion-fermion pairs, which create bosonic quasiparticles that can

condense. Condensation of Cooper pairs (i.e., particle-particle pairs) results in the superflu-

idity of these electron-electron pairs, creating traditional superconductivity [128, 184], the

quantum signature of which—independently derived by Yang and Sasaki [135, 136]—is a
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large eigenvalue in the particle-particle reduced density matrix (RDM), written as

2D
i,j
k,l = ⟨Ψ|â†i â

†
j âlâk|Ψ⟩ (4.2)

with |Ψ⟩ being an N -fermion wave function, with each number demonstrating both the

spatial and spin components of the fermion, with i, j, k, l corresponding to one-fermion or-

bitals in a finite basis set with rank r, and with â† and â depicting fermionic creation and

annihilation operators, respectively.

Similarly, the condensation of particle-hole pairs (i.e., quasibosonic excitons) into a single

quantum state results in exciton condensation. In direct analogy to the large eigenvalue of

the particle-particle RDM being a quantum signature for the condensation of particle-particle

(Cooper) pairs, one may expect the signature of exciton (particle-hole) condensation to be

a large eigenvalue in the particle-hole RDM [148, 155, 156], which is given by

2G
i,j
k,l = ⟨Ψ|â†i âj â

†
l âk|Ψ⟩. (4.3)

However, there exists an extraneous large eigenvalue of the particle-hole RDM corresponding

to a ground-state-to-ground-state transition. Thus, a modified particle-hole matrix with this

unrelated large eigenvalue removed is constructed [148, 155, 156] and is represented as

2G̃
i,j
k,l =

2 G
i,j
k,l −

1Di
j
1Dl

k (4.4)

We refer to the largest eigenvalue of this modified particle-hole RDM as λG and use this

eigenvalue as the signature of the extent of exciton condensation throughout the course of our

analysis. Note that as the eigenvalues of the modified particle-hole RDM can be interpreted

as the number of excitons occupying a single, particle-hole “orbital”, a λG value exceeding

one indicates more than one exciton condensed into the same quantum state and hence the
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presence of exciton condensation.

4.4 Results

4.4.1 Initial Exploration of the TTF Bilayer System

Recent scholarship [193, 194] has identified the class of van der Waal layered structures as

demonstrating promise for the creation of macroscopically-scaled exciton condensates. In this

study, we extrapolate this framework to a molecularly-sized system and use tetrathiafulvalene

(TTF)—a molecule known to demonstrate intralayer correlation phenomena [197, 199, 205]—

as the subunit composing the structure. The simplest such molecular-scale van der Waal

structure is a TTF molecular bilayer. In order to gauge the relative extents of exciton

condensation as a result of varying the distances between the two component TTF layers

and thus probe a significant range of van der Waal interaction possibilities, interlayer spaces

are varied from 1.0 to 4.0 Angstroms, and the signature of condensation, λG, is probed in

the 6-31g basis using a [12,12] active space.

As can be seen in Fig. 4.2, the TTF bilayer system demonstrates exciton condensation

(λG > 1, blue) over a multitude of spacial separations, with the 2.0 Å separation having the

maximal signature of exciton condensation—as indicated by the largest eigenvalue. As such,

this optimal distance of 2.0 Å is utilized as the interlayer distance throughout all further

computations in which other variables are varied. Note that, for completeness, the extent

of particle-particle condensation (λD, superconductivity) is probed for all systems; however,

as can be seen from the pink data in Fig. 4.2, no significant particle-particle condensation

is observed.

In order to visualize this excitonic system, we computationally probe the probabilis-

tic location of a hole corresponding to a specified particle location—in a specified atomic

orbital—for a given exciton. (See the Appendix for more information.) Specifically, in Fig.
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Figure 4.2: The largest eigenvalues of the particle-particle density matrix (λD, pink) and
the modified particle-hole density matrix (λG, blue) as a function of interlayer distance are
given for a bilayer of TTF molecules with no offset.

4.3, for the excitonic mode corresponding to the largest signature of exciton condensation,

the probabilistic location of the hole of the exciton (in green and purple) is shown when

the particle of the exciton is constrained to 4px orbital of one of the sulfur atoms (in red).

From the image corresponding to the bilayer system, the existence of interlayer (as opposed

to intralayer) excitons can be readily observed, indicating a possibility of greater excitonic

stability.

4.4.2 Varying Layer Offset

Experimental systems in which TTF-like motifs are stacked—such as the Bechgaard salts

[3, 199, 201] and molecular metals with extended-TTF dithiolate ligands [197, 198, 200–

204]—tend to have some horizontal offset distance (doff.) between layers—in addition to the

vertical interlayer distance (dint.)—such as the one shown in Fig. 4.4. In order to optimized

this offset distance geometric parameter in terms of maximal exciton condensate character,

74



Figure 4.3: Visualization of the exciton where the exciton’s particle is constrained to the px
orbital (shown in red) and where the probabilistic location of the exciton’s hole is probed (in
green and purple) for the TTF van der Waals structures composed of 2, 3, 4, and 5 layers
(pictured from left to right).

we probe the signature of exciton condensate character (λG) for the bilayer system—again

utilizing the 6-31g basis and a [12,12] active space—across variable interlayer distances and

offset parameters, with the significant results of this two-dimensional scan being shown

in Figs. 4.2 and 4.5 and with all additional results being reported in the Supplemental

Information online.

Figure 4.4: A figure demonstrating an offset bilayer system is shown with the interlayer
distance (dint.), the offset distance (doff.), and S-S distances (dS−S) specified.

From our scan across dint. and doff., we note that the largest signature of exciton con-

densation (λG = 1.218) occurs when there is no offset between layers, with this data already

being presented in Fig. 4.2 in the previous section. However, significant exciton condensate

character (λG = 1.143) is additionally observed for an offset distance of doff. = 3.0 Å in

the range of min(dS−S) ≈ 1.8 − 2.2 Å, as can be seen in Fig. 4.5. Note that in this figure

shows the signature of exciton condensation (blue) as a function of the minimum interlayer

75



S − S distance (min(dS−S)) as this metric is often the geometric parameter reported in ex-

perimental literature [200, 203, 204, 206] and as this value gives a better indication of π− π

overlap. Similar plots for all other offset distances probed are included in the Supplemental

Information online, although only the doff. = 2.5 and doff. = 4.0 offsets demonstrate a

signature exceeding λG > 1.1, with these signatures of condensation both being present at

S-S distances of approximately 2.0 Å.

Figure 4.5: The largest eigenvalues of the particle-particle density matrix (λD, pink) and
the modified particle-hole density matrix (λG, blue) as a function of interlayer distance are
given for a bilayer of TTF molecules with an offset of 3.0 Å.

4.4.3 Varying the Number of Layers

To explore the behavior of larger van der Waal structure systems and better allow for ex-

trapolated reasoning of excitonic behavior based on system size, we computationally probe

the exciton condensate character of multi-layer TTF van der Waals structures composed

of two to six TTF layers. As demonstrated in the previous section, the largest degree of

exciton condensation is observed for an interlayer distance of 2.0 Å and an offset distance of
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0 Å for the bilayer system. Thus, as the number of TTF layers in the systems are varied, the

interlayer and offset distances between each layer are fixed to 2.0 Å and 0 Å, respectively,

to allow for direct comparison. (Note that for systems composed of 2, 3, 4, 5, and 6 layers,

active spaces of [12,12], [18,18], [24,24], [30,30], and [36,36], are utilized with the 6-31g basis

set.)

As can be seen in Fig. 4.6, all TTF layered systems probed—from two to six layers—

demonstrate character of exciton condensation, evinced by all having an eigenvalue of the

modified particle-hole reduced density matrix larger than one. Comparing across all numbers

of TTF layers, as the number of even layers increases so does the magnitude of the largest

eigenvalue; the same can be said for the odd-layered counterparts, although the magnitude

of exciton condensation is lesser for a given system with an odd number of layers than the

system one fewer—and hence an even number of—layers.

Figure 4.6: The two largest eigenvalues of the modified particle-hole RDM for TTF layered
systems of variable numbers of layers separated by 2.0 Å are shown.

Another aspect of interest from Fig. 4.6 is the existence of multiple eigenvalues of the

modified particle-hole RDM that exceed one. As the eigenvalues of the modified particle-
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hole matrix can be interpreted as the number of excitons occupying a certain two-fermion,

particle-hole quantum state, these multiple large eigenvalues indicate that there are multiple

quantum states containing more than one exciton bosonic quasiparticle and hence multiple

quantum states coexisting with character of exciton condensation. These multiple “islands

of condensation” [5] coexist within a given system such that the sum of the eigenvalues

exceeding one gives an overall measure of the number of excitons existing in a condensate

phase, although the condensate character of these excitons do not exist in a single mode.

By this metric, excitonic character increases as the number of layers in the TTF van der

Waals structure system is increased with both even and odd numbers of layers supporting

this trend. As the superfluidity of excitons is likely reliant on a macroscopic number of

them existing within the same mode, however, this metric isn’t as useful as the signature

corresponding to the maximum eigenvalue of the modified particle-hole RDM.

Again, it is an enlightening exercise to visualize the excitonic mode corresponding to the

signature of exciton condensation (λG) in order to get a sense of the relative delocaliza-

tion of the excitons in the quantum state corresponding to the largest character of exciton

condensation. As can be seen from Fig. 4.3, where the particle location for the exciton

with the highest character of condensation is specified to a sulfur 4px orbital (red) and the

corresponding hole location is probed (green and purple), structures of all layer numbers

demonstrate significant character of interlayer excitons. By directly comparing the case in

which the particle is localized to a sulfur 4px in the second layer for systems composed of

different layers, it is apparent that hole density is delocalized across the entire stack in each

case, with the largest delocalization occurring in the six-layer system, which also corresponds

to the largest λG of the figures shown. As such, this visualization technique seems to allow

for a qualitative analysis of exciton condensation via an analysis of delocalization when the

same particulate atomic orbitals are compared.

Note that a four-layer calculation of stacked-TTF layers with an interlayer distance
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of dint. = 1.8 Å, an offset distance of doff. = 3.0 Å, and a minimum S-S distance of

min(dS−S) = 1.805 yields a signature of exciton condensation of λG = 1.200, which verifies

that the trend of increasing exciton condensate character with increasing numbers of layers

holds for systems demonstrating layer offset as the corresponding bilayer system (dint. = 1.8

Å, doff. = 3.0 Å, min(dS−S) = 1.805) demonstrates a signature of only λG = 1.143.

4.4.4 Varying Charge on the TTF Layers

As seen in recent experimental literature [207, 208], systems composed of TTF—which is

strongly electron donating [209]—are often synthesized in a manner in which TTF layers are

charged, including in the formation of many Bechgaard salts [3]. As condensation behavior is

highly dependent electron and hole densities—and hence the charge of the species—, charge

on the TTF layers in each of the van der Waals structures can be modified to optimize

the character of exciton condensation. Here we probe the relative signatures of exciton

condensation for the four-layer structure system (dint. = 2.0 Å, doff. = 0 Å, min(dS−S) =

2.0 Å)—which demonstrates a large degree of excitonic character for a neutral species—with

−1, neutral, +1, and +2 charges on each TTF layer.

As can be seen from Fig 4.7, as charge is varied from −1 per layer (total charge of −4)

to +2 per layer (total charge of +8), the signature of exciton condensation in the four-layer

TTF structure is seen to be at a minimum (although still significantly exceeding one) for

the neutral species, with the addition of both positive and negative charge increasing the

signature of exciton condensation. Additionally, we note that while negative and positive

charge both increase the excitonic character, for the same magnitude of charge (i.e., com-

paring the structures with overall charges of −4 and +4), the addition of positive charge

seems to increase the character of excitonic condensation to a slightly higher degree than the

addition of negative charge. As increasing positive charge is shown to better increase the

character of exciton condensation, syntheses in which each TTF layer has a positive charge
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are likely advantageous for experimental realization of molecular-scale exciton condensation.

Figure 4.7: The largest (x’s) and second largest (o’s) eigenvalues of the modified particle-hole
matrix for four-layer TTF structures separated by 2.0 Å where charge is varied from −1 per
layer (−4 total charge) to +2 per layer (+8 total charge) are shown.

4.5 Discussion and Conclusions

In this study, we theoretically probe the presence and extent of exciton condensation—

via the use of a quantum signature—in molecularly-scaled TTF van der Waal structure

systems. In order to optimize the character of exciton condensation for such TTF multilayer

systems, we analyze the effects of interlayer distance, offset distance, the number of layers,

and the charge on each layer. From this investigation, we observe an interlayer distance

of 2.0 Å and an offset of 0 Å to be optimal for the support of an exciton condensate,

although offsets of 2.5 − 4.0 Å also demonstrate significant exciton condensate character

at minimum S-S distances around 2.0 Å. Additionally, we note the formation of increasing

numbers of islands of condensation—in which multiple large eigenvalues indicate the presence

of multiple, coexistent exciton condensate modes—as the number of layers is increased.
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However, the largest signature of exciton condensation—representing the largest number of

excitons condensed into a single quantum state—demonstrates a more nuanced trend; while

the signature of exciton condensation increases for structures composed of an even number of

layers increases as the system size is increased and while the signature of exciton condensation

increases for structures composed of an odd number of layers increases as the system size is

increased, odd-layered systems demonstrate lower signatures of exciton condensation relative

to the corresponding, even structure with one fewer layer. Finally, the addition of charge is

seen to increase the overall signature of exciton condensation with positive charge increasing

character to a slightly-larger degree than negative charge of the same magnitude, indicating

that positively-charged TTF structures may be beneficial in the experimental search for

molecular-scale exciton condensates.

Overall, this study represents an advance in the rational design of exciton condensates.

We computationally establish that molecular-scale van der Waal structures—which are highly

tunable due to the experimental ability to alter layer geometry and composition—can act

as molecularly-scaled exciton condensates with as few as two layers (although condensate

character does increase with system size). Additionally, we demonstrate that systems com-

posed of an even number of layers are optimal for practical implementation of molecular-scale

condensates, and we note that increasing positive charge promotes a higher degree of exci-

ton condensation as compared to negative and neutral TTF. Such understanding of exciton

condensation on a molecular scale could aide not only in the development of macroscopically-

scaled materials that demonstrate superfluidity of particle-hole pairs but could also lead to

some interesting developments in the fields of molecular-scale electron transport and elec-

tronics.

More-complex experimental systems that resemble our simplistic stacked-TTF model

include molecular metals with extended-TTF dithiolate ligands and Bechgaard salts, which

prompts the question of whether the non-traditional superconductivity observed in such
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systems may occur via an excitonic mechanism, with the positive effect of increasing charge

on the character of exciton condensation providing additional evidence for such an excitonic

mechanism in Bechgaard salts, which contain positively-charged TTF-like motifs. While the

offset between layers—such as those present in these experimental systems—did decrease the

character of exciton condensation, significant exciton condensate character was observed for

offsets in the range of 2.5 − 4.0 Å at S-S distances centered around 2.0 Å. Moreover, while

minimum S-S distances in both classes of stacked-TTF experimental systems tend to be on

the order of 3.3−3.7 Å [3, 197, 200, 203, 204, 206, 210, 211], increasing pressure and decreasing

temperature—the conditions that yield superconducting character—tend to compress the

crystal lattice, decreasing S − S distances in one specific molecular metal to around 2.7

Å for a pressures of 10.7 GPa [200]. Additionally, in the neutral analysis of the TTF stacks

(dint. = 2.0 Å, doff. = 0 Å), exciton condensation was observed in the regime of 3.5−3.8 Å,

although at a non-maximal level, which is more-consistent with experimental low-pressure

geometric parameters. Overall, this study provides evidence that such molecular metal and

Bechgaard salt systems may be observed to exhibit exciton condensate character under high

pressure conditions (see Fig. 4.1) or via chemical alterations to decrease interlayer distances

(and hence increase π − π overlap) between the TTF-like layers, which prompts further

experimental and theoretical investigation into the excitonic mechanism of superfluidity in

such systems.

The flexibility of these molecular-scaled, Bechaard-like, van der Waal structure systems

allow for a near-infinite number of modifications, so the development of predictive trends

for the extent of condensate behavior by theoriticians is essential for guiding the types of

experimental systems that are synthesized and explored in the years to come. This study

represents some first steps in understanding and rationalizing exciton condensation in such

systems and provides a template for the experimental realization of exciton condensation.
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4.6 Appendix

4.6.1 Direct Calculation of the 2-RDM and the Modified G-Matrix

The molecular geometry of tetrathifulvalene (TTF) is obtained via the PubChem database

[212], and van der Waal structures of TTF layers are constructed through vertical stacking of

these TTF subunits at the specified interlayer distances. The electronic structures of these

molecular geometries are then explored through the direct calculation of the 2-RDM, without

calculating the many-electron wave function [48–62]. Specifically, the energy of each structure

is optimized as a functional of the 2-RDM constrained by the N -representability conditions,

which include Hermiticity, anti-symmetry, normalization, and the DQG conditions—i.e.,

that the particle-particle, hole-hole, and particle-hole RDMs are positive semidefinite—and

which are necessary conditions for the 2-RDM to represent an N -electron wave function

[50, 58, 62, 66]. In our study, this energetic optimization is conducted in the 6-31g basis

with active spaces as specified throughout the text.

4.6.2 Large Eigenvalue of the Modified G-Matrix

The particle-hole RDM is calculated via a direct mapping from the particle-particle RDM

given by

2G
i,j
k,l = δ

j
l
1Di

k +
2D

i,k
j,l (4.5)

where 1D is the one-fermion RDM which is obtained from the 2D via contraction and where

δ is the Kronecker delta function. The modified particle-hole reduced density matrix is then

obtained via Eq. (4.4), with the eigenvalues ϵi and eigenvectors vi of this matrix being

computed through solving the following eigenvalue equation:

2G̃vi = ϵivi (4.6)
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The largest eigenvalue (the maximum ϵi) is our signature of exciton condensation, which we

label λG.

4.6.3 Visualization of Excitonic Modes

The visualization of the excitonic modes corresponding to maximum exciton condensate char-

acter is accomplished by constraining the location of the excitonic particle to a given atomic

orbital and probing the location of the excitonic hole. Through use of the Variational2RDM

function in the Quantum Chemistry package in Maple, a matrix expressing the canonical

molecular orbitals (columns) in terms of atomic orbitals (rows)—denoted MMO,AO—is ob-

tained. This matrix is then manipulated by

MAO,MO = (MT
MO,AO)

−1 (4.7)

in order to express the atomic orbitals (columns) in terms of the canonical molecular orbitals

(rows), and the submatrix of MAO,MO corresponding to the active orbitals is then isolated

and denoted as Msubmat
AO,MO. The eigenvector of the modified particle-hole reduced density

matrix corresponding to the largest eigenvalue, vmax is obtained from the spin-adapted 2G̃

matrix according to Eq. (4.6) and reshaped into a matrix in the basis of active molecular

orbitals, Vmax. Then,

(Msubmat
AO,MO)(Vmax)(M

submat
AO,MO)

T (4.8)

is performed to result in a matrix in which specified particle atomic orbitals are represented

in terms of coefficients corresponding to the hole contributions to other molecular orbitals.

Visualization tools in Maple can then be utilized to provide a visual representation of a

probabilistic hole location for the specified particle location for a given excitonic mode.
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CHAPTER 5

BEGINNINGS OF EXCITON CONDENSATION IN CORONENE

ANALOG OF GRAPHENE DOUBLE LAYER

Material from: Sager, L. M., Schouten, A. O., & Mazziotti, D. A., Beginnings of exciton

condensation in coronene analog of graphene double layer. The Journal of Chemical Physics,

published 2022, 156, 154702. © The Author(s) 2022.

5.1 Chapter Synopsis

Exciton condensation, a Bose-Einstein condensation of excitons into a single quantum state,

has recently been achieved in low-dimensional materials including twin layers of graphene

and van der Waals heterostructures. Here we examine computationally the beginnings of

exciton condensation in a double layer comprised of coronene, a seven-benzene-ring patch

of graphene. As a function of interlayer separation, we compute the exciton population

in a single coherent quantum state, showing that the population peaks around 1.8 at dis-

tances near 2 Å. Visualization reveals interlayer excitons at the separation distance of the

condensate. We determine the exciton population as a function of the twist angle between

the two coronene layers to reveal the magic angles at which the condensation peaks. As

with previous recent calculations showing some exciton condensation in hexacene double

layers and benzene stacks, the present two-electron reduced-density-matrix calculations with

coronene provide computational evidence for the ability to realize exciton condensation in

molecular-scale analogs of extended systems like the graphene double layer.

5.2 Introduction

Exciton condensation—a Bose-Einstein condensation of particle-hole pairs into a single quan-

tum state—has generated considerable experimental and theoretical interest [4, 5, 12, 107,
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112, 164, 165, 178, 179, 179, 180, 186, 186, 187, 187, 188, 190–194, 213] due to the resultant

superfluidity [97, 101, 115, 127] of the constituent excitons (particle-hole pairs) allowing for

the dissipationless transport of energy [106, 107], which presents the possibility for uniquely

energy efficient materials. Further, the greater binding energy and lesser mass of excitonic

quasiparticles relative to particle-particle Cooper pairs indicates that exciton condensation

should occur at higher temperatures [112] relative to the temperatures at which traditional

superconductivity—i.e., the condensation of particle-particle pairs into a single quantum

state [128, 137, 184, 185]—occurs.

Exciton condensates, nonetheless, have proven difficult to experimentally observe as ex-

citons often have too short of a lifetime to allow for the simple formation of an exciton

condensate; however, recent literature has established bilayer systems as being capable of

demonstrating exciton condensation [161–173] likely due to the spatial separation of electrons

and holes increasing excitonic lifetimes and causing them to act like oriented electric dipoles

whose repulsive interactions prevent the formation of biexcitons and other competing exciton

complexes such as electron-hole plasmas [108, 171]. Specifically, van der Waal heterostruc-

tures [163, 171, 177, 178] as well as graphene bilayers [161, 165, 179] demonstrate promise

in the search for higher-temperature exciton condensate phases, with the tuneability of elec-

tronic states afforded by twisting graphene layers relative to each other being particularly of

interest in recent literature [167, 173].

Small, molecularly-scaled systems have also been revealed to support exciton condensa-

tion via theoretical explorations utilizing a signature of such condensation found in the modi-

fied particle-hole reduced density matrix (RDM) [4, 5, 12, 213]. These molecular systems are

able to be treated using theoretical approaches at lower computational costs and can be used

as an analog for similar larger-scaled systems; moreover, molecular-scaled exciton conden-

sation in and of itself may have potential applications in the design of more energy-efficient

molecular-structures and devices. As such, a coronene bilayer system [214, 215]—where each
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coronene layer is a seven-benzene-ring patch of graphene—is an ideal candidate for theoreti-

cal study of molecularly-scaled condensation phenomena. Exciton condensation in extended

graphene bilayers indicate the likelihood that, similarly, coronene bilayers demonstrate corre-

lation consistent with exciton condensation. Conclusions drawn from such a study may prove

useful in understanding the mechanism by which exciton condensation occurs in benzene-ring

and graphene bilayers in general.

In this paper, we computationally examine the beginnings of exciton condensation in

a double layer composed of coronene. Utilizing variational 2-RDM theory [48, 49, 51, 53,

54, 57, 61, 216–220], we explore the largest eigenvalue (λG) of the modified particle-hole

reduced density matrix (G̃)—which corresponds to the largest population of excitons in a

single particle-hole quantum state—for various coronene-bilayer geometries, such that an

eigenvalue above the Pauli-like limit of one indicates exciton condensation as more than

one exciton is occupying a single state and a larger eigenvalue indicates a higher degree

of exciton condensate character. We compare the maximal exciton populations (λG) as a

function of distance between the layers of coronene and note that, near 2 Å, the population

peaks at around 1.8 with interlayer excitons being noted via our visualization technique at

this distance. Additionally, exciton populations as a function of twist angle between the

two layers are computed in an effort to reveal any “magic angles”. Overall, this molecularly-

scaled exploration of coronene bilayers provides computational evidence of the beginnings of

exciton condensation in molecularly-scaled systems that is related to the condensation found

in extended systems like graphene bilayers.

5.3 Theory

Condensation phenomena occur when bosons—or quasibosons—aggregate into a single, low-

energy quantum ground state when adequately cooled [113, 114], which results in the emer-

gence of superfluid properties [97, 115]. For traditional bosons, a computational signature
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of so-called Bose-Einstein condensation occurs when the largest eigenvalue of the one-boson

reduced density matrix (RDM)—expressed as

1Di
j = ⟨Ψ|b̂†i b̂j |Ψ⟩ (5.1)

where |Ψ⟩ is an N -boson wave function and b̂†i and b̂i are bosonic creation and annihilation

operators for orbital i, respectively—exceeds one [119]. As the eigenvalues of the one-boson

RDM correspond to the populations of one-boson orbitals, the largest eigenvalue corresponds

to the maximum number of bosons occupying a single quantum state, i.e., the degree of

condensation.

However, condensation in fermionic systems occurs via different mechanisms as multiple

fermions cannot occupy a single orbital [129]. In traditional superconductivity, superfluidity

arises due to correlations within quasibosonic particle-particle (electron-electron, Cooper)

pairs, causing the constituent Cooper pairs to flow without friction [128, 184]. The signature

of particle-particle condensation is the largest eigenvalue of the particle-particle RDM (2-

RDM) [135, 136] given by

2D
i,j
k,l = ⟨Ψ|â†i â

†
j âlâk|Ψ⟩ (5.2)

where |Ψ⟩ is an N -fermion wave function, where each number demonstrates both the spatial

and spin components of the fermion, the indices i, j, k, l correspond to one-fermion orbitals in

a finite basis set of rank r, and â† and â depict fermionic creation and annihilation operators,

respectively. The largest eigenvalue of the 2-RDM corresponds to the largest population of

a single particle-particle quantum state (called a geminal [66, 135, 136, 221–223]), i.e., the

degree of particle-particle condensation.

Similarly, exciton condensation results from particle-hole pairs (excitons) condensing into

a single quantum state [106, 107]. The signature of exciton condensation—denoted as λG—is

a large eigenvalue (λG > 1) of a modified version of the particle-hole reduced density matrix
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[148, 155, 213], with elements given by

2G̃
i,j
k,l =

2G
i,j
k,l −

1Di
j
1Dl

k = ⟨Ψ|â†i âj â
†
l âk|Ψ⟩ − ⟨Ψ|â†i âj |Ψ⟩⟨Ψ|â†l âk|Ψ⟩ (5.3)

where 1D is the one-fermion reduced density matrix (1-RDM). After modification—which

removes an extraneous ground-state-to-ground-state transition—the largest eigenvalue of the

particle-hole RDM corresponds to the number of particle-hole pairs (excitons) that occupy

a single particle-hole quantum state and hence signifies presence and extent of exciton con-

densation.

5.4 Results

Extended graphene bilayer systems have been identified as a major candidate for the creation

of macroscopically-scaled exciton condensates [161, 165, 179]. In this study, we extrapolate

this framework to a molecularly-sized system and use bilayers of coronene—where each layer

is composed of seven, joined benzene rings—in order to probe a molecularly-scaled system

whose similarity to graphene bilayers make it both a promising contender for a molecularly-

scaled exciton condensate as well as an ideal analogue for exploring the correlation in layers

of graphene using a system that can be directly explored by current theoretical techniques for

strong electron correlation. As such, we explore relative amounts of correlation in coronene

bilayer systems as a function of both interlayer distance and twist angle.

5.4.1 Exciton Population with Distance

To gauge the relative extents of exciton condensation as a result of varying interlayer dis-

tances between each layer of coronene and thus probing a significant range of van der Waals

interactions between each layer in an attempt to identify an ideal distance for maximal corre-

lation, interlayer spaces are varied from 1.0 Å to 2.5 Å, and the signature of condensation—
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λG, i.e., the number of excitons condensed into a single particle-hole quantum state—is

probed in the STO-6G basis using variational 2-RDM theory with a [24,24] active space.

As can be seen in Fig. 5.1—where the blue data indicates variational 2-RDM complete-

active-space self-consistent-field (V2RDM-CASSCF) [24,24] calculations with [X,Y] denotes

an active space of X electrons in Y orbitals and the pink data indicates configuration-

interaction-based complete-active-space self-consistent-field (CI-CASSCF) [10,10] calculations—

coronene bilayer systems demonstrate character of exciton condensation (λG > 1) for a wide

variety of interlayer distances with the maximal excitonic populations in the bilayer peaking

at 1.824 at 2 Å, although a relatively-wide plateau is noted in the range of 1.8-2.2 Å, indi-

cating that exciton condensation is relatively robust in that region of distances. Distances

in the neighborhood of 2.0 Å are hence ideal for the study of exciton condensate phases in

bilayer systems composed of coronene, at least for twist angles around 0 degrees.

Figure 5.1: A scan over the exciton population in a single coherent quantum state (i.e., the
largest eigenvalue of the modified particle-hole RDM) versus the distance between the two
coronene layers for V2RDM-CASSCF calculations using a [24,24] active space (blue) and
CI-CASSCF calculations using a [10,10] active space (pink). A STO-6G basis is utilized for
both calculations.

Figure 5.2 allows for the visualization and comparison of coronene bilayer systems with
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differing degrees of excitonic condensation. For the particle-hole wave function associated

with the large eigenvalue, we visualize the probability distribution of the hole (gray-violet) for

a particle location in a 2pz orbital of one of the symmetrically-equivalent carbon atoms in the

interior benzene ring (gold) using the methodology described in 5.6.2 for each geometry. The

density cut-off for the probabilistic location of the hole differs between all three visualizations,

so the magnitudes of the densities can not be directly compared between computations;

however, the general trends in hole density locations can be established. For the 2.0 Å

calculation, which shows the maximal excitonic character of the set, the excitonic hole is

highly delocalized between both layers, demonstrating a highly correlated interlayer exciton;

for the 2.5 Å calculation, an interlayer exciton is still observed, however, the degree of

delocalization is highly decreased—with the majority of the hole population being focused

on a single layer—, consistent with a lower degree of correlation and a lower signature of

condensation; finally, for the 1.0 Å calculation, which does not demonstrate any exciton

condensation, the hole’s probabilistic location is highly localized with the majority of the

population in the same layer as the particle. As such, the delocalization and the interlayer

location of the hole seem to be strong indicators of high degrees of exciton condensation and

indicate that both factors may be necessary for a condensate to form.

Note that, while the signature of exciton condensation is depressed in the [10,10] CI-

CASSCF calculations relative to the [24,24] V2RDM-CASSCF calculations—which is ex-

pected as the higher active spaces allow for higher degrees of correlation, which can lead

to higher signatures of condensation—the overall trends between the two sets of data are

consistent, especially in the region of maximal condensation. As the results are consistent

and as the [10,10] calculations are less computationally-expensive, [10,10] CI-CASSCF cal-

culations are used throughout the exploration of the effect of twist angles on the presence

and extent of exciton condensation.
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(a) 1.5 Å, λG = 1.031 (b) 2.0 Å, λG = 1.824

(c) 2.5 Å, λG = 1.408

Figure 5.2: Visualizations of the non-rotated coronene bilayer systems for (a) 1.5 Å, (b) 2.0
Å, and (c) 2.5 Å where the gray-violet represents the probabilistic location of the hole in the
particle-hole wave function associated with the large eigenvalue for a particle position in a
fixed atomic orbital (gold). Variational 2-RDM calculations with a [24,24] active space and
STO-6G basis set are utilized for each visualization.
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5.4.2 Exciton Population with Twist Angle

To obtain a more complete understanding of the conditions under which exciton condensation

occurs, we explore the effect of rotations between the two layers of coronene on the excitonic

population in a single quantum state (i.e., λG).

As can be seen from Fig. 5.3a—which scans the exciton population as a function of

angles from 0 to 60 degrees, the full range of rotation before an identical configuration

is obtained, for coronene bilayer systems with an interlayer distance of 2.0 Å—maximal

condensation character is noted in the range of no offset. However, as shown in Fig. 5.3b,

the large degree of condensation is relatively stable in the region of small angles, particularly

of interest in magic-angle graphene studies [at around 1.1 degrees, [224]], with the largest

degree of condensation occurring at 0 degrees but with all angles scanned—from 0 degrees

to 2 degrees by 0.5 degrees—the maximal exciton population remains above 1.45.

Additionally, in order to determine whether the optimal interlayer distance is consistent

between different twist angles, Fig. 5.2c shows a scan of the degree of condensation versus

the distance between the two coronene layers for twist angles of 0 (blue), 15 (pink), and 30

(green) degrees. Interestingly, the optimal interlayer distance for both the 15 and 30 degree

twist angles is decreased from 2.0 Å to 1.5 Å, with the 15 degree maximum at 1.5 Å being

significantly decreased from that for the unrotated maximum at 2.0 Å and the 30 degree

maximum at 1.5 Å being significantly higher—showing a maximal exciton population above

two, indicating that more than two excitons are occupying a single quantum state, even using

the [10,10] active space with fewer degrees of correlation relative to the [24,24] active space

previously used to scan degree of condensation versus interlayer distance for the unrotated

bilayer system in the analysis in the preceding section.
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(a) 2.0 Å, Large Angle Scan (b) 2.0 Å, Small Angle Scan

(c) 0(blue)/15(pink)/30(green)
Degrees, Distance Scan

Figure 5.3: A scan over the exciton population in a single coherent quantum state (i.e.,
the largest eigenvalue of the modified particle-hole RDM) versus (a)small or (b)large angle
variations are shown in the left-most and middle figure, and a scan over exciton population
versus interlayer distance for twist angles of 0 (blue), 15 (pink), and 30 (degrees) is shown
in the right-most figure. Activespace SCF calculations with a [10,10] active space with a
STO-6G basis are utilized for each plot.

5.5 Discussion and Conclusions

In this study, we theoretically probe the presence and extent of exciton condensation—via

the use of a quantum signature measuring the exciton population of a single particle-hole

quantum state—for a variety of coronene bilayers. In these coronene bilayer systems—which

are molecularly-scaled analogues of extended graphene bilayer systems—, we optimize the

excitonic character versus the distance between the bilayers and find excitonic populations
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of around 1.8 for interlayer distances around 2.0 Å when the coronene layers have a twist

angle of zero degrees; this signature of condensation is seen to be relatively robust in the

region of 1.8-2.3 Å, which while shorter than experimental bilayer distances of around 3.0 Å

[215], may be attainable using either an appropriate linker or high pressure.

Further, by exploring the effect of the angle of rotation between the two coronene lay-

ers (i.e., the twist angle), we discover that for distances around 2.0 Å, the optimal twist

angles between the layers are those corresponding to completely-aligned layers (i.e., 0, 60,

120, etc. degrees), although this maximal condensate character is rather robust for small

angles around those explored in magic-angle graphene studies [224]. Moreover, by investi-

gating the relationship between interlayer distance and excitonic populations for different

twist angles, we note a large dependence on the degree of rotation on the signature of con-

densation. Specifically, we find the overall highest degree of exciton condensation—with an

excitonic population above two in a single quantum state—for a coronene bilayer geometry

corresponding to a 30 degree twist angle and a 1.5 Å interlayer distance, which is slightly

shorter than a carbon-carbon single bond and hence may not be an experimentally-feasible

distance. As such, an experimental exploration of molecular-scaled exciton condensation in

coronene bilayer systems should likely focus on untwisted bilayer geometries in the range of

2.0 Å.

Interestingly, our visualization technique in which an exciton—corresponding to the

largest degree of condensation—is visualized by plotting a the hole’s probabilistic location

for a specified particle location, indicates that interlayer excitons may be required in order

for the coronene bilayer system to demonstrate exciton condensation. For visualizations with

the same specified particle orbital (the 2pz orbital on one of the symmetrically-equivalent

carbon atoms in the interior benzene ring), geometries demonstrating character of exciton

condensation have clear, delocalized, interlayer excitons. Further, we note that the delocal-

ization of the hole location increases with the increase in excitonic population.
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Figure 5.4: The progression of molecular systems in which benzene is completely sur-
rounded by (left to right) zero, one, two, and three complete rows of benzene are shown.
These molecules—which have one, seven, nineteen, and thirty-seven constituent benzenes,
respectively—would be necessary to extrapolate exciton condensate behavior to the limit of
an extended layer of graphene.

An interesting future direction may be the exploration of trends in exciton condensation

with system size. Such a study would likely be beneficial in extrapolating smaller-system

exciton condensation results to predict behavior of extended system graphene. In prior

work, we have indeed explored the relationship between system size—i.e., number of ben-

zene units—in both horizontal bilayer systems including pentacene and hexacene [213] as well

as vertically in multilayer, molecular-scale van der Waals stacks composed of benzene sub-

units with the latter demonstrating an almost-linear increase of condensate character with

an increase in the number of layers [12]. In the case of coronene, however, such an extrapo-

lation would prove difficult with current theoretical methodologies robust enough to capture

the correlation phenomena inherent to condensation behavior as the natural progression

of molecules—shown in Fig. 5.4—rapidly become prohibitively large especially considering

double-layer systems.

Another interesting direction would be determination of the temperature dependency of

excitonic phenomena. Exciton condensation in coronene is a ground state phenomenon in

which multiple constituent particle-hole quasibosons condense into a single quantum state;

as such, we would expect it to persist at finite and small temperatures up until some critical
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temperature at which thermal energy is sufficient to disrupt the condensation. Determination

of critical temperature can be explored theoretically, although the calculation of excited

states would be required, which may be an interesting future avenue of exploration.

Overall, this study identifies a candidate for molecular-scale exciton condensation—

namely, a bilayer of coronene subunits with twist angles near zero degrees and interlayer

separations near 2 Å—, which could have applications involving molecularly-scaled elec-

tronic structures and devices. Further, the clear signature of exciton condensation noted

for the molecular-scale analogue of a graphene bilayer supports the idea that the interesting

electronic phenomena in graphene bilayer systems could be occurring via an excitonic mech-

anism. The understanding gained throughout this geometric analysis of coronene bilayers

illuminates the relationships between twist angle, interlayer distance, and degree of exciton

condensation, which increases our understanding of geometric considerations in the design

of graphene bilayer-like exciton condensate materials.

5.6 Appendix

We include details of methodology utilized for molecular calculations and visualizations.

5.6.1 Computational Methods

The particle-particle reduced density matrix (2-RDM) for the coronene bilayers is obtained

directly from the molecular structure using a variational method [48–50, 53, 54, 225]. Ad-

ditional constraints allowing the 2-RDM to represent N -particle wave functions—i.e., N -

representability conditions—, require the the particle-particle, hole-hole, and particle-hole

RDMs all to be positive semi-definite. The STO-6G basis set is used for all coronene bilayer

calculations, and the active space utilized is specified throughout the document, with—unless

otherwise noted—[24,24] variational 2-RDM CASSCF calculations being utilized for the scan

over interlayer distances and [10,10] CI-CASSCF calculations being utilized for the scan over
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twist angles.

The 2-RDM obtained directly from the molecular structure is then utilized to construct

the particle-hole RDM by the linear mapping given by:

2G
i,j
k,l = δ

j
l

1
Di
k +

2 D
i,k
j,l . (5.4)

The modified particle-hole RDM can then be obtained from the particle-hole RDM according

to:

2G̃
i,j
k,l =

2G
i,j
k,l −

1Di
j
1Dl

k. (5.5)

The eigenvalues (λG,i) and eigenvectors (−→v G,i) of the modified particle-hole matrix are

calculated using an eigenvalue optimization:

G̃−→v G,i = λG,i
−→v G,i (5.6)

where the largest eigenvalue of the modified particle-hole RDM is the signature of conden-

sation that represents the largest exciton population in a single coherent quantum state.

5.6.2 Visualization Technique

The “exciton density” visualization shows the probabilistic hole location as a function of

a specific particle location. This information is obtained via a matrix of atomic orbitals

in terms of molecular orbitals, MAO,MO, calculated directly from a matrix of molecular

orbitals in terms of atomic orbitals, MMO,AO, which is obtained as an output of the direct

computation of the 2-RDM:

MAO,MO = (MT
MO,AO)

−1. (5.7)

A submatrix corresponding to the active orbitals is isolated from the overall matrix, and

the eigenvector of the largest eigenvalue of the modified particle-hole RDM is reshaped as
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a matrix in the basis of the active orbital submatrix. The eigenvector matrix, denotes by

Vmax, is then utilized to create

(Mactive
AO,MO)(Vmax)(M

active
AO,MO)

T . (5.8)

which is a matrix representing electron atomic orbitals in terms of the corresponding prob-

abilistic hole location, with the resultant coefficients contributing to other orbitals.
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Part III

Correlated States on Quantum

Devices
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CHAPTER 6

QUANTUM COMPUTING FOR MOLECULAR SIMULATION

It has long been heralded that quantum chemistry will greatly benefit from the advent of

quantum devices—with quantum computation predicted to increase the speed and accuracy

of quantum calculations as well as the size of molecules able to be simulated [226]. As

Feynman wrote

“Nature isn’t classical, dammit, and if you want to make a simulation of nature,

you’d better make it quantum mechanical, and by golly it’s a wonderful problem,

because it doesn’t look so easy.”

This quote provides an excellent rationale for why many in the quantum chemistry com-

munity believe using one quantum mechanical object—a quantum computer—to simulate

another—an atom or molecule—is the natural approach to take in order to decrease computa-

tional expense. In the following chapters, quantum computers will be used to simulate highly-

correlated systems that demonstrate condensation behavior. While the research in this thesis

does not demonstrate so-called quantum advantage over classical simulation—where a quan-

tum device accomplishes a task that is infeasible for a classical computer—, the preparation

of these highly-correlated materials allows for another avenue of preparing and probing con-

densation phenomena. Additionally, the demonstration of long-range order on quantum

devices provides the first step towards modeling more-complex highly-correlated states on

quantum devices.

To contextualize the following chapters, the basic terminology and techniques involved

in both quantum computing and chemical simulation via quantum devices will be detailed

along with a brief history of quantum computation and a discussion on simulating fermions

on quantum devices. Additional introductory material can be found for the field of quantum

computing itself in Refs. [227–235]. Simulating many-body quantum systems on quantum
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devices is an emergent field and hence fewer resources introducing the concepts of quantum

computation for quantum chemistry exist; however, at least one textbook [236] and several

review articles [237–240] can be referenced to provide further information on these topics.

6.1 Brief History of Quantum Computation in Molecular

Computation

In 1980, Paul Benioff was the first to introduce a quantum mechanical formulation of a

Turing machine [241]; however, Richard Feynman’s 1981 keynote lecture at the Physics

of Computation conference is generally considered the beginning of the field of quantum

computation as a whole and definitely provided the first discussion of molecular simulation

on quantum devices [242]. In this lecture, Feynman discussed harnessing quantum physics

to build a quantum computer and then harnessing this device to simulate quantum systems

too complex to model with classical digital devices [226]. While algorithms for quantum

devices [243–245] and possible methodologies for error mitigation [246] were proposed in the

1980’s and 1990’s, it wasn’t until 1997 that the first quantum computer was created [247]

and until the early-2000s that algorithms were employed on such devices [242, 248]. From

there, the initial quantum chemistry algorithm that utilized quantum computations—the

Variational Quantum Eigensolver—was introduced in 2014 [249], with it first being employed

to calculate the ground state of a molecule on a real device in 2017 [250]. Since 2016—with

IBM creating cloud-accessible quantum devices available to researchers around the world—,

the field of quantum computation for molecular simulation has exploded with applications to

quantum chemistry ranging from variational eigensolvers to application of the anti-Hermitian

Schrödinger equation to open quantum systems to condensation phenomena [5, 6, 10, 13, 16,

237–240].
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6.2 Fundamentals of Quantum Computation

6.2.1 The Qubit

A qubit is the basic unit of quantum computing (analogous to the classical bit); the qubit

itself is a quantum system in a two-dimensional Hilbert space C2 whose most-general state

is a linear combination of its two basis states—|0⟩ =
(
1
0

)
and |1⟩ =

(
0
1

)
, the classical bit

states—with an appropriate phase factor (eiϕ). The qubit wavefunction is given by

|Ψ⟩ = cos

(
θ

2

)
|0⟩+ eiϕsin

(
θ

2

)
|1⟩ =

 cos
(
θ
2

)
eiϕsin

(
θ
2

)
 (6.1)

or more-generally

|Ψ⟩ = α|0⟩+ β|1⟩ =
(
α

β

)
(6.2)

for complex coefficients α and β corresponding to the |0⟩ and |1⟩ states that obey the normal-

ization condition |α|2+ |β|2 = 1. Despite a given qubit existing in a quantum superposition

at any given time, when the qubit is probed in the computational basis, it will collapse into

either the |0⟩ or |1⟩ state with the measurement probabilities being given by |α|2 and |β|2,

respectively. Practically, this means that a quantum system needs to be prepared and probed

multiple times on a quantum device in order to reconstruct the quantum superposition in

which the state’s qubits exist.

A pure single-qubit wave function can be geometrically represented by a Bloch sphere,

which is a unit sphere that contains all possible Bloch vectors of the form


⟨σx⟩

⟨σy⟩

⟨σz⟩

 (6.3)
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where ⟨σi⟩ is the expectation value of one of the Pauli spin matrices. These unitary Pauli

matrices in the basis of the eigenvectors of the σz matrix are defined as

σx =

 0 1

1 0

 , σy =

 0 −i

i 0

 , and σz =

 1 0

0 −1

 (6.4)

with each matrix having Tr(σi) = 0, |det(σi)| = 1, and eigenvalues of ±1. Commutation

and anticommutation relationships for these matrices are given by

[σl, σj ] = 2ϵl,j,kσk (6.5)

and

{σl, σj} = 2δljI (6.6)

where I is the identity matrix and ϵl,j,k is the Levi-Civita symbol. In this z-basis, the

eigenvectors of σx are given by

|+ x⟩ = 1√
2
(|0⟩+ |1⟩) (6.7)

| − x⟩ = 1√
2
(|0⟩ − |1⟩), (6.8)

the eigenvectors of σy are given by

|+ y⟩ = 1√
2
(|0⟩+ i|1⟩) (6.9)

| − y⟩ = 1√
2
(|0⟩ − i|1⟩), (6.10)
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and the eigenvectors of σz are given by

|+ z⟩ = |0⟩ (6.11)

| − z⟩ = |1⟩ (6.12)

with the ± eigenvectors corresponding to the ±1 eigenvalues. As the Pauli matrices form a

complete basis, the Bloch vector uniquely represents the qubit state. Providing a geometric

representation of the a qubit by plotting the Bloch vector in a Bloch sphere can sometimes

provide a useful visualization of a one-qubit quantum state.

6.2.2 Multi-Qubit States

For an N -qubit system, the quantum state is described by a 2N -dimensional vector in a

(C2)⊗N Hilbert space, which results from the tensor product of the Hilbert spaces of the

individual qubits given by

|Ψtot.⟩ = |Ψ0⟩ ⊗ |Ψ1⟩ ⊗ · · · ⊗ |ψN−1⟩ (6.13)

where |Ψtot.⟩ is the total wave function representing N qubits and where |Ψi⟩ refers to the

one-qubit wave function—such as that given in Eq. (6.2)—of the ith qubit. Note that in this

notation and the notation used throughout the literature on quantum physics, the tensor

product is ordered from left to right (where the first qubit q0 is on the far left and the last

qubit qN−1 is on the far right), which differs from the right to left ordering that is typical

in most quantum computation literature (i.e., IBM Qiskit). This left to right notation

of quantum physics is utilized throughout this thesis unless otherwise specified. Further,

in instances where all qubits are in a specific state—and not a superposition—the tensor

product symbols (⊗) are often dropped in the notation but are still present in actuality. For

example, in a three-qubit system, if qubit 0 is in state |0⟩, qubit 1 is in state |0⟩, and qubit
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2 is in state |1⟩, the overall state of the system would be represented by |001⟩ which would

be equivalent to
(
1
0

)
⊗
(
1
0

)
⊗
(
0
1

)
.

As an aside on terminology, a multi-qubit system is said to be entangled when it can not

be decomposed into a tensor product of states. For example,

1√
2
(|00⟩+ |01⟩) = |0⟩ ⊗ 1√

2
(|0⟩+ |1⟩) (6.14)

is not entangled as it is a product of single particle states, but the Bell state

1√
2
(|00⟩+ |11⟩) (6.15)

is entangled because it can not be written as a product of single particle states.

6.2.3 Quantum Gates

Quantum gates refer to norm-preserving unitary operators that act on either one or two

qubits. These quantum gates correspond to a matrix representation (U) such that acting

the gate on a quantum state—which can be represented by a vector (|Ψ⟩)—is equivalent to

the multiplication of the matrix form of the quantum gate by the vector representation of the

quantum state or U |Ψ⟩. By applying an appropriate sequence of gates, any quantum state in

the (C2)⊗N Hilbert space corresponding to N -qubits should be able to be prepared from the

initial state |Ψ0⟩ = |0⟩⊗N . Note that physically these gates correspond to experimentally

manipulating the quantum system acting as a qubit such that certain quantum devices

are capable of only a subset of quantum gates; however, most modern quantum computers

are able to accomplish any general unitary transformation via translation of that unitary

transformation into a sequence of the gates with which the specific device is equipped.

A single-qubit gate U corresponds to a (2 × 2) unitary matrix with the general form of
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a single-qubit gate being given according to

u(θ, ϕ, λ) =

 cosθ2 −eiλsinθ
2

eiϕsinθ
2 ei(ϕ+λ)cosθ2

 . (6.16)

All single-qubit gates can be obtained from this general matrix form for certain values of θ,

ϕ, and λ. A few important single-qubit gates include the X gate, the Hadamard (H) gate,

and the rotation operator gates (RX, RY, RZ). The X gate is given by

X =

 0 1

1 0

 (6.17)

and is equivalent to the classical NOT gate in that it maps |0⟩ to |1⟩ and |1⟩ to |0⟩, which

is equivalent to a rotation by 180 degrees around the X-axis of the Bloch sphere. The

Hadamard gate is given by

H =
1√
2

 1 1

1 −1

 (6.18)

and maps |0⟩ to |+⟩ = 1√
2
(|0⟩ + |1⟩) and |1⟩ to |−⟩ = 1√

2
(|0⟩ − |1⟩). Finally, the rotation

gates are given according to

RX(θ) =

 cosθ2 −isinθ
2

−isinθ
2 cosθ2

 , (6.19)

RY (θ) =

 cosθ2 −sinθ
2

sinθ
2 cosθ2

 , (6.20)

and

RZ(λ) =

 −eiλ/2 0

0 eiλ/2

 . (6.21)
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It is known that any two of the above rotations are sufficient to prepare any single qubit

state.

A two-qubit quantum gate U corresponds to a (4 × 4) unitary matrix with the most-

common two-qubit gates being the CNOT (or equivalently CX) operator, the CZ operator,

and the SWAP operator. The CNOT operator performs the X (i.e., NOT) operation on a

second qubit (the target qubit) only if the first qubit (the control qubit) is in the |1⟩ state.

The CZ gate is similar; however, it applies the Z operation on the second qubit if the first is

in the |1⟩ state. Finally, the SWAP operator swaps two qubits. The matrix representations

of these gates are available in Ref. [251]. As the CNOT gate is used extensively throughout

this thesis, its form is given here explicitly:

CNOT = CX =



1 0 0 0

0 1 0 0

0 0 0 1

0 0 1 0


. (6.22)

As an example on how to apply quantum gates in order to yield a desired quantum state,

let us consider how to prepare the |ϕ+⟩ Bell state

|ϕ+⟩ =
1√
2
(|00⟩+ |11⟩) (6.23)

on a quantum computer. Initially, on a quantum device, all qubits are in the |0⟩ state, so

for a two-qubit system, the initial state is given by |00⟩. Then, the Hadamard gate can be

applied to qubit 0 in order to yield

H0|Φ0⟩ = H0|00⟩ =
|00⟩+ |10⟩√

2
(6.24)

where Hi represents the Hadamard gate acting on the ith qubit. Then, applying the CNOT
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gate with qubit 0 acting as the control gate and qubit 1 acting as the target qubit yields

C1
0

(
|00⟩+ |10⟩√

2

)
=

1√
2

(
C1
0 |00⟩+ C1

0 |10⟩
)
=

|00⟩+ |11⟩√
2

(6.25)

where Cj
i represents the controlled-NOT gate with control and target qubits i and j, respec-

tively. The overall state preparation can thus be represented as

C1
0H0|ψ0⟩ =

|00⟩+ |11⟩√
2

(6.26)

where the gates are applied to the system from left to right.

6.2.4 Measurement

To measure a prepared quantum system’s quantum state, the state must be projected into the

basis of measurement. For quantum computers, this measurement basis is the computational

basis of |0⟩ = |+ z⟩ and |1⟩ = | − z⟩ where a measurement of the |+ z⟩ state corresponds to

the non-unitary matrix given by

M|+z⟩ =

 1 0

0 0

 (6.27)

and a measurement of the | − z⟩ state corresponds to

M|+z⟩ =

 0 0

0 1

 (6.28)

for a single qubit. Practically, for a qubit state prepared M times on a quantum device,

the “counts” data is output which specifies the number of times the qubit is observed in the

|0⟩ and |1⟩ states—n0 and n1, respectively. From this “counts” information, the expectation
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value of the Pauli-Z matrix can be determined by

⟨σz⟩ =
n0 − n1
M

. (6.29)

The expectation value for the Pauli-X matrix can be attained in an analogous manner if the

prepared quantum state is first rotated into the | + x⟩/| − x⟩ basis through application of

the Hadamard gate, as

HσzH = σx, (6.30)

before Eq. (6.29) is evaluated. Similarly, the expectation of the Pauli-Y matrix can be

probed by applying the S gate and then the Hadamard gate, as

SHσzHS
† = σy. (6.31)

For a system composed of multiple qubits, the measurements described by Eqs. (6.27) and

(6.28) must be applied to every qubit, with up to 2N possible outcomes of the measurement,

which are described by N -length strings of 0s and 1s for an N -qubit system. The expectation

values for all possible permutations of k = 1 to k = N strings of the form σkz (i.e., Z1,

Z1Z3, Z1Z2Z4, etc.) can be evaluated. Further by rotating certain qubits to the X and Y

Pauli bases as described in Eqs. (6.30) and (6.31), the expectation values for all possible

permutations of Pauli strings given by Z1, X2, Z3X4, Y1X3, Z1X2Y4, etc. are able to

be calculated. These expectation values can be directly computed from the “counts” data

according to [10]

⟨P ⟩ = 1

M

M∑
i=1

⟨ψ|P̂ |ψ⟩|i (6.32)

for a certain k-qubit Pauli string P̂ where |i denotes the value from the ith measurement.
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The variance associated with this measurement is given by [10]

V ar(P ) =
1

M

M∑
i=1

(⟨P 2⟩ − ⟨P ⟩2) = 1

M

M∑
i=1

(1− ⟨P ⟩2). (6.33)

As a specific example, the two-qubit expectation value ⟨Z0Z1⟩ can be determined by

considering the matrix form of Z0Z1, which is given by

 1 0

0 −1


0

⊗

 1 0

0 −1


1

=



1 0 0 0

0 −1 0 0

0 0 −1 0

0 0 0 1


(6.34)

in the |00⟩, |01⟩, |10⟩, |11⟩ basis. This matrix suggest that the expectation value can be

obtained by

⟨Z0Z1⟩ =
n00 − n01 − n10 + n11

M
(6.35)

with nij corresponding to the number of times the quantum state was observed to be in the

|ij⟩ state in the course of M measurements. Further, the expectation value ⟨X0Y1⟩ can be

obtained following the above procedure if prior to measurement, qubit 0 is rotated into the

X Pauli basis and qubit 1 is rotated into the Y Pauli basis.

Hamiltonians and many objective functions can be expressed in the basis of Pauli strings,

and so, in general, we can express the expectation of relevant operators as linear combinations

of Pauli terms in the form [10]

Ô =
∑
i

ciPi +
∑
i,j

ci,jPiPj ++
∑
i,j,k

ci,j,kPiPjPk +
∑
i,j,k,l

vi,j,k,lPiPjPkPl + · · · =
∑
i

oiP̂i

(6.36)

where Pi ∈ {I, σx, σy, σz} and P̂i represents the ith overall Pauli string. Thus, the expec-

tation value of a given operator can be determined by finding the expectation values of all
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salient Pauli strings and taking the linear combination of these expectation values according

to [10]

⟨Ô⟩ =
∑
i

oi⟨P̂i⟩. (6.37)

Importantly, note that the measurements described above are inherently probabilistic,

despite the deterministic nature of the quantum state prepared with a specific set of instruc-

tions. For sufficiently large M , the measured expectation value of the Pauli string approaches

the exact expectation value corresponding to the prepared quantum state. However, a finite

M introduces a probabilistic nature to the results.

6.2.5 Errors on Quantum Computers

Quantum computation has promised to revolutionize the future of technology since the 1980s,

yet due to the extreme difficulty in engineering, building, and coding such devices—which

results in errors including readout errors, gate noise, and quantum state decoherence—, the

promise as of yet remains unrealized [252]. Quantum algorithms have historically assumed

systems composed of perfect qubits able to be prepared in any desired state and manipu-

lated with complete precision. While physical systems able to act as higher-quality qubit

systems are continually being developed, these physical qubits will not be entirely devoid

of imperfections in the near future and hence are too imprecise to act as so-called perfect

“logical qubits” in near-term intermediate-scale quantum (NISQ) devices [253]. Therefore,

current quantum computing techniques rely on being able to quantify the error of quantum

devices as well as having methodologies for correcting for such errors. A description of the

types and causes of quantum device errors as well as a brief review of error measurement

and mitigation is conducted in the following sections.
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Types and Causes of Quantum Device Error

In order for a physical system to act as a logical qubit, each qubit system needs to be kept

in perfect isolation from external interferences. This allows the qubit system to maintain

coherence while remaining able to strongly interact with the adjacent qubits on the device as

is necessary for information processing. Additionally, the isolated qubit system needs to be

able to be externally controlled to allow for state preparation and able to be measured by an

external probe to allow for results to be obtained in a readable format [254]. Currently, this

seemingly contradictory set of criteria is imperfectly realized, leading to three main types

of errors that contribute to the deviation of physical qubits from logical qubits: gate noise,

readout noise, and decoherence. Note that in the context of quantum computation the term

“noise” is used to refer to imperfections in the control of physical qubits [254].

Quantum gates which act on quantum states are operations on a quantum device that

correspond to applying a unitary matrix (U) to the vector representation (|Ψ⟩) of quantum

states [228]. Multi-qubit quantum gates—the gates prone to the highest rates of error—are

well-controlled entangling operations acting on pairs of qubits [254]. For a quantum gate

corresponding to a unitary matrix U , a quantum gate error refers to the situation in which

the resultant quantum state deviates from U |Ψ⟩. There are two types of gate error—coherent

and incoherent gate errors. Coherent gate errors refer to errors that preserve the purity of

the input state, i.e. those in which the error can be viewed as a perturbed unitary operation

|Ψ⟩ → Ũ |Ψ⟩ where Ũ ̸= U and are caused by imprecisely-calibrated control of the qubits

[228]. Incoherent gate errors, on the other hand, are those that do not preserve the purity

of the input state; these errors are caused by imperfect isolation of the qubits from their

environment such that the quantum system coevolves with the external degrees of freedom

to which it couples [228]. While coherent gate errors can theoretically be decreased by more-

precisely calibrating the controls, either a more-isolated quantum device or a robust error-

mitigation method is necessary for decreasing the incoherent gate errors [228]. In general,
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limiting the number of gates applied—and hence decreasing the gate errors—is optimal for

best measurements on quantum devices.

The term readout error refers to transmission line noise that makes the |0⟩ state appear to

be the |1⟩ state to a measurement or vice versa. One type of readout error, often referred to

as a classical readout bit-flip error, is caused by the probability distributions of the measured

physical quantities that correspond to measurement of the |0⟩ and |1⟩ states overlapping,

causing a small probability of measuring the opposite value [228, 255]. Additionally, another

type of readout error, often referred to as a T1-readout error, is caused by the qubit relax-

ing/decaying during readout, causing a |1⟩ state to be registered as |0⟩ [228, 255]. Classical

readout bip-flip noise can be limited by better-tailoring the optimal readout pulses and/or

amplifying the readout signal, while T1-readout error is typically reduced by decreasing the

readout pulses relative to the decoherence time [228].

Quantum states are inherently delicate with interactions with external systems often

causing the degradation of the quantum state, which is called decoherence [256]. Decoherence

is a result of the system interacting with its environment through such means as vibrations,

temperature fluctuations, electromagnetic waves, etc., and it destroys the exotic quantum

properties of quantum devices [252]. Additionally, the probability of decoherence is known

to increase with the size (N) of the qubit state, making larger-scale quantum computations

more difficult [254, 256]. While coherence times will likely continue to increase as qubit

systems become more and more isolated from their environments, it is likely impossible to

completely eliminate quantum decoherence.

Measurement of Quantum Device Error

In order to enumerate the amount of error inherent to a quantum device, one must determine

the readout error, single-qubit unitary gate (U2) error, and a CNOT error rate. Determina-

tion of the readout error is accomplished in a rather straightforward manner where a large
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number of experiments are prepared with the qubit known to be in either the |0⟩ state or the

|1⟩ state with immediate measurement after the preparation. The average value of the per-

centage of |1⟩ states with a |1⟩ → |0⟩ error and the percentage of |0⟩ states with a |0⟩ → |1⟩

error is reported to be the readout error of the qubit probed [257].

A single qubit (U2) error rate is determined via a scalable randomized benchmarking

protocol [258]. In this methodology, a sequence of Clifford gates are applied to a given

qubit in order to instigate a random walk along points of the Bloch sphere originating at

and returning to the |0⟩ state. As the number of Clifford gates is increased in the walk, the

probability of the qubit returning to the original |0⟩ state decreases in an exponential manner,

eventually saturating at 50%, indicating pure randomness. The U2 value is extrapolated

from the fit to the exponential decay in probability [257, 258]. Two-qubit (CNOT) gate

error rates are obtained in a similar randomized benchmarking technique, replacing the

single-qubit Clifford gates with two-qubit analogues [257, 258].

The decoherence times—T1, the relaxation time, and T2, the dephasing times—are also

reported as a measure of the “noise” of a quantum device. These values are determined

through measuring the time it takes to decay from an initial state (|1⟩ or 1√
2
(|0⟩ − |1⟩)) to

a final state (|0⟩ or 1√
2
(|0⟩+ |1⟩)) and fitting to the obtained exponential decay [259]. Note

that the error introduced by relatively short decoherence times currently far outweigh the

errors introduced by readout and gate noise [260].

The above metrics, however, fail to account for errors caused by interactions with specta-

tor qubits and hence can not accurately be used to naïvely estimate the error of a given mea-

surement or set of measurements on a quantum device. IBM has introduced a single-number

metric—called quantum volume—meant to encapsulate the error of a quantum computer in

a single value to better account for simultaneous all-qubit interactions; however, while quan-

tum volume allows for easy comparison between devices [261], it does not allow for direct

calculation of error given the quantum volume value.
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Mitigation of Quantum Device Error

As described in great detail above, near-term quantum computers will likely continue to have

relatively high levels of noise. As such, developing methodologies to either correct for these

errors or minimize the errors employed in a given algorithm are necessary to employ quantum

devices for the foreseeable future. A quantum variation of the classical repetition code for

error correction [262] and gathering information from basis state computations to define a

matrix to be used to “project” noisy results to error-mitigated results [253] are traditionally

employed to minimize the effects of error. Unfortunately, there is a large computational

cost to implementing quantum error correction techniques—namely that the large number

of qubits or circuits consumed by the implementation of a quantum error correction scheme

leaves relatively few qubits available for actual computation [252, 254].

6.3 The Simulation of Fermionic Systems

To simulate many-electron quantum systems on a quantum computer, fermionic statistics

must be satisfied. Specifically, the fermionic creation and annihilation operators must obey

the following commutation relationships

{f̂i, f̂
†
j } = f̂if̂

†
j + f̂

†
j f̂i = δij (6.38)

and

f̂
†
i f̂

†
j + f̂

†
j f̂

†
i = 0 = f̂if̂j + f̂j f̂i (6.39)

for two spin orbitals i and j where f (†)i is an annihilation (creation) operator. However,

it can be shown that if each qubit is taken to represent one orbital that is either occupied

(|1⟩) or unoccupied (|0⟩), f̂if̂j = f̂j f̂i, f̂
†
j f̂i = f̂if̂

†
j , f̂†i f̂j = f̂j f̂

†
i , and f̂

†
i f̂

†
j = f̂

†
j f̂

†
i , which is

in direct contradiction to the expected fermionic statistics. Thus, other more-complicated
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methodologies for encoding fermions on a quantum device are generally required. Three such

fermionic encoding techniques are described in the following sections.

6.3.1 The Jordan-Wigner Transformation

The Jordan-Wigner (JW) transformation [263], which is a special example of a Klein trans-

formation, was proposed in order to satisfy the anticommutation relationship [ŵ
†
i , ŵj ] =

ŵ
†
i ŵj + ŵjŵ

†
i = δij . Here, ŵ†

p and ŵp are the Jordan-Wigner creation and annihilation op-

erators for orbital p, and we are still in Fock space with one qubit representing either an

occupied (|1⟩) or unoccupied (|0⟩) orbital. Specifically, the JW creation and annihilation

operators are

ŵ
†
p = exp

+iπ

p−1∑
k=0

f̂
†
k f̂k

 · f̂†p (6.40)

and

ŵp = exp

−iπ
p−1∑
k=0

f̂
†
k f̂k

 · f̂p (6.41)

where f̂†p and f̂p are our naive creation and annihilation operators with an added phase[
exp

{
±iπ

p−1∑
k=0

f̂
†
k f̂k

}]
determined by the number of occupied fermionic qubits “to the left”

(i.e., qubits k = 0, . . . , p − 1) of the qubit p, the qubit of interest. Taking advantage of the

properties of exponents as well as the fact that f̂†p f̂p ∈ {0, 1} and noting that

1− 2f̂
†
p f̂p =

 1 0

0 1


p

−

 0 0

1 0


p

 0 1

0 0


p

=

 1 0

0 −1


p

, (6.42)

this phase can be written as

exp

±iπ
p−1∑
k=0

f̂
†
k f̂k

 =

p−1∏
k=0

exp
{
±iπf̂†k f̂k

}
=

p−1∏
k=0

(
1− 2f̂

†
k f̂k

)
=

p−1∏
k=0

Zk. (6.43)
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Therefore, the Jordan-Wigner mapping for n qubits is given by the following:

ŵ
†
p = [Z0 ⊗ · · · ⊗ Zp−1]⊗ f̂

†
p ⊗ [Ip+1 ⊗ · · · ⊗ In−1] (6.44)

ŵp = [Z0 ⊗ · · · ⊗ Zp−1]⊗ f̂p ⊗ [Ip+1 ⊗ · · · ⊗ In−1]. (6.45)

For example, in a two-qubit system where we define the two qubits to be qubit i and

qubit j with qubit i being to the left of qubit j, these JW creation and annihilation operators

would be given by

ŵ
†
i = f̂

†
i ⊗ Ij =

1

2
(Xi − iYi)⊗ Ij =

1

2

[
Xi ⊗ Ij − iYi ⊗ Ij

]
, (6.46)

ŵi = f̂i ⊗ Ij =
1

2
(Xi + iYi)⊗ Ij =

1

2

[
Xi ⊗ Ij + iYi ⊗ Ij

]
, (6.47)

ŵ
†
j = Zi ⊗ f̂

†
j = Zi ⊗

1

2

(
Xj − iYj

)
=

1

2

[
Zi ⊗Xj − iZi ⊗ Yj

]
, (6.48)

and

ŵj = Zi ⊗ f̂j = Zi ⊗
1

2

(
Xj + iYj

)
=

1

2

[
Zi ⊗Xj + iZi ⊗ Yj

]
. (6.49)

It can be shown that the Jordan-Wigner transformation satisfies fermionic statistics.

6.3.2 The Parity Basis

In the Jordan-Wigner transformation, the occupation of each qubit is stored locally on a

given qubit, but information on parity is completely delocalized across all qubits, leading to

linear scaling. Another, equally-valid, approach is to store the parity information locally in

the qubit states [264]. This means that qubit p stores the remainder when the sum of the

occupation of all electronic states with index i ≤ p is divided by two. However, this results

in delocalization of information regarding the occupation of each electronic orbital, hence

still demonstrating linear scaling.
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Specifically, a given qubit j will store

qj =

 j∑
k=0

f̂
†
k f̂k

%2 (6.50)

such that the qubit will be in |0⟩ if the sum of the occupation of the orbitals with all indices

k ≤ j is even [(2n)%2 = 0] and in |1⟩ if the sum is odd [(2n+ 1)%2 = 1].

The creation and annihilation operators for a system of n orbitals in this parity basis are

given by

p̂
†
k = P̂+

k ⊗ (Xk+1 ⊗ · · · ⊗Xn) (6.51)

and

p̂k = P̂−
k ⊗ (Xk+1 ⊗ · · · ⊗Xn) (6.52)

with P̂+
k and P̂−

k being defined as

P̂+
k = |0⟩⟨0|k−1 ⊗ f̂

†
k − |1⟩⟨1|k−1 ⊗ f̂k =

1

2
[Zk−1 ⊗Xk − iIk−1 ⊗ Yk] (6.53)

and

P̂−
k = |0⟩⟨0|k−1 ⊗ f̂k − |1⟩⟨1|k−1 ⊗ f̂

†
k =

1

2
[Zk−1 ⊗Xk + iIk−1 ⊗ Yk] . (6.54)

Note that these creation and annihilation operators depend on the (k − 1)th qubit since if

qubit k−1 is in |0⟩, then qubit k accurately reflects the occupation of k; however, if qubit k−1

is in |1⟩, qubit k will have inverted parity compared to the occupation of k. The application

of the X Pauli matrix to all qubits with indices greater than k (i.e., Xk+1⊗· · ·⊗Xn) updates

the parity for all qubits “to the right” of qubit k.

It can be shown that the Parity Basis satisfies fermionic statistics.
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6.3.3 The Bravyi-Kitaev Basis

The Bravyi-Kitaev (BK) Basis [265] balances the locality of the occupation and parity in-

formation in order to improve simulation efficiency to the order of O(log2n). This is done

by using the qubits to store partial sums of occupation numbers according to a specific al-

gorithm that will be further explained below. A qubit j always stores the occupation of

the jth orbital, while qubits with odd indices (j ∈ (2n + 1), n ∈ Z) additionally store the

occupation information for all orbitals with indices less than or equal to their indices.

In order to understand the specifics of this basis, let us first introduce the recursively-

defined BK matrices

β2x+1 =

 β2x 0

A β2x

 (6.55)

and

β−1
2x+1 =

 β−1
2x 0

A′ β2x

 (6.56)

where β1 = β−1
1 = (1) is a 1× 1-matrix, A is a 2x × 2x matrix given by

A =



0 0 · · · 0

... . . . ...
...

0 · · · 0 0

1 1 · · · 1


, (6.57)

A′ is a 2x × 2x matrix given by

A′ =



0 · · · 0 0

... . . . ...
...

0 · · · 0 0

0 · · · 0 1


, (6.58)
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and βn for 2x < n < 2x+1 is given by the n × n segment of β2x+1 that includes qubits 0

through n− 1. A qubit i in this basis stores

qi =

∑
j

[βn]ij f̂
†
j f̂j

%2 (6.59)

such that transforming an eight orbital example from the occupation basis (o) to the BK

basis can be done as follows:

[B8o]%2 =





1 0 0 0 0 0 0 0

1 1 0 0 0 0 0 0

0 0 1 0 0 0 0 0

1 1 1 1 0 0 0 0

0 0 0 0 1 0 0 0

0 0 0 0 1 1 0 0

0 0 0 0 0 0 1 0

1 1 1 1 1 1 1 1





o0

o1

o2

o3

o4

o5

o6

o7





%2

=





o0

o0 + o1

o2

o0 + o1 + o2 + o3

o4

o0 + o1 + o2 + o3 + o4 + o5

o6

o0 + o1 + o2 + o3 + o4 + o5 + o6 + o7





%2. (6.60)

The creation and annihilation operators for the Bravyi-Kitaev transformation are

k̂
†
i =

1

2

[
XU(i) ⊗Xi ⊗ ZP (i) − iXU(i) ⊗ Yi ⊗ Zρ(i)

]
(6.61)

and

k̂i =
1

2

[
XU(i) ⊗Xi ⊗ ZP (i) + iXU(i) ⊗ Yi ⊗ Zρ(i)

]
(6.62)
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where U(i) represents the update set of i, P (i) represents the parity set of i, and ρ(i)

represents either the parity set (P (i)) for qubits with even indices (i-values) or the remainder

set (R(i)) for qubits with odd indices (i-values). The update set for qubit i (U(i)) is the

set of qubits with indices j > i such that the jth row of the ith column contains non-zero

entries. The parity set for qubit i (P (i)) is the set of qubits with indices equal to non-zero

entries of the πnβ−1
n matrix in row i where

[πn]ij =


1, if i < j

0, else
. (6.63)

The remainder set for qubit i (R(i)) is the set of qubits that belong to the parity set (P (i))

but do not belong to the flip set (F (i)) where the flip set (F (i)) for qubit i contains the

column labels of non-zero entries in the ith row of β−1
n .

It can be shown that the Bravyi-Kitaev Basis satisfies fermionic stastistics.

6.4 Quantum Algorithms for Quantum Chemistry

Over the past several years, several algorithms have emerged as potential methodologies for

the preparation of molecular eigenstates on a quantum device. Once the molecular eigen-

states have been prepared, observables can be measured as described in Section 6.2.4 as long

as the observable operators have been transformed to the appropriate Pauli basis. In the

following sections, two possible methods for the ground state preparation of a wave function

utilizing a quantum computer are briefly summarized: the variational quantum eigensolver

(VQE) and the quantum anti-Hermitian Schrödinger equation (qACSE) methodology. Ad-

ditional information regarding the highly-prominent VQE approach—as well as other com-

mon quantum algorithms for quantum chemistry including the adiabatic state preparation

algorithm and imaginary time evolution—can be found in Ref. [266]. The qACSE algo-
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rithm—which is the approach utilized in this thesis for molecular simulation on quantum

devices—is detailed in full in Ref. [267].

6.4.1 The Variational Quantum Eigensolver

The Variational Quantum Eigensolver—first presented by Peruzzo et. al. in 2014 [249]—uses

the Variational Principle introduced in Eq. (1.18) to compute an upper bound for the ground

state energy of a Hamiltonian. On a classical computer, a variational approach is limited in its

accuracy due to the computational costs associated with exactly treating the exponentially-

growing wave functions of larger and larger many-electron systems. On a quantum device,

however, the variational approach is capable of modelling complex wave function with poly-

nomial scaling, a marked improvement.

Specifically, the variational quantum eigensolver begins with a quantum state parame-

terized according to a set of variables {θi} given by

|ψ⟩ = |ψ(θ)⟩ = U(θ)|ψ0⟩ (6.64)

where U(θ) is a unitary matrix and |ψ0⟩ is the initial state. The minimization is then

characterized by

EV QE = min
θ

⟨ψ(θ)|Ĥ|ψ(θ)⟩ (6.65)

which is iteratively achieved by evaluation of the energy for a given parameter set

E(θ) = ⟨ψ(θ)|Ĥ|ψ(θ)⟩ (6.66)

with a classical optimization of the parameters θ. For gradient-based approaches, the energy
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gradient with respect to each parameter is also required:

dE

dθi
= ⟨ d

dθi
ψ(θ)|Ĥ|ψ(θ)⟩+ ⟨ψ(θ)|Ĥ| d

dθi
ψ(θ)⟩. (6.67)

Such an approach has proved to be well-suited for current NISQ architecture, although the

approach does appear to be highly dependent on antsatz chosen. For additional information,

a recent review of the Variational Quantum Eigensolver is given by Ref. [268].

6.4.2 Quantum Solver for the Anti-Hermitian Contracted Schrödinger

Equation

Smart and Mazziotti [267, 269] recently introduced a quantum eigensolver that optimizes a

quantum system’s ground state energy by solving the anti-Hermitian Contracted Schrödinger

equation. Recall that, as described in Sec. 2.5, the ACSE depends upon both the 2-RDM

and 3-RDM with the ACSE being closely related to the variational minimization of energy

with respect to a series of two-body unitary transformations. It can be shown that the

residual of the ACSE approaches zero only as the energy gradient vanishes such that the

ACSE can be used to iteratively apply a product of two-body unitary transformations on a

reference wave function to find the ground state. Such an approach yields a density matrix

given by

2D
pq;st
n+1 = ⟨Ψn|e−ϵnÂn â

†
pâ

†
qâtâse

ϵnÂn|Ψn⟩ (6.68)

for the (n+1)th iteration where |Ψn⟩ is the nth-iteration wave function, |Ψ0⟩ is the Hartree

Fock reference state, ϵn is an infinitesimal step, and Ân is the residual of the ACSE. Imple-

menting the qACSE can be accomplished by either generating all 2-RDMs on the quantum

computer and classically computing Ân by classically reconstructing the 3-RDM as described

in Chapter 2 or—more-efficiently—by directly computing both the 2D and the Ân on a quan-

tum device. These approaches are outlined in Refs. [267] and [269].
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CHAPTER 7

PREPARATION OF EXCITON CONDENSATE OF PHOTONS

ON A 53-QUBIT QUANTUM COMPUTER

Material from: Sager, L. M., Smart, S. E., & Mazziotti, D. A., Preparation of an exciton con-

densate of photons on a 53-qubit quantum computer. Physical Review Research, published

2020, 2(4), 043205. © The Author(s) 2020.

7.1 Chapter Synopsis

Quantum computation promises an exponential speedup of certain classes of classical cal-

culations through the preparation and manipulation of entangled quantum states. So far,

most molecular simulations on quantum computers, however, have been limited to small

numbers of particles. Here we prepare a highly entangled state on a 53-qubit IBM quantum

computer, representing 53 particles, which reveals the formation of an exciton condensate of

photon particles and holes. While the experimental realization of ground state exciton con-

densates remained elusive for more than 50 years, such condensates were recently achieved

for electron-hole pairs in graphene bilayers and metal chalcogenides. Our creation of ground

state photon condensates has the potential to further the exploration of exciton conden-

sates, and this novel preparation may play a role in realizing efficient room-temperature

energy transport.

7.2 Introduction

Exciton condensation is defined by the condensation of particle-hole pairs (excitons) into

a single quantum state to create a superfluid. The superfluidity of electron-hole pairs—

while, by definition, incapable of involving either the frictionless flow of matter or charge—

does involve the non-dissipative transfer of energy [106, 107]. As such, understanding and
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exploiting the superfluid properties of exciton condensates may be instrumental in the effort

to design wires and electronic devices with minimal loss of energy. Consequently, considerable

theoretical and experimental investigation has centered on exciton condensation in recent

years [107, 112, 156, 178, 179, 186–188].

While excitons form spontaneously in semiconductors and insulators and while the bind-

ing energy of the excitons can greatly exceed their thermal energy at room temperature, they

recombine too quickly to allow for formation of a condensate in a simple manner. To combat

recombination, the coupling of excitons to polaritons—which requires the continuous input

of light [110, 112]—and the physical separation of electrons and holes into bilayers—which in-

volves impractically high magnetic fields and/or low temperatures [112, 180, 186, 187, 190]—

are employed. Thus, a new, more-practical avenue for the creation of exciton condensates

and the study of their properties is desired.

Computation on quantum devices has recently been employed to explore strongly-corre-

lated quantum matter [270], as superconducting circuits allow for precise manipulation of

the strongly-interacting qubits to create specified quantum states populated by microwave

photons [270–275]. Here we prepare and measure an exciton condensate of photons on a

quantum computer. Quantum computation should be particularly adapted to the explo-

ration of exciton condensation as the binary nature of an individual qubit can be interpreted

as a site consisting of one fermion and two orbitals; extrapolating, a system of N qubits can

be viewed as N degenerate sites each consisting of one fermion and two distinct orbitals.

(See Fig. 7.1 for an example of how the |010⟩ qubit state is interpreted in this paradigm).

We use such a Hamiltonian of N -fermions in two N -degenerate levels, known as the Lipkin

Hamiltonian [225, 276–279] (see SI for details), to prepare a molecular-scale exciton conden-

sate by tuning its interaction parameter to the large-coupling limit. Because each transmon

qubit on the quantum computer utilized for this study can be interpreted as an anharmonic

oscillator [270–275] whose natural particles are photons (see Ref. [270]), the exciton conden-
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sates we construct can be viewed as being comprised of photon-hole pairs condensing into

single quantum states—i.e., exciton condensates of photons on a quantum computer.

Figure 7.1: A schematic demonstrating the interpretation of the |010⟩ state as three (N)
particles in six (2N) orbitals in two triply-degenerate (N -degenerate) levels separated by
some energetic gap. Each qubit (Q0, Q1, Q2) must contain a particle in either the lower |0⟩
or upper |1⟩ level, and only vertical transitions are allowed.

We use the theoretical signature of exciton condensation—derived by Rosina and Garrod

[155, 156]—to probe the extent of exciton condensation for a wide range of preparations

through simulation and physical quantum computation experiments. From analysis of the

natural occupation numbers of these preparations, we establish that prepared states with

orbital occupation numbers consistent with the Greenberger-Horne-Zeilinger (GHZ) state—

including but not limited to the GHZ state—demonstrate maximal exciton condensation

for three qubits. Further, we establish through simulation that for any number of qubits,

the GHZ state exhibits maximal character of exciton condensation, demonstrating that the

“maximal entanglement” of the GHZ state—for all N—corresponds to the entanglement of

particle-hole pairs. Through preparing and probing the GHZ states on quantum devices,

character of exciton condensation is experimentally observed in systems composed of up to

fifty-three qubits, although decoherence in the higher-qubit systems leads to multiple eigen-

states of the particle-hole reduced density matrix (2G̃, Eq. (7.3)) demonstrating excitonic

character instead of a single, maximally-entangled eigenstate.

Specifically as the GHZ state is prepared here on transmon qubits, the realization of
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exciton condensation on the experimental quantum devices of three to fifty-three qubits can

be interpreted as the entanglement of photon-hole pairs—i.e., the experimental observation

of exciton condensates of photons for systems of three to fifty-three qubits.

7.3 Signature of Exciton Condensation

Condensation phenomena has been an active area of research since 1924 when Einstein

and Bose first introduced their ideal “Bose-Einstein” gas [113, 114]. The identical particles

comprising this gas—bosons—are able to aggregate into a single quantum ground state when

sufficiently cooled [113], which leads to superfluidity of the constituent bosons [97, 115].

In 1940, Pauli established the relationship between spin and statistics, demonstrating that

particles with integral spin values (bosons) obey Bose-Einstein statistics and hence may form

a condensate [129]. Particles with half-integer spins (fermions), in contrast, must obey the

Pauli exclusion principle and are therefore unable to condense into a single quantum state

to form a condensate. However, pairs of fermions—forming an overall bosonic state—can

condense. In a system of fermionic particles, this pairing can be accomplished through either

particle-particle or particle-hole pairing. The condensation of particle-particle pairs into a

single quantum state is termed fermion-pair condensation with the resultant superfluidity

of fermion pairs causing superconductivity [184]; likewise, the condensation of particle-hole

pairs (excitons) into a single quantum state is termed exciton condensation with the resultant

superfluidity of exciton pairs causing the nondissipative transfer of energy [107].

In order to computationally probe the presence and extent of condensation behavior, it

is useful to establish a calculable, characteristic property. As proven independently by Yang

and Sasaki [135, 136], the quantum signature of fermion condensation is associated with a

large eigenvalue of the particle-particle reduced density matrix (RDM) with elements given

by

2D
i,j
k,l = ⟨Ψ|â†i â

†
j âlâk|Ψ⟩ (7.1)
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where |Ψ⟩ is an N -fermion wave function, the roman indices correspond to one-fermion

orbitals in a finite basis set with rank r, and â† and â are fermionic creation and annihilation

operators respectively. We denote the largest eigenvalue of the particle-particle RDM as λD

and use this value as a signature of the extent of fermion pair condensation, with values

above one demonstrating condensation.

In analogy to the signature of fermion pair (particle-particle) condensation being a large

eigenvalue of the particle-particle RDM, one may assume the quantum signature of exciton

(particle-hole) condensation to be a large eigenvalue in the particle-hole RDM [148, 155, 156]

with elements given by

2G
i,j
k,l = ⟨Ψ|â†i âj â

†
l âk|Ψ⟩. (7.2)

However, there exist two large eigenvalues for the particle-hole RDM, one of which corre-

sponds to a ground-state-to-ground-state transition (not exciton condensation). In order

to eliminate this extraneous large eigenvalue, the modified particle-hole matrix with the

ground-state resolution removed

2G̃
i,j
k,l =

2 G
i,j
k,l −

1Di
j
1Dl

k (7.3)

is constructed. Garrod and Rosina [155] have shown that—for an N -fermion system—the

eigenvalues of the 2G̃ matrix are zero or one in the non-interacting limit and bounded above

by N
2 in the limit of strong correlation. We denote the largest eigenvalue of the modified

particle-hole RDM as λG and use this value as a signature of the presence and extent of

exciton condensation.

Note that while we use fermionic creation and annihilation operators to be consistent

with the traditional approach to condensation in which particle-particle pairing occurs when

two electrons form a Cooper pair and particle-hole pairing occurs when an electron and

an electron-hole become paired, bosonic operators can equivalently be employed as a large
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eigenvalue in the boson-boson reduced density matrix or a large eigenvalue in the modified

boson-hole reduced density matrix would equivalently indicate boson-boson pairs or boson-

hole pairs condensing into a single quantum state and hence demonstrating condensation,

respectively.

7.4 Results

7.4.1 Condensation with 3 Excitons

Three-qubit systems—which correspond to three fermions in six orbitals [280]—are the

smallest systems to possess nontrivial classes of entanglement. Hence, in this study, these

minimally-small, three-qubit systems are first thoroughly explored in order to obtain in-

sights on the preparation and characteristics of exciton condensates that are later employed

to guide the investigation of larger-qubit systems.

To this end, the three-qubit preparation

|Ψ⟩ = C2
3Ry,3(θ3)C

2
1Ry,1(θ2)C

3
1Ry,1(θ1)|000⟩

= α|000⟩+ β|011⟩+ γ|101⟩+ δ|110⟩,
(7.4)

which—as shown in Ref. [280]—is a minimalistic three-qubit preparation known to effectively

span all real, 1-qubit occupations, is utilized to systematically prepare a wide variety of real,

three-qubit quantum states. Note that in this preparation, |000⟩ represents the initial all-

zero qubit state, Cj
i is a controlled-NOT (CNOT) gate with i control and j target, Ry,i(θ)

is a θ- angle rotation about the y-axis of the Bloch sphere on the ith qubit, and α, β, γ, and

δ are variables that depend upon θ1, θ2, and θ3.

By scanning over the angles of rotation (θ1, θ2, θ3), we prepare states with all possible,

real qubit occupation numbers and hence sweep through all possible correlation phenomena.

We then construct the particle-hole RDM [Eq. (7.3)] for each preparation by translating
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the expectation values of the creation and annihilation operators to linear combinations of

the expectation values of the Pauli X, Y, Z matrices, which can be directly probed on a

quantum device. (See the Appendix for a detailed explanation of this process.) By probing

λG–the largest eigenvalue of the particle-hole RDM–for each of the prepared states, we then

determine the extent of exciton condensation for all three-qubit correlation.

Orbital occupation numbers—obtained from the eigenvalues of the one-fermion RDM—

are used as a practical coordinate representation in which to visualize λG for all electron

correlations (all possible occupations). For a three-qubit system, a pure quantum system of

three electrons in six orbitals, the requirement that the wave function be antisymmetric for

fermionic systems [281, 282] further constrains the eigenvalues of the one-particle reduced

density matrix (i.e., the orbital occupations) beyond the traditional Pauli constraints (0 ≤

ni ≤ 1) [283]. For a three-qubit quantum system, these relevant so-called generalized Pauli

constraints are

n5 + n6 − n4 ≥ 0 (7.5)

where

n1 + n6 = 1 (7.6)

n2 + n5 = 1 (7.7)

n3 + n4 = 1 (7.8)

in which each ni corresponds the natural-orbital occupations ordered from largest to smallest

[50, 59, 284–286] .

The three, independent eigenvalues, n4, n5, and n6, can be used as a three-coordinate

representation of a given quantum state against the Pauli polytope, the set of all possible

occupations according to the Pauli constraints (0 ≤ ni ≤ 1), as well as the generalized Pauli

polytope, the set of all possible occupations according to the generalized Pauli constraint
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(Eq. (7.5)). [See Fig. 7.2.]

(a) Simulation (b) Mitigated

Figure 7.2: (a) Simulated and (b) experimental data demonstrating that the occupation
numbers (n4, n5, n6) of the 1-RDM lie in the generalized Pauli polytope (yellow region)
with exciton condensate character (with λG increasing from blue to red ) emerging as the
occupations saturate the vertex (0.5, 0.5, 0.5).

Scatter plots of the occupation numbers for simulated and mitigated, experimental cal-

culations (see Methodology for discussion on error mitigation) are shown in Fig. 7.2 against

the Pauli polytope (the combination of the yellow and blue regions allowed by 0 ≤ ni ≤ 1)

and the generalized Pauli polytope (only the yellow region allowed by Eq. (7.5)). For the

simulated calculations (Fig. 7.2a), possible combinations of angles θ1, θ2, and θ3, varied

systematically for θ ∈
[
0, π2

]
, are used to prepare quantum states according to Eq. (7.4).

Note that the λG value associated with the given calculation is represented by the color of

the corresponding sphere in the figure with values increasing from blue to red. As can be

seen from Fig. 7.2, while the preparations span all orbital occupations consistent with the

generalized Pauli constraints and hence all electron correlations, only values approaching

the (n4, n5, n6) = (0.5, 0.5, 0.5) corner of the polytope, known to be the occupations of the

GHZ state, demonstrate maximal exciton condensation. The mitigated, experimental results

shown in Fig. 7.2b in which θ1 is constrained to either 0 or π
2 to limit computational expense

confirm the simulation results.
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(c) Mitigated

Figure 7.3: The largest eigenvalue λG of the modified particle-hole density matrix shown as
a function of the preparation angles θ2 and θ3 in the range [0, π2 ] with θ1 = 0 in Eq. (7.4) for
(a) simulated calculations, (b) experimental results, and (c) mitigated, experimental results.

In order to better visualize the variation of exciton condensate character with respect

to variation in the preparation of the qubit quantum state, one particular scan of λG for

the minimalistic three-qubit state preparation is shown in Fig. 7.3 in which the θ1 value

is set to zero and the other angles are varied systematically from 0 to π
2 with a π

6 interval.
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Table 7.1: Eigenvalue table for the 2G̃ matrix for simulated (λsim.
G ), mitigated experimental

(λmit.
G ), and experimental (λexp.G ) GHZ state results.

N λsim.
G λmit.

G λ
exp.
G

3 1.50 1.44 1.39
4 2.00 1.92 1.80
5 2.50 2.33 2.22
6 3.00 2.70 2.27
7 3.50 — 2.44
8 4.00 — 2.72
9 4.50 — 2.73
10 5.00 — 2.93
11 5.50 — 3.08
12 6.00 — 3.22
13 6.50 — 3.28
14 7.00 — 3.25
15 7.50 — 2.91
16 8.00 — 2.28
22 11.0 — 2.68
28 14.0 — 3.48
34 17.0 — 3.82
41 20.5 — 3.99
47 23.5 — 3.48
53 26.5 — 4.74

In Fig. 7.3, results are given for (a) simulation, (b) experiments without mitigation, and

(c) mitigated experiments. Note that these particular scanning parameters are chosen as

they well-represent the observed range in λG and demonstrate the maximal three-qubit λG

of N
2 = 3

2 = 1.5 for the simulated results. Additionally, note that even the unmitigated,

experimental results [(b)] demonstrate a relatively large λG of 1.39, a clear demonstration

of exciton condensate character despite experimental errors (see the SI for discussion of

errors). This large, non-error-corrected signature of exciton condensation shows that exciton

condensation is indeed created on the quantum computer and is not an artifact of error

correction. The large eigenvalue λG and the degree of saturation of the generalized Pauli

constraint in Eq. (7.5) are reported in Tables IV through VII and Fig. 1 for many sets of
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orbital occupations in the Supporting Information.

7.4.2 Condensation with 3-to-53 Excitons

As shown above, the region of the Pauli polytope associated with the GHZ state, the state

described by

|ΨGHZ⟩ =
1√
2

(
|0⟩⊗N + |1⟩⊗N

)
(7.9)

for an N -qubit system, demonstrates maximal exciton condensate character for three qubits.

While the computations with maximal exciton condensation have occupation numbers con-

sistent with the GHZ state (among other states), the minimalistic preparation used to probe

λG in the previous section permits only double excitations as shown in Eq. (7.4). As the

GHZ state is relatively-easily generalizable to higher-qubit preparations and is hence desir-

able, a different qubit preparation scheme (Eq. (7.13) in the Appendix) is used to generate

the three-qubit GHZ state and verify that the true GHZ state demonstrates exciton conden-

sation. As can be seen in Table 7.1, maximum exciton condensate character (N2 = 3
2 = 1.5)

is indeed observed for simulation of the three-qubit GHZ state.

The generalizable qubit preparation of the GHZ for a generic N -qubit state allows for the

extension of the above result to larger numbers of qubits, the outcomes of which can be seen in

Table 7.1. These results demonstrate that the beginnings of exciton condensation is achieved

on quantum computers using 3-to-53 qubits. Note that error mitigation is only feasible for

systems with N ≤ 6 qubits as larger-qubit error mitigation schemes necessitate more circuits

than the experimental quantum devices allow. Additionally, to limit computational expense,

only real contributions to the reduced density matrices are computed. See the Appendix

for specific experimental details and Tables I, II, and III in the Supporting Information for

device specifications.

As is apparent from simulated results (Table 7.1 and Fig. 7.4a), the GHZ state for all

qubits approaches the maximal value for exciton condensate character of N
2 . As such, the
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GHZ state is expected to demonstrate maximal exciton condensation for a given number of

qubits. While the experimental results in Table 7.1 and Fig. 7.4b do not achieve maximal λG

values, although the error-mitigated results do appear to approach N
2 , exciton condensation

character (λG > 1) is observed for each GHZ state prepared for N = 3-to-53 qubits.

The larger deviation from the simulated results observed in the higher-qubit experiments—

in which there seems to be a maximal signature of exciton condensation of around λG ≈ 3

(Table 7.1 and Fig. 7.4b)— is likely due to the cumulative effects of errors that become

increasingly significant as the number of qubits—and hence the number of CNOT gates

applied—increases. (See Sec. 6.2.5 for details of gate errors, readout errors, and multi-qubit

CNOT errors for the quantum devices employed for experimentation.) These errors seem to

prevent the formation of a global excitonic state due to dispersion; however, as the number

of qubits is increased, the condensation behavior of the N -qubit system does still increase

as is shown in Fig. 7.4c. In these higher-qubit experiments, there are multiple eigenvalues

of the 2G̃ matrix above one, indicating that there are multiple eigenstates demonstrating

character of exciton condensation. The sum of the eigenvalues above one increases in an

almost linear fashion as the number of qubits is increased, demonstrating an overall increase

in the excitonic nature of the prepared states even if maximal condensation behavior in a

single orbital can not be obtained for these higher-qubit experiments due to dispersion.

The GHZ state is often referred to as a “the maximally-entangled state” as it has maxi-

mum entanglement entropy [287]; however, there are diverse types of non-equivalent multi-

partite entanglement. For example, Bose-Einstein condensation, fermion pair condensation,

and exciton condensation are all phenomena that occur due to the entanglement of bosons,

differing in their signatures and the types of bosons that are entangled. Here we have

demonstrated a new characteristic of the maximal entanglement of the GHZ state—namely

the maximal entanglement of particle-hole pairs (excitons). Further, the fermion pair con-

densate character (λD) is additionally probed for the GHZ state, and no fermion pair con-
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densation is observed (λD < 1). (See Fig. 7.4.) As such, we have shown that the maximal

entanglement of the GHZ state does not correspond to the entanglement of particle-particle

pairing.

7.5 Discussion and Conclusions

In this study, we have prepared molecular-scale exciton condensates for three- to fifty-three-

qubit systems on three quantum computers and verified the presence of the condensation

through post-measurement computation of the exciton condensate’s quantum signature [155].

The maximal condensate character is observed for the Greenberg-Horne-Zeilinger (GHZ)

“maximally-entangled” state, indicating that a characteristic of this maximal entanglement

state is the entanglement of particle-hole pairs (excitons). Further, as transmon qubit quan-

tum states [107, 112, 156, 178, 179, 186–188] are experimentally constructed on the quantum

devices employed, these exciton condensates corresponding to the GHZ state can be inter-

preted as exciton condensates of photons—the entanglement of photon-hole pairs. Whether

photon-hole pair condensation would have similar properties to those of traditional fermion-

hole exciton condensates is unknown, but it seems likely that, as the photons are directly

analogous to fermions in a traditional exciton condensate, the superfluidity of photon-hole

excitons should allow for the dissipationless flow of energy, which has possible applications

in energy transport.

Additionally, the recognition of the GHZ state as an exciton condensate on a quantum

computer establishes a new avenue for the creation and characterization of exciton conden-

sates. As the GHZ state can be remotely and reliably constructed and probed through

the use of cloud-accessible quantum devices, this preparation of exciton condensation may

be more convenient than prior experimental methodologies. Moreover, multi-particle GHZ

states have previously been experimentally realized through optical methodologies [288–290],

ion traps [291], and even Ising spin models [292], demonstrating that various types of exciton
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condensates can be—and indeed have been—prepared. The recognition that such established

methodologies for preparation of the GHZ state also demonstrate exciton condensation may

advance the search for the creation of convenient, high-temperature, ground state exciton

condensation, which may have technological applications.

As quantum devices are created with a larger number of qubits, preparation of these

higher-qubit GHZ states would create more macroscopically-scaled exciton condensates of

these various compositions, although—as we have demonstrated—unless sufficient effort is

done to prevent dispersion, this condensate character will be scattered throughout multiple

eigenstates of the particle-hole RDM. Thus, future exploration of the properties of exciton

condensates on quantum computers is anticipated, and the creation and characterization

of exciton condensates is yet another motivation for the development of low-error quantum

devices with macroscopic numbers of qubits.

7.6 Appendix

We include details on the quantum algorithms used to prepare the qubit states presented

in the article; the quantum tomography of the modified particle-hole reduced density ma-

trix; the methodology by which error is mitigated; and relevant details on the experimental

quantum devices employed.

7.6.1 State Preparations

Two algorithms are utilized in this work to prepare the qubit states.

Minimalistic, Scanning Approach—The first algorithm takes a minimalistic approach to

span all valid one-qubit occupation numbers for a three qubit system and is given as follows:

|Ψ⟩ = C2
3Ry,3(θ3)C

2
1Ry,1(θ2)C

3
1Ry,1(θ1)|0⟩⊗3, (7.10)
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where Ry,i refers to rotation of a qubit i about its Bloch sphere’s y-axis—which is given by

Ry,i =

 cos
(
θ
2

)
− sin

(
θ
2

)
sin
(
θ
2

)
cos
(
θ
2

)
 (7.11)

—and C
j
i is a standard controlled-NOT (CNOT) gate with control and target qubits i and

j respectively. Note that the control qubit is rotated prior to the application of the CNOT

transformation. Overall, the sequence of transformations in Eq. (7.10) yields a wave function

of the form

|Ψ⟩ = α|000⟩+ β|011⟩+ γ|101⟩+ δ|110⟩, (7.12)

such that α, β, γ, and δ are functions of the input angles (θ1, θ2, θ3) and the 1-RDM contains

solely diagonal elements.

The GHZ State—The GHZ State described in Eq. (7.9) is prepared according to

|Ψ⟩ = CN
N−1 · · ·C

3
2C

2
1H1|0⟩⊗N (7.13)

for an N -qubit state where Hi represents the Hadamard gate—which maps |0⟩ to |0⟩+|1⟩√
2

and

|1⟩ to |0⟩−|1⟩√
2

—acting on qubit i. There has been much study on the optimal preparation of

the GHZ state for various numbers of qubits [293–296]; in this study, however, the simple

algorithm from Ref. [297] for GHZ state preparation is utilized as it is easily implemented

and generalizable to any arbitrary number of qubits.

7.6.2 Quantum Tomography of Particle-hole RDM

The modified particle-hole RDM—with elements given by Eq. (7.3)—is obtained through

the translation of all of its elements into the bases of Pauli matrices, which are directly

probed on the quantum computer.
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First, let us focus on the 1D
j
i terms of the 2G̃ matrix elements. As 1-RDMs simplify to

block-diagonal forms with respect to single qubits, there are no non-zero two-qubit 1-RDM

terms. In order for a 1-RDM to be non-zero, then, it must be a one-qubit 1-RDM of the

form
âp,0 âp,1

â
†
p,0 â

†
p,0âp,0 â

†
p,0âp,1

â
†
p,1 â

†
p,1âp,0 â

†
p,1âp,1

(7.14)

for qubit p where â†p and âp are creation and annihilation operators for qubit p, respectively.

Each term of these non-zero, one-qubit 1-RDMs can be written as a linear combination of

Pauli matrices. For example, â†p,0âp,1—which represents the qubit going from state |1⟩ = 0

1

 to state |0⟩ =

 1

0

—can be written as follows:

â
†
p,0âp,1 =

 0 1

0 0

 =
1

2

(
Xp + iYp

)
. (7.15)

Similarly, the other elements can be represented as shown:

â
†
p,1âp,0 =

 0 0

1 0

 =
1

2

(
Xp − iYp

)
, (7.16)

â
†
p,0âp,0 =

 1 0

0 0

 =
1

2

(
Î + Zp

)
, (7.17)

â
†
p,1âp,1 =

 0 0

0 1

 =
1

2

(
Î − Zp

)
. (7.18)

(See the Supporting Information for a discussion on how our representation of creation

and annihilation operators corresponds to bosonic and fermionic statistics.)
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The expectation value of each matrix element for a given qubit (p) can then be obtained

by directly probing the expectation values of Xp, Yp, and Zp for a given state preparation.

The overall particle-hole RDM (2G matrix) can be represented as a 4N × 4N matrix

composed of N2 4× 4 sub-matrices of the form

â
†
q,0âq,0 â

†
q,1âq,0 â

†
q,0âq,1 â

†
q,1âq,1

â
†
p,0âp,0 â

†
p,0âp,0â

†
q,0âq,0 â

†
p,0âp,0â

†
q,1âq,0 â

†
p,0âp,0â

†
q,0âq,1 â

†
p,0âp,0â

†
q,1âq,1

â
†
p,0âp,1 â

†
p,0âp,1â

†
q,0âq,0 â

†
p,0âp,1â

†
q,1âq,0 â

†
p,0âp,1â

†
q,0âq,1 â

†
p,0âp,1â

†
q,1âq,1

â
†
p,1âp,0 â

†
p,1âp,0â

†
q,0âq,0 â

†
p,1âp,0â

†
q,1âq,0 â

†
p,1âp,0â

†
q,0âq,1 â

†
p,1âp,0â

†
q,1âq,1

â
†
p,1âp,1 â

†
p,1âp,1â

†
q,0âq,0 â

†
p,1âp,1â

†
q,1âq,0 â

†
p,1âp,1â

†
q,0âq,1 â

†
p,1âp,1â

†
q,1âq,1.

(7.19)

where each element of the matrix is the expectation value of the creation and annhilation

operator terms shown. As multi-qubit wave functions are the tensor products of individual

qubit wave functions, these four-body terms can be represented as the tensor products of the

two-body terms composing them. For example, the matrix element given by â†p,0âp,1â
†
q,1âq,1

can be written as

â
†
p,0âp,1â

†
q,1âq,1 =

(
â
†
p,0âp,1

)
⊗
(
â
†
q,1âq,1

)
=

[
1

2

(
Xp + iYp

)]
⊗
[
1

2

(
Îq − Zq

)]
=

1

4

[
Xp ⊗ Îq −Xp ⊗ Zq + iYp ⊗ Îq − iYp ⊗ Zq

]
,

(7.20)

where Yp⊗Zq is one of nine possible two-qubit tensor products. The Pauli representation of

all other matrix elements can be determined using analogous, straightforward methodologies,

and the values of these matrix elements are then calculated by probing the expectation values

of the two-qubit tensor products of Pauli matrices.

Similarly, the overall modified particle-hole RDM (2G̃ matrix) can be represented as a

4N × 4N matrix composed of N2 4 × 4 sub-matrices. These sub-matrices are identical to
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the sub-matrices of the 2G matrix with the block modification shown below subtracted off

to eliminate the extraneous ground-state-to-ground-state transition:

â
†
q,0âq,0 â

†
q,1âq,0 â

†
q,0âq,1 â

†
p,1âp,1

â
†
p,0âp,0

1Dp[0, 0]
1Dq[0, 0]

1Dp[0, 0]
1Dq[0, 1]

1Dp[0, 0]
1Dq[1, 0]

1Dp[0, 0]
1Dq[1, 1]

â
†
p,0âp,1

1Dp[0, 1]
1Dq[0, 0]

1Dp[0, 1]
1Dq[0, 1]

1Dp[0, 1]
1Dq[1, 0]

1Dp[0, 1]
1Dq[1, 1]

â
†
p,1âp,0

1Dp[1, 0]
1Dq[0, 0]

1Dp[1, 0]
1Dq[0, 1]

1Dp[1, 0]
1Dq[1, 0]

1Dp[1, 0]
1Dq[1, 1]

â
†
p,1âp,1

1Dp[1, 1]
1Dq[0, 0]

1Dp[1, 1]
1Dq[0, 1]

1Dp[1, 1]
1Dq[1, 0]

1Dp[1, 1]
1Dq[1, 1]

(7.21)

Note that 1Di is the RDM for qubit i described in Eq. (7.14) and that 1Di[a, b] is the

element of that matrix with matrix coordinates [a, b].

The overall form of the 2G̃ matrix is hence

p=0,q=0 p=0,q=1 · · · p=0,q=N−1

p=1,q=0 p=1,q=1 · · · p=1,q=N−1

...
... . . . ...

p=N−1,q=0 p=N−1,q=1 · · · p=N−1,q=N−1

(7.22)

where each p/q combination represents one of the previously-specified blocks, i.e., the differ-

ence of the matrices given in Eqs. (7.19) and (7.21). The largest eigenvalue of this overall

matrix is the λG value employed throughout this article.

In order to probe the extent of fermion pair condensation, the particle-particle RDM

shown in Eq. (7.1) must additionally be constructed. Similar to both the 2G and 2G̃

matrices, the 2D matrix can be represented as a 4N × 4N matrix, and the elements of the

2D matrix can be computed according to

2D
i,j
k,l = δ

j
l
1Di

k −
2G

i,l
k,j (7.23)
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where δjl is a delta function whose value is defined to be one when i = j and otherwise zero

and where 1Di
k and 2G

i,l
k,j are the one-particle RDM and the particle-hole RDM whose ele-

ments are computed according to Eqs. (7.14)-(7.18) and Eqs. (7.19)-(7.20), respectively. The

signature of fermion pair condensation—i.e., λD, the largest eigenvalue of the 2D matrix—

can then be obtained from the particle-particle RDM obtained for a given preparation.

As the states prepared in this study are real wave functions, the imaginary components of

the RDMs should be approximately zero within a small range dictated by inherent random-

ness and by the error of the devices. Therefore, only the five of the possible nine two-qubit

expectation values that correspond to real contributions to the RDMs [⟨Xp⊗Xq⟩, ⟨Yp⊗Yq⟩,

⟨Zp⊗Zq⟩, ⟨Xp⊗Zq⟩, and ⟨Zp⊗Xq⟩] are non-zero and hence essential for construction of the

2G̃ matrix. While, for the sake of completeness, the negligibly-small imaginary components

are included in the construction of the 2G̃ matrix for the low-qubit (N = 3 − 5) computa-

tions, only real components are included in the 2G̃ matrix for higher-qubit (N = 6 − 15)

computations to lower computational expense.

Error mitigation—A measurement correction fitter for a tensored calibration is employed

to mitigate measurement error through use of the “least_squares” method —that constrains

the resultant mitigated counts to having physical probabilities—to construct a mitigation

filter that can be applied to experimental data [298, 299].

7.6.3 Quantum Device Specifications

Throughout this work, we employ the ibmqx2 (ibmq_5_yorktown) [300], the ibmq_16_

melbourne [8], and the ibmq_rochester [301] IBM Quantum Experience devices, which are

available online. Unless explicitly stated otherwise, all low-qubit (N ≤ 5) experiments

are conducted using the five-qubit ibmqx2 (ibmq_5_yorktown) device, all midrange-qubit

(5 < N ≤ 15) experiments are conducted using the fifteen-qubit ibmq_16_melbourne de-

vice, and all high-qubit (N > 15) experiments are conducted using the fifty-three-qubit
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ibmq_rochester device. These quantum devices are composed of fixed-frequency transmon

qubits with co-planer waveguide resonators [272, 274]. Experimental calibration data and

connectivity for these devices are included in the Supporting Information.

7.7 Supplemental Information

7.7.1 The Lipkin Hamiltonian

One of the simplest and most well-known models for exciton condensation is the Lipkin

model in the large-coupling regime [225, 276–279]. The Lipkin quasispin model consists of

N fermions distributed over two, N-fold degenerate levels with energies −ϵ and ϵ where the

particles have a pairwise “monopole-monopole” interaction with strength V , which scatters

the pairs between the two levels. The Hamiltonian for this model is given by

Ĥ = ϵĴz +
V

2

(
Ĵ2+,− + Ĵ2−,+

)
(SI-1)

where

Ĵz =
1

2

∑
m

m
N∑
p=1

â
†
m,pâm,p, (SI-2)

Ĵ+,− =
N∑
p=1

â
†
+1,pâ−1,p, (SI-3)

Ĵ−,+ =
N∑
p=1

â
†
−1,pâ+1,p, (SI-4)

â† and â are fermionic creation and annihilation operators, m(±1) denotes the two levels,

and ϵ and V are parameters. Note that from this representation, it is apparent that each

orbital in the bottom layer has a corresponding orbital in the top layer to which they are

particle-hole paired (i.e., only vertical transitions are allowed). Additionally, the parameter

V controls the relative importance of of two particle interactions such that a large V indicates
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that the two-body part of the Hamiltonian is dominant—the large-coupling limit for which

exciton condensation is known to occur.

7.7.2 Bosonic and Fermionic Statistics For One Particle in Two Orbitals

Qubit Representation

A single qubit—the analogue to the classical bit on a quantum device—can be represented

according to cos
(
θ
2

)
|0⟩+ eiϕ sin

(
θ
2

)
|1⟩, which can be pictorially depicted by the image of

the Bloch sphere shown in Fig. 7.5. The quantum bit is hence a linear combination of the

classical bit states, |0⟩ and |1⟩. The classical bit states are represented in vector form as

follows.

|0⟩ =

 1

0



|1⟩ =

 0

1


As described in the main text, we view each qubit as being composed of one particle in

two particle-hole paired orbitals. As such, if qubit i exists in the |0⟩ state, a particle exists in

the orbital which we denote as i, 0 and a hole exists in the orbital denoted as i, 1. Similarly,

if qubit i exists in the |1⟩ state, a particle exists in the orbital which we denote as i, 1 and

a hole exists in the orbital denoted as i, 0. Below, we apply bosonic and fermionic statistics

for such a qubit interpretation.

General Bosonic Statistics

Bosons must obey the commutation relationship,

[b̂i, b̂
†
j ] = b̂ib̂

†
j − b̂

†
j b̂i = δij ,
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where b̂†i and b̂i are bosonic creation and annihilation operators for orbital i such they act

on a wave function as shown below.

b̂i|i ∧ ψ⟩ =
√
n|ψ⟩

b̂
†
i |ψ⟩ =

√
n+ 1|i ∧ ψ⟩

The bosonic commutation relationship can be proven as follows for the case of i = j

for qubit p—which exists in a linear combination of |0⟩ and |1⟩, i.e. |ψ⟩p = cos
(
θ
2

)
|0⟩ +

eiϕ sin
(
θ
2

)
|1⟩—as can be seen by

b̂p,0b̂
†
p,0 − b̂

†
p,0b̂p,0 = [2× P (|0⟩) + P (|1⟩)]− P (|0⟩) = P (|1⟩) + P (|0⟩) = δ

p,0
p,0 = 1

and

b̂p,1b̂
†
p,1 − b̂

†
p,1b̂p,1 = [2× P (|1⟩) + P (|0⟩)]− P (|1⟩) = P (|0⟩) + P (|1⟩) = δ

p,1
p,1 = 1

where P (|0⟩) and P (|1⟩) are the probabilities of the qubit being in the |0⟩ and |1⟩ respectively.

When i ̸= j, this bosonic commutation yields the following two relationships, which must

be obeyed by bosons.

b̂p,0b̂
†
p,1 − b̂

†
p,1b̂p,0 = δ

p,0
p,1 = 0 ⇒ b̂p,0b̂

†
p,1 = +b̂

†
p,1b̂p,0

b̂p,1b̂
†
p,0 − b̂

†
p,0b̂p,1 = δ

p,1
p,0 = 0 ⇒ b̂p,1b̂

†
p,0 = +b̂

†
p,0b̂p,1

The Bosonic Qubit

In order to establish when a given qubit can be described as bosonic, we first have to deter-

mine when it satisfies the bosonic statistics from above. This can be done by representing the
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eight possible one-qubit, two-term expectation values as linear combinations of expectation

values of the Pauli matrices for the specified qubit. Let’s first look at the four previously-

established 1-RDM terms (see the Methods section in the main paper).

b̂p,0 b̂p,1

b̂
†
p,0 b̂

†
p,0b̂p,0 b̂

†
p,0b̂p,1

b̂
†
p,1 b̂

†
p,1b̂p,0 b̂

†
p,1b̂p,1

These four terms are given by the following four equations and are identical for fermionic

and bosonic creation and annihilation operators.

b̂
†
p,0b̂p,1 =

 0 1

0 0

 =
1

2

(
Xp + iYp

)

b̂
†
p,1b̂p,0 =

 0 0

1 0

 =
1

2

(
Xp − iYp

)

b̂
†
p,0b̂p,0 =

 1 0

0 0

 =
1

2

(
Î + Zp

)

b̂
†
p,1b̂p,1 =

 0 0

0 1

 =
1

2

(
Î − Zp

)
Now, let’s compare these terms with those from the matrix composed as follows.

b̂
†
p,0 b̂

†
p,1

b̂p,0 b̂p,0b̂
†
p,0 b̂p,0b̂

†
p,1

b̂p,1 b̂p,1b̂
†
p,0 b̂p,1b̂

†
p,1

These four terms are given by the following four equations. Note that two of these differ
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from their fermionic counterparts (see below) due to the prefactors associated with bosonic

creation and annihilation operatures derived from the fact that more than one boson can be

created in a given orbital.

b̂p,0b̂
†
p,1 =

 0 0

1 0

 =
1

2

(
Xp − iYp

)
= b̂

†
p,1b̂p,0

b̂p,1b̂
†
p,0 =

 0 1

0 0

 =
1

2

(
Xp + iYp

)
= b̂

†
p,0b̂p,1

b̂p,0b̂
†
p,0 =

 2 0

0 1

 =
1

2

(
3Î + Zp

)

b̂p,1b̂
†
p,1 =

 1 0

0 2

 =
1

2

(
3Î − Zp

)

As can be seen from the above, b̂p,0b̂
†
p,1 = b̂

†
p,1b̂p,0 are b̂p,1b̂

†
p,0 = b̂

†
p,0b̂p,1 are always true,

which always satisfies the bosonic commutation relationship. Hence, bosonic statistics

are satisfied by all values of θ and ϕ and no constraints on the preparations are necessary

in order to represent bosons using these creation and annihilation operators.

General Fermionic Statistics

Fermions must obey the anticommutation relationship

{âi, â
†
j} = âiâ

†
j + â

†
j âi = δij

where â†i and â†i are fermionic creation and annihilation operators for orbital i.

The fermionic anticommutation relationship can be proven as follows for the case of i = j
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for qubit p—which exists in a linear combination of |0⟩ and |1⟩, i.e. |ψ⟩p = cos
(
θ
2

)
|0⟩ +

eiϕ sin
(
θ
2

)
|1⟩—as can be seen by

âp,0â
†
p,0 + â

†
p,0âp,0 = P (|1⟩) + P (|0⟩) = δ

p,0
p,0 = 1

and

âp,1â
†
p,1 + â

†
p,1âp,1 = P (|0⟩) + P (|1⟩) = δ

p,1
p,1 = 1.

When i ̸= j, this fermionic anticommutation yields the following two relationships, which

must be obeyed by fermions.

âp,0â
†
p,1 + â

†
p,1âp,0 = δ

p,0
p,1 = 0 ⇒ âp,0â

†
p,1 = −â†p,1âp,0

âp,1â
†
p,0 + â

†
p,0âp,1 = δ

p,1
p,0 = 0 ⇒ âp,1â

†
p,0 = −â†p,0âp,1

The Fermionic Qubit

In order to establish when a given qubit can be described as fermionic, we first have to

determine when it satisfies the fermionic statistics from above. This can be done in a similar

manner to that shown for bosonic qubits above. Specifically, let us first look at the four

previously-established 1-RDM terms.

âp,0 âp,1

â
†
p,0 â

†
p,0âp,0 â

†
p,0âp,1

â
†
p,1 â

†
p,1âp,0 â

†
p,1âp,1

These four terms are given by the following four equations and are identical for fermionic
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and bosonic creation and annihilation operators.

â
†
p,0âp,1 =

 0 1

0 0

 =
1

2

(
Xp + iYp

)

â
†
p,1âp,0 =

 0 0

1 0

 =
1

2

(
Xp − iYp

)

â
†
p,0âp,0 =

 1 0

0 0

 =
1

2

(
Î + Zp

)

â
†
p,1âp,1 =

 0 0

0 1

 =
1

2

(
Î − Zp

)
Now, let’s compare with the terms from the matrix composed as follows.

â
†
p,0 â

†
p,1

âp,0 âp,0â
†
p,0 âp,0â

†
p,1

âp,1 âp,1â
†
p,0 âp,1â

†
p,1

These four terms are given by the following four equations.

âp,0â
†
p,1 =

 0 0

1 0

 =
1

2

(
Xp − iYp

)
= â

†
p,1âp,0

âp,1â
†
p,0 =

 0 1

0 0

 =
1

2

(
Xp + iYp

)
= â

†
p,0âp,1

âp,0â
†
p,0 =

 0 0

0 1

 =
1

2

(
Î − Zp

)
= â

†
p,1âp,1
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âp,1â
†
p,1 =

 1 0

0 0

 =
1

2

(
Î + Zp

)
= â

†
p,0âp,0

Note that from the above, âp,0â
†
p,1 = â

†
p,1âp,0 and âp,1â

†
p,0 = â

†
p,0âp,1; however, for

fermionic statistics, âp,0â
†
p,1 = −â†p,1âp,0 and âp,1â

†
p,0 = −â†p,0âp,1 must hold. For this to be

resolved, we must have âp,0â
†
p,1 = â

†
p,1âp,0 = 0 or, equivalently,

Xp = Yp = 0

In order to represent fermions as particles in this interpretation of qubits and satisfy

anticommutation relations, the expectation values of âp,0â
†
p,1 and â†p,1âp,0 must be zero. As

such, the one-qubit expectation values of the X and Y Pauli matrices—which can be directly

probed on a quantum device—must be zero for all of our preparations. This has been

verified through simulation for both preparations—the minimalistic, scanning approach for

three qubits described in Equation (10) and the GHZ state preparation described in Equation

(13). For the minimalistic, scanning approach, the simulated expectation values for the Pauli

X and Y matrices were in the following ranges: [-0.02, 0.02] and [-0.02, 0.02], respectively.

The corresponding expectation value for the Pauli Z matrix for these simulations ranged

from -0.03 to 1. Similarly, the range for expectation values for the Pauli X and Pauli Y

matrices for simulated GHZ states from 3 to 53 qubits was [-0.03, 0.03] and [-0.04, 0.04]

respectively. Note that the expectation value of the Pauli Z matrix for these simulations

also centered around zero ([-0.03, 0.03]) as the probability of a given qubit being in the |0⟩

or the |1⟩ state were roughly equivalent.

7.7.3 Confidence Intervals for GHZ State Computations

In order to establish that the λG values obtained from post-measurement computation for

a given preparation on a specific quantum computer are consistent between measurements,
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multiple trials were conducted, and confidence intervals for the resultant samples were cal-

culated according to the methodology described in Sec. 7.7.3. First the optimal number

of trials must be established for use in computing the confidence intervals. Ideally, the

number of trials will be large enough to accurately obtain the average λG value for a given

computer and number of qubits but small enough to limit computational expense. To deter-

mine the ideal sample size, the several sample sizes for the most-complex computation (that

for 53-qubits) were used to establish 95% confidence intervals and these computations were

compared.

As can be seen in Fig. 7.6—in which the 95% confidence intervals for the λG of 53-

qubit GHZ state preparation for differing numbers of trials are shown—, the spread of the

confidence interval was relatively small—roughly only five percent of the average value for

a sample size of thirty. This indicates that the average value associated with this confi-

dence interval can be interpreted as a characteristic λG value associated with the computer

(Rochester) and the number of qubits (N = 53) probed. Additionally, the average value

of λG does not seem vary to a significant degree between the sample sizes tested even for

this relatively sizeable preparation involving the largest available number of qubits. As such,

to minimize computational expense, for the determination of other confidence intervals, a

sample size of ten will be utilized.

The 95% confidence intervals for the λG values for N = 3, 4, 5 for simulation and several

different quantum devices are shown for the GHZ state in Fig. 7.7 . As can be seen, despite

identical preparations and post-measurement analysis, the character of exciton condensation

(λG) differ to a statistically-significant degree between computers, likely due to the differing

errors associated with each device. However, even for Rochester—the device prone to the

largest errors as can be seen from Table III—the confidence intervals are relatively small,

which indicates that the λG for each individual trial does not vary to an extreme degree (at

least for sequential experiments).
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Determination of Confidence Intervals

Measurement of the signature of exciton condensation (λG) on a given quantum device

appears to yield results consistent with a normal distribution. Additionally, due to compu-

tational expense, the number of trials (n) for the determination of a given λG were relatively

low (n ≤ 30), meaning that both the population average (µ) and the population standard

deviation (σ) are unknown. Confidence intervals were hence obtained through use of a family

of probability distributions called t distributions. When the mean and standard deviation

of a given sample of size n is x and s, respectively, then a random variable is defined to be

T =
x− µ

x/
√
n
. (7.24)

This random variable has a corresponding tν distribution with ν = n−1 degrees of freedom.

Each of these tν distributions is bell-shaped, centered at zero, and has a greater spread

than the normal z distribution. As the number of trials (and hence degrees of freedom)

increases, the spread of the tν distribution decreases to the point that when ν → ∞, the t∞

distribution approaches the normal z distribution. If tα,ν is defined to be the number on the

measurement axis of the tν distribution to the right of which the area under the curve is α,

then the 100(1− α)% confidence interval for the population average (µ) is given by

(
x− tα/2,µ · s√

n
, x+ tα/2,µ · s√

n

)
(7.25)

or, equivalently x± tα/2,µ · s√
n

[302].

7.7.4 Simulation and Experimentation for Various Test Cases

In order to solidify intuition regarding our methodology, we have supplied various test cases

in the following sections. Specifically, we supply information regarding a state with no
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entanglement (|+⟩⊗N ), a statistical mixture (12 |0⟩
⊗N ⟨0|⊗N+ 1

2 |1⟩
⊗N ⟨1|⊗N ), N

2 independent

two-qubit Bell states in overall N -qubit systems, and—finally—a state demonstrating islands

of condensation through construction of N
6 independent six-qubit GHZ states in overall N -

qubit systems. In the first three examples, we don’t expect exciton condensation to be

observed as—although the two orbitals corresponding to each qubit i (orbitals i, 0 and i, 1)

are particle-hole paired—these preparations do not entangle the qubits. For the final example

of N
6 independent six-qubit GHZ states, we expect there to be N

6 large eigenvalues of the

particle-hole reduced density matrix (RDM)—i.e. N
6 λ values exceeding one—as N

6 entangled

subsystems of qubits are prepared.

No Entanglement: |+⟩⊗N

The |+⟩⊗N state for an N -qubit system was prepared by transforming each qubit—initially

in the |0⟩ state—to |+⟩ = 1√
2
[|0⟩+ |1⟩] through the application of a Hadamard gate. This

process is described by

|+⟩⊗N = HN−1 · · ·H1H0|0⟩⊗N (7.26)

where Hi is a Hadamard gate on the ith qubit and |0⟩⊗N represents the initial all-zero state.

The results for the |+⟩⊗N state for simulation and experimentation on IBM’s Quantum

Experience Yorktown (ibmqx2) device for N = 3, 4, 5 are shown in Table 7.2. As was

expected from the lack of qubit entanglement of the preparation of this state, no eigenvalues

significantly exceeding one were observed.

N Simulation Yorktown
3 1.00 1.02
4 1.01 1.02
5 1.01 1.02

Table 7.2: Simulated and non-mitigated, experimental λG values for the |+⟩⊗N state where
N = 3, 4, and 5 qubits. Experiments were conducted on IBM’s Quantum Experience York-
town (ibmqx2) device.
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Statistical Mixture: 1
2 |0⟩

⊗N⟨0|⊗N + 1
2 |1⟩

⊗N⟨1|⊗N

The statistical mixture of equal proportions of the |0⟩⊗N ⟨0|⊗N and |1⟩⊗N ⟨1|⊗N states were

probed by first constructing the modified particle-hole RDM (2G̃) matrix for the |0⟩⊗N

initial state and the |1⟩⊗N state—prepared by

|1⟩⊗N = XN−1 · · ·X1X0|0⟩⊗N (7.27)

where Xi is the X-gate for the ith qubit—, adding these RDM scaled by a factor of 1
2 , and

obtaining the eigenvalues of the resultant average modified particle-hole RDM. The results

for the these statistical mixtures for simulation and experimentation on IBM’s Quantum

Experience Yorktown (ibmqx2) device for N = 3, 4, 5 are shown in Table 7.3. As was

expected from the lack of qubit entanglement of the preparation of this state, no eigenvalues

significantly exceeding one were observed.

N Simulation Yorktown
3 0.51 0.55
4 0.51 0.55
5 0.51 0.55

Table 7.3: Simulated and non-mitigated, experimental λG values for the 1
2 |0⟩

⊗N ⟨0|⊗N +
1
2 |1⟩

⊗N ⟨1|⊗N state where N = 3, 4, and 5 qubits. Experiments were conducted on IBM’s
Quantum Experience Yorktown (ibmqx2) device.

N
2 Independent Two-Qubit Bell States in Overall N -Qubit Systems

Two different Bell states were used to construct overall N -qubit systems consisting of N
2 inde-

pendent two-qubit Bell states: specifically, |ϕ+⟩ = 1√
2
[|00⟩+ |11⟩] and |ψ+⟩ = 1√

2
[|01⟩+ |10⟩].

These two-qubit Bell states can be constructed between qubits i and j through use of the

following preparations:

|ϕ+⟩ = C
j
iHi|00⟩ (7.28)
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and

|ψ+⟩ = Xj |ϕ+⟩ = XjC
j
iHi|00⟩ (7.29)

where Cj
i is a CNOT gate with control qubit i and target qubit j. For each (even) number of

qubits, N , three systems were constructed: one composed of N
2 independent |ϕ+⟩ states, one

composed of N
2 independent |ψ+⟩ states, and one composed of alternating |ϕ+⟩ and |ψ+⟩

states in the following order |ϕ+ψ+ϕ+ψ+ϕ+ · · · ⟩. These states were constructed by applying

the preparations given in Eqs. (7.28) and (7.29) to the pairs of qubits composing the overall

N -qubit systems. For example, for the N = 6 |ϕ+ψ+ϕ+⟩ system, Eq. (7.28) was applied to

qubits-pairs 0/1 and 4/5, and Eq. (7.29) was applied to the 2/3 qubit pair. The results for the

these composite states for simulation and experimentation on IBM’s Quantum Experience

Melbourne (ibmq_16_melbourne) device for N = 4, 6, 8, 10 are shown in Table 7.4. For the

most part, the results align with our intuition in that only one experiment demonstrated an

eigenvalue significantly above one. This one outlier—the N = 10 |ψ+ψ+ψ+ψ+ψ+⟩ with a

λG of 1.40—is likely a result of error disrupting the preparation of the initial state.

N State Simulation Melbourne
4 |ϕ+ϕ+⟩ 1.02 0.94
4 |ψ+ψ+⟩ 1.02 0.94
4 |ϕ+ψ+⟩ 1.02 0.95
6 |ϕ+ϕ+ϕ+⟩ 1.03 0.93
6 |ψ+ψ+ψ+⟩ 1.02 0.95
6 |ϕ+ψ+ϕ+⟩ 1.02 0.96
8 |ϕ+ϕ+ϕ+ϕ+⟩ 1.03 0.98
8 |ψ+ψ+ψ+ψ+⟩ 1.03 0.97
8 |ϕ+ψ+ϕ+ψ+⟩ 1.03 0.98
10 |ϕ+ϕ+ϕ+ϕ+ϕ+⟩ 1.04 1.09
10 |ψ+ψ+ψ+ψ+ψ+⟩ 1.04 1.40
10 |ϕ+ψ+ϕ+ψ+ϕ+⟩ 1.03 1.05

Table 7.4: Simulated and non-mitigated, experimental λG values for N -qubit systems com-
posed of N

2 independent |ϕ+⟩ and |ψ+⟩ Bell states where N = 4, 6, 8, and 10 qubits. Exper-
iments were conducted on IBM’s Quantum Experience Melbourne (ibmq_16_melbourne)
device.
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N
6 Independent Six-Qubit GHZ States in Overall N -Qubit Systems

A six qubit GHZ state on qubits i, j, k, l, p, and q can be prepared using the following gate

sequence:

C
q
pC

p
l C

l
kC

k
j C

j
iHi. (7.30)

As such, any N -qubit system such that N is a multiple of six can be prepared to have N
6

independent GHZ states by independently applying Eq. (7.30) to N
6 distinct subsets of

qubits. For example, for N = 18, three distinct six-qubit GHZ states can be constructed by

applying Eq. (7.30) to qubits 0− 5, 6− 11, and 12− 17 independently. This procedure was

conducted for N = 6, 12, 18, and 24 and was expected to produce one, two, three, and four

islands of exciton condensation, respectively, as those are the numbers of independent en-

tangled systems of qubits are prepared in the overall system of N -qubits. The results for the

these composite states for simulation and experimentation on IBM’s Quantum Experience

Rochester (ibmq_rochester) device for N = 6, 12, 18, 24 are shown in Table 7.5. As can be

seen, for the simulated computations, the number of islands of condensation was consistent

with intuition. Additionally, for N = 12 and N = 24 qubit experiments, multiple eigenval-

ues distinctly above one were observed, indicating that—even with the error inherent on the

“noisy” real-world device employed—multiple large eigenvalues of the particle-hole RDM is

consistent with systems composed of distinct, entangled subsystems.

N # Islands Expected Simulation Rochester
6 1 3.00 1.69
12 2 2.97, 3.03 1.16, 1.21
18 3 2.50, 3.00, 3.51 1.20
24 4 2.50, 2.97, 3.03, 3.51 1.15, 1.80, 1.97

Table 7.5: Simulated and non-mitigated, experimental eigenvalues of the 2G̃ which ex-
ceed one for N -qubit systems composed of N

6 independent 6-qubit GHZ States where
N = 6, 12, 18, and 24 qubits. Experiments were conducted on IBM’s Quantum Experi-
ence Rochester (ibmq_rochester) device.
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Figure 7.4: Plots showing (a) the largest eigenvalue of the 2G̃ matrix (blue) and the 2D
matrix(red) for simulated (dots) and all mitigated, experimental (×’s) calculations, (b) the
largest eigenvalue of the unmitigated, experimental 2G̃matrix, and (c) the sum of all eigenval-
ues of the unmitigated, experimental 2G̃ matrix demonstrating exciton condensation (λ > 1)
for experiments of N qubits on the Yorktown 5-qubits IBM Quantum Experience device
(blue), the Melbourne 15-qubit IBM Quantum Experience device (red), and the Rochester
53-qubit IBM Quantum Experience device (green).
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Figure 7.5: A Bloch sphere which represents a qubit is shown.
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Figure 7.6: The 95% confidence intervals for computed 53-qubit λG values obtained from the
Rochester 53-qubit IBM Quantum Experience device for the following sample sizes: n=10,
15, 20, 25, 30. Confidence intervals are calculated according to the methodology described
in Sec. 7.7.3.
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Figure 7.7: The largest eigenvalue of the unmitigated, experimental 2G̃ matrix for experi-
ments of N qubits for the GHZ State are shown for simulations (pink) and experiments on
the Yorktown 5-qubits IBM Quantum Experience device (violet), the Melbourne 15-qubit
IBM Quantum Experience device (teal), the Rochester 53-qubit IBM Quantum Experience
device (lime green), and the Rome 5-qubit IBM Quantum Experience device (blue). Confi-
dence intervals are calculated according to the methodology described in Sec. 7.7.3.
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CHAPTER 8

QUBIT CONDENSATION FOR ASSESSING EFFICACY OF

MOLECULAR SIMULATION ON QUANTUM COMPUTERS

Material from: Sager-Smith, L. M. & Mazziotti, D. A., Qubit condensation for assessing

efficacy of molecular simulation on quantum computers. Submitted. © The Author(s)

2023.

8.1 Chapter Synopsis

Quantum computers may demonstrate significant advantage over classical devices as they

are able to exploit a purely quantum-mechanical phenomenon known as entanglement in

which a single quantum state simultaneously populates two-or-more classical configurations.

However, due to environmental noise and device errors, elaborate quantum entanglement

can be difficult to prepare on present-day quantum computers. In this paper, we introduce

a metric based on the condensation of qubits to assess the ability of a quantum device to

simulate many-electron systems. Qubit condensation occurs when the qubits on a quantum

computer condense into a single, highly-correlated, particle-hole state. While conventional

metrics like gate errors and quantum volume do not directly target entanglement, the qubit-

condensation metric measures the quantum computer’s ability to generate an entangled

state that achieves non-classical long-range order across the device. To demonstrate, we

prepare qubit condensations on various quantum devices and probe the degree to which qubit

condensation is realized via post-measurement analysis. We show that the predicted ranking

of the quantum devices is consistent with the errors obtained from molecular simulations of

H2 using a contracted quantum eigensolver.
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Figure 8.1: A schematic demonstrating noise in a NISQ device disrupting the correlations
between a system of seven qubits prepared in the maximally-entangled GHZ state.

8.2 Introduction

Quantum devices have recently emerged as potentially powerful tools for the demonstration

of system-wide entanglement and long-range order [5, 6, 266, 303–309], a task that can be

difficult or expensive in classic computations. With an ability to simulate large degrees of

quantum entanglement—important for the modelling of many chemical processes including

those involving transition-metal complexes, energetic degeneracies, solid-state materials, and

other systems [310–312]—, quantum devices with quantum chemical algorithms are expected

to compete with classical computers and methodologies for chemical computations [313–316].

However, algorithms for the accurate prediction of many-electron molecular energies and

properties rely upon the ability of near-term intermediate-scale quantum (NISQ) devices

to accurately accomplish state preparations and measurements [254, 307], a requirement

whose successful implementation can vary dramatically from device to device. Current NISQ

computers are prone to experiencing environmental noise and device errors that disrupt long

range order (see Fig. 8.1), often resulting in fragmented islands of correlated qubits instead

of system-wide correlation [5], which can make simulating molecular systems difficult.
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In this work, we introduce a novel metric for assessing the ability of quantum computers

for modelling many-electron molecular systems. By preparing a maximally-correlated qubit

condensate state—a state where qubits on a quantum device condense into a single, highly-

correlated, particle-hole state—, we directly probe the extent to which a given quantum

device can achieve system-wide entanglement and long-range order. Because the modeling

of quantum entanglement is what ultimately may separate quantum computers from clas-

sical computers, this ability provides a metric for the efficacy of various NISQ devices for

the preparation of many-electron quantum systems that may be challenging for classical

computers.

Currently, either component-level qubit and gate errors [258, 317, 318] or system-level

metrics such as quantum volume (QV) [319, 320] are seen as the conventional means of

comparing various quantum devices against each other. While component-level metrics are

useful while building quantum systems, they often fail to capture the behavior and errors of

large quantum circuits on a given device [321–323]. Thus, a system-level measure such as our

metric or QV is desirable. Unlike quantum volume, however, our qubit condensation metric

is a specific measure of how well a quantum device can prepare a highly-correlated state,

making it a better predictive tool for comparing quantum devices for molecular simulations.

To test qubit condensation as a metric for many-electron quantum simulations, we com-

pute the molecular energy of dihydrogen without error mitigation on several quantum devices

using a contracted quantum eigensolver. The predicted ranking of the quantum devices from

our qubit condensation analysis—which differs from the order of quantum volumes—is con-

sistent with the errors obtained from the molecular simulation of H2. Our qubit condensate

metric thus directly allows us to compare the accuracy with which NISQ devices are expected

to treat many-electron quantum systems, which may aide researchers in the selection of the

appropriate quantum device for quantum chemistry applications. Additionally, our metric

may provide a measure along which future devices can be optimized in order to improve
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their ability to demonstrate quantum long-range order.

8.3 Theory

A measure of the maximal quantum long-range order for the GHZ states that we prepare

in this study is the signature of the condensation of particle-hole pairs as the maximal

entanglement of the GHZ state corresponds to the maximal entanglement of particle-hole

pairs [5]. As such, we first detail the signature of such a qubit condensation, which will

be used as a measure of the correlation for the quantum states prepared throughout this

study. Further, the quantum solver we utilize to determine uncorrected molecular energies is

the quantum anti-Hermitian contracted Schrödinger equation (qACSE) solver; as such, we

additionally provide details pertaining to the qACSE.

8.3.1 Signature of Qubit Condensation.

Bose-Einstein condensation occurs when—at sufficiently low temperatures—multiple bosons

all condense into a single quantum state [113, 114] and results in superfluidity—i.e., the

frictionless flow of the constituent bosons [97, 115]. A computational signature of this type

of condensation phenomena is a large eigenvalue in the one-boson reduced density matrix

[119] given by

1Di
j = ⟨Ψ|b̂†i b̂j |Ψ⟩ (8.1)

where b̂†i and b̂i correspond to creation and annihilation operators for the ith bosonic orbital

and where |Ψ⟩ is the full N -boson wave function in a finite basis set. This large eigen-

value corresponds to the largest orbital occupation of a given quantum state such that any

eigenvalue above one indicates the beginnings of condensation behavior

As briefly described above, the maximal entanglement of the GHZ states we prepare

in this study corresponds to the maximal degree of particle-hole condensation when we
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define each qubit to be a two-orbital system composed of a lower- and a higher-energy level

corresponding to the |0⟩ and |1⟩ states, respectively. The particles and holes are fermions

and thus must obey the Pauli exclusion principle such that they are unable to condense into

a single orbital [129]. However, particle-hole pairs are quasi-bosonic and hence can condense

into a single particle-hole quantum state which we call a qubit condensate [106, 107].

Similar to the signature of a bosonic condensate being a large eigenvalue of a one-boson

RDM, the computational signature of a particle-hole qubit condensate—denoted as λG—is a

large eigenvalue of the modified particle-hole reduced density matrix given by [148, 155, 156]

2G̃
i,j
k,l =

2 G
i,j
k,l −

1Di
j
1Dl

k (8.2)

where

2G̃
i,j
k,l = ⟨Ψ|â†i âj â

†
l âk|Ψ⟩, (8.3)

is the unmodified particle-hole RDM, â†i and âi correspond to fermionic creation and anni-

hilation operators for the ith fermionic orbital, 1Di
j is an element of the one-fermion RDM

corresponding to indices i and j, and |Ψ⟩ is the full N -fermion wave function in a finite basis

set. Note that the modification to the particle-hole RDM (2G) is done in order to remove

an extraneous large eigenvalue corresponding to the ground state to ground state transition.

Explicitly, a large eigenvalue in the modified particle-hole matrix is a manifestation of the

long range order in this matrix and is a measure of entanglement.

For an N -fermion—and hence N -qubit—system, the largest possible signature of con-

densation is given by

λG =
N

2
. (8.4)

The GHZ state is expected to demonstrate this maximal degree of condensation on an ideal

quantum device [5], and any deviation from this behavior would be due to errors on a given

quantum device on which the state is prepared.
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8.3.2 Quantum Solver of the Anti-Hermitian Contracted Schrödinger

Equation.

Recently, Smart and Mazziotti [267] have introduced a novel quantum eigensolver that opti-

mizes the lowest energy eigenvalue by solving the contracted Schrödinger equation (CSE)—

which corresponds to the projection of the Schrödinger equation onto two-particle transitions

from the wave function and is given by [75, 78, 79, 84, 324–326]

⟨Ψ|â†i â
†
j âlâkĤ|Ψ⟩ = E 2D

i,j
k,l (8.5)

where 2D is the two-particle reduced density matrices, â†i and âi are, again, fermionic cre-

ation and annihilation operators corresponding to the ith orbital, Ψ is the N -electron wave

function, and Ĥ is the system Hamiltonian operator given by

Ĥ =
∑
p,q,s,t

2K
p,q
s,t â

†
pâ

†
qâtâs (8.6)

where 2K is the reduced Hamiltonian matrix comprised of one- and two-electron integrals.

Specifically, this quantum eigensolver utilizes the anti-Hermitian part of the CSE—termed

the anti-Hermitian CSE or ACSE and is given by [48, 89, 90, 327–331]

⟨Ψ|
[
â
†
i â

†
j âlâk, Ĥ

]
|Ψ⟩ (8.7)

—which depends upon both the 2-RDM and 3-RDM has been utilized to solve for energies

and properties of ground and excited state many-electron systems [269, 332–338] with the

solution of the ACSE being closely related to the variational minimization of energy with

respect to a series of two-body unitary transformations [89, 327, 328]. In fact, the gradient of

energy for the two-body unitary transformations is equivalent to the residual of the ACSE,

which implies that the residual of the ACSE vanishes if and only if the energy gradient
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vanishes. As such, the ACSE can be utilized to iteratively apply a product of two-body

unitary transformations on a reference wave function, which defines the quantum ACSE

algorithm presented in Refs. [267] and [269]. Specifically, in this framework, the density

matrix of the (n+ 1)th iteration (2Dn+1) is given by

2D
pq;st
n+1 = ⟨Ψn|e−ϵnÂn â

†
pâ

†
qâtâse

ϵnÂn|Ψn⟩ (8.8)

where |Ψn⟩ is the wave function that corresponds to the nth iteration with the initial wave

function corresponding to the Hartree Fock state |Ψ0⟩, where ϵn is an infinitesimal step,

and where Ân is an anti-Hermitian operator that can be set to the residual of the ACSE

[267, 328] from Eq. (8.7) such that the residual is related to the energy gradient according

to

⟨Ψn|
[
â
†
i â

†
j âlâk, Ĥ

]
|Ψn⟩ (8.9)

Thus, the choice of Ân chooses a search direction that maximizes the change in energy for

small ϵn. Note that in our implementation of the qACSE, we generate all 2-RDMs on the

quantum computer and compute Ân by classically reconstructing the 3-RDM with O(r6)

cost where r is the rank of the one-electron basis set. A potentially more-efficient manner

for the direct computation of Ân on a quantum device has been introduced [267], however,

this approach is not utilized for this study.

Note that while many error mitigation techniques have been utilized for the qACSE

approach—such as those presented in Ref. [269]—, as this study proposes an approach

for comparing NISQ quantum hardware’s current utility for computation of many-electron

systems rather than aiming to determine absolute energies of such systems, error mitigation

techniques are not performed—allowing for the more-direct comparison of each device against

all others.
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Figure 8.2: A schematic demonstrating the quantum state preparation that yields the seven-
qubit GHZ state described by Eq. (8.10) with N = 7—where H represents the Hadamard
gate and where two-qubit CNOT gates are represented such that the control qubit is specified
by a dot connected to a target qubit represented by

⊕
.

8.4 Results

To demonstrate the accuracy with which specific quantum computers can construct highly-

correlated quantum states, we first prepare the “maximally-entangled” [287] N -qubit GHZ

states (which are equivalently referred to as the Schrödinger’s cat states) described by

|Ψ⟩ = 1√
2

(
|0⟩⊗N + |1⟩⊗N

)
(8.10)

—where |i⟩⊗N represents the tensor product of the state |i⟩ for qubits q[0] through q[N −

1]—on several of IBM’s seven-qubit quantum devices. The quantum state preparation for a

seven-qubit GHZ state is shown in Fig. 8.2, and details on this quantum state preparation

are presented in the Experimental.

As demonstrated in Ref. [5], a characteristic of the GHZ state is the maximal entan-

glement of particle-hole pairs when each qubit is interpreted as as a site consisting of one
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particle and two orbitals. Hence, an N -qubit GHZ state should demonstrate qubit conden-

sation, namely a large eigenvalue of the modified particle-hole reduced density matrix (2G̃)

given by N/2 where N is the number of qubits and hence the number of particles. Any

deviation from this expected value on a real quantum device, then, must be the result of

errors in preparing and measuring the GHZ state on a given system. Therefore, measure-

ment of the signature of qubit condensation for an N -qubit GHZ state on a given quantum

device can serve as a measurement of the accuracy of that quantum device for preparing a

highly-correlated quantum state—the types of quantum states that will be required when

utilizing quantum devices to compute energies and properties of highly-correlated molecular

systems.

To this end, we have prepared GHZ states composed of three to seven qubits on sev-

eral of IBM’s seven-qubit quantum devices—specifically, ibm_lagos (QV=32), ibm_perth

(QV=32), and ibmq_jakarta (QV=16). As can be seen in Figure 8.3, the graph of the

signature of qubit condensation (λG) versus the number of qubits (N) for an ideal quan-

tum device—such as IBM’s QASM simulator that models a “perfect” quantum computer

using classically-computed probabilities—should be a line nearly-exactly described by Equa-

tion (8.4) (i.e., with slope m = 0.5) with any deviation resulting from sampling errors that

approach zero as the number of samples (or “shots”) is increased.

The real devices, however, do not exhibit such ideal behavior. While the plots of λG vs.

N for real systems still appear linear, their slopes deviate from the expected value of 0.5 with

this deviation demonstrating an overall decrease in the signature in qubit condensation for

larger numbers of qubits. The signature of qubit condensation for a three-qubit subsystem

as well as the slope associated with each real quantum system are shown in Table 8.1. The

λG value for the three-qubit subsystem—with three being the smallest number of qubits

capable of demonstrating condensation behavior (i.e., λG > 1)—indicates that all three real-

world quantum devices are capable of supporting qubit condensation—a highly-correlated
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Figure 8.3: The graph of the signature of qubit condensation (λG) for an N -qubit GHZ
state versus the number of qubits (N) for a QASM simulator (red), ibm_lagos (orange),
ibmq_jakarta (yellow), and ibm_perth (green). The associated slopes as well as the λG
corresponding to the three qubit (i.e., N = 3) GHZ state for each device in this plot is
specified in Table 8.1.

phenomena—at small numbers of qubits, although the difference in the specific values does

signify that even at this small number of qubits certain devices demonstrate more noise than

others. Specifically, Lagos best matches the expected value of 3/2 = 1.5 with Jakarta and

Perth showing much more notable deviations. On the other hand, this metric is specific

to the three-qubit subsystem, does not sufficiently differentiate Jakarta and Perth, and the

relative values between devices may not accurately reflect errors across the full seven-qubit

quantum computers.

However, the slope of the lines for the λG vs. N plots for each device gives a metric

for how the degree of the highly-correlated qubit condensation phenomena in the N -qubit

GHZ state scales as N increases—with a slope approaching the ideal value of 0.5 indicating

excellent preparation of larger, highly-entangled states and slopes significantly diminished

from 0.5 indicating large degrees of device error for the preparation of correlated states. As

this metric corresponds to the preservation of correlation, we propose to utilize it to diagnose
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Device m (λG) λ
(N=3)
G m (Se) QV

QASM Simulator 0.500 1.500 0.000 —
Lagos 0.370 1.455 0.357 32

Jakarta 0.351 1.346 0.405 16
Perth 0.286 1.349 0.527 32

Table 8.1: A table summarizing the slope of λG vs. N for an N -qubit GHZ state on a
simulator and three experimental devices as well as the λG value for a three-qubit GHZ
state on each device, the slope of Shannon entropy versus N for an N -qubit GHZ state on
each device, and the quantum volume of each device.

the relative efficacy of NISQ devices for the many-electron quantum calculations that heavily

depend upon the accurate modeling of high degrees of correlation. As can be seen from Table

8.1, using this metric, one would predict that Lagos (with m = 0.370) would support the

most-accurate quantum chemical calculations followed by Jakarta (m = 0.351) with Perth

(m = 0.286) being the least accurate by a significant margin.

To verify these predictions for the relative ability of different quantum devices to support

the accurate computation of energies of many-electron quantum systems, we compare the

non-error mitigated calculation of the energy of a multi-electron quantum system across all

devices. Explicityly, we utilize the quantum anti-Hermitian Contracted Schrödinger Equa-

tion (qACSE) solver introduced in Ref. [267] to compute the ground state energy of dihydro-

gen (H2) with an internuclear distance of 1 Åand utilizing the minimal Slater-type orbital

STO-6G basis on each quantum system of interest. Note that on the quantum computer, the

dihydrogen molecule is represented in the qACSE algorithm by a two-qubit compact map-

ping that can be compressed to a one-qubit mapping through the application of appropriate

tapering (as described in Ref. [269]).

As shown in Fig. 8.4, both one-qubit and two-qubit mappings were utilized to compute

the energy of dihydrogen on each of the three seven-qubit quantum devices where Fig. 8.4

displays the energy at each iteration in the solution of the qACSE. No attempts were made at

error mitigation as we aren’t interested in accurately determining the energy of dihydrogen
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(a) 1Q Non-Shifted (b) 2Q Non-Shifted

Figure 8.4: For H2 with an internuclear distance of 1 Å, the energy at each iteration in the
solution of the ACSE utilizing the STO-6G basis on a QASM simulator (red), ibm_lagos
(orange), ibmq_jakarta (yellow), and ibm_perth (green) are shown for (a) the one-qubit
and two-qubit calculations where the grey line is the expected FCI energy and where the
shift corresponds to correcting the zeroth iteration to the Hartree Fock energy and shifting
the entire trajectory by this correction.

but rather we are interested in using the deviations from the expected energy to confirm the

our predictions of which NISQ devices would be better for accurate calculations of molecular

systems. For both the one-qubit (1Q, Fig. 8.4(a)) and two-qubit (2Q, Fig. 8.4(b))—where

QASM is a simulator that demonstrates ideal behavior and where the grey line represents the

exact FCI energy for H2—, it is clear that Lagos supports the most-accurate computation

of H2’s energy followed by Jakarta with Perth being a distant third—which is exactly what

we predicted with our proposed metric.

Finally, we compare our metric for determination of appropriate NISQ devices for the

computation of many-electron chemical systems against two previously-established metrics

for determination of the capabilities of quantum systems. The first metric, quantum volume

[319, 320], was introduced by IBM in Ref. [320] to compare the capabilities of NISQ devices,

and the quantum volumes for the devices employed in this study are provided in Table 8.1.

The quantum volume gives a quantitative measure to the largest random circuit of equal

width and depth that the computer successfully implements such that systems with high fi-
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delity, high connectivity, and a high number of possible gates have higher quantum volumes.

However, many devices which may behave in vastly different ways have the same quantum

volume—making this metric only somewhat useful for differentiating between devices. Fur-

ther, it is not clear that QV directly applies to the ability of a given device to support high

degrees of correlation as needed for molecular simulation. In fact, in this instance, using

quantum volume as a metric one would predict Perth to be better-able to compute the en-

ergy of dihydrogen relative to Jakarta, which is not consistent with the results in Fig. 8.4.

Hence, our metric is better able to predict the behavior of NISQ devices in terms of viability

for many-electron calculations than quantum volume.

The second metric of interest is the one based on the slope of the plot of Shannon entropy

versus number of qubits for N -qubit GHZ states proposed by Hunt et. al. in Ref. [339].

As can be seen in Fig. 8.5, we have constructed figures of Shannon entropy (Se) versus

number of qubits (N) for each quantum device employed in this study. (Specifics regarding

the calculation of Shannon entropy are included in the Experimental.) We then obtained

the slopes of these plots, which are given in Table 8.1 with the extent to which slopes

deviate from the expected value of zero being a possible metric for a quantum computer’s

error. Using this criteria, then, one would expect Lagos to be the most-accurate quantum

system, followed by Jakarta and then Perth—which agrees with both the qACSE results and

additionally the metric we propose. While our qualitative predictions agree with those from

Hunt’s metric, the Shannon entropy is derived from the diagonal elements of the N -qubit

density matrix and hence doesn’t directly probe the correlation between pairs of qubits. As

the measurement of correlation is essential for the accurate computation of many-electron

quantum systems, our metric—the slope of λG vs. N—which does directly probe two-body

correlation through probing the modified particle-hole density matrix may be better suited

for differentiating between NISQ devices for quantum-chemical simulations.
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Figure 8.5: The graph of Shannon entropy (Se) for an N -qubit GHZ state versus the number
of qubits (N) for a QASM simulator (red), ibm_lagos (orange), ibmq_jakarta (yellow), and
ibm_perth (green). The assocated slopes for each device are shown in Table 8.1.

8.5 Conclusions

Here we introduce a novel metric for benchmarking near-term intermediate-scale quantum

devices focused on the ability of such quantum systems to reliably prepare and probe a

maximally-entangled quantum system. As quantum chemical systems of interest often dis-

play high degrees of quantum long range order, such a benchmark is taken to be predictive

of the efficacy with which a given quantum device can simulate a many-electron atom or

molecule. Specifically, we utilize the signature of the maximally-entangled GHZ state—i.e.,

the largest eigenvalue of the modified particle-hole RDM (λG) which should ideally approach

N/2 for a N -qubit GHZ state. This signature can either be utilized as a singular metric that

can quantify the “loss” of correlation for a given subsystem of qubits, or—as we have pro-

posed—one can construct a plot of λG versus N for a given device in order to determine

the slope of the resultant linear fit. This slope of λG versus N is then a metric that de-

scribes the ability of an entire quantum system to maintain quantum long range order—the

closer to 1/2, the more-accurately the quantum device is capable of accurately preparing
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and measuring highly correlated systems.

Using this metric, we then benchmark three of IBM’s NISQ quantum devices, and, from

this analysis, we predict Lagos to be best-suited for calculating molecular energies and prop-

erties followed by Jakarta and then Perth. By directly computing the energy of dihyrogen

using the qACSE solver outlined in Ref. [267], we verify this prediction by identifying that

the dihydrogen energy is best computed by Lagos followed by Jakarta with Perth being the

least accurate—just as our metric forecasts. Of note is that if one were to utilize quantum

volume as the metric by which such a prediction were made, Lagos and Perth would be ex-

pected to demonstrate roughly-equivalent accuracy for computing chemical properties with

Jakarta—having the lowest quantum volume—being the least accurate.

Comparing to the more established benchmark of quantum volume, our proposed metric

not only allows for more-granular discernment in comparing devices with the same quantum

volume (as the slope values are less likely to be identical), but additionally overcomes a

shortcoming of quantum volume—namely that quantum volume doesn’t necessarily directly

probe metrics related to the preparation of molecular systems which may limit its applica-

bility to prescribing which quantum computers are “best” for such applications. By directly

corresponding to a measurement of entanglement, the slope of λG versus N allowed us to

correctly identify that, although Perth has a higher quantum volume than Jakarta, Jakarta

is the better system for modelling molecular systems.

One aspiration of quantum computing since the days of Feynman [226] has been the

achievement of quantum advantage over traditional classical computing for the simulation of

atoms and molecules. As the construction of the wave function on a classical system scales

exponentially with the number of orbital-based configurations and—in principle—quantum

computers offer the possibility of nonexponential scaling, such an advantage may be ob-

tained as quantum algorithms and especially hardware mature. In order to obtain quantum

advantage, however, highly-correlated molecular systems need to be modelled on real-world
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devices in an accurate manner—a feat that is difficult on modern NISQ devices for complex

state preparations and more than a few qubits. The benchmark that we propose—in addi-

tion to allowing for the comparison of current quantum systems—may act as a metric along

which future devices can be improved in order to better demonstrate quantum long range

order and hence may serve as an aide in the search for quantum advantage in molecular

simulations.

8.6 Appendix

We include relevant details on the quantum algorithm utilized to prepare the N -qubit GHZ

states presented in this article; the quantum tomography of the particle-hole reduced den-

sity matrix; the determination of average Shannon entropies; the quantum anti-Hermitian

Schrödinger equation; and the experimental quantum devices employed.

8.6.1 GHZ state preparation

See Section 7.6.1 for details regarding the GHZ state preparation.

8.6.2 Quantum tomography of the particle-hole RDM

See Section 7.6.2 for details regarding the quantum tomography of the particle-hole reduced

density matrix.

8.6.3 Determination of Shannon entropy

Shannon entropy (Se) is determined according to

Se = −
2N∑
j=1

pj log2(pj) (8.11)
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where pj corresponds to the probability of the system to be in the specific jth quantum state

of the 2N possible quantum states for an N -qubit state preparation. These probabilities

correspond to the diagonal elements of the full N -qubit density matrix, 2D. In the case of

a two-qubit system, there are 22 or four possible states (|00⟩, |01⟩, |10⟩, and |11⟩) with the

diagonal elements corresponding to â
†
0,0â0,0â

†
1,0â1,0, â

†
0,0â0,0â

†
1,1â1,1, â

†
0,1â0,1â

†
1,0â1,0, and

â
†
0,1â0,1â

†
1,1â1,1. These diagonal elements can again be translated into a linear combination

of Pauli matrices. For example, â†0,0â0,0â
†
1,1â1,1 can be written as

â
†
0,0â0,0â

†
1,1â1,1 =

(
â
†
0,0â0,0

)
⊗
(
â
†
1,1â1,1

)
=

[
1

2
(I0 + Z0)

]
⊗
[
1

2
(I1 − Z1)

]
=

1

4
[I0 ⊗ I1 + Z0 ⊗ I1 − I0 ⊗ Z1 − Z0 ⊗ Z1] .

(8.12)

The element can then be computed from the appropriate linear combination of the expec-

tation values of Z0, Z1, and Z0 ⊗ Z1. This methodology can be generalized to the other

elements in the case of a two-qubit quantum system and further generalized to an N -qubit

system.

8.6.4 Determination of energy via the qACSE

To compute the molecular energy of dihydrogen (H2) with an internuclear distance of 1

Angstrom using the STO−6G basis, we implement the quantum Anti-Hermitian Schrödinger

Equation method—a quantum solver of contracted eigenvalue equations introduced in Ref.

[267] with the technique to reduce the number of qubits by tapering being detailed in Ref.

[269]. The quantum computations were done by using the electron integrals from a full

configuration interaction calculation performed via use of the pySCF package. In partic-

ular, we perform both the one-qubit and two-qubit calculations under the Jordan Wigner

transformation.
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8.6.5 Quantum device specification

Throughout this work, we employ ibm_lagos, ibm_perth, and ibmq_jakarta IBM Quantum

Experience devices, which are available online. These quantum devices are composed of

fixed-frequency transmon qubits with co-planer waveguide resonators [272, 274]. Device

specifications are detailed at IBM’s Quantum Experience Website [340]. The Python package

QISKIT [251] was used to interface with the devices. Each measurement for the calculation

of λG and Se were performed with 213 shots, and each measurement for in the qACSE

method was performed with 20,000 shots.
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CHAPTER 9

COOPER-PAIR CONDENSATES WITH NONCLASSICAL

LONG-RANGE ORDER ON QUANTUM DEVICES

Material from: Sager, L. M. & Mazziotti, D. A., Cooper-pair condensates with nonclassical

long-range order on quantum devices. Physical Review Research, published 2022, 4(1),

013003. © The Author(s) 2022.

9.1 Chapter Synopsis

An important problem in quantum information is the practical demonstration of non-classical

long-range order on quantum computers. One of the best known examples of a quantum

system with non-classical long-range order is a superconductor. Here we achieve Cooper-like

pairing of qubits on a quantum computer, which can be interpreted as superconducting or

superfluid states via a Jordan-Wigner mapping. We rigorously confirm the quantum long-

range order by measuring the large O(N) eigenvalue of the two-electron reduced density

matrix. The demonstration of maximal quantum long-range order is an important step

towards more complex modeling of phenomena with significant quantum long-range order

on quantum computers such as superconductivity and superfluidity.

9.2 Introduction

Phenomena like superconductivity and superfluidity arise from a Bose-Einstein-like conden-

sation of fermion pairs into a quantum state with large non-classical long-range order [96, 107,

128, 137, 156, 178, 179, 184, 185, 187, 341–351]. Recently, quantum computers have emerged

as potentially powerful calculators of correlated quantum systems [5, 266, 270, 303–306, 352–

355], which foreshadows the potential emergence of a significant advantage of quantum com-

puters over classical computers for certain classes of problems—a phenomenon known as
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quantum advantage [316, 356, 357]. Here, we prepare and measure Cooper-like pairs of

qubit particles on a transmon-qubit quantum computer. As the distinction between bosonic

and fermionic statistics is lost as a result of a Jordan-Wigner mapping, condensations of

Cooper-like qubit pairs can be interpreted as fermion-pair condensations, which can repre-

sent superconducting (or superfluid) states.

In this study, qubit particles—which are hard-core bosons— are entangled into Cooper-

like bosonic pairs (see Fig. 9.1) to form superconducting-like states—extreme antisym-

metrized geminal power (AGP) wave functions [5, 66, 119, 135, 136, 138, 156, 358–362]. As

originally shown by Yang [135] and Coleman [66, 138, 363], such states are extreme in the set

of two-electron reduced density matrices (2-RDM), exhibiting the largest possible eigenvalue

of the 2-RDM on the order of the number N of electrons O(N) that represents the maximum

possible number of Cooper pairs in a common two-electron (geminal) eigenfunction of the

2-RDM. We use tomography on the quantum computer to measure a subblock of the 2-RDM

[138, 364, 365] (see Eq. (9.9)) containing the large eigenvalue. Diagonalization of this sub-

block on a classical computer produces the large eigenvalue and confirms the preparation

of the extreme states with maximal non-classical (off-diagonal) long-range order (ODLRO)

[135, 363]. Even though the extreme AGP functions are expressible as projections of product

wave functions [66, 138], they have contributions from an exponentially scaling number of

orbital-product configurations (see Fig. 9.2). Moreover, the measurement of the large eigen-

value of the 2-RDM is applicable to confirming non-classical long-range order in a much richer

set of quantum states. Because a necessary criterion for the modeling of superconductors

(superfluids) on the quantum computer is the ability to capture the ODLRO, its demon-

stration provides a first step towards modeling more-complex superconducting (superfluid)

materials.
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Figure 9.1: A schematic demonstrating the interpretation of the Cooper pairing of qubit
particles to create an overall Cooper-like paired state in a quantum system.

Figure 9.2: A schematic demonstrating the possible configurations (i.e., each row) for a
given number r of qubits where a filled circle indicates the |1⟩ state which corresponds to
an occupied orbital and an unfilled circle represents the |0⟩ state which corresponds to an
unoccupied orbital.
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9.3 Theory

9.3.1 The wave function:

The superconducting-like state on the quantum computer is prepared by entangling pairs of

qubits into Cooper-like bosonic states. Consider the creation of a state with a Cooper pair

of electrons, an extreme geminal [66, 137, 138, 358], from the vacuum state

|g⟩ =
∑
j

eiθâ
†
j̄
â
†
j |∅⟩ (9.1)

where j and j̄ are the indices of the paired orbitals ϕj and ϕj̄ , the sum over j is taken

with respect to all pairs, and θ is an arbitrary global phase. If we represent each orbital by

a qubit with the |0⟩ state representing an unfilled orbital and the |1⟩ state representing a

filled orbital, we can use a specific Klein transformation [366] known as the Jordan-Wigner

mapping [263]

â
†
j = eiπ

∑j−1
k=1 σ

+
k σ−k σ+j (9.2)

to map the fermionic operators in Eq. (9.1) to qubit operators to obtain

|g⟩ =
∑
j

eiθeiπ
∑j̄−1

k=1 σ
+
k σ−k σ+

j̄
eiπ

∑j−1
k=1 σ

+
k σ−k σ+j |∅⟩. (9.3)

If the paired orbital indices j and j̄ are selected to be consecutive integers in the range

[1, r] where r is the total number of orbitals, then the Jordan-Wigner mappings in Eq. (9.3)

simplify to a negative global phase which we can cancel by selecting θ = π to obtain

|g⟩ =
∑
j

σ+
j̄
σ+j |∅⟩. (9.4)
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Hence, the extreme geminal of the Cooper pair |gjj̄⟩ of electrons can be represented as

two-qubit excitations without approximation. The difference between the fermion and qubit

statistics, typically included through an explicit many-qubit Jordan-Wigner mapping , disap-

pears from the pairing of the orbitals to generate an extreme geminal. Moreover, the explicit

details of the pairing of the particles is contained within the unspecified orbitals ϕj and ϕj̄ .

Consequently, the extreme geminal can physically represent Cooper pairing of electrons in

a superconductor or a superfluid in addition to representing even the Cooper-like pairing of

qubit particles (hard-core bosons) [367] which are paraparticles [368, 369].

The N -electron extreme AGP wave function |ΨN
AGP⟩ for even N can be generated from

the wedge product of the extreme geminal with itself N/2 times [66, 138, 358, 370]

|ΨN
AGP⟩ = |g(12)⟩ ∧ |g(34)⟩ ∧ ... ∧ |g((N − 1)N)⟩ (9.5)

where the wedge ∧ denotes the sum of all products resulting from the antisymmetric per-

mutation of the particles. We can also consider a wave function |ΨAGP⟩, also known as a

Bardeen-Cooper-Schrieffer (BCS) wave function [128], that is a linear combination of the

|ΨN
AGP⟩ for all N which is expressible as a product state

|ΨAGP⟩ =
r/2∏
j=1

(1 + eiθâ
†
2j â

†
2j−1)|∅⟩. (9.6)

Using the Jordan-Wigner transformation and simplifying as above, we can generate the AGP

state in Eq. (9.6) with the qubit excitation operators

|ΨAGP⟩ =
r/2∏
j=1

(1 + σ̂+2j σ̂
+
2j−1)|∅⟩, (9.7)

which can also be cast as the tensor multiplication of r/2 distinct extreme geminals (or the
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|Φ+⟩ Bell states [371])

|ΨAGP⟩ =
r/2
⊗
j=1

1√
2

[
|00⟩2j,2j−1 + |11⟩2j,2j−1

]
(9.8)

where j specifies the pair index and adjacent qubits with qubit indices 2j − 1 and 2j paired

by definition. This state, which is composed of substates with all possible, paired, even-

numbered excitations, can be prepared on a quantum device according to the general gate

sequence given in Eq. (9.12). Figure 9.3 shows the specific r = 4 preparation.

Figure 9.3: A schematic demonstrating the quantum state preparation for the r = 4 AGP
wave function given in Eq. (9.8) where H represents the Hadamard gate which maps |0⟩ to
(|0⟩ + |1⟩)/

√
2 and |1⟩ to (|0⟩ − |1⟩)/

√
2 and where each pair of qubits is connected via a

standard controlled-NOT (CNOT) gate with control • and target ⊕.

On the quantum computer, the extreme AGP state is physically composed of Cooper-

like pairs of qubits. Because the phase changes from the fermionic statistics are lost in the

pairing—as seen in the above fermionic encoding of the qubits, the extreme state rigorously

represents not only entangled pairs of qubits but also Cooper pairs of electrons that are

entangled in superconducting or superfluid states. Moreover, the state can represent any

physical model for pairing as the precise nature of the pairing (i.e. the pairing of electrons in
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physical space or in momentum space) is contained in the paired orbitals ϕj and ϕj̄ , which

are left unspecified. All pairing states have fundamental entanglement and order properties

that are independent of the physical definition of the orbitals. The non-classical long-range

order of the extreme AGP state can be assessed from the number of Cooper pairs in the

same extreme geminal, which is determinable from the largest eigenvalue of the 2-RDM

[66, 135, 136].

9.3.2 The Signature of Non-Classical Off-Diagonal Long-Range Order

(ODLRO)

In order to measure whether the experimentally-prepared quantum state and/or the number-

conserving substates—which are all possible, even eigenstates of the number operator (Eq.

(9.27)) that can be projected out from the overall ensemble quantum state according to

the methodology presented in 9.6.3—demonstrate off-diagonal long-range order, we conduct

quantum tomography (see 9.6.2 and 9.6.3) to probe directly the presence and extent of

ODLRO . To determine the presence and degree of this long-range order for a specified

quantum state, it is useful to establish a calculable, characteristic property [5, 66, 119, 135,

136, 138, 156, 359]. Such a signature of ODLRO is a large eigenvalue in the 2-RDM, which

we denote as λD [135, 136]. As this large eigenvalue corresponds to the number of Cooper-

like qubit pairs occupying the same two-qubit geminal (which is directly analogous to the

one-qubit orbital), any λD value exceeding the Pauli-like limit of one is indicative of ODLRO

[66, 135, 136].

While the entire 2-RDM can be measured by quantum tomography, only the following

subblock of the 2-RDM [138, 364, 365] is required due to the block diagonal structure of the

2-RDM of the AGP wave function

2D
jj̄
kk̄

= ⟨ΨAGP|â
†
j â

†
j̄
â
k̄
âk|ΨAGP⟩ (9.9)
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where j/j̄ and k/k̄ represent paired fermions, which are given by j = 2m/j̄ = 2m − 1 and

k = 2n/k̄ = 2n − 1 for integers m,n in the framework of the AGP wave function. After

Jordan-Wigner transformation to the qubit representation, we can equivalently represent

this block of the 2-RDM in terms of the qubit excitation operators as

2D
jj̄
kk̄

= ⟨ΨAGP|σ̂
†
j σ̂

†
j̄
σ̂
k̄
σ̂k|ΨAGP⟩. (9.10)

For fixed number N of electrons, if the 2-RDM is normalized to N(N − 1) as in second

quantization, the maximum eigenvalue for even N is bounded from above by N as shown

by Yang [135] and Sasaki [136]. Moreover, for a finite rank of r orbitals, this bound can be

further tightened [66, 138] to

λD ≤ N

(
1− N − 2

r

)
. (9.11)

While the thermodynamic limit is not reached until r → ∞, even for finite r, as long as

N ≥ 4, the 2-RDM exhibits a large eigenvalue that represents the non-classical long-range

order associated with Cooper pairing. The 2-RDM from the non-number conserving extreme

AGP state |ΨAGP⟩ also exhibits a large eigenvalue, representing an average of the Cooper

pairs in each of the fixed-N extreme AGP states (i.e., the number-conserving substates).

The number-conserving blocks of the 2-RDM with even particle numbers—i.e., 2-RDMs of

zero, two, four, ..., r − 2, and r particles for an r-qubit system—can be determined from

the non-number conserving state via post-measurement analysis (see 9.6.3). Analysis on the

presence and extent of ODLRO (measured via λD) of both the overall entangled state (|Ψ⟩)

and the number-conserving substates is conducted for various numbers r of total qubits in

the following sections.
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9.4 Results

The extreme non-number conserving AGP state is prepared for both simulation utilizing

IBM’s QASM simulator (ibmq_qasm_simulator) and an experimental quantum device for

all even-numbered qubit systems from r = 0 to r = 14. Post-measurement computation of

the quantum signature of off-diagonal long-range order (λD) is then employed to probe the

presence and extent of ODLRO for these overall states. As can be seen in Figure 9.4, the

signature of ODLRO increases as the number r of qubits comprising the system is increased,

and—for QASM simulation— ODLRO is observed (i.e., λD > 1) for all prepared states with

r ≥ 8. While the experimental results deviate from QASM simulation due to the noisy

nature of near-term quantum devices [254] (see 9.6.4 and 9.6.6), experimental systems with

r = 12 and r = 14 qubits did demonstrate ODLRO. Further, the trend of the extent of

ODLRO increasing as the number of qubits comprising the system increases holds for the

experimental results, which is promising for future benchmarking of quantum computers

through the preparation of extreme AGP states with larger number of qubits as well as

efforts to probe more macroscopically-scaled materials demonstrating ODLRO on quantum

devices.

As the non-number conserving extreme AGP state is an ensemble composed of number-

conserving substates, the large eigenvalue associated with the ODLRO of the ensemble state

is the ensemble average of the substates. By definition, then, the long-range order of the

ensemble is less than that of the substate with the largest degree of ODLRO, which is

expected to occur around the center of the number distribution N ≈ r/2.

Additionally, real-world materials demonstrating ODLRO such as superconductors should

conserve particle number. It is hence beneficial to probe the number-conserving substates

that comprise the overall entangled state in order to both isolate the ODLRO behavior of

the number-conserving substates and to more-closely model real-world materials.

By projecting out a specific number of particles from the results obtained for overall en-
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Figure 9.4: The λD values for the overall ensemble state preparation for QASM simulation
and experimental melbourne results.

tangled state (see 9.6.3), we can probe the behavior and properties of the number-conserving

substates. Specifically, as is shown in Fig. 9.5, the extent of ODLRO (λD) for each number-

conserving state can be isolated from the overall r-qubit preparation described in Eq. (9.8).

As can be seen from the QASM simulation results, all number-conserving substates with

2 < N < r demonstrate ODLRO (λD > 1) where N = 2 fails to demonstrate conden-

sation behavior as the maximum signature of condensation is N/2 for even N -particle sys-

tems [135, 136] and where N = r fails to demonstrate condensation behavior as this substate

describes the state in which all orbitals are fully occupied with no entanglement—i.e., the

single Slater determinant |1⟩⊗r—and is hence expected to have a maximum eigenvalue of

λD = 1.

Further, the signature of condensation seems to follow a bell curve centered around

(r+2)/2 such that maximum ODLRO is observed at half filling for N = (r+2)/2 if (r+2)/2

is even and for both N = (r + 2)/2 − 1 and (r + 2)/2 + 1 if (r + 2)/2 is odd. Again, the

extent of ODLRO is lesser for the experimental results for all particle-conserving states due

to experimental error; however, the qualitative trends described for QASM simulation hold

in general although the bell curve does demonstrate a slight negative (right-modal) skew,

implying that the quantum computer does not exactly treat the particle and hole statistics

symmetrically. Importantly, ODLRO is clearly observed for r = 14 experimental results for
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particle numbers N ≥ 6. Note that although only results for the largest-qubit preparation

r = 14 are shown, all data is included in Table 9.2; the trends in the r = 14 data hold for

the lower-qubit results, and additionally, the r = 14 qubit data demonstrates the largest

signature of off-diagonal long-range order as the largest λD value for a fixed N increases as

the number r of qubits is increased.

Figure 9.5: The λD values for the number-conserving substates of rank r = 14 for QASM
simulation and experimental melbourne results.

9.5 Conclusions

Here we prepare superconducting-like states from the Cooper pairing of qubits on a transmon

quantum computer—where each qubit is composed of a microwave phonon in an anharmonic

well potential. Using the Jordan-Wigner mapping between fermions and qubits, we rigorously

show that the prepared states are equally valid representations of condensations of Cooper

pairs of fermions, bosons, or qubits. Hence, such Cooper-pair-based condensations and their

associated non-classical long-range order are independent of the particle statistics. Moreover,

the prepared states are also independent of the physical details of the paired orbitals, and

consequently, are representative of superconducting, superfluid, or other pairing states. The
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studied states are known as extreme AGPs because they exhibit the maximum degree of

non-classical (off-diagonal) long-range order as determined by the number of Cooper pairs in

the same geminal state, which is equal to the largest eigenvalue of the 2-RDM [66, 135–138,

360, 363]. We measure a subblock of the 2-RDM [138, 364, 365] on the quantum computer

and compute its largest eigenvalue on a classical computer. We observe large eigenvalues

both for the non-particle conserving extreme AGP state and the particle-conserving extreme

AGP substates. The large eigenvalues confirm the preparation of these extreme AGP states,

which are the only states to exhibit the largest possible eigenvalues [138], as well as the

generation of maximum non-classical long-range order.

The upper bound on the largest eigenvalue of the 2-RDM, λD = N , is technically only

reached in the thermodynamic limit of r → ∞. However, as seen in Eq. (9.11), the large

eigenvalue is rapidly approached with increasing r as the fraction of Cooper pairs that are

removed from the condensate due to finite size effects scales as 1/r. Consequently, the

quantum long-range order as well as its associated entanglement begin to appear for the

range of r (r ≤ 14) explored in the present study. On both IBM’s QASM simulator and

an IBM quantum computer, we observe that the large eigenvalue follows the expected bell

curve with respect to r. The known value for the maximum eigenvalue of the extreme AGP

state provides a clear metric for not only confirming the presence of the extreme state and

its long-range order but also benchmarking the fidelity with respect to noise of both current

and future quantum computers.

An aspirational goal of quantum computing is to achieve a quantum advantage over

traditional classical computing for the solution of a significant problem. One such area of

chemistry and physics, which traces back to the original proposal of Feynman [226], is the

simulation of molecules on quantum computers. The construction of the wave function on

a classical computer scales exponentially in the number of orbital-based configurations. In

principle, the quantum computer offers the possibility of preparing and measuring quantum
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states with non-exponential scaling. In the present case, the extreme AGP wave function is

a product state composed of a product of extreme geminals (or Bell states). Consequently,

the maximum degree of non-classical long-range order, at least as measured by the largest

eigenvalue of the 2-RDM, can be achieved with polynomial cost on both classical and quan-

tum computers. The extreme AGP states, nonetheless, provide an intriguing reference for

the exploration of more complicated states demonstrating large ODLRO (i.e., demonstrating

large eigenvalues) that cannot be easily expressed as product-state wave functions. From this

perspective, the present work of preparing and measuring superconducting-like states from

Cooper pairs of qubits on a quantum computer provides an initial step towards investigating

more complicated condensates of Cooper pairs—with potential future applications to the

study of both superconducting materials and simulation.

9.6 Appendix

We include details on the quantum algorithms used to prepare the qubit states presented

in the article; the quantum tomography of the particle-particle reduced density matrix for

both the overall non-number conserving state as well as number-conserving substates; a

description of noise on near-term quantum devices; an analysis of errors by comparing sim-

ulated and experimental joint probabilities of occupation; relevant details on the exper-

imental quantum backends employed; full results obtained from ibmq_qasm_simulation,

ibmq_16_melbourne, ibmq_5_yorktown, ibmq_santiago, and ibmq_rochester; and infor-

mation regarding the state preparation fidelity.
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9.6.1 State Preparations

The overall quantum state is composed of all pairwise even excitations of the r/2 individually-

paired qubits. This preparation is accomplished by

|Ψ⟩ =

r/2−1∏
p=0

C
2p+1
2p H2p

 |0⟩⊗r (9.12)

where |0⟩⊗r is the initial quantum state in which all qubits are in their ground state (i.e.,

all orbitals are unoccupied), p represents the index of each of the possible r/2 adjacent,

paired qubits, Hi is the Hadamard gate acting on Qi, and Cj
i is a CNOT gate with Qi and

Qj acting as the control and target qubits, respectively. Application of the gate sequence

given in Eq. (9.12)—represented pictorially for r = 4 in Fig. 9.3— produces the AGP wave

function described by Eq. (9.8).

9.6.2 Quantum Tomography for the Particle-Particle RDM

While the full particle-particle RDM has elements given by

2D
i,j
k,l = ⟨Ψ|â†i â

†
j âkâl|Ψ⟩ (9.13)

for all possible combinations of one-boson spin orbitals indexed by i, j, k, and l in a finite

basis state with rank r, the large eigenvalue, λD, is contained within the subblock of the

2-RDM given by [66, 138]
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â1â0 â3â2 · · · âr−2âr−1

â
†
0â

†
1 â

†
0â

†
1â1â0 â

†
0â

†
1â3â2 · · · â

†
0â

†
1âr−2âr−1

â
†
2â

†
3 â

†
2â

†
3â1â0 â

†
2â

†
3â3â2 · · · â

†
2â

†
3âr−2âr−1

...
...

... . . . ...

â
†
r−2â

†
r−1 â

†
r−2â

†
r−1â1â0 â

†
r−2â

†
r−1â3â2 · · · â

†
r−2â

†
r−1âr−2âr−1

(9.14)

and, hence, only this portion of the matrix is constructed. Note that â†i and âi are creation

and annihilation operators for orbital i (and thereby qubit Qi), which can be represented in

matrix form as

â
†
i =

 0 0

1 0


i

(9.15)

and

âi =

 0 1

0 0


i

(9.16)

such that each creation operator creates a particle in an empty orbital i—takes a qubit i

from |0⟩ to |1⟩—and each annihilation operator kills a particle in a filled orbital i—takes a

qubit i from |1⟩ to |0⟩—where

|0⟩ =

 1

0

 (9.17)

and

|1⟩ =

 0

1

 (9.18)

After construction of the subblock of the 2-RDM corresponding to the large eigenvalue

(2Ds.b.), the signature of off-diagonal long-range order—λD—is then obtained by solving the

eigenvalue equation

2Ds.b.v
D
i = ϵDi v

D
i (9.19)
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with the signature corresponding to the largest ϵDi value.

Tomography via Pauli Expectation Values

The subblock of the 2-RDM containing the large eigenvalue (i.e., Eq. (9.14)) can be obtained

via translation of each of its elements into the bases of Pauli matrices, the expectation

values of which can be directly probed on a quantum device. Specifically, the creation and

annihilation operators can be rewritten as

â
†
i =

1

2
(Xi − iYi) (9.20)

and

âi =
1

2
(Xi + iYi) (9.21)

with diagonal elements being given by

â
†
j â

†
j+1âj+1âj = (â

†
j âj)(â

†
j+1âj+1)

=
1

16

(
Xj − iYj

) (
Xj + iYj

) (
Xj+1 − iYj+1

) (
Xj+1 + iYj+1

)
=

1

4

(
Ij − Zj

) (
Ij+1 − Zj+1

)
=

1

4

(
1− Zj − Zj+1 + ZjZj+1

)
(9.22)
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and off-diagonal elements being given by

â
†
j â

†
j+1âk+1âk =

1

16

(
Xj − iYj

) (
Xj+1 − iYj+1

)
(Xk+1 + iYk+1) (Xk + iYk)

1

16
(XjXj+1XkXk+1 + iXjXj+1XkYk+1 + iXjXj+1YkXk+1 −XjXj+1YkYk+1

−iXjYj+1XkXk+1 +XjYj+1XkYk+1 +XjYj+1YkXk+1 + iXjYj+1YkYk+1

−iYjXj+1XkXk+1 + YjXj+1XkYk+1 + YjXj+1YkXk+1 + iYjXj+1YkYk+1

−YjYj+1XkXk+1 − iYjYj+1XkYk+1 − iYjYj+1YkXk+1 + YjYj+1YkYk+1) (9.23)

Therefore, each 2-RDM matrix element can be obtained by directly probing the expectation

values of four-qubit tensor products of Pauli matrices.

As all wave functions prepared in this study are real, the 2-RDM should consist of only

real-valued elements; hence, all imaginary components of 2-RDM elements should approach

zero within a small range dictated by randomness inherent to quantum systems as well as

error on the device employed. Therefore, only eight of the sixteen four-qubit expectation

values corresponding to real contributions to a given 2-RDM element are nonzero and hence

necessary for the determination of the subblock of the 2-RDM; thus, to lower computational

expense, only these real values are used to construct the 2-RDM subblock where tomography

via Pauli expectation values is conducted (as is consistent with previous analysis conducted

in a manner similar to that described in Ref. [5]).

Tomography via Direct Computation of the wave function

As can be observed from Eq. (9.8), the phase angle of all qubits in the AGP wave function are

known to be uniformly zero. As such, knowledge of the probabilities with which each of the

possible 2r basis states (|ηi⟩) for an r-qubit calculation are sampled out of the 81,920 times

(8192 per trial) a given state is prepared and probed is sufficient information to completely

construct the wave function (|Ψ⟩). Specifically, the wave function takes the form of a vector
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(using traditional qubit vector notation [372]) with each element of the wave function |Ψi⟩

corresponding to the basis state |ηi⟩ being given by

|Ψi⟩ = +
√
p(ηi) = +

√
|⟨ηi|Ψ⟩|2 = +|⟨ηi|Ψ⟩| (9.24)

which is the positive square root of the probability (p(ηi)) with which the corresponding

qubit basis state is measured.

Each individual element of the matrix shown in Eq. (7.19) is then computed from the

appropriate expectation value ⟨Ψ|â†j â
†
j+1âk+1âk|Ψ⟩ for the wave function in vector form

obtained for a given state preparation. The operator â†j â
†
j+1âk+1âk can be represented as a

2r × 2r matrix according to

â
†
j â

†
j+1âk+1âk =

j−1⊗
a=1

 1 0

0 1


a

⊗

 0 0

1 0


j

⊗

 0 0

1 0


j+1 k−1⊗

b=j+2

 1 0

0 1


b

⊗

 0 1

0 0


k

⊗

 0 1

0 0


k+1

 r⊗
c=k+2

 1 0

0 1


c

 (9.25)

which is the tensor product of the creation and annihilation operators in matrix form (Eqs.

(9.15) and (9.16)) corresponding to the appropriate qubits (j, j + 1, k, k + 1) and identity

matrices for each spectator qubit. The expectation value can thus be computed directly via

Matrix-Vector multiplication.

Comparing this method for the tomography of the subblock of the 2-RDM corresponding

to the large eigenvalue (2DΨ
s.b.[i, j]) to the tomography obtained via the expectation values

of the Pauli matrices (2DP
s.b.[i, j]) yields Euclidean distances between the two matrices—
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represented mathematically as

√√√√√r/2−1∑
i=0

r/2−1∑
j=0

(
2DP

s.b.[i, j]−
2DΨ

s.b.[i, j]
)2 (9.26)

—of [r = 2 : 0.001, r = 4 : 0.004, r = 6 : 0.003, r = 8 : 0.005, r = 10 : 0.007, r = 12 : 0.009]

for IBMQ QASM simulation, which indicates that any difference between the two methods

is caused by inherent randomness in the absence of error. Indeed, if the QASM simulator is

used, no difference is observed between the two methodologies. On the error-prone melbourne

experimental device, the Euclidean distances for the r = 2 and the r = 8 calculations are

[r = 2 : 0.015, r = 8 : 0.338], which is likely due to a large degree of error on the quantum

device, which increases with the number of qubits (and hence the number of two-qubit gates)

involved. In fact, for the same number of qubits, the Euclidean distances between 2DP
s.b.[i, j]

and the ideal, expected 2Ds.b. matrix is [r = 2 : 0.063, r = 8 : 0.541] and that between

2DΨ
s.b.[i, j] and 2Ds.b. is [r = 2 : 0.048, r = 8 : 0.372], showing that the Euclidean distance

between the two is on the same order or significantly smaller than the distance between each

and the ideal. If anything, the direct wave function methodology seems to provide a slight

mitigation of errors, likely due to the smaller number of circuits run as only one circuit per

trial for the direct wave function is necessary while multiple circuits per trial must be run in

order to obtain the expectation values of the Pauli matrices.

Note that to decrease computational expense—especially in terms of the isolation of

the number-conserving substates as explained in the following section—in this paper, we

implement the tomography via the direct computation of the wave function.
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9.6.3 Isolation of Number-Conserving Components

The number-conserving substates are eigenfunctions of the number operator,

N̂ =
N−1∑
q=0

â
†
qâq =

N−1∑
q=0

1− Zq
2

(9.27)

where Zq is the Pauli Z gate corresponding to qubit q. Therefore, each substate is composed

of a definite number of particles (i.e., qubits in the |1⟩ state) such that, for example, an

overall r = 6 AGP wave function

|Ψ6,full
AGP⟩ =

1

2
√
2
[|000000⟩+ |000011⟩+ |001100⟩+ |110000⟩

+|111100⟩+ |110011⟩+ |001111⟩+ |111111⟩] (9.28)

which has contributions from basis states withN = 0, N = 2, N = 4, andN = 6 particles can

be decomposed into the following substates that are eigenfunctions of the number operator

and hence have a definite number of particles:

|Ψ6,0
AGP⟩ = |000000⟩, (9.29)

|Ψ6,2
AGP⟩ =

1√
3
[|000011⟩+ |001100⟩+ |110000⟩], (9.30)

|Ψ6,4
AGP⟩ =

1√
3
[|111100⟩+ |110011⟩+ |001111⟩], (9.31)

and

|Ψ6,6
AGP⟩ = |111111⟩. (9.32)
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In general, the overall AGP wave function is constructed from its number-conserving sub-

states according to

|Ψr,full
AGP⟩ =

(
1√
2

)r/2
r/2∑
i=0

√(
r/2

i

)
|Ψr,2i

AGP⟩

 (9.33)

The density matrices associated with the number-conserving substates (2Dr,N ) are able

to be isolated as shown in the following sections such that the signature of ODLRO, λD,

can be attained for subblocks of the 2-RDM specific to each substate in addition to the

signature of the overall non-particle-conserving AGP state with contributions from each of

the number-conserving substates.

Tomography via Pauli Expectation Values

As can be extrapolated from Eq. (9.33), the full density matrix (2Dr,full) obtained as shown

using tomography via Pauli expectation values in 9.6.2 can be represented as a sum of the

density matrices for each of the individual substates (2Dr,N ) with elements given according

to

(
2Dr,full

)i,j
k,l

=

(
1

2

)r/2
r/2∑
i=0

(
r/2

i

)(
2Dr,2i

)i,j
k,l


= ⟨Ψr,full|â

†
i â

†
j âlâk|Ψr,full⟩ (9.34)

This relationship alone is insufficient to solve for the number-conserving density matrices

in terms of the full density matrix. Instead, we introduce the number operator from Eq.

(9.27) to define a new matrix with elements given by

P1
i,j
k,l = ⟨Ψ|â†i â

†
j âlâkN̂ |Ψ⟩ (9.35)
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The elements of this new matrix can be obtained by again directly computing the expectation

values of Pauli matrices in a manner directly analogous to that described in 9.6.2 with the

creation and annihilation operators in the basis of Pauli matrices being written as shown in

Eqs. (9.15) and (9.16) and the number operator being written as shown in Eq. (9.27). Thus,

each element can be expressed as

â
†
j â

†
j+1âk+1âkN̂ =

1

32

r∑
q=0

(
Xj − iYj

) (
Xj+1 − iYj+1

)
(Xk+1 + iYk+1) (Xk + iYk)

(
1− Zq

)
(9.36)

so that the expectation values of four- and five-qubit Pauli expressions—such asXjYj+1Xk+1Yk

and XjYj+1Xk+1YkZq—can be directly probed on the quantum device in order to compute

the each element of the P1 matrix.

Each element of the P1 matrix can additionally be represented as the following linear

combination of number-conserving density matrices (2Dr,N )

P1
i,j
k,l =

(
1

2

)r/2
r/2∑
i=0

(
r/2

i

)[
(2i)1

] (
2Dr,2i

i,j
k,l

) (9.37)

Similarly, other matrices can be defined with elements

Px
i,j
k,l = ⟨Ψ|â†i â

†
j âlâkN̂

x|Ψ⟩ (9.38)

which can be additionally be represented according to

Px
i,j
k,l =

(
1

2

)r/2
r/2∑
i=0

(
r/2

i

)
[(2i)x]

(
2Dr,2i

i,j
k,l

) (9.39)

Obtaining 2Dr,full, P1, P2, etc. directly from probing expectation values of Pauli matrices

and solving the system of linear equations described by Eqs. (9.34), (9.37), and (9.39) for
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the individual number-conserving density matrices (2Dr,N ) allows for the computation of

the signature of ODLRO (λD) corresponding to each of the number-conserving substates.

As can be readily observed, this methodology for obtaining the number-conserving sub-

states quickly becomes prohibitively expensive as system size is increased. As such, this

study relies on the methodology presented in the following section.

Tomography via Direct Computation of the wave function

wave functions corresponding to each individual number-conserving substate can be deter-

mined from the probability information obtained from a quantum device in a manner anal-

ogous to how the full AGP wave function is prepared as described in 9.6.2. Specifically, for

a specific possible, even value of N ∈ {0, 2, 4, . . . , r}, each element of the number-conserving

wave function (|Ψr,N
i ⟩) in the basis of the 2r possible stated (|ηi⟩) can be obtained according

to

|Ψr,N
i ⟩ =


0 if N̂ |ηi⟩ ≠ N |ηi⟩

+|⟨ηi|Ψ⟩| if N̂ |ηi⟩ = N |ηi⟩
(9.40)

whereby if the basis state |ηi⟩ contains N particles (i.e., has N qubits in the |1⟩ state), the

element of the number-conserving wave function (|Ψr,N
i ⟩) corresponding to that basis state

is identical to that from the full wave function (|Ψi⟩); however, if the basis state |ηi⟩ doesn’t

contain N particles, |Ψr,N
i ⟩ is set to zero. The resulting number-conserving wave function is

then normalized to one.

The signature of ODLRO (λD) can then be obtained directly from the number-conserving

wave function in the manner described in 9.6.2. Note that this projection can act as a

form of error mitigation as contributions from bases corresponding to odd-numbered basis

states—and indeed all basis states not corresponding to the number of particles of interest—

are omitted. Additionally note that for QASM simulation, this methodology for isolating

the number-conserving substates from the data obtained from the quantum device yields
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identical results within sampling error to the methodology presented in 9.6.3 while being

significantly less computationally expensive. As such, tomography via direct computation of

the wave function is employed in this study.

9.6.4 Description of Noise on Near-Term Quantum Devices

Three main classes of errors lead to the deviation of physical qubits from the idealized logical

qubits: namely, gate noise, readout noise, and decoherence. Quantum gate noise/error refers

to a situation where the application of a unitary gate Û to a quantum state |Ψ⟩ yields a

result that deviates from Û |Ψ⟩. This class of error is caused by either imprecisely calibrated

control of the qubits and/or imperfect isolation of qubits from their environment, and the

overall gate error increases with the number of gates applied. Readout noise/error refers to

transmission line noise that makes the |0⟩ state appear to be |1⟩ or vice versa; it can be caused

by the probability distributions of the measured physical quantities that correspond to the |0⟩

and |1⟩ states overlapping and/or the qubit decaying during readout. Decoherence involves

interactions with external systems (vibrations, temperature fluctuations, electromagnetic

waves, etc.) leading to the degradation of the quantum state prepared on quantum devices.

As both the number of gates applied to a system—and hence gate noise—and decoherence

tend to increase with system size (r), larger-scale quantum computations often involve more

and more error [254]. See the Supplemental Information of Ref. [5] for a more thorough

exploration of error on near-term quantum devices.

9.6.5 Analysis of Errors Via Joint Probabilities of Occupation

Comparing the results obtained from the simulated and experimental Melbourne data illus-

trates the error associated with the Melbourne device. The probability of a given orbital (i.e.

qubit) being occupied if the orbital with index 0 (i.e., Q0) is occupied was computed for all

combinations of total orbitals (qubits, r) and particles (|1⟩ qubit states, N), and the results
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for N = 2 are shown in Tab. 9.1 in order to comment on relative error based on system size

(r). Note that all other joint probabilities for Melbourne and QASM simulation are given in

Tabs. 9.2 and 9.3, respectively.

As can be seen from the joint probability data in Tab. 9.1, simulated results exactly

demonstrate the orbital (qubit) pairing that we program into the system as the only possible

two-particle orientation with Q0 being occupied should be to have Q1 simultaneously occu-

pied. However, due to errors on Melbourne, this ideal behavior is not exactly recreated on

the experimental quantum device. Specifically, the joint probability of occupying Q0 and Q1

is not unity and seems to decrease with increasing system size. Additionally, the joint prob-

ability of Q0 and Qi where i ̸= 0, 1 should be zero as is seen in QASM simulation; however,

the experimental data demonstrates that other double-excitations are contributing to the

overall two-particle substate, indicating error in either state preparation or measurement.

Overall, the error associated with noisy near-term quantum computers decreases the signa-

ture of ODLRO, indicating less ODLRO character for the experimentally-prepared states

than predicted by QASM simulation. In order to best construct and probe entangled states

on quantum computers, then, errors on real-world devices need to be minimized.

r,N λsim.
D Probability of Occupation if Particle on Q0 (sim.)

2, 2 0.502 [x, 1.000]
4, 2 0.745 [x, 1.000, 0.000, 0.000]
6, 2 0.996 [x, 1.000, 0.000, 0.000, 0.000, 0.000]
8, 2 1.253 [x, 1.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000]
10, 2 1.500 [x, 1.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000]
12, 2 1.755 [x, 1.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000]
14, 2 1.991 [x, 1.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000]
r,N λmel.

D Probability of Occupation if Particle on Q0 (mel.)
2, 2 0.437 [x, 1.000]
4,2 0.616 [x, 0.972, 0.014, 0.014]
6,2 0.783 [x, 0.946, 0.013, 0.010, 0.013, 0.018]
8,2 0.898 [x, 0.831, 0.016, 0.039, 0.027, 0.031, 0.037, 0.018]
10,2 0.937 [x, 0.856, 0.024, 0.011, 0.011, 0.019, 0.017, 0.024, 0.010, 0.027]
12,2 1.116 [x, 0.678, 0.067, 0.019, 0.036, 0.026, 0.046, 0.041, 0.026, 0.031, 0.012, 0.017]
14,2 1.261 [x, 0.784, 0.026, 0.009, 0.009, 0.009, 0.004, 0.043, 0.013, 0.022, 0.039, 0.030, 0.009, 0.004]

Table 9.1: The joint probability of the occupation numbers of other orbitals (qubits) if the
first orbital (Q0) is filled for QASM simulation (sim.) and ibmq_16_melbourne results.
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9.6.6 Experimental QASM Simulator and Quantum Device Specifications

Throughout this work, we have employed QASM simultator [373] and Melbourne [8] IBM

Quantum Experience devices, which are available online. The QASM simulator is a general-

purpose simulator that emulates execution of quantum circuits in either an ideal manner (i.e.,

with only sampling error) or subject to highly-configurable noise modeling; in this study, all

reported QASM results are ideal. The ibmq_16_melbourne device is composed of fixed-

frequency transmon qubits with co-planer waveguide resonators [272, 274]. Experimental

calibration data and connectivity for this device—as well as that for other devices employed

in obtaining supplemental data—is given in Tablels 9.4-9.7.

9.6.7 State Preparation Fidelity

To provide a metric on which to judge the degree to which the expected state preparation

was prepared on the quantum devices employed, we include the state preparation fidelity

given by [374]

F(Ψideal,Ψexp.) = |⟨Ψideal|Ψexp.⟩|2 (9.41)

where |Ψideal⟩ is the wave function corresponding to the result of applying the unitary

obtained from the matrix form of the state preparation given in Eq. (9.12) to the all-zero

initial state

(
r−1⊗
p=0

|0⟩

)
and is hence the ideal expected outcome for a given state preparation

on a device with no error and where |Ψexp.⟩ represents the wave function obtained from

the quantum device. The state preparation fidelities for ibmq_16_melbourne and QASM

simulation are reported in Tabs. 9.2 and 9.3.

9.6.8 Additional Device Data

While only data from QASM simulation and the ibmq_16_melbourne quantum device are

presented, additional data for ibmq_5_yorktown, ibmq_santiago, and ibmq_rochester are

204



r N λD F Probability of Occupation if Particle in Q0
all 0.437 0.924 [x, 0.930]

2 0 0.000 1.000 N/a
2 1.000 1.000 [x, 1.000]
all 0.616 0.788 [x, 0.92, 0.476, 0.472]

4 0 0.000 1.000 N/a
2 0.971 0.971 [x, 0.972, 0.014, 0.014]
4 1.000 1.000 [x, 1.000, 1.000, 1.000]
all 0.783 0.658 [x, 0.920, 0.484, 0.483, 0.424, 0.438]
0 0.000 1.000 N/a

6 2 0.923 0.916 [x, 0.946, 0.013, 0.010, 0.013, 0.018]
4 1.250 0.916 [x, 0.974, 0.569, 0.563, 0.444, 0.449]
6 1.000 1.000 [x, 1.000, 1.000, 1.000, 1.000, 1.000]
all 0.898 0.466 [x, 0.842, 0.436, 0.476, 0.498, 0.487, 0.549, 0.494]
0 0.000 1.000 N/a

8 2 0.788 0.777 [x, 0.831, 0.016, 0.039, 0.027, 0.031, 0.037, 0.018]
4 1.230 0.728 [x, 0.871, 0.311, 0.348, 0.351, 0.341, 0.410, 0.368]
6 1.291 0.791 [x, 0.928, 0.599, 0.630, 0.698, 0.692, 0.743, 0.710]
8 1.000 1.000 [x, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000]
all 0.937 0.303 [x, 0.897, 0.475, 0.401, 0.452, 0.541, 0.483, 0.448, 0.384, 0.462]
0 0.000 1.000 N/a
2 0.631 0.624 [x, 0.856, 0.024, 0.011, 0.011, 0.019, 0.017, 0.024, 0.010, 0.027]

10 4 1.084 0.500 [x, 0.898, 0.282, 0.217, 0.241, 0.332, 0.294, 0.263, 0.193, 0.281]
6 1.280 0.498 [x, 0.928, 0.525, 0.446, 0.517, 0.624, 0.541, 0.495, 0.422, 0.502]
8 1.211 0.606 [x, 0.958, 0.761, 0.697, 0.776, 0.860, 0.784, 0.740, 0.682, 0.742]
10 1.000 1.000 [x, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000]
all 1.116 0.269 [x, 0.820, 0.486, 0.417, 0.479, 0.512, 0.558, 0.482, 0.420, 0.491, 0.502, 0.490]
0 0.000 1.000 N/a
2 0.647 0.626 [x, 0.678, 0.067, 0.019, 0.036, 0.026, 0.046, 0.041, 0.026, 0.031, 0.012, 0.017]

12 4 1.130 0.478 [x, 0.763, 0.237, 0.156, 0.213, 0.244, 0.295, 0.236, 0.171, 0.239, 0.229, 0.216]
6 1.404 0.445 [x, 0.840, 0.407, 0.327, 0.425, 0.453, 0.507, 0.432, 0.347, 0.418, 0.428, 0.416]
8 1.450 0.485 [x, 0.889, 0.600, 0.533, 0.619, 0.650, 0.688, 0.597, 0.531, 0.616, 0.644, 0.633]
10 1.288 0.616 [x, 0.944, 0.805, 0.763, 0.790, 0.821, 0.868, 0.796, 0.767, 0.820, 0.811, 0.817]
12 1.000 1.000 [x, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000]
all 1.261 0.193 [x, 0.893, 0.389, 0.320, 0.588, 0.491, 0.507, 0.599, 0.499, 0.514, 0.548, 0.538, 0.459, 0.464]
0 0.000 1.000 N/a
2 0.555 0.535 [x, 0.784, 0.026, 0.009, 0.009, 0.009, 0.004, 0.043, 0.013, 0.022, 0.039, 0.030, 0.009, 0.004]
4 1.038 0.375 [x, 0.840, 0.100, 0.069, 0.205, 0.135, 0.175, 0.273, 0.211, 0.215, 0.241, 0.252, 0.139, 0.146]

14 6 1.358 0.326 [x, 0.869, 0.229, 0.167, 0.440, 0.310, 0.351, 0.478, 0.360, 0.380, 0.418, 0.413, 0.287, 0.300]
8 1.510 0.335 [x, 0.906, 0.382, 0.302, 0.616, 0.506, 0.529, 0.641, 0.510, 0.519, 0.575, 0.563, 0.472, 0.478]
10 1.483 0.402 [x, 0.933, 0.576, 0.497, 0.794, 0.715, 0.699, 0.760, 0.665, 0.683, 0.700, 0.688, 0.648, 0.640]
12 1.282 0.561 [x, 0.963, 0.789, 0.741, 0.907, 0.879, 0.864, 0.875, 0.805, 0.820, 0.829, 0.829, 0.843, 0.856]
14 1.000 1.000 [x, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000]

Table 9.2: All eigenvalue (λD) information for the non-number-conserving overall state (all)
and the number-conserving substates are given with state preparation fidelities (F) and joint
probability of occupation numbers of other orbitals (qubits) if the first orbital (Q0) is filled
for ibmq_16_melbourne.

provided in Tabs. 9.8-9.10.
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r N λD F Probability of Occupation if Particle in Q0
all 0.502 1.000 [x, 1.000]

2 0 0.000 1.000 N/a
2 1.000 1.000 [x, 1.000]
all 0.745 1.000 [x, 1.000, 0.506, 0.506]

4 0 0.000 1.000 N/a
2 1.000 1.000 [x, 1.000, 0.000, 0.000]
4 1.000 1.000 [x, 1.000, 1.000, 1.000]
all 0.996 1.000 [x, 1.000, 0.491, 0.491, 0.497, 0.497]
0 0.000 1.000 N/a

6 2 1.000 1.000 [x, 1.000, 0.000, 0.000, 0.000, 0.000]
4 1.333 1.000 [x, 1.000, 0.494, 0.494, 0.506, 0.506]
6 1.000 1.000 [x, 1.000, 1.000, 1.000, 1.000, 1.000]
all 1.253 1.000 [x, 1.000, 0.505, 0.505, 0.498, 0.498, 0.506, 0.506]
0 0.000 1.000 N/a

8 2 1.000 1.000 [x, 1.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000]
4 1.499 1.000 [x, 1.000, 0.334, 0.334, 0.331, 0.331, 0.335, 0.3358]
6 1.500 1.000 [x, 1.000, 0.671, 0.671, 0.657, 0.657, 0.673, 0.673]
8 1.000 1.000 [x, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000]
all 1.500 1.000 [x, 1.000, 0.499, 0.499, 0.499, 0.499, 0.502, 0.502, 0.490, 0.490]
0 0.000 1.000 N/a
2 1.000 1.000 [x, 1.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000]

10 4 1.598 1.000 [x, 1.000, 0.233, 0.233, 0.274, 0.274, 0.263, 0.263, 0.230, 0.230]
6 1.798 1.000 [x, 1.000, 0.519, 0.519, 0.481, 0.481, 0.499, 0.499, 0.500, 0.500]
8 1.600 1.000 [x, 1.000, 0.743, 0.743, 0.760, 0.760, 0.758, 0.758, 0.739, 0.739]
10 1.000 1.000 [x, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000]
all 1.755 1.000 [x, 1.000, 0.518, 0.518, 0.499, 0.499, 0.508, 0.508, 0.502, 0.502, 0.509, 0.509]
0 0.000 1.000 N/a
2 1.000 1.000 [x, 1.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000]

12 4 1.664 1.000 [x, 1.000, 0.228, 0.228, 0.205, 0.205, 0.184, 0.184, 0.181, 0.181, 0.202, 0.202]
6 1.997 1.000 [x, 1.000, 0.410, 0.410, 0.376, 0.376, 0.389, 0.389, 0.432, 0.432, 0.393, 0.393]
8 1.997 1.000 [x, 1.000, 0.615, 0.615, 0.590, 0.590, 0.619, 0.619, 0.567, 0.567, 0.609, 0.609]
10 1.666 1.000 [x, 1.000, 0.792, 0.792, 0.810, 0.810, 0.802, 0.802, 0.793, 0.793, 0.802, 0.802]
12 1.000 1.000 [x, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000]
all 1.991 1.000 [x, 1.000, 0.494, 0.494, 0.497, 0.497, 0.501, 0.501, 0.506, 0.506, 0.500, 0.500, 0.494, 0.494]
0 0.000 1.000 N/a
2 1.000 0.999 [x, 1.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000, 0.000]
4 1.707 1.000 [x, 1.000, 0.134, 0.134, 0.167, 0.167, 0.149, 0.149, 0.205, 0.205, 0.167, 0.167, 0.177, 0.177]

14 6 2.137 1.000 [x, 1.000, 0.334, 0.334, 0.332, 0.332, 0.315, 0.315, 0.330, 0.330, 0.359, 0.359, 0.331, 0.331]
8 2.278 1.000 [x, 1.000, 0.508, 0.508, 0.477, 0.477, 0.514, 0.514, 0.518, 0.518, 0.482, 0.482, 0.502, 0.502]
10 2.138 1.000 [x, 1.000, 0.649, 0.649, 0.679, 0.679, 0.684, 0.684, 0.669, 0.669, 0.675, 0.675, 0.644, 0.644]
12 1.713 1.000 [x, 1.000, 0.835, 0.835, 0.864, 0.864, 0.835, 0.835, 0.818, 0.818, 0.813, 0.813, 0.835, 0.835]
14 1.000 1.000 [x, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000]

Table 9.3: All eigenvalue (λD) information for the non-number-conserving overall state (all)
and the number-conserving substates are given with state preparation fidelities (F) and joint
probability of occupation numbers of other orbitals (qubits) if the first orbital (Q0) is filled
for QASM simulation.
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Table 9.4: Calibration data for “Yorktown”

Device: ibmqx2 (“Yorktown”)
Calibration Date: 09/10/20

Version: 2.0.0
Gate time (ns): 71.1

Qubit: 0 1 2 3 4
T2 (µs) 24.6 24.8 90.8 41.5 45.0
f (GHz) 5.28 5.25 5.03 5.29 5.08
T1 (µs) 46.7 40.1 60.2 60.9 73.3

Gate Error (10−3) 0.99 1.94 0.59 0.49 0.52
Readout Error (10−3) 65.2 41.6 29.2 17.0 30.8

Multi-Qubit: 0,1 0,2 1,2 2,3 2,4 3,4
Error (10−3) 20.9 14.7 22.2 15.3 15.0 13.7

Table 9.5: Calibration data for “Santiago”

Device: ibmq_santiago (“Santiago”)
Calibration Date: 09/10/20

Version: 2.0.0
Gate time (ns): 561.78

Qubit: 0 1 2 3 4
T2 (µs) 149.2 86.3 100.8 108.1 123.2
f (GHz) 4.83 4.62 4.82 4.74 4.82
T1 (µs) 74.0 190.2 138.2 161.5 106.9

Gate Error (10−3) 0.32 0.18 0.19 0.19 0.20
Readout Error (10−3) 22.6 12.1 8.8 10.9 7.5

Multi-Qubit: 0,1 1,2 2,3 3,4
Error (10−3) 10.5 7.8 5.8 5.4
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r N λD Probability of Occupation if Particle on Q0
all 0.460 [x, 0.902]

2 0 0.000 N/a
2 1.000 [x, 1.000]
all 0.658 [x, 0.900, 0.486, 0.493]

4 0 0.000 N/a
2 0.957 [x, 0.983, 0.006, 0.011]
4 1.000 [x, 1.000, 1.000, 1.000]

Table 9.8: All eigenvalue information for the non-number-conserving overall state (all) and
the number-conserving substates are given with joint probability of occupation numbers of
other orbitals (qubits) if the first orbital (Q0) is filled for ibmq_5_yorktown.

r N λD Probability of Occupation if Particle on Q0
all 0.429 [x, 0.959]

2 0 0.000 N/a
2 1.000 [x, 1.000]
all 0.669 [x, 0.964, 0.506, 0.508]

4 0 0.000 N/a
2 0.998 [x, 0.997, 0.001, 0.002]
4 1.000 [x, 1.000, 1.000, 1.000]

Table 9.9: All eigenvalue information for the non-number-conserving overall state (all) and
the number-conserving substates are given with joint probability of occupation numbers of
other orbitals (qubits) if the first orbital (Q0) is filled for ibmq_santiago.
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r N λD Probability of Occupation if Particle on Q0
all 0.339 [x, 0.690]

2 0 0.000 N/a
2 1.000 [x, 1.000]
all 0.490 [x, 0.687, 0.507, 0.511]

4 0 0.000 N/a
2 0.779 [x, 0.785, 0.114, 0.101]
4 1.000 [x, 1.000, 1.000, 1.000]
all 0.673 [x, 0.771, 0.514, 0.522, 0.501, 0.497]
0 0.000 N/a

6 2 0.727 [x, 0.720, 0.088, 0.099, 0.042, 0.051]
4 1.071 [x, 0.853, 0.548, 0.552, 0.526, 0.520]
6 1.000 [x, 1.000, 1.000, 1.000, 1.000, 1.000]
all 0.746 [x, 0.751, 0.504, 0.484, 0.469, 0.495, 0.519, 0.497]
0 0.000 N/a

8 2 0.514 [x, 0.549, 0.075, 0.076, 0.088, 0.087, 0.076, 0.049]
4 0.921 [x, 0.740, 0.389, 0.374, 0.355, 0.373, 0.399, 0.370]
6 1.015 [x, 0.851, 0.689, 0.668, 0.645, 0.686, 0.734, 0.727]
8 1.000 [x, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000]
all 0.898 [x, 0.819, 0.483, 0.536, 0.465, 0.432, 0.508, 0.515, 0.477, 0.455]
0 0.000 N/a
2 0.515 [x, 0.608, 0.053, 0.072, 0.045, 0.050, 0.042, 0.050, 0.042, 0.038]

10 4 0.966 [x, 0.759, 0.293, 0.342, 0.254, 0.237, 0.288, 0.300, 0.279, 0.249]
6 1.163 [x, 0.847, 0.518, 0.578, 0.494, 0.446, 0.555, 0.564, 0.514, 0.485]
8 1.108 [x, 0.925, 0.751, 0.785, 0.751, 0.707, 0.795, 0.801, 0.752, 0.735]
10 1.000 [x, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000]
all 0.974 [x, 0.846, 0.518, 0.534, 0.568, 0.555, 0.426, 0.422, 0.469, 0.447, 0.476, 0.474]
0 0.000 N/a
2 0.361 [x, 0.565, 0.056, 0.040, 0.052, 0.048, 0.044, 0.032, 0.028, 0.016, 0.073, 0.044]

12 4 0.831 [x, 0.743, 0.222, 0.234, 0.314, 0.305, 0.192, 0.202, 0.182, 0.172, 0.215, 0.221]
6 1.103 [x, 0.833, 0.443, 0.473, 0.519, 0.501, 0.350, 0.354, 0.378, 0.357, 0.394, 0.398]
8 1.165 [x, 0.898, 0.654, 0.673, 0.671, 0.665, 0.534, 0.521, 0.617, 0.585, 0.592, 0.588]
10 1.024 [x, 0.946, 0.850, 0.854, 0.823, 0.841, 0.752, 0.733, 0.849, 0.816, 0.763, 0.773]
12 1.000 [x, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000]
all 0.909 [x, 0.529, 0.561, 0.487, 0.551, 0.545, 0.536, 0.515, 0.432, 0.451, 0.538, 0.539, 0.487, 0.485]
0 0.000 N/a
2 0.149 [x, 0.093, 0.155, 0.052, 0.031, 0.000, 0.062, 0.103, 0.103, 0.155, 0.062, 0.103, 0.031, 0.052]
4 0.580 [x, 0.302, 0.311, 0.224, 0.161, 0.155, 0.260, 0.204, 0.235, 0.230, 0.280, 0.276, 0.175, 0.188]

14 6 0.905 [x, 0.436, 0.436, 0.367, 0.374, 0.366, 0.405, 0.379, 0.333, 0.354, 0.439, 0.438, 0.338, 0.335]
8 1.036 [x, 0.546, 0.589, 0.517, 0.599, 0.600, 0.573, 0.548, 0.446, 0.449, 0.556, 0.568, 0.504, 0.507]
10 1.032 [x, 0.665, 0.713, 0.635, 0.802, 0.797, 0.711, 0.696, 0.582, 0.604, 0.720, 0.698, 0.691, 0.686]
12 0.945 [x, 0.778, 0.850, 0.823, 0.943, 0.925, 0.873, 0.859, 0.764, 0.778, 0.838, 0.831, 0.866, 0.873]
14 1.000 [0, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000]

Table 9.10: All eigenvalue information for the non-number-conserving overall state (all) and
the number-conserving substates are given with joint probability of occupation numbers of
other orbitals (qubits) if the first orbital (Q0) is filled for ibmq_rochester.

210



Part IV

The Fermion-Exciton Condensate
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CHAPTER 10

POTENTIAL COEXISTENCE OF EXCITON AND FERMION

PAIR CONDENSATIONS

Material from: Sager, L. M., Safaei, S., & Mazziotti, D. A., Potential coexistence of exciton

and fermion pair condensations. Physical Review B, published 2020, 101(8), 081107. © The

Author(s) 2020.

10.1 Chapter Synopsis

An extensive theoretical and experimental investigation has been conducted on fermion-pair

condensation and exciton condensation as distinct classes of Bose-Einstein-like condensation.

In this study, the existence of a fermion-exciton condensate—a single quantum state in which

the characters of both fermion-pair and exciton condensates coexist—is established computa-

tionally in the low-particle-number (N) limit and theoretically in the large-N thermodynamic

limit. The trade-off between the fermion-pair and excitonic character of the fermion-exciton

condensate is shown to be elliptic in nature. The possibility that the properties of fermion-

exciton condensates could be a hybrid of the properties of fermion-pair condensates and

exciton condensates is discussed, and future experimental and computational exploration of

this class of condensate, which may potentially be realizable in a bilayer of superconductors,

is anticipated.

10.2 Introduction

Ample experimental and theoretical investigation has centered around particle-particle fermion

pair condensation (hereafter referred to as fermion pair condensation) [128, 137, 184, 185]

and particle-hole fermion pair condensation (hereafter referred to as exciton condensation)

[107, 156, 178, 179, 186–188]. Fermion pair condensates—the most familiar of which include
212



the class of Bardeen-Cooper-Schrieffer (BCS) superconductors [128]—occur when particle-

particle pairs condense into a single quantum state to create a superfluid. For condensates

of Cooper (electron) pairs, the superfluidity of the electrons cause the material through

which they flow to be both a perfect conductor and a perfect diamagnet [184]. Similarly,

exciton condensates involve the condensation of particle-hole pairs (excitons) into a single

quantum state to create a superfluid. The superfluidity of the electron-hole pairs—while

incapable of involving either the flow of matter or charge by definition—does involve the

nondissipative transfer of energy [106, 107]. Exciton condensates have been experimentally

observed in optical traps with polaritons [109, 110, 158, 189] and the electronic double layers

of semiconductors [180, 186, 187, 190, 191] and graphene [164, 179, 192].

In order to combine the frictionless transfer of electrons of fermion pair condensates and

the frictionless transfer of energy of exciton pair condensates, it may be beneficial to explore

a system composed of both fermion pair and excitonic condensations. Both condensates are

known to exist in systems designed to use exciton condensates to mediate the creation of

Cooper pairs at higher temperatures [375, 376] (allowing for higher temperature fermion pair

condensation). However, this coexistence of fermion pair and excitonic condensation occurs

in two adjacent systems that interact with one another (such as a superconducting ring

deposited around a semiconductor microcavity [376]) instead of existing in a joint fermion-

exciton condensate state. As such, the properties of each condensate exist separately from

one another instead of creating a system with the combined properties of both.

In this study, we address the possible coexistence of a fermion-exciton condensate that

contains both fermion pair condensation and exciton condensation in a single quantum state

(see Fig. 10.1). To this end, we use the theoretical signatures of fermion pair condensation—

independently discovered by Yang [135] and Sasaki [136]—and exciton condensation—derived

by Garrod and Rosina [155, 156]—to explore the fermion pair and exciton character of a small

system and to develop a model wave function for macroscopic fermion-exciton condensation.
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Figure 10.1: A figure demonstrating the elliptic trade-off between the signatures of fermion
pair condensation, λD, and exciton condensation, λG, is shown.

10.3 Theory

Bosons, which are not bound by the Pauli exclusion principle due to their integer spin values,

are able to condense into a single, lowest-energy orbital. A signature of this so-called Bose-

Einstein condensation is a large eigenvalue of the one-boson reduced density matrix [119]

with elements given by

1Di
j = ⟨Ψ|b̂†i b̂j |Ψ⟩ (10.1)

where |Ψ⟩ is defined to be a N -boson wave function, each number represents both spatial

and spin components of the boson, i, j correspond to one-boson orbitals in a finite basis set

with rank r, and b̂† and b̂ are bosonic creation and annihilation operators respectively.

Fermions, however, have half-integer spins and must obey the Pauli exclusion principle.

Hence, the occupation of a given spin orbital must be either zero or one, and the one-

fermion reduced density matrix (1-RDM) must have eigenvalues bounded above by one. For
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fermion condensation to occur, pairs of fermions (creating a bosonic state) must condense

into a single two-electron function [66, 135, 136, 221]; this two-electron analogue to the one-

electron orbital is referred to as a geminal [222, 223]. The signature of fermion condensation

is hence related to the two-fermion reduced density matrix (2-RDM) with elements given by

2D
i,j
k,l = ⟨Ψ|â†i â

†
j âkâl|Ψ⟩ (10.2)

where |Ψ⟩ is a N -fermion wave function, each number represents both spatial and spin

components of the fermion, i, j, k, l correspond to one-fermion orbitals in a finite basis set

with rank r, and â† and â are fermionic creation and annihilation operators respectively. In

fact, Yang [135] and Sasaki [136] have independently demonstrated that a large eigenvalue

of the 2-RDM (above the bound of one from the Pauli exclusion principle) is a signature

of fermion pair condensation. Additionally, Sasaki [136] has proven that the eigenvalues of

the 2-RDM are bounded by N for systems of 2N or 2N + 1 fermions in the limit of strong

correlation.

Analogous to fermion-fermion condensation into a single particle-particle function, exci-

ton condensation is the condensation of particle-hole pairs (excitons) into a single particle-

hole function. By comparison, one may hence expect a signature of exciton condensation to

be a large eigenvalue in the particle-hole RDM [148, 155, 156] with elements given by

2G
i,j
k,l = ⟨Ψ|â†i âj â

†
l âk|Ψ⟩ (10.3)

similar to the large eigenvalue of the fermionic 2-RDM for fermion pair condensation. How-

ever, there are two large eigenvalues of the particle-hole RDM with one corresponding to a

ground-state-to-ground-state projection, not excitonic condensation [155]. To eliminate the

extraneous large eigenvalue, we construct a modified particle-hole matrix with the ground-
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state resolution removed with elements

2G̃
i,j
k,l =

2 G
i,j
k,l −

1Di
j
1Dl

k (10.4)

which we denote as the 2G̃ matrix. While in the noninteracting limit, the eigenvalues of the

2G̃ matrix are zero or one, Garrod and Rosina have shown that the eigenvalue of the 2G̃

matrix is bounded by N
2 for an N -electron system in the limit of strong correlation [155].

This bound also describes the maximum number of excitons in a condensate.

10.4 Results

Unconstrained Calculations—In order to determine whether there is possible coexistence

of exciton character and fermion pair character, general N -fermion wave functions in r = 2N

orbitals were constructed, and the coefficients of the wave functions were then optimized with

respect to the signatures of fermion pair condensation (λD) and exciton condensation (λG).

Specifically, multiobjective optimization was performed on |Ψ⟩ with respect to a variable

λDG, which depends on the largest eigenvalues of the 2G̃ matrix (λG) and the 2D matrix

(λD) according to

λDG = wG(λG − λoG)
2 − (1− wG)λD (10.5)

where wG describes the weight given to the optimization of the largest eigenvalue of 2G̃ to the

specified eigenvalue provided (λoG) and where λD is left unconstrained. This optimization was

conducted through use of a sequential quadratic programming (SQP) algorithm [377, 378]

with gradients computed by second-order centered finite differences [379].

To visualize the entirety of λD versus λG space, we systematically varied the weight (wG)

and the specified eigenvalue of 2G̃ (λoG). These visualizations for three and four electrons

(N = 3 and N = 4) can be seen in Figs. 10.2a and 10.2b. The λD versus λG space for each

case was then fit with a characteristic ellipse that defines the maximum λD for a given λG
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and whose equation is given by

(
λD − γmin

D

γmax
D − γmin

D

)2

+

(
λG − γmin

G

γmax
G − γmin

G

)2

= 1 (10.6)

where the maximum eigenvalues of the 2D and 2G̃matrices are bounded by λD ∈ [γmin
D , γmax

D ]

and λG ∈ [γmin
G , γmax

G ] respectively and where these maxima (γmax) and minima (γmin) were

obtained from the previously-described scan over λD versus λG space.

Such elliptical nature of the boundary of the convex set of 2-RDMs when projected onto

two dimensions has been previously observed in the context of quantum phase transitions

[380–382].

Fig. 10.2a shows that for the case of three electrons in six orbitals (N = 3, r = 6), the

eigenvalues of the 2D matrix lie in the range λD ∈ [0.5, 1], and the eigenvalues of the 2G̃

matrix lie in the range λG ∈ [1, 1.5]. As explained in the Theory section, strong fermion

pair correlation is only seen when λD exceeds one; hence, for the N = 3 case, fermion pair

condensation is not observed. However, exciton condensation—seen when λG exceeds one—

can be obtained for this system. In fact, maximum exciton condensation (λG = 3
2 = 1.5)

can be achieved. Thus, while exciton and fermion pair condensation can not coexist for the

N = 3 case (as fermion pair condensation is not achievable), this small system can be used

to further explore the properties of exciton condensation in future works.

Fig. 10.2b shows that for the case of four electrons in eight orbitals (N = 4, r = 8),

the eigenvalues of the 2D matrix lie in the range λD ∈ [0.5, 1.5], and the eigenvalues of

the 2G̃ matrix lie in the range λG ∈ [0.7, 2]. Therefore, both excitonic and fermion pair

condensation can be observed as both λG and λD exceed one for certain N = 4 calculations.

Interestingly, there is indeed a region in λD versus λG space where both eigenvalues surpass

one, demonstrating the simultaneous existence of exciton and fermion pair condensations.

However, as is apparent from the elliptical nature of the fit, there is a trade-off between
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Figure 10.2: Plots showing scans of λD versus λG are shown for unconstrained optimizations
with a characteristic elliptical fit for the (a) N = 3 and (b) N = 4 cases.

the ability of the model system to exhibit high exciton character (a large λG) and high

fermion pair character (a large λD). This compromise between the two behaviors is shown

schematically in Fig. 10.1 and can be rationalized through analysis of the pairing behavior
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of the r orbitals shown in Fig. 10.3.
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Figure 10.3: Visualizations of the (a) particle-particle pairs (red) and the (b) particle-hole
pairs (blue) for optimizations of an N = 4 calculation demonstrating both exciton and
fermion pair condensation (λG=1.52, λD = 1.22) are shown. Note that the darker the
shade of each color, the greater the extent of particle-particle/particle-hole pairing between
orbitals. The units of pair character are dimensionless.

219



Since excitons are particle-hole pairs and fermion pairs are particle-particle pairs, the ex-

istence of an excitonic relationship between orbitals should preclude a fermionic relationship

between the same orbitals and vice versa. Figs. 10.3a and 10.3b present the fermion-

paired orbitals (red) and the exciton-paired orbitals (blue) respectively for an unconstrained

N = 4 calculation which demonstrated simultaneous fermion pair and excitonic condensa-

tion (λG=1.52, λD = 1.22). Note that the darker the shade of each color, the greater the

extent of particle-particle (red) or particle-hole (blue) pairing between the corresponding

orbitals in the matrix plots. As can be seen from Fig. 10.3a, the orbital pairs with the

largest particle-particle character are {1,8}, {3,4}, and {5,6}, and as can be seen from Fig.

10.3b, the orbital pairs with the largest particle-hole character are {1,3}, {2,7}, {3,6}, and

{4,5}. As expected, there is no overlap between strong fermion pair particle-particle orbital

pairing and strong exciton particle-hole orbital pairing. These figures thereby confirm the

apparent trade-off between exciton and fermion pair character explicitly given by Eq. (10.6)

and observed in Fig. 10.2b.

Note that despite the trade-off, neither the excitonic nor fermion pair character is trivial.

Both are delocalized across almost every pair of orbitals as can be seen by the scarcity of

white squares in Figs. 10.3a and 10.3b. As such, the coexistence of fermion pair and excitonic

character seems to be enmeshed in a significant manner.

Macroscopic Limit—To explore fermion-exciton condensation behavior for a macro-

scopic number of fermions (N → ∞), we first introduce model Hamiltonians known to

exhibit fermion pair condensation and exciton condensation separately—the extreme An-

tisymmetrized Geminal Powers (AGP) Hamiltonian (ĤA) [66, 138, 383] and the Lipkin

Hamiltonian (ĤL) [276–279, 324], respectively. (See references for details.) As the extreme

AGP model demonstrates maximal fermion condensation [138], there must exist a wave

function that corresponds to ĤA—|ΨA⟩—whose largest eigenvalue of particle-particle RDM
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(λD) approaches the maximal limiting value or

Tr
(
d̂d̂T |ΨA⟩⟨ΨA|

)
= λ

(A)
D = N (10.7)

for systems of 2N or 2N+1 fermions [136, 138] where d̂ is the eigensIntate of 2D correspond-

ing to λD. Similarly, there must be a wave function that corresponds to ĤL—|ΨL⟩—whose

largest eigenvalue of the modified particle-hole RDM (λG) approaches the maximal limiting

value or

Tr
(
ĝĝT |ΨL⟩⟨ΨL|

)
= λ

(L)
G =

N

2
(10.8)

for systems of N fermions [155] where ĝ is the eigenstate of 2G̃ corresponding to λG.

Let the model wave function of the fermion-exciton condensate be given by the entangle-

ment of the AGP and Lipkin wave functions,

|ΨFEC⟩ =
1√
2
(|ΨA⟩ ± |ΨL⟩) . (10.9)

For this wave function, an eigenvalue of the particle-particle RDM corresponding to the

eigenstate d̂ is given by

Tr

[
d̂d̂T

(1
2
|ΨA⟩⟨ΨA|+

1

2
|ΨL⟩⟨ΨL|

± 1

2
|ΨA⟩⟨ΨL| ±

1

2
|ΨL⟩⟨ΨA|

)]
= λ

(FEC)
D . (10.10)

From Eq. (10.7), the contribution to λ(FEC)
D from |ΨA⟩⟨ΨA| would be λ(A)

D ; additionally, as

the extreme AGP model does not support exciton condensation, the contribution of |ΨL⟩⟨ΨL|

to the eigenvalue must satisfy the Pauli bounds of 0 ≤ λ
(L)
D ≤ 1 . Limits on the cross terms

can be obtained by representing the positive, semi-definite matrix d̂d̂T in the |ΨA⟩/|ΨL⟩
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basis:  ⟨ΨA|d̂d̂T |ΨA⟩ ⟨ΨA|d̂d̂T |ΨL⟩

⟨ΨL|d̂d̂T |ΨA⟩ ⟨ΨL|d̂d̂T |ΨL⟩

 =

 λ
(A)
D x

x λ
(L)
D

 ≽ 0. (10.11)

As the determinant of this matrix must be greater than or equal to zero, the maximum

contribution of the cross terms is

λ
(A)
D λ

(L)
D − x2 ≥ 0 ⇒ x ≤

√
λ
(A)
D λ

(L)
D ≤

√
λ
(A)
D . (10.12)

Inserting the lower-bound values into Eq. (10.12) yields

λ
(FEC)
D ≥ 1

2
λ
(A)
D −

√
λ
(A)
D =

N

2
−
√
N (10.13)

for 2N or 2N+1 fermions. Thus, as the number of fermions gets arbitrarily large (N → ∞),

λ
(FEC)
D is simultaneously large.

Through an analogous derivation, it can be shown that an eigenvalue of the particle-hole

RDM corresponding to the eigenstate ĝ is given by

λ
(FEC)
G ≥ 1

2
λ
(L)
G −

√
λ
(L)
G =

N

4
−
√
N

2
(10.14)

for a system of N fermions. Thus, as the number of fermions gets arbitrarily large (N → ∞),

λ
(FEC)
G is simultaneously large.

As an entanglement of the AGP and Lipkin wave functions demonstrates simultaneous

large eigenvalues of 2D and 2G̃, |ΨFEC⟩ does indeed represent a fermion-exciton condensate

in this macroscopic limit.
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10.5 Discussion and Conclusions

In this study, we have theoretically observed the coexistence of both fermion pair and exci-

ton condensation in a single quantum state: a fermion-exciton condensate. This concurrent

character is not disparate; rather, the fermion pair and excitonic character are entwined

in a highly non-trivial manner. Still, there does appear to be an inherent trade-off be-

tween fermion pair and excitonic character following an elliptic relationship, which precludes

the simultaneous presence of maximum fermion pair and maximum excitonic condensation.

However, as the number of electrons (N) is increased, the length of the major and minor

axes of the ovular fit increase, causing the compromise between characters to become less

and less stark.

We have also demonstrated that the wave function corresponding to the entanglement

of the extreme Antisymmetrized Geminal Powers (AGP) model wave function—known to

demonstrate fermion pair condensation—and the Lipkin model wave function—known to

demonstrate exciton condensation—exhibits simultaneously large signatures of fermion pair

condensation and exciton condensation in the macroscopic limit. As such, this model wave

function can be used to explore macroscopic fermion-exciton condensates.

As described in the Introduction, a significant motivation for investigating fermion-

exciton condensates is the possible hybridization of the properties of both fermion pair

condensates and exciton condensates. A material that combines the superconductive na-

ture of fermion pair condensation [128, 137] with the dissipationless transport of energy

of excitonic condensation [107, 186, 187] would have obvious applications in energy trans-

port and electronics. Now that the coexistence of fermion pair and excitonic character in

a fermion-exciton condensate has been computationally established, further theoretical and

experimental studies are needed. There are certainly many open questions regarding the

formation, the properties, the applications, and the stability of fermion-exciton condensates

that need to be explored in the following years.
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CHAPTER 11

SIMULTANEOUS FERMION AND EXCITON

CONDENSATIONS FROM A MODEL HAMILTONIAN

Material from: Sager, L. M. & Mazziotti, D. A., Simultaneous fermion and exciton conden-

sations from a model Hamiltonian. Physical Review B, published 2022, 105(3), 035143. ©

The Author(s) 2022.

11.1 Chapter Synopsis

Fermion-exciton condensation in which both fermion-pair (i.e. superconductivity) and ex-

citon condensations occur simultaneously in a single coherent quantum state has recently

been conjectured to exist. Here, we capture the fermion-exciton condensation through a

model Hamiltonian that can recreate the physics of this new class of highly-correlated con-

densation phenomena. We demonstrate that the Hamiltonian generates the large-eigenvalue

signatures of fermion-pair and exciton condensations for a series of states with increasing

particle numbers. The results confirm that the dual-condensate wave function arises from the

entanglement of fermion-pair and exciton wave functions, which we previously predicted in

the thermodynamic limit. This model Hamiltonian—generalizing well-known model Hamil-

tonians for either superconductivity or exciton condensation—can explore a wide variety of

condensation behavior. It provides significant insights into the required forces for generating

a fermion-exciton condensate, which will likely be invaluable for realizing such condensations

in realistic materials with applications from superconductors to excitonic materials.

11.2 Introduction

Model Hamiltonians are theoretical tools that are often useful in simulating the key physics

associated with large-scale, highly-correlated systems. They are capable of modeling an
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array of quantum phases and many-body phenomena such as phase transitions [384–388],

superconductivity [128, 383, 389–391], quantum magnetism [392–395], exciton condensation

[276, 277, 279, 396–399], lattice-like systems [400, 401], etc. Additionally, model Hamiltoni-

ans which encompass nontrivial physics are often useful as benchmarks for theoretical tools

such as many-body approximations [389, 402–404].

Condensation phenomena—which are inherently highly-correlated—have a long history

of being computationally studied through the lens of model Hamiltonians as traditional

band theory is inaccurate for such highly-entangled materials [5, 128, 276, 389, 390, 405,

406]. Specifically, superconductors—materials in which fermion-fermion (Cooper/electron-

electron) pairs aggregate into a single quantum state, resulting in the superfluidity of the

fermion-fermion pairs—are often explored through use of the Pairing-Force (PF) Hamiltonian

[383, 389–391], which is additionally referred to as the Standard Reduced Bardeen-Cooper-

Schrieffer (BCS) Hamiltonian [128, 362, 407]. This Hamiltonian is a simple representation

of superconductivity as it describes a system with bound Cooper (or Cooper-like particle-

particle) pairs interacting in an attractive manner with the holes they leave behind in a Fermi

sea with the high-correlation limit of this Hamiltonian resulting in well-known, number-

projected BCS wave functions [390, 408]. Similarly, exciton condensation—in which particle-

hole (exciton) pairs condense into a single quantum state resulting in the superfluidity of the

composite excitons [106]—can be modeled according to the Lipkin-Meshkov-Glick (LMG)

Hamiltonian, which is often simply referred to as the Lipkin model [5, 276, 277, 279, 324,

396–399]. This Hamiltonian is a highly-degenerate system in which partnered orbitals are

inherently particle-hole paired and whose strongly-correlated form results in ground states

that demonstrate character of exciton condensation.

Here, we introduce a model Hamiltonian that is capable of capturing fermion-exciton con-

densation, a new class of highly-correlated condensation phenomena in which both fermion-

pair and exciton condensations coexist in a single quantum state. We demonstrate such coex-
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istent condensate character by calculating the quantum signatures of fermion-pair [135, 136]

and exciton [155, 156] condensations (see Sec. 11.3 and Appendix 11.6.1) for systems of even

particle numbers ranging from N = 4 to N = 10 particles in r = 2N orbitals. These fermion-

exciton condensates are shown to be described by wave functions which are entanglements

of wave functions from BCS-like superconductivity and Lipkin-like exciton condensation—

consistent with our prior predictions for the large-N thermodynamic limit [4] as well as those

we observed experimentally on a quantum device [309].

Our determination of a model Hamiltonian that supports fermion-exciton condensation

provides information regarding the nature of the forces necessary to generate such systems—

an invaluable first step in the realization of real-world systems that support such dual con-

densation of excitons and fermion-fermion pairs, which may demonstrate some sort of hybrid

of the properties of superconductors and exciton condensates and hence have applications

in energy transport and electronics. The extent of these different phases and the transitions

between these phases can also be studied. Moreover, our Hamiltonian provides an impor-

tant reference in order to determine whether a given many-body approximation is capable

of measuring dual condensate character.

11.3 Theory

11.3.1 Fermion-Pair Condensation

Superconductivity results from the condensation of bosonic fermion-fermion pairs [113, 114,

128, 184] into a single geminal—a two-fermion function directly analogous to the one-fermion

orbital [66, 135, 136, 221–223]—at temperatures below a certain critical temperature. This

condensation of fermion-pairs results in the superfluidity (i.e., frictionless flow) of the con-

stituent particle-particle pairs [97, 115, 128, 184]; if the fermionic pairs are composed of

electrons (i.e., Cooper pairs), then these superfluid electron-electron pairs demonstrate su-
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Figure 11.1: A figure of the condensate phase diagram in the phase space of the signatures
of particle-particle condensation, λD, and exciton condensation, λG, is shown.

perconductivity.

As was first demonstrated by Yang [135] and Sasaki [136], a computational signature

of such superconducting states is a large eigenvalue in the particle-particle reduced density

matrix (2-RDM), whose elements are given by

2D
i,j
k,l = ⟨Ψ|â†i â

†
j âlâk|Ψ⟩ (11.1)

where |Ψ⟩ is an N -fermion wave function and where â†i and âi are fermionic creation and

annihilation operators for orbital i, respectively. As eigenvalues of the 2-RDM can be inter-

preted as the occupations of the two-fermion geminals [138], when the largest eigenvalue of

the 2-RDM—the signature of particle-particle condensation, represented by λD—exceeds the

Pauli-like limit of one (λD > 1), multiple fermion-fermion pairs occupy a single geminal and

hence superconducting character is observed. This signature is known to directly probe the

presence and extent of non-classical (off-diagonal) long-range order [221]. (See the Appendix

for more details on how the signature of superconductivity, λD, was computed.)
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The Pairing-Force (PF) model [383, 389–391]—also called the Standard Reduced Bardeen-

Cooper-Schrieffer (BCS) model [128, 362, 407]—is known to exhibit superconducting char-

acter in the strong correlation limit and hence achieve a large λD. The Hamiltonian for the

PF model is given in second quantization by

HPF =
1

2

∑
σ=↑,↓

N∑
p=1

ϵpâ
†
p,σâp,σ −G

N∑
p=1

N∑
q=1

â
†
p,↑â

†
p,↓âq,↓âq,↑ (11.2)

where p is a quantum number that represents a pair of orbitals denoted as p, ↑ and p, ↓ with

the same energy, where the energies (ϵp) are considered to be known, and where the parameter

G is a constant that tunes the strength of the pairwise interactions. Note that in the limit

of strong correlation (G >> ϵp), maximal superconducting character—λD = N
2

(
1− N−2

r

)
[66, 138]—is observed.

11.3.2 Exciton Condensation

Directly analogous to superconductivity resulting from bosonic particle-particle pairs con-

densing into a single particle-particle function, exciton condensation results from the con-

densation of particle-hole pairs (i.e., excitons) into a single particle-hole function below a

certain critical temperature, which results in the superfluidity of the excitons [106, 107].

Exciton condensates, while difficult to realize experimentally, have been observed in systems

composed of polaritons (excitons coupled to photons) [110, 112, 409] and in two-dimensional

structures such as semiconductors [176], graphene bilayers [161, 179, 224], and van der Waals

heterostructures [163, 171, 177, 178].

The signature of exciton condensation—denoted as λG—is similarly analogous to that

for fermion-pair condensation; the presence and extent of exciton condensate character can

be measured from the largest eigenvalue of a modified particle-hole reduced density matrix
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given by [148, 155, 156]

2G̃
i,j
k,l =

2G
i,j
k,l −

1Di
j
1Dl

k = ⟨Ψ|â†i âj â
†
l âk|Ψ⟩ − ⟨Ψ|â†i âj |Ψ⟩⟨Ψ|â†l âk|Ψ⟩ (11.3)

where 1D is the one-fermion reduced density matrix (1-RDM). Note that this modification

removes the extraneous large eigenvalue from a ground-state-to-ground-state transition such

that a signature above one (λG > 1) is indicative of exciton condensation. (See the Ap-

pendix for more details on how the signature of exciton condensation, λG was computed.)

This computational signature has been utilized to study exciton condensation is possible in

quantum and molecular systems [4, 5, 156, 309, 410].

One model known to achieve a large λG value and hence exhibit exciton condensate

character in the limit of a large correlation is the Lipkin quasispin model [276, 277, 279, 396–

399]. The N -fermion Lipkin quasispin model consists of two energy levels
{
− ϵ

2 ,
ϵ
2

}
, each

containing N energetically-degenerate states. The second-quantized Hamiltonian can be

expressed as [279]

HL =
ϵ

2

∑
σ=±1

σ
N∑
p=1

â
†
σ,pâσ,p

+
γ

2

∑
σ=±1

N∑
p,q=1

â
†
+σ,pâ−σ,pâ

†
−σ,qâ+σ,q

+
λ

2

∑
σ=±1

N∑
p,q=1

â
†
+σ,pâ

†
+σ,qâ−σ,qâ−σ,p (11.4)

where σ = ±1 and p = 1, 2, . . . , N are quantum numbers that completely characterize the

system in which p describes the site number labelling the N states in a given level and σ

represents the upper (+1) or lower (−1) energy levels, respectively. Note that in this model,

the λ term allows for double excitations and de-excitations, and the γ term allows for a single

particle to be scattered up while another is simultaneously scattered down; as a result, in the
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Figure 11.2: A pictorial representation of the model Hamiltonian we introduce in which there
are two N -degenerate energy levels—with energies − ϵ

2 and ϵ
2—with double excitations and

de-excitations, scattering in which one particle is de-excited while another is simultaneously
excited, and a pair-wise interaction term between sites 2j − 1 and 2j for j ∈ {1, 2, . . . , N}
(yellow circles) is shown. Note that the Lipkin-like excitations must occur within a site
(p↔ p+N , blue arrow).

Lipkin model, only even excitations are allowed, and only one particle may occupy a given

site (i.e., have a specific quantum number p) such that each site in the lower level is particle-

hole paired with the corresponding site in the upper level. By having the terms correlating

orbitals in the Hamiltonian (λ, γ) be sufficiently larger than the energy term (i.e., in the

limit of high correlation), maximal exciton condensation—λG = N
2 [155]—can be obtained

for λ = γ.

11.3.3 Fermion-Exciton Condensation

A fermion-exciton condensate is a single quantum state that simultaneously demonstrates

character of superconductivity and exciton condensation, i.e., both signatures of condensation—

the largest eigenvalue of the particle-particle RDM (Eq. (11.1)) and the largest eigenvalue

of the modified particle-hole RDM (Eq. (11.3))—are simultaneously large (λD, λG > 1). [4].

To gain insight into such fermion-exciton condensates, here we propose a model system

that is capable of demonstrating simultaneous fermion-pair and exciton condensate character.
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In this model, we introduce the pairwise interaction from the Pairing-Force model into the

scaffolding of the Lipkin model; thus, the model keeps the structure of the Lipkin model in

which N particles occupy two N -degenerate energy levels (− ϵ
2 and ϵ

2) with allowed double

excitations on two sites (λ) and simultaneous scattering of a particle up on one site and down

on another (γ)—where Lipkin-like sites are now given as orbitals p and p+N ; however, we

additionally pair adjacent orbitals—orbitals 2j− 1 and 2j for j ∈ {1, 2, . . . , N}—via the PF

parameter, G. (See Fig. 11.2.) The Hamiltonian for this model is thus given by

H = − ϵ

2

N∑
i=1

â
†
i âi +

ϵ

2

N∑
i=1

â
†
i+N âi+N

+
λ

2

N∑
p=1

N∑
q=1

â
†
pâ

†
qâq+N âp+N +

λ

2

N∑
p=1

N∑
q=1

â
†
p+N â

†
q+N âqâp

+
γ

2

N∑
p=1

N∑
q=1

â
†
p+N â

†
qâq+N âp +

γ

2

N∑
p=1

N∑
q=1

â
†
pâ

†
q+N âqâp+N

−G
N∑
j=1

N∑
k=1

â
†
2j−1â

†
2j â2kâ2k−1 (11.5)

in second quantization, with a given set of parameters (ϵ, λ, γ,G) directly determining the

extent of fermion-pair and exciton condensation (λD and λG, respectively) of the ground

state corresponding to this model Hamiltonian.

While this model Hamiltonian is not the first to combine the pairwise interaction from the

Pairing-Force model with the Lipkin model, the model Hamiltonian introduced by Plastino

and coworkers causes direct competition between particle-particle and particle-hole corre-

lations and hence proves incapable of demonstrating a fermion-exciton condensate phase

(see Appendix 11.6.2) [411–413]. Conversely, due to our introduction of the Pairing-Force

interactions between adjacent orbitals instead of orbitals in the same Lipkin-like site, particle-

particle and particle hole pairing can coexist and hence fermion-pair-exciton (FEC) states

can be achieved as is shown in the results that follow.
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11.4 Results

11.4.1 The Minimal FEC

As the authors have previously demonstrated [4], a system with as few as N = 4 particles

in r = 8 orbitals can support formation of a fermion-exciton condensate. As such, we first

fully explore such a minimalistic FEC system. The ground state of the FEC Hamiltonian

that we have introduced—Equation (11.5)—for four particles has contributions from only

ten of the seventy (rCN) possible configurations. Of these ten basis states, there are only

five distinct classes composed of degenerate orientations—see Fig. 11.3—that allow for the

direct computation of a matrix-form of the Hamiltonian in a minimal basis state. The five

basis states are defined by three quantum numbers, x, y, bool, where the first indicates the

number of particles excited to the upper energy level (x), the second indicates the number

of BCS-like pairs (number of times both 2j − 1 and 2j are occupied, y), and the third is a

boolean that indicates whether the configuration is “Lipkin”-like in the regard that no two

orbitals representing a “Lipkin” site (denoted as p and p+N , see the blue arrow in Fig. 11.3)

are dually occupied or dually unoccupied.

Utilizing the basis shown in Fig. 11.3—|0, 2, T ⟩, |2, 2, F ⟩, |2, 2, T ⟩, |2, 0, T ⟩, and |4, 2, T ⟩—

the Hamiltonian from Eq. (11.5) can be represented by

H4 =



−2ϵ− 2G −G
√
2 2λ−2G√

2
2λ 0

−G
√
2 −2G+ 2γ −2G 0 −G

√
2

2λ−2G√
2

−2G −2G 2γ
√
2 2λ−2G√

2

2λ 0 2γ
√
2 2γ 2λ

0 −G
√
2 2λ−2G√

2
2λ 2ϵ− 2G


(11.6)

where each term—corresponding to the interaction between two classes of basis states, |i⟩ and

|j⟩—is obtained from programmatically generating all sets of second-quantization creation
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Figure 11.3: Configurations representing each of the five classes of non-zero basis states
for the FEC Hamiltonian for N, r = 4, 8 are shown where each label x, y, bool represents
the number of particles excited to the upper N -degenerate energy level (x), the number
of BCS-like pairs (y), and whether the configuration is consistent with the Lipkin model
(bool), where the degeneracy of each class of states is given in parenthesis, and where green,
yellow, and blue configurations represent that the corresponding states are consistent with
only the Lipkin Hamiltonian, only the Pairing-Force Hamiltonian, or both Lipkin and PF
Hamiltonians, respectively.

and annihilation operators in Eq. (11.5), taking the expectation value for each combination of

pairs of configurations in classes |i⟩ and |j⟩, summing the results, and normalizing by dividing

by the square root of the number of configurations for both |i⟩ and |j⟩. For example, if |i⟩ =

|2, 2, F ⟩ = (|1, 2, 5, 6⟩+ |3, 4, 7, 8⟩) /
√
2 and |j⟩ = |2, 2, T ⟩ = (|1, 2, 7, 8⟩+ |3, 4, 5, 6⟩) /

√
2,
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the Hamiltonian term would be given by

(⟨1, 2, 5, 6|+ ⟨3, 4, 7, 8|)√
2

H4
(|1, 2, 7, 8⟩+ |3, 4, 5, 6⟩)√

2

=
1

2
[⟨1, 2, 5, 6|H4|1, 2, 7, 8⟩+ ⟨1, 2, 5, 6|H4|3, 4, 5, 6⟩

+⟨3, 4, 7, 8|H4|1, 2, 7, 8⟩+ ⟨3, 4, 7, 8|H4|3, 4, 5, 6⟩] (11.7)

Fig. 11.4a scans over the signatures of condensation—λD and λG—for the ground state of

the Hamiltonian in Eq. (11.6) by systematically varying the parameters ϵ, λ, γ, and G where

the yellow BCS x’s represent ground states in which the PF Hamiltonian is implemented

(i.e., λ = γ = 0), the blue Lipkin x’s represent states in which the Lipkin Hamiltonian is

implemented (i.e., G = 0), and where the green FEC x’s represent states with character

of both PF and Lipkin Hamiltonians. As this figure demonstrates, the largest degree of

superconducting character (the largest λD) is indeed observed in the BCS limit of the FEC

Hamiltonian (when G >> ϵ, λ = γ ≈ 0), and the largest degree of exciton condensate

character (the largest λG) is observed in the Lipkin limit of the FEC Hamiltonian (λ ≈ γ >>

ϵ, G ≈ 0). However, neither the BCS nor Lipkin limits of the Hamiltonian is capable of

demonstrating a dual fermion-exciton condensate as λD and λG only simultaneously exceed

the Pauli-like limit of one when the full FEC Hamiltonian from Eq. (11.5) is implemented

including both BCS-like (G) and Lipkin-like (λ, γ) terms.

Our model FEC Hamiltonian, however, is capable of demonstrating a wide variety of dual

condensate character as a variety of input parameters lead to ground state configurations

in which both λG and λD simultaneously exceed one. Additionally, the λD and λG values

obtained by scanning over the Hamiltonian parameters (in Fig. 11.4a) demonstrate an elliptic

nature consistent with the convex nature of 2-RDMs projected onto a two-dimensional space

[380–382] that matches predictions for a FEC that these authors first presented in Ref. [4].

This elliptic boundary as well as the density of points in the zone corresponding to fermion-
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(a) N, r = 4, 8 (b) N, r = 6, 12

(c) N, r = 8, 16 (d) N, r = 10, 20

Figure 11.4: Plots of λG versus λD where parameters in the FEC Hamiltonian are system-
atically varied are shown for systems involving (a) N = 4, (b) N = 6, (c) N = 8, and (d)
N = 10 particles in r = 2N orbitals.

exciton condensate character indicate that the FEC model Hamiltonian introduced here is

capable of spanning the entirety of the FEC region of λD versus λG space (i.e., λD, λG > 1).

In Ref. [4], these authors theoretically establish that in the thermodynamic limit, a

possible wave function demonstrating fermion-exciton condensation can be obtained by en-

tangling wave functions that separately demonstrate superconducting character (|ΨD⟩ with

large λD) and exciton condensate character (|ΨG⟩ with large λG) according to

|ΨFEC⟩ =
1√

2− |∆|
(|ΨD⟩ − sgn(∆)|ΨG⟩) , (11.8)
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Figure 11.5: The probabilities corresponding to each of the five classes of basis states (see
Fig. 11.3) consistent with the FEC Hamiltonian for N, r = 4, 8 are shown where green,
yellow, and blue bars correspond to the lowest eigenstate of the Lipkin Hamiltonian, the
Pairing-Force Hamiltonian, and FEC Hamiltonian, respectively.

where ∆ = 2⟨ΨD|ΨG⟩. In Fig. 11.5 occupation probabilities for each of the five classes

of basis states consistent with the N, r = 4, 8 FEC Hamiltonian that contribute to a BCS

wave function (yellow, ϵ, λ, γ,G = 0, 0, 0, 0.7, λD = 1.50, λG = 0.67), a Lipkin wave function

(blue, ϵ, λ, γ,G = 0,−0.5,−0.5, 0, λD = 0.50, λG = 2.00), and a FEC wave function (green,

ϵ, λ, γ,G = 0,−0.5,−0.5, 0.7, λD = 1.31, λG = 1.32) are given. From this data, it can

be observed that the FEC wave function does indeed appear to be an entanglement of the

individual BCS and Lipkin wave functions for the case of N = 4; this is consistent with the

theoretical result in the thermodynamic limit.
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11.4.2 Higher-Particle FECs

In order to observe trends related to system size, we employ the methodologies used to

explore the N, r = 4, 8 model system and extrapolate to systems composed of N = 6, 8, 10

particles in r = 12, 16, 20 orbitals. Figures summarizing the signatures of superconducting

character (λD) and exciton condensate character (λG) obtained for the ground state wave

functions of these larger model Hamiltonians can be seen in Figs. 11.4b-11.4d. Similar to the

results from the N = 4 data, elliptic fits spanning the maximal signature of superconducting

character observed for the BCS wave function to the maximal signature of exciton condensate

character for the Lipkin wave function with a large variety of parameters supporting dual

fermion-exciton condensation. Note that as the size of the system increases from N = 6

to N = 8 to N = 10, the number of classes of degenerate, non-zero basis states as well as

the number of basis states composing each class increase from 8 classes with a total of 44

non-zero basis states to 14 classes with a total of 230 non-zero basis states to 20 classes with

a total of 1212 non-zero basis states. As such, the relative sparsity of the computations in

λD versus λG as system size is increased is due to fewer computations being run with larger

increments between each of the parameters as they are varied.

To demonstrate how the classes of non-zero basis states vary as system size is increased,

Fig. 11.6—which shows the occupation probabilities for each of the fourteen classes of basis

states consistent with the N, r = 8, 16 FEC Hamiltonian that contribute to a BCS wave

function (yellow, ϵ, λ, γ,G = 0, 0, 0, 0.9, λD = 2.50, λG = 0.57), a Lipkin wave function

(blue, ϵ, λ, γ,G = 0,−0.5,−0.5, 0, λD = 0.50, λG = 4.00), and a FEC wave function (green,

ϵ, λ, γ,G = 0,−0.5,−0.5, 0.9, λD = 2.06, λG = 1.87)—is included. Note that due to an

increase in the possible complexity, two more quantum numbers are added to describe a

few of the classes of basis states; specifically, ζ and τ are added to x, y, bool, ζ, τ where ζ

corresponds to the number of times BCS-like pairs are “stacked” into the same site such that

orbitals 2j − 1, 2j, 2j − 1 +N , and 2j +N are all occupied and where τ corresponds to the
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number of diagonal configurations in which either 2j − 1/2j +N or 2j − 1 +N/2j are both

occupied where 2j − 1 and 2j are adjacent, BCS-paired orbitals. A few configurations with

the necessary quantum numbers specified for N = 8 are included in Fig. 11.7.

As can be seen from Fig. 11.6, the groundstate wave function for the N = 8 FEC Hamil-

tonian no longer simply contains elements of the BCS wave function and the Lipkin wave

function naively entangled together. Specifically, while the |4, 4, F, 1, 2⟩ class of basis states

does include BCS-paired particles (see Fig. 11.7), it does not include the maximal number

of BCS-paired particles, which appears to be a necessary condition for non-zero occupation

of the ground state for the BCS Hamiltonian. However, this class of basis states can in-

teract with other BCS-like and Lipkin-like classes of basis states. Explicitly, |4, 4, F, 1, 2⟩

interacts with |2, 4, F ⟩ via λ
2 â

†
pâ

†
qâq+N âp+N ; |4, 4, F, 1⟩ via λ

2 â
†
pâ

†
q+N âqâp+N ; |6, 4, F ⟩ via

λ
2 â

†
p+N â

†
q+N âqâp; and |2, 2, T ⟩ via −Gâ†2j−1â

†
2j â2kâ2k−1, which does further entangle the

Lipkin-like configurations and BCS-like configurations in a non-trivial manner. As such,

while the interaction between the BCS-like classes of basis states and Lipkin-like classes of

basis states in the formation of the FEC ground state wave function is not as clear-cut or

simple as in the N = 4 case, the N = 8 FEC wave function is still an entanglement of

BCS-like and Lipkin-like terms.

A representative configuration as well as the relevant quantum numbers for all classes

of basis states for the N = 6, N = 8, and N = 10 FEC Hamiltonians is given in the

Supplemental Information.

11.5 Discussion and Conclusions

In this study, we introduce a model Hamiltonian that successfully demonstrates the physics

associated with both fermion-pair condensation and exciton condensation, as well as en-

compassing the phase space consisting of systems in which fermion-pair condensation and

exciton condensation are simultaneously realized—a phenomenon which we term fermion-
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Figure 11.6: The probabilities corresponding to each of the fourteen classes of basis states
consistent with the FEC Hamiltonian for N, r = 8, 16 are shown where green, yellow, and
blue bars correspond to the lowest eigenstate of the Lipkin Hamiltonian, the Pairing-Force
Hamiltonian, and FEC Hamiltonian, respectively. Each label x, y, bool, ζ, τ represents the
number of particles excited to the upper N -degenerate energy level (x), the number of
BCS-like pairs (y), whether the configuration is consistent with the Lipkin model (bool),
the number of times BCS-like pairs are “stacked” into the same site (ζ), and the number
of times a diagonal configuration occur in which either 2j − 1/2j + N or 2j − 1 + N/2j
are simultaneously occupied where 2j − 1 and 2j are adjacent, paired orbitals (τ). These
values act as quantum numbers that define the degenerate classes of non-zero basis functions
composing the ground state to the FEC Hamiltonian.

exciton condensation (FEC). Applying this model to systems composed of N = 4, 6, 8, 10

particles in r = 2N orbitals, we confirm this fermion-exciton condensate character for a wide

variety of ground state wavefunctions corresponding to a diverse range of input parameters in

the model Hamiltonian, additionally verifying the prediction made in prior investigation [4]

that the wavefunction of a fermion-exciton condensate is an entanglement of wavefunctions

of exciton condensates and fermion-pair condensates.

The introduction of our model Hamiltonian that supports fermion-exciton condensation

advances our understanding of the forces and orbital correlations necessary for the experi-
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Figure 11.7: Configurations representing how the Lipkin-like double excitation term (λ) and
scattering term (γ) in the FEC Hamiltonian relate the |4, 4, F, 1, 2⟩ basis state forN, r = 8, 16
to BCS-like basis states.

mental construction of FEC states in real-world materials—important insights in the search

for real-world materials exhibiting fermion-exciton condensate character. Depending on the

interpretation of the Hamiltonian elements, this could have ramifications for fields such as

traditional and molecularly-scaled electronics, spin systems, and nuclear physics.

Specifically, if the orbitals in the Hamiltonian are interpreted as spin orbitals, fermion-

exciton condensates simultaneously demonstrate the condensation of Cooper into a single

particle-particle quantum state and the condensation of electron-hole pairs into a single

particle-hole quantum state; thus, superfluid Cooper pairs—resulting in superconductivity—

and superfluid excitons—which are associated with the dissipationless flow of energy [106,

107]—should both be present to a certain extent in FEC systems, maybe demonstrating some

hybridization of the properties of superconductors and exciton condensates, which may be

relevant to the fields of energy transport and electronics in both macroscopic materials and

molecular-scaled systems.
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Alternatively, the two Lipkin-like N -degenerate levels can be interpreted as being rep-

resentative of specific spin states such that the upper level is spin up and the lower level

is spin down or vice versa. This interpretation is most-consistent with ϵ = 0—which does

demonstrate FEC states for a wide variety of input parameters—, although in a magnetic

field the different spin states could be separated by some non-zero energy. In this framework,

the Lipkin-like terms could represent simultaneous double spin flips that are either aligned

(λ) or misaligned (γ), and the pairwise Pairing-Force term could be seen as a favorable

interaction between adjacent particles demonstrating the same spin.

Moreover, as both particle-particle (consistent with the Pairing-Force Hamiltonian) and

particle-hole (consistent with the Lipkin Hamiltonian) are utilized in the field of nuclear

physics to display the essential properties of the nuclear interaction [414–416], we can in-

terpret our FEC Hamiltonian in this framework. In this interpretation, the particles being

created and annihilated are nucleons such that the Lipkin terms are associated with the

interaction of nucleons within a valence shell (γ), the mixing of particle-hole excitations

with the valence configurations, and excitations of a nucleon from one valence shell to an-

other having an energetic penalty (ϵ) [414, 416]. Additionally, in this interpretation, the

PF pairwise interaction is associated with the short-range portion of the nuclear interaction

[414, 415].

Overall, this model Hamiltonian is capable of demonstrating a wider array of collective

behavior than either the Lipkin or the Pairing-Force models. Such a Hamiltonian will have

a vast degree of applications and will be beneficial for the exploration—and for benchmark-

ing computational methodologies for the treatment of—the nontrivial physics of real-world

material and chemical systems.
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11.6 Appendix

11.6.1 Determination of Signatures of Condensation

To determine the largest eigenvalue of the particle-particle RDM (2D, see Eq. (11.1)—i.e.,

λD, the signature of superconducting character—, only the following N ×N subblock of the

full 2-RDM containing the large eigenvalue must be computed and diagonalized [138, 364,

365]

â0â1 â2â3 · · · âr−2âr−1

â
†
0â

†
1 â

†
0â

†
1â0â1 â

†
0â

†
1â2â3 · · · â

†
0â

†
1âr−2âr−1

â
†
2â

†
3 â

†
2â

†
3â0â1 â

†
2â

†
3â2â3 · · · â

†
2â

†
3âr−2âr−1

...
...

... . . . ...

â
†
r−2â

†
r−1 â

†
r−2â

†
r−1â0â1 â

†
r−2â

†
r−1â2â3 · · · â

†
r−2â

†
r−1âr−2âr−1

(11.9)

where, again, â†i and âi are to creation and annihilation operators corresponding to the

orbital with index i. Each element of this subblock of the 2-RDM is the expectation value

⟨Ψ|â†2j−1â
†
2j â2kâ2k−1|Ψ⟩ obtained by programmatically applying the appropriate creation

and annihilation operators to each pair of non-zero basis states composing the previously-

obtained ground state wave function of the Hamiltonian. As an example, for the N, r = 4

computations, there are ten non-zero basis elements composing five distinct classes (|0, 2, T ⟩,

|2, 2, F ⟩, |2, 2, T ⟩, |2, 0, T ⟩, |4, 2, T ⟩) that are used to construct the Hamiltonian (see the

Result section). The ground-state wave function is obtained in terms of these classes with a

structure given by

|Ψ⟩ = v0,2,T |0, 2, T ⟩+ v2,2,F |2, 2, F ⟩+ v2,2,T |2, 2, T ⟩

+v2,0,T |2, 0, T ⟩+ v4,2,T |4, 2, T ⟩ (11.10)
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where each of the classes is a weighted linear combination of the basis states composing it,

i.e,

|2, 0, T ⟩ = |1, 3, 6, 8⟩+ |1, 4, 6, 7⟩+ |2, 3, 5, 8⟩+ |2, 4, 5, 7⟩√
4

(11.11)

Thus, ⟨Ψ|â†2j−1â
†
2j â2kâ2k−1|Ψ⟩ is a sum of all expectation values of the form

vc1vc2⟨c1|â
†
2j−1â

†
2j â2kâ2k−1|c2⟩ (11.12)

where c1 and c2 refer to each of the distinct classes of non-zero basis states and where these

expectation values are sums over

vb1vb2
N(cb1)N(cb2)

⟨b1|â
†
2j−1â

†
2j â2kâ2k−1|b2⟩ (11.13)

where b1 and b2 are the basis states composing each class, where N(cb1) refers to the size of

the class to which basis b1 belongs, and where all possible combinations of basis states are

analyzed.

Note that only ϵ = 0 calculations were run for the N, r = 10, 20 scan such that site

symmetry allowed the entire matrix to be constructed from three distinct types of elements,

which lowered computational expense; these element types are as follows: â†2j−1â
†
2j â2j â2j−1,

â
†
2j−1â

†
2j â2kâ2k−1, and â†2j−1â

†
2j â2j±N â2j−1±N .

The signature of superconductivity (λD) is then computed from the N ×N subblock of

the 2-RDM according to the eigenvalue equation

2DviD = ϵiDv
i
D (11.14)

with the signature corresponding the largest eigenvalue (the maximum ϵiD).

The portion of the particle-hole RDM (2G) associated with a large eigenvalue is composed

of sub-matrices of the form
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â†qâq â†q+N âq â†qâq+N â†q+N âq+N

â†pâp â†pâpâ
†
qâq â†pâpâ

†
q+N âq â†pâpâ

†
qâq+N â†pâpâ

†
q+N âq+N

â†pâp+N â†pâp+N â†qâq â†pâp+N â†q+N âq â†pâp+N â†qâq+N â†pâp+N â†q+N âq+N

â†p+N âp â†p+N âpâ
†
qâq â†p+N âpâ

†
q+N âq â†p+N âpâ

†
qâq+N â†p+N âpâ

†
q+N âq+N

â†p+N âp+N â†p+N âp+N â†qâq â†p+N âp+N â†q+N âq â†p+N âp+N â†qâq+N â†p+N âp+N â†q+N âq+N .

(11.15)

tiled in the following manner:

p=0,q=0 p=0,q=1 · · · p=0,q=N
2 −1

p=1,q=0 p=1,q=1 · · · p=1,q=N
2 −1

...
... . . . ...

p=N
2 −1,q=0 p=N

2 −1,q=1 · · · p=N
2 −1,q=N

2 −1

(11.16)

In order to remove the ground-state-to-ground-state transition (to form the modified

particle-hole RDM, 2G̃, see Eq. (11.3)),

â
†
qâq â

†
q+N âq â

†
qâq+N â

†
p+N âp+N

â
†
pâp

1Dp[0, 0]
1Dq[0, 0]

1Dp[0, 0]
1Dq[0, 1]

1Dp[0, 0]
1Dq[1, 0]

1Dp[0, 0]
1Dq[1, 1]

â
†
pâp+N

1Dp[0, 1]
1Dq[0, 0]
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1Dq[0, 1]

1Dp[1, 0]
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1Dq[0, 0]

1Dp[1, 1]
1Dq[0, 1]

1Dp[1, 1]
1Dq[1, 0]

1Dp[1, 1]
1Dq[1, 1]

(11.17)

is subtracted off from each segment defined by p and q where the one-particle density matrix

(1D) is given by

âp âp+N

â
†
p â

†
pâp â

†
pâp+N

â
†
p+N â

†
p+N âp â

†
p+N âp+N

(11.18)
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The signature of exciton condensation (λG) is then obtained from the eigenvalue equation

2G̃viG = ϵiGv
i
G (11.19)

with the signature corresponding the largest eigenvalue (the maximum ϵiG).

Again, for the N, r = 10, 20, ϵ = 0 calculations, site symmetry was utilized to decrease

computational expense. Only sub-matrices corresponding to diagonal sub-matrices p = q,

sub-matrices for BCS-paired orbitals p = 2j − 1, q = 2j, and for unpaired orbitals p =

2j − 1, q ̸= p ̸= 2j needed to be computed.

11.6.2 Plastino’s Model

In literature that dates back to the 1960s and continues to this day, Plastino and coworkers

[411–413] explore a model Hamiltonian that adds a pairing-force term to the Lipkin model

in the context of nuclear physics. Introducing the Plastino pairing-force term to the Lipkin

Hamiltonian from Eq. (11.4)—which allows for slightly more flexibility than the formula-

tion given in the Plastino literature as that literature is concerned only with the double

excitation/de-excitation (λ) term and omits the scattering term (γ)—yields the following

model Hamiltonian:

HP = − ϵ

2
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â
†
i âi +

ϵ

2
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â
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â
†
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†
pâqâq+N (11.20)
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While the form of this Hamiltonian is similar to the one we introduce in Eq. (11.5), the

difference is the orbitals which the pairing-force term (G) causes to be correlated in Cooper-

like pairs. Specifically, while our model Hamiltonian pairs adjacent qubits (see Fig. 11.2),

the Plastino Hamiltonian pairs orbitals with on the same Lipkin-like cite in different layers

(i.e., stacked orbitals p and p+N).

In order to determine whether the Plastino Hamiltonian is capable of probing fermion-

exciton condensate character—where λD and λG simultaneously exceed the Pauli-like limit

of one and hence character of both fermion-pair condensation and exciton condensation

are observed in a single quantum state—, a systematic scan over the input parameters of

the Hamiltonian (ϵ, λ, γ,G) is conducted. As can in seen by Fig. 11.8 where the blue

pluses represent the Lipkin model Hamiltonian, the yellow pluses represent the PF BCS-

like Hamiltonian, and the green x’s represent the Plastino Hamiltonian, while Plastino’s

Hamiltonian is capable of reproducing all Lipkin states accessible by the Lipkin model and

states that demonstrate fermion-pair condensation, no dual condensate character is observed

from the Plastino model as the region in which both λD and λG exceed one is not probed

within this model.

In fact, there is direct competition between the particle-hole and particle-particle pairing

between Lipkin-like sites which results in each type of pairing “driving” the system toward

radically different states with the magnitudes of the coupling constants causing a transition

between the Lipkin-like and BCS-like states favored by the different interactions. Conversely,

because the particle-particle and particle-hole pairing in the model we introduce do not occur

between the same orbitals, they can coexist, allowing for a much larger possible range of λD

versus λG including the region demonstrating a fermion-exciton condensate.
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Figure 11.8: A plot of λG versus λD where parameters in the Plastino Hamiltonian are
systematically varied for N = 4 particles in r = 8 orbitals is shown.

11.6.3 Supplemental Configurations

Configurations representing each of the classes of non-zero basis states for the FEC Hamilto-

nian for six electrons in twelve orbitals; eight electrons in sixteen orbitals; and ten electrons

in twenty orbitals are—similar to Fig. 11.3—are given in Figs. 11.9-11.11.
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Figure 11.9: Configurations representing each of the eight classes of non-zero basis states for the FEC
Hamiltonian for N, r = 6, 12 are shown. From top to bottom, the quantum numbers for each state are given
by |x, y, bool⟩ = |0, 3, T ⟩,|6, 3, T ⟩, |4, 1, T ⟩, |4, 3, T ⟩, |2, 3, F ⟩, |2, 3, T ⟩, |2, 1, T ⟩, |4, 3, F ⟩, which represent the
number of particles excited to the upper N -degenerate energy level (x), the number of BCS-like pairs (y),
and whether the configuration is consistent with the Lipkin model (bool).
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Figure 11.10: Configurations representing each of the fourteen classes of non-zero basis states for the
FEC Hamiltonian for N, r = 8, 16 are shown. From top to bottom, the quantum numbers for each state
are given by |x, y, bool, (ζ, τ)⟩ = |0, 4, T ⟩, |8, 4, T ⟩, |2, 4, F ⟩, |2, 4, T ⟩, |2, 2, T ⟩, |4, 4, F, 2⟩, |4, 4, F, 1⟩, |4, 4, T ⟩,
|4, 2, F, 1, 2⟩, |4, 2, T ⟩, |4, 0, T ⟩, |6, 2, T ⟩, |6, 4, T ⟩, |6, 4, F ⟩, which represent the number of particles excited to
the upper N -degenerate energy level (x), the number of BCS-like pairs (y), and whether the configuration
is consistent with the Lipkin model (bool); ζ and τ are additional quantum numbers to clarify a few basis
states where ζ corresponds to the number of times BCS-like pairs are “stacked” into the same site such that
orbitals 2j − 1, 2j, 2j − 1 + N , and 2j + N are all occupied and where τ corresponds to the number of
diagonal configurations in which either 2j − 1/2j +N or 2j − 1 +N/2j are both occupied where 2j − 1 and
2j are adjacent, BCS-paired orbitals.
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Figure 11.11: Configurations representing each of the twenty classes of non-zero basis states for the FEC
Hamiltonian for N, r = 10, 20 are shown. From top to bottom, the quantum numbers for each state are
given by |x, y, bool, (ζ, τ)⟩ = |0, 5, T ⟩, |10, 5, T ⟩, |2, 5, F ⟩, |2, 5, T ⟩, |2, 3, T ⟩, |4, 5, F, 2⟩, |4, 5, F, 1⟩, |4, 5, T ⟩,
|4, 3, F, 1, 2⟩, |4, 3, T ⟩, |4, 1, T ⟩, |6, 5, F, 2⟩, |6, 5, F, 1⟩, |6, 5, T ⟩, |6, 3, F, 1, 2⟩, |6, 3, T ⟩, |6, 1, T ⟩, |8, 3, T ⟩,
|8, 5, T ⟩, |8, 5, F ⟩, which represent the number of particles excited to the upper N -degenerate energy level
(x), the number of BCS-like pairs (y), and whether the configuration is consistent with the Lipkin model
(bool); ζ and τ are additional quantum numbers to clarify a few basis states where ζ corresponds to the
number of times BCS-like pairs are “stacked” into the same site such that orbitals 2j−1, 2j, 2j−1+N , and
2j +N are all occupied and where τ corresponds to the number of diagonal configurations in which either
2j − 1/2j +N or 2j − 1 +N/2j are both occupied where 2j − 1 and 2j are adjacent, BCS-paired orbitals.
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CHAPTER 12

ENTANGLED PHASE OF SIMULTANEOUS FERMION AND

EXCITON CONDENSATIONS REALIZED

Material from: Sager, L. M. & Mazziotti, D. A., Entangled phase of simultaneous fermion

and exciton condensations realized. Physical Review B, published 2022, 105(12), L121105.

© The Author(s) 2022.

12.1 Chapter Synopsis

Fermion-exciton condensates (FECs)—computationally- and theoretically-predicted states

that simultaneously exhibit character of superconducting states and exciton condensates—

are novel quantum states whose properties may involve a hybridization of superconductivity

and the dissipationless flow of energy. Here, we exploit prior investigations of superconduct-

ing states and exciton condensates on quantum devices to identify a tuneable quantum state

preparation entangling the wave functions of the individual condensate states. Utilizing this

state preparation, we prepare a variety of fermion-exciton condensate states on quantum

computers—realizing strongly-correlated FEC states on current, noisy intermediate-scale

quantum devices—and verify the presence of the dual condensate via post-measurement

analysis. This confirmation of the previously-predicted condensate state on quantum de-

vices as well as the form of its wave function motivates further theoretical and experimental

exploration of the properties, applications, and stability of fermion-exciton condensates.

12.2 Introduction

It may be possible to create materials that conduct both electric current and exciton excita-

tion energy through the realization a single quantum state that simultaneously demonstrates

properties of two different condensates—one composed of “Cooper” (particle-particle) pairs
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and the other composed of excitons (particle-hole pairs) [4]. Bose-Einstein condensation

allows for multiple bosons aggregating in a single quantum state [113, 114] at sufficiently

low temperatures, resulting in the superfluidity of the constituent bosons [97, 115]. A su-

perconducting quantum phase is created upon the condensation of pairs of fermions into a

single quantum state, which results in the frictionless flow of the constituent particle-particle

pairs [128, 184]. Significant theoretical and experimental investigation [6, 96, 107, 128, 137,

156, 178, 179, 184, 185, 187, 341–351, 417] has centered on superconductors in an effort to

determine a commercially-viable material supporting superconductivity at sufficiently high

temperatures. However, the relatively low energy of the Cooper pairs [128, 184] cause them

to become unstable, reverting to traditional conductors above a critical temperature too low

for commercial applications.

One avenue towards higher-temperature condensate phases has been an examination of

condensations composed of particle-hole pairs (excitons) in a single quantum state, which

can carry exciton excitation energy without resistance [106, 107]. Excitons are more-tightly

bound than Cooper pairs, meaning that the condensation of excitons can persist at higher

temperatures than those at which superconductors form, although the natural recombi-

nation of particles and holes is a cause of experimental difficulties in creating stable, high-

temperature, ground-state exciton condensates. As such, much recent literature has explored

the characteristics of exciton condensation as well as established various methodologies for

overcoming the problem of annihilation upon recombination [5, 107, 112, 156, 178, 179, 186–

188]. Specifically, exciton condensates have been observed in optical traps with polaritons

[109, 110, 158, 189], the electronic double layers of semiconductors [180, 186, 187, 190, 191]

and graphene [164, 179, 192], and in systems composed of transition metal chalcogenides

[169, 171, 178, 418–420].

Here, we present an entangled quantum phase of matter in which a superconductor and an

exciton condensate coexist in a single quantum state—a fermion-exciton condensate (FEC).
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Figure 12.1: A figure of the condensate phase diagram in the phase space of the signatures
of particle-particle condensation, λD, and exciton condensation, λG,—previously presented
as Fig. 1 in Ref. [4]—is shown.

We leverage the ability of quantum computation to explore strongly correlated phenomena

[270–275] as well as prior investigation [5, 6] to prepare a variety of fermion-exciton con-

densate states on quantum devices via a tuneable quantum state preparation—verifying the

presence of the condensate state through probing the signatures of particle-particle (λD)

[135, 136] and exciton (λG) [155, 156] condensations. Our results not only confirm the ex-

istence of a new class of condensates, they verify the theoretical prediction of the form of

the wave function of the FEC as well as the phase diagram of the states (see Fig. 12.1).

These results suggest that such condensates can potentially be prepared in physical sys-

tems such as twisted graphene bilayers in which forces favoring exciton condensation and

superconducting, respectively, are in fierce competition.

Note that while both particle-particle and exciton condensates are known to exist in

systems designed to use exciton condensates to mediate the creation of Cooper pairs at

higher temperatures [375, 376], this coexistence of fermion pair and excitonic condensation

occurs in two adjacent systems that interact with one another [376] instead of existing in a

joint FEC state.
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12.3 Theory

12.3.1 Signatures of Condensation

Condensation occurs when multiple bosons aggregate into a single quantum state [113, 114]

at temperatures below a certain critical temperature, resulting in the superfluidity of the

constituent bosons [97, 115]. In a condensation of particle-particle pairs, pairs of fermions

condense into a single geminal, a two-fermion function directly analogous to a one-fermion

orbital [66, 135, 136, 221–223], resulting in the frictionless flow of the particle-particle pairs

[128, 184]. As established by Yang [135] and Sasaki [136], a computational signature of

such superconducting states—denoted as λD—is a large eigenvalue (λD > 1) of the particle-

particle reduced density matrix (2-RDM) with elements given by

2D
i,j
k,l = ⟨Ψ|â†i â

†
j âlâk|Ψ⟩ (12.1)

where |Ψ⟩ is an N -fermion wave function and where â†i and âi are fermionic creation and

annihilation operators for orbital i, respectively. This signature directly probes the presence

and extent of non-classical (off-diagonal) long-range order [221].

Exciton condensation, similarly, results from the condensation of particle-hole pairs (ex-

citons) condensing into a single quantum state [106, 107]. A computational signature of

exciton condensation—denoted as λG—is a large eigenvalue (λG > 1) of a modified version

of the particle-hole reduced density matrix [148, 155, 156], with elements given by

2G̃
i,j
k,l =

2G
i,j
k,l −

1Di
j
1Dl

k = ⟨Ψ|â†i âj â
†
l âk|Ψ⟩ − ⟨Ψ|â†i âj |Ψ⟩⟨Ψ|â†l âk|Ψ⟩ (12.2)

where 1D is the one-fermion reduced density matrix (1-RDM). Note that this modification

removes the extraneous large eigenvalue from a ground-state-to-ground-state transition.

See the Methods section of the Supplemental Information for specifics of how the signa-
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tures of superconductivity (λD) and exciton condensation (λG) are obtained from the result

data of a given quantum state preparation.

12.3.2 Fermion-Exciton Condensate

A fermion-exciton condensate is a quantum state in which character of both particle-particle

condensation and exciton condensation coexist [4]; thus, a fermion-exciton condensate ex-

hibits simultaneous large eigenvalues of the particle-particle and modified particle-hole RDMs—

i.e., λD, λG > 1. As we have previously theoretically established in the thermodynamic limit

[4], a fermion-exciton condensate should result from the entanglement of a wave function

exhibiting superconductivity, |ΨD⟩, with a wave function exhibiting exciton condensation,

|ΨG⟩), mathematically represented as

|ΨFEC⟩ =
1√

2− |∆|
(|ΨD⟩ − sgn(∆)|ΨG⟩) , (12.3)

where ∆ = 2⟨ΨD|ΨG⟩ [4].

From our previous work [4], we note that a fermion-exciton condensate state is accessible

in systems as small as four fermions (N = 4) in eight orbitals (r = 8), and from our investi-

gations of condensate behavior on quantum devices, wave functions demonstrating maximal

particle-particle condensation [6] and maximal exciton condensation [5], individually, have

been identified, prepared, and probed on quantum devices for N = 4, r = 8 systems. Us-

ing the forms of these wave functions, we construct a state preparation that allows for the

entanglement of the non-zero elements of the separate condensates, which is shown in Fig.

12.2. The input angles (θ1, θ2) are then optimized to generate a fermion-exciton condensate

with character of each (i.e., a dual maximization of λD and λG).

See the Methods section of the Supplemental Information for details of state preparations

using both the bosonic representation of a qubit—in which each qubit is interpreted as a
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Figure 12.2: A schematic demonstrating the fermionic quantum state preparation that yields
an entanglement of the non-zero elements of the separate particle-particle and particle-hole
condensates [5, 6], where Ry and Rz represent rotations about the y and z axes of the Bloch
sphere and where two-qubit gates are represented such that the control qubit is specified by
a dot connected to the target qubit, which is specified by the appropriate gate. The wave
function that results from this state preparation is given in the Supplemental Information.
Note that the condensate character—and hence the signatures of condensation λG, λD—are
varied by scanning over input angles (θ1, θ2).

two-fermion geminal—and the fermionic representation of a qubit—in which each qubit is

interpreted as a one-fermion orbital—as well as the optimization procedure for the input

angles. Also note that—as in Ref. [6]—in our fermionic preparation, the pairing of qubits

causes the usual difference between fermion and qubit statistics to disappear and hence

allows for the direct representation of electron pairs on the quantum computer.

12.4 Results

Using the bosonic state preparations with input angles that span the region exhibiting dual

condensate character, we prepare a fermion-exciton condensate on a five-qubit quantum de-

vice [7]. As can be seen in Fig. 12.3a, with the blue x’s representing device data before

any error mitigation, various input angles yield quantum states with the signatures of both

superconductor (λD) and exciton condensate (λG) character simultaneously exceeding the
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Pauli-like bound of one. Moreover, as statistical analysis was conducted with the average

and standard deviation determined from a sample size of ten trials per state preparation,

these large eigenvalues are not spurious; rather, they are statistically-significant within one

standard deviation. Further, for several of these unmitigated, experimental fermion-exciton

condensates, the signature of condensation persists within two standard deviations. (See

the Supplemental Information for the standard deviation ranges of the signatures of conden-

sation.) Note that divergence from the maximal dual condensate character predicted for

these input angles (i.e., the degree to which the reported data deviates from points along the

elliptical fit) is likely due to preparation and readout errors on this noisy intermediate-scale

quantum (NISQ) computer [252–254, 256]. (See the Supplemental information for device

error specifications.)

As is shown in Fig. 12.3b, using the fermionic state preparation on a noisier, fifteen-

qubit quantum device [8] fails to realize a fermion-exciton condensate before error mitigation.

Further, as shown in Table 12.1 which presents the λD and λG values for a range of prepa-

rations simulated using four noise models that simulate errors consistent with real-world

quantum device backends, this fermionic preparation would likely not yield fermion-exciton

condensates on even the newer and less-error-prone Montreal and Mumbai quantum com-

puters. Likely, the four additional two-qubit, CNOT gates introduced into the fermionic

state preparation—relative to the bosonic state preparation—introduce sufficient error to

the quantum state such that the degree that condensate character is decreased or lost alto-

gether. This is further evidenced by both simulated Montreal and Mumbai being capable of

demonstrating dual condensate behavior indicative of a fermion-exciton condensate for the

bosonic state preparation and by simulated Melbourne demonstrating higher signatures of

condensation for the bosonic preparation relative to the fermionic preparation.

In order to use NISQ devices to better-model these fermion-exciton condensate phases,

we introduce an error mitigation scheme. As can be seen in the Methods section of the

257



Supplemental Information, the state preparations should yield quantum states with only

six of the qubit basis states contributing to the overall wave function. Any contribution

from states other than these six basis states are unexpected and are directly caused by error

on the quantum devices (or simulators) employed. As such, we perform an error mitigation

technique in which we project contributions from the qubit basis states that are not expected

to contribute to zero and renormalize the resultant wave function. As can be seen in Fig.

12.3 and Table 12.1, using this error mitigation technique improves results from both the

fermionic and bosonic preparations. Specifically—as can be readily observed from the green

x’s representing the mitigated, projected results in Fig. 12.3—, this projection technique

leads to values approximating the ideal dual existence of excitonic and fermionic behavior

along the elliptical fit, allowing us to prepare and probe ideal fermion-exciton condensates

despite significant amounts of error on the NISQ quantum devices.

One interesting aside is that—for both the raw and projected data—the trade-off between

character of a superconductor and that of an exciton condensate first noted in Ref. [4] is

also observed here. This trade-off appears to be elliptic in nature—consistent with the

convex nature of the 2-RDMs when projected onto two dimensions [380–382]—even for the

noisy, non-mitigated Santiago results, and nearly the exact elliptic fit established in Ref.

[4] is observed when the contributions from the components that should not contribute are

projected to zero. (See Ref. [4] for additional details.) This trade-off is significant as it

precludes a fermion-exciton condensate with maximal condensate character of both particle-

particle and exciton condensations. However, as the trade-off is elliptic in nature and as

the maximal λD and λD values increase with system size (N), the lengths of the major and

minor axes of the elliptical fit will increase as the size of the system is increased, causing the

trade-off to become less and less stark.
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(a) Santiago (b) Melbourne

Figure 12.3: The eigenvalues of the 2D and 2G̃ matrices (λD and λG, respectively) for
various states prepared on IBM Quantum’s (a) Santiago [7] and (b) Melbourne [8] quantum
computers before and after error mitigation via projection are plotted against the elliptical
fit [4] obtained from the unconstrained scan of λD versus λG. Note that the average value
and standard deviation of ten trials per state preparation are shown.

12.5 Conclusions

In this paper, we prepare a fermion-exciton condensate—a single quantum state demon-

strating both superconductivity and exciton condensation—on a quantum device. This both

realizes a highly-correlated state of matter on a noisy intermediate-scale quantum device

and verifies the theoretical hypothesis from Ref. [4] that such a state can be generated

by entangling wave functions that separately exhibit particle-particle and exciton condensa-

tion. Further, the error mitigation technique introduced leads to signatures of fermion-pair

(λD) and exciton condensation (λG) approaching the ideal dual existence of excitonic and

fermionic behavior along the elliptical fit on NISQ devices, allowing for better-modelling of

these highly-correlated dual condensate phases on even extremely-noisy devices.

An experimental system that may result in such an entanglement may be a bilayer

system—as bilayers are often known to exhibit exciton condensation—in which the geomet-

ric orientation of the layers such as the twist angles are optimized to generate competition
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Computer Quantum Full Projected
Volume λG λD λG λD

Fermionic Preparation
Melbourne 8 0.804 0.994 1.191 1.352

0.921 0.597 1.387 1.303
0.934 0.581 1.440 1.271
0.910 0.567 1.461 1.261

Montreal 128 0.918 1.134 1.169 1.329
1.193 0.868 1.472 1.255
1.241 0.849 1.527 1.215
1.267 0.824 1.580 1.176

Mumbai 128 0.866 1.051 1.217 1.334
0.928 0.697 1.360 1.319
0.925 0.636 1.435 1.278
1.113 0.721 1.537 1.212

Bosonized Preparation
Melbourne 8 0.875 1.256 1.130 1.377

1.013 0.919 1.328 1.334
1.077 0.906 1.409 1.289
1.094 0.914 1.422 1.281

Montreal 128 1.126 1.281 1.244 1.310
1.306 1.107 1.454 1.265
1.400 1.066 1.547 1.205
1.406 1.041 1.567 1.188

Mumbai 128 0.934 1.295 1.138 1.364
1.160 1.022 1.408 1.293
1.080 0.965 1.376 1.311
1.233 0.990 1.497 1.238

Santiago 32 1.169 1.278 1.264 1.304
1.344 1.130 1.465 1.260
1.390 1.100 1.517 1.225
1.460 1.060 1.589 1.174

Table 12.1: Table of eigenvalues for the 2G̃ (λG) and 2D (λD) matrices obtained from noise
model simulating errors from real-world quantum computers both before (full) and after
(projected) error mitigation via projection of appropriate components to zero.

between forces favoring an exciton condensate and a superconductor. It may also be pos-

sible to consider bilayers in which each layer is composed of a traditional superconductor,

which can demonstrate particle-particle condensation. These systems should be studied both
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computationally and experimentally as there are many open questions regarding the forma-

tion, properties, application, and stability of fermion-exciton condensates. The possibility

of a hybridization of the properties of superconductors with those of an exciton condensate

definitely motivate further examination of this new state of matter.

12.6 Supplemental Information

12.6.1 Methods

We include details on the procedure used to prepare the qubit states presented in the arti-

cle; the methodology for reconstructing the particle-particle and the modified particle-hole

density matrices (and subsequent signatures of condensation) from data obtained from the

experimental quantum devices employed; and provide relevant information regarding the

quantum devices.

Methodology for State Preparation:

Bosonic Preparation: Our previous work [4] has demonstrated that coexistence of exciton and

particle-particle condensation is viable in systems composed of as few as four electrons (N =

4) in eight orbitals (r = 8) and is theoretically attainable via entanglement of wave functions

demonstrating maximal character of each. Interpreting each qubit as a two-fermion geminal

(as in Ref. [421]) which can either be occupied by a Cooper pair-like boson (represented as

|1⟩) or unoccupied (represented as |0⟩), we have additionally shown that maximal exciton

condensation in a four-electron, eight-orbital system is observed in qubit states described by

the following wave function [5]

|ΨG⟩ =
1√
2
(|1100⟩+ |0011⟩) (12.4)
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and that maximal character of superconductivity is observed in a qubit state described by

[6]

|ΨD⟩ = 1√
6
(|1100⟩+ |1010⟩+ |1001⟩+ |0110⟩+ |0101⟩+ |0011⟩). (12.5)

Thus, an entanglement of these two wave functions should involve only six non-zero ele-

ments of the wave function and should contain only real contributions. A general quantum

state preparation that satisfies these constraints and additionally demonstrates particle-hole

symmetry is shown in Fig 10.2b.

Figure 12.4: A schematic demonstrating the bosonic quantum state preparation that yields
Eq. (12.6) where α, β, and γ depend on the angles of rotation (θ1 and θ2), where Ry and Rz

represent rotations about the y and z axes of the Bloch sphere, and where two-qubit gates
are represented such that the control qubit is specified by a dot connected to the target
qubit, which is specified by the appropriate gate.

This state preparation yields

|Ψ⟩ = α|1100⟩ − β|1010⟩ − γ|1001⟩ − γ|0110⟩ − β|0101⟩+ α|0011⟩ (12.6)

where α, β, and γ are positive (i.e., the phases of the components that correspond to α are

0, and the phases of the components that correspond to β and γ are π) with magnitudes

depending on the angles of rotation (θ1 and θ2).

In order to determine the angles that correspond to quantum states demonstrating max-

imal dual condensate behavior (i.e., the fermion-exciton condensate), we construct the four-

fermion wave function (N = 4, r = 8) in terms of the angles of rotation (θ1 and θ2) that

correspond to the state preparation in Fig. 10.2b by converting the gates applied to their ma-
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trix representation and by translating the geminal representation into the equivalent orbital

form. The angles are then determined via multiobjective optimization–utilizing a sequen-

tial quadratic programming algorithm [377, 378] with gradients computed via second-order

centered finite differences [379]–with respect to λDG, which is given by [4]

λDG = wG
(
λG − λoG

)
− (1− wG)λD (12.7)

where wG is the weight given to optimizing the largest eigenvalue of the modified particle-

hole reduced density matrix (λG) to the value specified by λoG and where the eigenvalue of

the particle-particle reduced density matrix (λD) is unconstrained.

As λDG depends on both the signature of exciton condensation (λG) and that of su-

perconducting states (λD), probing variable specified values should yield input angles that

maximize the signature of particle-particle condensation (λD) for a specified signature of

exciton condensation (λoG). The result of this scan is shown in Fig. 12.7, and the optimized

angles demonstrating maximal fermion-exciton condensate character—i.e., having λG/λD

values that lie along the elliptical fit [4]—were utilized throughout this paper to prepare

the quantum states on the experimental quantum devices, although—in a few instances—

tweaks to the input parameters were made on the actual devices in an attempt to counteract

device-specific preparation errors.

Fermionic Preparation: To directly represent each qubit as a single-fermionic orbital—

which can either be occupied (|1⟩) or unoccupied (|0⟩)—the bosonic preparation, with the

appropriate angles of rotation as determined from the multiobjective optimization, is directly

translated to a fermionic preparation. This is accomplished as is shown in the qubit diagram

in the main text and yields the following eight-qubit wave function:

|Ψ⟩ = α|11110000⟩−β|11001100⟩−γ|11000011⟩−γ|00111100⟩−β|00110011⟩+α|00001111⟩

(12.8)
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Figure 12.5: A scan of λD versus λG where the rotation angles in Fig. 10.2b are obtained
via multiobjective optimization of λDG (see Eq. (12.7)) is plotted against the unconstrained
scan of and the corresponding elliptical fit from Ref. [4]. These optimized angles are used
to specify state preparations on the experimental quantum computers employed.

where α, β, and γ are identical to those in Eq. (12.6) for a given set of input angles (θ1, θ2).

This translation is achieved by entangling pairs of adjacent qubits, which—as is shown in

Ref. [6]—directly allows us to represent the electron pairs on a quantum computer as the

usual difference between fermion and qubit statistics vanishes due to the pairing of adjacent

qubits/orbitals that generates an extreme geminal.

Reconstruction of Density Matrices:

The portions of the reduced density matrices required to compute the signatures of super-

conductivity and exciton condensation are obtained by directly computing the expectation

value for each element of the vector form of the wave function constructed from the “counts”

data—accounting for the appropriate phases of each according to those expected from the

state preparation—for the overall operator constructed from the tensor product of the appro-
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priate creation and annihilation operators. Thus, in order to consider only fermionic—and

not bosonic—creation and annihilation operators, the results for each of the bosonic prepara-

tions are classically converted during post-measurement analysis to be consistent with results

obtained from fermionic preparations.

The subblock of the particle-particle reduced density matrix (2D) associated with its

largest eigenvalue [66, 364, 365] is given by

â1â0 â3â2 · · · âr−1âr−2

â
†
0â

†
1 â

†
0â

†
1â1â0 â

†
0â

†
1â3â2 · · · â

†
0â

†
1âr−1âr−2

â
†
2â

†
3 â

†
2â

†
3â1â0 â

†
2â

†
3â3â2 · · · â

†
2â

†
3âr−1âr−2

...
...

... . . . ...

â
†
r−2â

†
r−1 â

†
r−2â

†
r−1â1â0 â

†
r−2â

†
r−1â3â2 · · · â

†
r−2â

†
r−1âr−1âr−2

where â†i and âi are fermionic creation and annihilation operators, respectively, for orbital

(and hence qubit) i, which are given by

â
†
i =

 0 0

1 0


i

(12.9)

and

âi =

 0 1

0 0


i

(12.10)

in matrix form. The signature of superconductivity (λD) can then be computed from the

subblock of the 2D according to the eigenvalue equation

2DviD = ϵiDv
i
D (12.11)

with the signature corresponding the largest eigenvalue (the maximum ϵiD).
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Similarly, only a portion of the particle-hole RDM (2G) is associated with its large eigen-

values. This sub-matrix is composed of segments defined by p and q values according to

â
†
qâq â

†
q+4âq â

†
qâq+4 â

†
q+4âq+4

â
†
pâp â

†
pâpâ

†
qâq â

†
pâpâ

†
q+4âq â

†
pâpâ

†
qâq+4 â

†
pâpâ

†
q+4âq+4

â
†
pâp+4 â

†
pâp+4â

†
qâq â

†
pâp+4â

†
q+4âq â

†
pâp+4â

†
qâq+4 â

†
pâp+4â

†
q+4âq+4

â
†
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†
p+4âpâ

†
qâq â

†
p+4âpâ

†
q+4âq â

†
p+4âpâ

†
qâq+4 â

†
p+4âpâ

†
q+4âq+4

â
†
p+4âp+4 â

†
p+4âp+4â

†
qâq â

†
p+4âp+4â

†
q+4âq â

†
p+4âp+4â

†
qâq+4 â

†
p+4âp+4â

†
q+4âq+4.

where the overall matrix is obtained by tiling these individual segments with an overall form

given below.

p=0,q=0 p=0,q=1 · · · p=0,q=N
2 −1

p=1,q=0 p=1,q=1 · · · p=1,q=N
2 −1

...
... . . . ...

p=N
2 −1,q=0 p=N

2 −1,q=1 · · · p=N
2 −1,q=N

2 −1

As the particle-hole RDM has a large eigenvalue caused by a ground-state-to-ground-

state transition and not exciton condensation, it must be modified (to form the modified

particle-hole RDM, 2G̃) to remove the extraneous large eigenvalue. This modification is

accomplished by subtracting off

â
†
qâq â

†
q+4âq â

†
qâq+4 â

†
p+4âp+4

â
†
pâp

1Dp[0, 0]
1Dq[0, 0]
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1Dp[0, 0]
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1Dq[0, 0]

1Dp[1, 0]
1Dq[0, 1]
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1Dp[1, 1]
1Dq[0, 1]

1Dp[1, 1]
1Dq[1, 0]

1Dp[1, 1]
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from each segment defined by p and q where each one-particle density matrix is given by

âp âp+4

â
†
p â

†
pâp â

†
pâp+4

â
†
p+4 â

†
p+4âp â

†
p+4âp+4

(12.12)

The signature of exciton condensation (λG) can then be computed from 2G̃ according to

the eigenvalue equation

2G̃viG = ϵiGv
i
G (12.13)

with the signature corresponding the largest eigenvalue (the maximum ϵiG).

Experimental Quantum Device Specifications:

Throughout this work, we have employed the ibmq_santiago [7] and ibmq_16_melbourne

[8] IBM Quantum Experience devices, which are available online. Note that the bosonic

state preparation was utilized for all Santiago results, and—unless otherwise stated—the

fermionic state preparation was utilized for all Melbourne results. Both quantum devices are

composed of fixed-frequency transmon qubits with co-planer waveguide resonators [272, 274].

Experimental calibration data and connectivity for these devices are included in the following

sections of the Supplemental.

12.6.2 Calibration Data for IBM Quantum Devices Employed
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12.6.3 Extended Results

Simulated Results

Computer QV Full Full Proj. Proj. Tar. Tar.

λG λD λG λD λG λD

Fermionic Preparation

Melbourne 8 0.804 0.994 1.191 1.352 1.286 1.286

0.921 0.597 1.387 1.303 1.483 1.248

0.934 0.581 1.440 1.271 1.546 1.205

0.910 0.567 1.461 1.261 1.605 1.162

Montreal 128 0.918 1.134 1.169 1.329 1.286 1.286

1.193 0.868 1.472 1.255 1.483 1.248

1.241 0.849 1.527 1.215 1.546 1.205

1.267 0.824 1.580 1.176 1.605 1.162

Mumbai 128 0.866 1.051 1.217 1.334 1.286 1.286

0.928 0.697 1.360 1.319 1.483 1.248

0.925 0.636 1.435 1.278 1.546 1.205

1.113 0.721 1.537 1.212 1.605 1.162

Bosonized Preparation

Melbourne 8 0.875 1.256 1.130 1.377 1.286 1.286

1.013 0.919 1.328 1.334 1.483 1.248

1.077 0.906 1.409 1.289 1.546 1.205

1.094 0.914 1.422 1.281 1.605 1.162

Montreal 128 1.126 1.281 1.244 1.310 1.286 1.286

1.306 1.107 1.454 1.265 1.483 1.248

1.400 1.066 1.547 1.205 1.546 1.205
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1.406 1.041 1.567 1.188 1.605 1.162

Mumbai 128 0.934 1.295 1.138 1.364 1.286 1.286

1.160 1.022 1.408 1.293 1.483 1.248

1.080 0.965 1.376 1.311 1.546 1.205

1.233 0.990 1.497 1.238 1.605 1.162

Yorktown 8 0.908 1.240 1.174 1.352 1.286 1.286

0.939 0.773 1.266 1.333 1.483 1.248

0.929 0.760 1.259 1.304 1.546 1.205

1.186 0.924 1.489 1.240 1.605 1.162

Rome 32 1.050 1.278 1.217 1.332 1.286 1.286

1.163 1.048 1.378 1.307 1.483 1.248

1.215 1.015 1.449 1.266 1.546 1.205

1.276 1.003 1.506 1.229 1.605 1.162

Casablanca 32 0.921 1.291 1.138 1.370 1.286 1.286

1.253 1.077 1.437 1.276 1.483 1.248

1.285 1.054 1.481 1.248 1.546 1.205

1.269 1.004 1.511 1.230 1.605 1.162

Bogota 32 0.845 1.278 1.095 1.394 1.286 1.286

0.911 0.948 1.184 1.393 1.483 1.248

0.939 0.934 1.232 1.375 1.546 1.205

0.958 0.920 1.266 1.359 1.605 1.162

Santiago 32 1.169 1.278 1.264 1.304 1.286 1.286

1.344 1.130 1.465 1.260 1.483 1.248

1.390 1.100 1.517 1.225 1.546 1.205

1.460 1.060 1.589 1.174 1.605 1.162

Athens 32 1.040 1.272 1.207 1.333 1.286 1.286
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1.177 1.045 1.394 1.301 1.483 1.248

1.231 1.034 1.446 1.270 1.546 1.205

1.300 0.997 1.537 1.211 1.605 1.162
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Table 12.5: “Santiago” Device One Standard Deviation Ranges

UnMitigated
λG−stdev λG+stdev λD−stdev λD+stdev

1.106119524 1.202608949 1.032634603 1.142275989
1.197360473 1.333415971 0.985738175 1.092102568
1.208814761 1.274048835 1.077329851 1.114251012
1.195673444 1.277748932 1.010681147 1.081449226
1.399699456 1.520420531 0.867354256 0.929065155
1.257050206 1.375244907 0.973760795 1.033050067
1.24271821 1.332549323 0.978472889 1.061525591
1.227012131 1.296454483 1.040064675 1.089424906
1.112427103 1.219874228 1.083839569 1.159044964
1.251692038 1.369541989 0.958850919 1.048151358
0.98407235 1.025905282 1.172314364 1.21770465
1.043115579 1.105780529 1.160535078 1.198880205
1.014364063 1.089776566 1.136076222 1.209590419
1.055437463 1.127450622 1.119848501 1.19811167
1.111209536 1.199727224 1.080573093 1.12930971
1.127167038 1.221799983 1.070723529 1.133559956
1.193432848 1.243182206 1.081614364 1.138640211
1.190590353 1.262725915 1.031377654 1.101114269
1.267123458 1.344054637 1.00702801 1.063809474
1.262945248 1.36359222 0.973425029 1.077480496
Mitigated
λG−stdev λG+stdev λD−stdev λD+stdev

1.303049853 1.375532105 1.300438391 1.345237749
1.421051555 1.510959865 1.224190912 1.276879013
1.363983613 1.435099306 1.252706537 1.286649579
1.388445078 1.475983661 1.217921037 1.266478513
1.667942363 1.744565403 1.02216262 1.096441105
1.480203018 1.57500567 1.162103908 1.225370245
1.463897937 1.528738392 1.200178637 1.241857981
1.392579674 1.467892511 1.216507346 1.259321356
1.262841102 1.3942225 1.296548347 1.362088079
1.45886276 1.57518571 1.159283269 1.222251226
1.114645084 1.14351376 1.409501607 1.421429223
1.178807953 1.236264922 1.373563066 1.397399557
1.132798723 1.24490299 1.372379599 1.415538707
1.181658433 1.289446324 1.351957952 1.396565431
1.295858686 1.360645518 1.30514971 1.347629237
1.304227692 1.397840282 1.2963547 1.344148657
1.356516196 1.406435956 1.283049885 1.316173909
1.396331373 1.426624073 1.268962722 1.291246836
1.468936681 1.536472867 1.20174535 1.247617409
1.468310755 1.56749088 1.185573897 1.251042844
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Table 12.6: “Santiago” Device Two Standard Deviation Ranges

UnMitigated
λG−2× stdev λG+2× stdev λD−2× stdev λD+2× stdev
1.057874811 1.250853662 0.977813911 1.197096682
1.129332725 1.40144372 0.932555978 1.145284765
1.176197725 1.306665872 1.058869271 1.132711593
1.1546357 1.318786675 0.975297107 1.116833266

1.339338919 1.580781068 0.836498806 0.959920605
1.197952855 1.434342257 0.944116158 1.062694704
1.197802653 1.37746488 0.936946537 1.103051942
1.192290956 1.331175658 1.015384559 1.114105022
1.05870354 1.273597791 1.046236872 1.196647661
1.192767063 1.428466965 0.914200699 1.092801578
0.963155884 1.046821748 1.149619222 1.240399792
1.011783104 1.137113004 1.141362515 1.218052769
0.976657812 1.127482818 1.099319123 1.246347517
1.019430884 1.163457202 1.080716917 1.237243255
1.066950692 1.243986068 1.056204785 1.153678018
1.079850565 1.269116455 1.039305315 1.164978169
1.168558169 1.268056885 1.053101441 1.167153134
1.154522572 1.298793696 0.996509347 1.135982576
1.228657868 1.382520227 0.978637279 1.092200206
1.212621762 1.413915706 0.921397295 1.12950823
Mitigated
λG−2× stdev λG+2× stdev λD−2× stdev λD+2× stdev
1.266808728 1.411773231 1.278038712 1.367637428
1.3760974 1.55591402 1.197846861 1.303223064

1.328425766 1.470657152 1.235735016 1.303621101
1.344675786 1.519752952 1.193642299 1.290757251
1.629630844 1.782876922 0.985023378 1.133580347
1.432801691 1.622406997 1.13047074 1.257003413
1.43147771 1.56115862 1.179338964 1.262697653
1.354923255 1.50554893 1.195100341 1.280728361
1.197150404 1.459913199 1.263778481 1.394857945
1.400701285 1.633347185 1.127799291 1.253735204
1.100210746 1.157948098 1.403537799 1.427393031
1.150079469 1.264993407 1.36164482 1.409317803
1.076746589 1.300955124 1.350800045 1.437118261
1.127764487 1.34334027 1.329654213 1.41886917
1.263465271 1.393038934 1.283909946 1.368869
1.257421397 1.444646577 1.272457721 1.368045636
1.331556316 1.431395836 1.266487873 1.332735922
1.381185023 1.441770423 1.257820666 1.302388893
1.435168587 1.57024096 1.178809321 1.270553438
1.418720693 1.617080943 1.152839423 1.283777318
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Table 12.7: “Melbourne” Device One Standard Deviation Ranges

UnMitigated
λG−stdev λG+stdev λD−stdev λD+stdev

0.484424231 0.502670099 0.521404922 0.572931144
0.496754809 0.522657534 0.518757244 0.576071922
0.54852715 0.598121888 0.52608456 0.55799322
0.5483473 0.60383283 0.524651162 0.560084582

0.568122091 0.622323705 0.54754399 0.587416726
0.5840537 0.64092403 0.522147956 0.587372261

0.602642632 0.636068389 0.494554495 0.535562948
0.602477296 0.661408201 0.483707413 0.523261008
0.598038483 0.655219527 0.482523077 0.519166171
0.551875343 0.634652626 0.530766843 0.585759762
Mitigated
λG−stdev λG+stdev λD−stdev λD+stdev

0.796973483 0.973656014 1.440152461 1.480915671
0.832283511 1.087341283 1.414527297 1.464190898
0.856276249 1.024338638 1.413383725 1.47302444
0.90152728 1.08014262 1.407869113 1.462743687
0.890038893 1.180739107 1.400863102 1.445961684
0.976065936 1.201789035 1.379319615 1.435543214
1.145646901 1.273814438 1.355232865 1.384126915
1.197191138 1.362662227 1.309698505 1.368296281
1.181705714 1.387300512 1.289018076 1.361993975
0.889527864 1.212255564 1.346224683 1.455888612
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Table 12.8: “Melbourne” Device Two Standard Deviation Ranges

UnMitigated
λG−2× stdev λG+2× stdev λD−2× stdev λD+2× stdev
0.475301297 0.511793034 0.495641812 0.598694254
0.483803447 0.535608896 0.490099905 0.604729261
0.523729781 0.622919257 0.51013023 0.573947549
0.520604535 0.631575594 0.506934452 0.577801292
0.541021285 0.649424511 0.527607622 0.607353095
0.555618535 0.669359195 0.489535803 0.619984413
0.585929753 0.652781267 0.474050268 0.556067175
0.573011843 0.690873654 0.463930615 0.543037805
0.56944796 0.683810049 0.464201531 0.537487718
0.510486701 0.676041268 0.503270384 0.613256221
Mitigated
λG−2× stdev λG+2× stdev λD−2× stdev λD+2× stdev
0.708632218 1.061997279 1.419770856 1.501297275
0.704754626 1.214870169 1.389695497 1.489022698
0.772245055 1.108369832 1.383563368 1.502844798
0.812219609 1.16945029 1.380431826 1.490180974
0.744688786 1.326089215 1.378313812 1.468510974
0.863204387 1.314650584 1.351207816 1.463655014
1.081563133 1.337898206 1.34078584 1.39857394
1.114455594 1.445397771 1.280399616 1.39759517
1.078908316 1.49009791 1.252530126 1.398481925
0.728164014 1.373619414 1.291392718 1.510720577
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Part V

Machine Learning in Quantum

Chemistry
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CHAPTER 13

INTRODUCTION TO MACHINE LEARNING

Generally, machine learning algorithms estimate functional relationships without explicit in-

structions on how to analyze the dataset in order to develop a mapping between a set of

inputs and a corresponding set of outputs. As chemical problems inherently demonstrate

patterns—from molecular geometries to crystal structures to periodic trends such as electron

affinity—, the application of artificial intelligence approaches that are capable of ascertaining

and connecting such patterns seems well-suited for quantum chemical applications. Addi-

tionally, as scaling with increasing system sizes is a major problem in current computational

techniques (see Sec. 1.3.6), the possibility of using machine learning to “learn” patterns in

smaller molecular systems in order to predict energies and properties of larger molecular

systems is enticing to computational chemists. These considerations have lead to a modern

boon in the literature on machine learning techniques to treat quantum chemical problems.

In the following sections, a brief introduction to the terminology and techniques of ma-

chine learning will be given along with a discussion of the advantages and disadvantages

of machine learning approaches and a survey of current applications of machine learning to

quantum chemistry. For a more in-depth introduction to machine learning, see the texts

given in Refs. [422–424], and for an additional discussion of machine learning in quantum

chemistry, see the reviews presented in Refs. [425–428].

13.1 The Basics

13.1.1 Artificial Intelligence, Machine Learning, and Deep Learning

The terms artificial intelligence, machine learning, and deep learning are broad but inter-

connected terms that nonetheless have distinct applications. Artificial intelligence (AI) gen-

erally refers to techniques that enable computers to imitate human-like or super-human-like
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intelligence. Such intelligence can be explicitly coded—such as early chess machines—or

be “learned” without explicitly being programmed, i.e., machine learning. Machine learning

(ML), which is the most common and rapidly-developing subfield of artificial intelligence,

refers to a class of methods that enable a machine to perform intelligent tasks for which it

hasn’t been purposefully coded through building a statistical model based on some dataset.

Machine learning approaches use such statistical techniques to extract hidden, complex pat-

terns that are then represented as mathematical objects and can be applied to new data

related to but outside of the original dataset. In recent years, such ML algorithms have been

applied to problems including computer vision, speech-to-text, and recommendation systems.

Deep learning (DL) algorithms are a subset of machine learning algorithms that specifically

utilize multi-layered neural networks. In deep learning, function specification—the determi-

nation of what to learn from a given dataset—as well as data optimization are accomplished

by the algorithm, unlike other types of machine learning where identifying features of inter-

est by hand is required. Note that the neural networks that are utilized in DL approaches

are comprised of layers of nodes where each node (or artificial neuron) is connected to other

nodes within the layer and has an associated weight—which describes the importance of any

given variable—and threshold value—which is a bias that indicates whether or not data is

sent along to the next layer of nodes in the network. Deep learning approaches are popu-

lar in fields including speech recognition, economics, and, importantly, quantum chemistry.

Convolutional neural networks (CNNs) are a further subset of deep learning algorithms that

apply a convolution—a mathematical operation that describes the amount of overlap of one

function as it is shifted over another [429]—in the place of matrix multiplication in at least

one neural layer of the algorithm.
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13.1.2 Types of Learning

Machine learning can be classified into the following categories: supervised, semi-supervised,

and unsupervised.

Supervised Learning

In supervised learning, the training set (or dataset) is the set of N feature vectors xi and their

corresponding label yi. As an example, if you would like to train a machine learning algorithm

to be able to differentiate pictures of cats and dogs, the feature vector may correspond to

the intensity of the pixels comprising a given image and the corresponding label would

be either “cat” or “dog” depending on whether the image was of a cat or of a dog. In

general, labels can either belong to a finite set of classes (such as “cat” or “dog”) or be a

real number/vector/matrix/etc. In a supervised learning algorithm, the training set is then

used to construct a model such that when an input vector x is passed through the model, a

prediction for the label y is output. Going back to the example, the model would be trained

to recognize the patterns that make an image belong to the category “dog” or to the category

“cat” from the dataset, and then the feature vector for an image that wasn’t in the dataset

would be characterized by the model to either be of a cat or of a dog.

Unsupervised Learning

In unsupervised learning, the training set is the set of N feature vectors xi that have no

corresponding label. The goal of unsupervised learning is to produce a model that takes

a feature vector and transforms it into a number or vector useful for the solution of some

practical problem. Unsupervised learning is often useful for grouping data into distinct

clusters (referred to as clustering) without knowledge of what the clusters should be. For

example, if you provide a training set of the feature vectors comprised of pixel intensities

for your images of cats and dogs, a cluster unsupervised learning algorithm may separate
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the images of cats from the images of dogs from the features alone without the labels being

supplied. Unsupervised machine learning is also useful for visualization tasks, dimensionality

reduction, and outlier detection.

Semi-Supervised Learning

In semi-supervised learning, a training set includes both labeled feature vectors and un-

labelled feature vectors, usually with significantly more unlabelled than labelled features.

Semi-supervised learning, like supervised learning, has the goal of creating a model that can

convert a feature vector into a predicted label. The unlabelled feature vectors are included

in the dataset to help the algorithm produce a better model than may be capable from a

smaller training set with just labelled feature vectors.

13.1.3 Outline of Supervised Machine Learning Algorithm

As supervised learning is the most-common classification of machine learning as well as the

type of learning conducted in this thesis, an outline of the process of supervised learning

is provided. The first step of any ML approach is to construct a dataset composed of

feature vectors and their corresponding labels, which need to be in machine-readable form

({xi, yi}). In the above example of classifying pictures of dogs and cats, the input data—the

pictures of the dogs—first needed to be converted into a vector of pixel intensities (a vector of

numbers) in order to be “understood” by the machine. The output data—the labels of “cat”

or “dog”—should also, in practice, be converted to a numerical value such as converting “cat”

to −1 and “dog” to +1. Then, the learning algorithm needs to be chosen and/or constructed.

For our example, a support vector machine (SVM) may be a suitable choice; this algorithm

puts all feature vectors into a m-dimensional plot (where m is the dimension of your feature

vector) and draws a hyperplane—called a decision boundary—that separates the features

with positive labels (i.e., dogs) from those with negative labels (i.e., cats). This hyperplane
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is defined by

wx− b = 0 = (w(1)x(1) + w(2)x(2) + · · ·w(m)x(m))− b (13.1)

where w is a vector of weights and x is a generic feature vector. For such a feature vector,

the predicted label corresponds to

y = sign(wx− b) ∈ {−1,+1}. (13.2)

The SVM algorithm then utilizes the training set to find the optimal values for w and b in

order to yield a model that most-accurately matches its predictions for a feature vector in

the training set to its corresponding label. This is done by solving the optimization problem

[423]:

Minimize ||w|| =
√

D∑
j=1

(w(j))2 subject to yi(wxi − b) ≥ 1 for i = 1, 2, . . . ,m.

The solution to this problem is called the model, and the process of building the model

is referred to as training the model or simply training. As an aside on terminology, note

that some machine learning algorithms are trained iteratively, i.e. the minimization is ac-

complished in an iterative manner. If this is the case, then the number of iterations—the

number of times the entire training set is passed through the algorithm—is called an epoch,

and sometimes many epochs are necessary.

Generally, then, the created model is tested by running the feature vectors of a different

dataset called the testing set through the model to determine the accuracy with which the

model predicts the labels of the testing set. In our example, this would equate to taking

pictures of cats and dogs that hadn’t been used in training the model and seeing whether

the predicted label “cat” or “dog” matches the expected label.
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13.2 Summary of Current Applications in Quantum Chemistry

The application of machine learning to chemical problems has intensified over the last several

years, corresponding to a general boom in artificial intelligence techniques likely sparked by

the recent, widespread availability of large datasets, advanced algorithms, and computational

hardware capable of supporting previously prohibitively-expensive AI tasks. This is evinced

by the fact that until approximately 2010 only a few hundred studies on machine learning

in quantum chemistry had been conducted; however, for the year 2022 alone, 3654 articles

in the Web of Science database have keywords that include “artificial intelligence”, “machine

learning”, and/or “deep learning”.

During this age of artificial intelligence for quantum chemistry, machine learning ap-

proaches have been utilized to predict molecular energies [430–433], potential energy surfaces

[434–439], molecular forces [440, 441], density functionals [442–444], electron densities and

molecular polarizabilities [445, 446], and molecular spectra [447]. Further machine learning

approaches have been implemented for the development of novel and sustainable catalysts

[448] and the design of new synthetic pathways [449]. Finally, machine learning electronic

structure theory has allowed for the development of approximate quantum mechanical meth-

ods, the prediction of MP2 and coupled cluster energies from feature vectors composed of

Hartree Fock orbitals, and direct prediction of many-electron wave functions [450–456]. How-

ever, these areas are in their early stages and have yet to demonstrate definite success in

decreasing the degree of scaling with system size.

13.3 Pros and Cons of Machine Learning in Quantum Chemistry

Besides the aforementioned possible benefit of being able to train machine learning algorithms

of “known” data from small-molecule systems in order to predict the properties and energies

of larger molecules and hence circumvent scaling constraints of current quantum chemical
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methodologies, machine learning approaches also provide the possibility for insights that may

transform the field. By critically analyzing the structures and weights of successful machine

learning algorithms, scientists may discover inherent patterns behind scientific principles,

reaction pathways, chemical properties, etc. After all, the statistical approach of machine

learning captures implicit information of the system that may not be obvious or may be

impossible to recognize with traditional approaches alone.

However, machine learning does have practical drawbacks. For one, machine learning

algorithms rely upon having a large set of highly-accurate training data. Having too few

molecular systems in a training set will likely prevent accuracy in the machine learning

algorithm. Further, if the training data is skewed or flawed in some manner, the model

will possess the same flaw—or as it is generally stated: “Garbage in. Garbage out.” Thus,

an algorithm trained on molecular data derived from Hartree Fock won’t be capable of

predicting properties that depend upon correlation. Further, ML algorithms tend to lack

generality. An algorithm trained only on hydrocarbons would likely be incapable of providing

information regarding transition metal complexes. This is related to but distinct from the

problem of overfitting where the model is too-specific to the training set and is incapable

of generalizing to other feature vector inputs. Moreover, ML techniques are often not well-

understood by the quantum chemistry community [425] with chemists often treating machine

learning algorithms as black boxes. This can lead to inadequate technical expertise for the

practitioners of such ML methodologies which can result in flawed training sets, overfitting,

etc. Finally, translation of molecular properties and structures to a feature vector is a difficult

task with no clear-cut answer.
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CHAPTER 14

REDUCING THE QUANTUM MANY-ELECTRON PROBLEM

TO TWO ELECTRONS WITH MACHINE LEARNING

Material from: Sager-Smith, L. M. & Mazziotti, D. A., Reducing the quantum many-electron

problem to two electrons with machine learning. Journal of the American Chemical Society,

published 2022, 144, 18959. © The Author(s) 2022.

14.1 Chapter Synopsis

An outstanding challenge in chemical computation is the many-electron problem where com-

putational methodologies scale prohibitively with system size. The energy of any molecule

can be expressed as a weighted sum of the energies of two-electron wave functions that

are computable from only a two-electron calculation. Despite the physical elegance of this

extended “aufbau” principle, the determination of the distribution of weights—geminal oc-

cupations—for general molecular systems has remained elusive. Here we introduce a new

paradigm for electronic structure where approximate geminal-occupation distributions are

“learned” via a convolutional neural network. We show that the neural network learns the N -

representability conditions, constraints on the distribution for it to represent an N -electron

system. By training on hydrocarbon isomers with only 2-7 carbon atoms, we are able to

predict the energies for isomers of octane as well as hydrocarbons with 8-15 carbons. The

present work demonstrates that machine learning can be used to reduce the many-electron

problem to an effective two-electron problem, opening new opportunities for accurately pre-

dicting electronic structure.
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14.2 Introduction

For any molecular system, the Schrödinger equation can, in theory, be solved exactly using a

full configuration interaction (FCI) calculation [457–459] with a complete basis set; however,

in practice, the computational complexity of such an exact approach grows factorially with

system size [459], making molecular systems with more than a few dozen electrons intractable.

Over time, many approximate methodologies have been introduced in an attempt to obtain

“good enough” solutions to the electronic Schrödinger equation that predict energies within

chemical accuracy (∼1 kcal/mol).

Hartree Fock theory—a mean-field approach—yields reasonable results for a wide ar-

ray of molecular systems containing up to a few hundred atoms [458]; however, it fails in

molecules in which the motions of electrons are significantly correlated. Techniques which

more-accurately capture correlation energy such as many-body perturbation theory, cou-

pled cluster theory, complete active-space self-consistent field theory, and others remain

computationally expensive for large system sizes [458, 460]. The so-called many-electron

problem—whereby the cost of highly-accurate ab initio computational methodologies scales

in a prohibitive manner with system size—is hence an outstanding challenge in chemical

computations.

Machine learning may enable us to circumvent this problem by allowing us to use in-

formation about smaller molecules to treat correlation in larger systems at a reduced cost

[461]. It has been used to learn the energies of various molecular structures [430–433], new

functionals for density functional theory (DFT) [442–444], inverse problems in electronic

structure theory [462, 463], and even the many-body wave function of one-dimensional spin

systems [455]. However, these areas are in their early stages and have yet to demonstrate

definite success in decreasing the degree of scaling with system size.

In this Article we introduce a new paradigm for utilizing machine learning in quantum

chemistry in which we reduce the quantum many-electron problem to a more tractable, bet-
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ter scaling two-electron problem. As originally proposed by Bopp [464, 465], the energy of a

molecule of arbitrary size can be expressed without approximation as a weighted sum of the

energies of two-electron wave functions, known as geminals. However, despite its physical

significance as an extension of the “aufbau” principle, the distribution of weights—geminal

occupations—has remained elusive. Here, we show that the geminal-occupation distribution

can be learned with machine learning. We use a convolutional neural network (CNN) to

learn an effective temperature in a Boltzmann-like distribution for the geminal occupations.

The effective temperature—or correlation temperature—is inversely related to the electron

correlation. The neural network, we demonstrate, learns the N -representability of the dis-

tribution—the representability of the distribution by an N -electron system [50, 62, 66, 466],

which appears as a nonzero temperature. The scheme can be viewed as a two-electron re-

duced density matrix (2-RDM) theory as the geminal occupations are an integral part of the

2-RDM. A schematic of the machine learning algorithm for predicting molecular energies is

shown in Fig. 14.1.

We apply the machine learning algorithm to hydrocarbon systems. Specifically, by train-

ing a convolutional neural network on all isomers of ethane through heptane, we predict

the correlation temperatures—and hence molecular energies—of all of the isomers of octane

as well as all straight-chained hydrocarbons from octane through pentadecane. We find

that this RDM-based machine learning method accurately recovers the correlation energy

for larger hydrocarbon systems, with the N -representability conditions being learned by the

CNN framework. Our approach—which scales as O[n6]—improves upon the exponential scal-

ing of traditional configuration-interaction calculations, foreshadowing the potential utility

of this machine-learning reduced density matrix approach to the determination of accurate

molecular energies. While polynomial-scaling levels of theory such as Coupled Cluster with

Single and Double Excitations (CCSD) can be used to treat weakly-correlated systems such

as the hydrocarbons presented in this manuscript, if trained on appropriate molecular data,
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Figure 14.1: Graphic demonstrating algorithm flow. For a given molecule, a trained convo-
lutional neural network is used to predict the Boltzmann-like correlation temperature (Tf )
with the eigenfunctions of the reduced Hamiltonian (ϵj) and the Hartree Fock correlation
temperature (Ti) as inputs. The correlation temperature (Tf ) allows for the approximation
of the geminal populations (pf,j) by Eq. (14.4), which is sufficient for the prediction of the
energy by Eq. (14.3).

our convolutional network approach may be capable of accurately recovering correlation

energy for more highly-correlated systems.

14.3 Results and Discussion

Theory. Central to our modern understanding of chemistry is the concept of the molec-

ular orbital. Any molecule’s electronic structure can be readily understood in terms of its

molecular orbitals which are filled from lowest-in-energy to highest-in-energy by the Pauli

exclusion principle. When electrons of a molecule become strongly correlated, however, the

orbital picture with unit filling of the lowest orbitals breaks down. Because electronic in-

teractions are at most pairwise, the orbital picture can in principle be replaced by an exact

two-electron (geminal) picture, which is derivable from 2-RDM theory.

The ground- or excited-state energy of any atom or molecule is expressible as an exact

functional of the 2-RDM (2D) [48, 50, 54, 66, 71, 80, 216, 330, 331, 338, 464, 466–495]

E =

∫
2K̂ 2D(1̄2̄; 12)d1d2 (14.1)
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where 2K̂ is the reduced Hamiltonian operator

2K̂ = −N
2

(
p̂21
2m

+
p̂22
2m

+
∑
k

Zk
r1k

+
∑
k

Zk
r2k

)
+
N(N − 1)

2

1

r12
. (14.2)

In a finite orbital basis set, the operators are expressible as a reduced Hamiltonian ma-

trix. Diagonalization of this reduced Hamiltonian matrix yields a set of eigenvalues and

eigenvectors (or geminals). In the basis set of geminals, the Hamiltonian is a diagonal ma-

trix consisting of its eigenvalues, the 2-RDM has a non-negative diagonal elements which we

denote by pi, and energy is the sum over the geminal eigenvalues of the Hamiltonian matrix

ϵi weighted by the non-negative geminal occupations pi:

E =
∑
i

piϵi. (14.3)

By this transformation we express the energy as a functional of the eigenvalues of the reduced

Hamiltonian ϵi, which are readily computed at the cost of the two-electron calculation, and

the unknown geminal occupations pi (see Fig. 14.2).

The German chemist Bopp originally proposed approximating the geminal occupation

numbers by a Pauli-like filling scheme [464, 465]. He suggested choosing the lowest N(N −

1)/2 to be equal to one. This approach, while analogous to the filling of orbitals in molecular-

orbital theory, generates accurate energies for four-electron atoms and ions but energies for

larger molecular systems that are too low. Coleman suggested that the filling of the geminal

by two electrons—or the pseudo-particle called a pairon—should follow a fundamental prob-

ability distribution as in statistical mechanics [464]. He proposed a Boltzmann distribution

for the geminal occupations based on the geminal energies. While such a distribution is

not exact because the pairon pseudo-particles obey neither the Fermi-Dirac or Bose-Einstein
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particle statistics, there exists a Boltzmann-like distribution given by

pi =
N(N − 1)

Z
e−ϵi/kT

∗
(14.4)

and parameterized by a specific correlation temperature (T ∗) such that the resultant approx-

imate geminal probability distribution allows for the accurate computation of a molecule’s

energy according to Eq. (14.3). However, the ability to determine such a correlation tem-

perature is currently only possible if the geminal energies (ϵi) and geminal populations (pi)

are both known.

Here, we train a convolutional neural network (CNN) to predict the correlation tempera-

ture for a given molecular system consistent with its ground-state energy. The convolutional

neural network is trained on inputs corresponding to both geminal energies—expressed as

partition functions given by

Z =
∑
i

e−ϵi/kT (14.5)

for a variety of temperatures—as well as the computed Hartree Fock correlation tempera-

ture (T ∗
HF ) and with training outputs corresponding to a ∆ value representing the difference

between the exact (i.e. configuration interaction) correlation temperature and the HF corre-

lation temperature, i.e., ∆ = T ∗
EXACT −T

∗
HF . For larger molecular systems, we then predict

the ∆ values by reading in the geminal energies and Hartree Fock correlation temperatures

for those molecules into the trained neural network. These ∆ values are then added to the

T ∗
HF s in order to yield the exact correlation temperatures, which allows for the approxi-

mation of the geminal probability distributions and hence the molecular energies via Eq.

(14.3).

In general, for two-electron reduced density matrix methodologies, the 2-RDM must be

constrained to represent theN -electron wave function through application ofN -representability

constraints [50, 62, 66, 466]. Here, if N -representability conditions are not accounted for in
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Figure 14.2: Example of geminal energies and probabilities. For (a) benzene, we can use the
(b) geminal energies ϵi to learn the (c) geminal probabilities pi—both of which are computed
here from a [Ne = 6, No = 6] complete active-space self-consistent-field (CASSCF) using
the minimal Slater-type orbital basis set with six Gaussian primitive functions representing
each Slater-type orbital (STO-6G). Knowing both geminal energies and geminal populations
is sufficient to determine molecular energies via Eq. (14.3).

our Boltzmann-like machine learning approach, the correlation temperature would be zero,

which corresponds to the lowest-energy geminal being fully occupied by all electron pairs.

This electronic structure machine learning approach, however, maintains N -representability

by learning correlation temperatures from N -representable training data and applying this

inherent “learned” N -representability to the testing data.

See the Experimental section at the end of this document for additional details.

Energetic Predictions for Isomers of Octane. For the eighteen isomers of oc-

tane—with molecular geometries obtained from the PubChem database [496]—, the Hartree

Fock and CASSCF energies are computed using Dunning’s double-zeta (cc-pVDZ) basis set

with complete active-space self-consistent-field (CASSCF) calculations employing a [Ne =

8, No = 8] active space. Utilizing a convolutional neural network trained on hydrocarbons

ranging from two to seven carbon atoms, the correlation temperature corresponding to the

CASSCF energy is predicted for each of the octane isomers and used to compute the pre-

dicted CASSCF energies shown in Fig. 14.3(a). As can be seen from this figure, which

shows energy versus isomer identifier, the predicted CASSCF energies (green circles) show
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good agreement with the actual CASSCF energies (black boxes), vastly improving upon the

Hartree Fock energies (blue diamonds), and hence our predictions capture the correlation

energy in a fairly accurate manner.

Additionally, in order to demonstrate the generality of our reduced density matrix ap-

proach for “learning” molecular energies, Coupled Cluster Single Double (CCSD) energies are

computed for the cc-pVDZ basis for hydrocarbons ranging from two to seven carbon atoms.

The corresponding CCSD correlation temperatures are then used to train a convolutional

neural net, and the correlation temperature corresponding to the CCSD energy is then pre-

dicted for each isomer of octane, with the resultant predicted CCSD energies shown in Fig.

14.3(b). Similar to the CASSCF energies from Fig. 14.3(a), the CCSD predicted energies

(green circles) demonstrate good agreement with the actual CCSD energies (black boxes)

when compared to the Hartree Fock energies (blue diamonds). Hence, for this second level of

theory, our predictions capture correlation energies in a fairly accurate manner. Additional

predictions corresponding to CCSD calculations utilizing the STO-6G basis set can be seen

in the Supporting Information.

We next explore systems composed of larger hydrocarbons to determine whether such

good agreement remains consistent as system size is increased while the training data remains

the same.

Energetic Predictions for Large Hydrocarbon. For the eight straight-chained hy-

drocarbons ranging from octane to pentadecane—with molecular geometries obtained from

the PubChem database [496]—, the Hartree Fock and CASSCF energies are computed us-

ing Dunning’s double-zeta (cc-pVDZ) basis set with the CASSCF calculations employing a

[Ne = 8, No = 8] active space. Utilizing a convolutional neural network trained on hydrocar-

bons ranging from two to seven carbon atoms, the correlation temperature corresponding to

the CASSCF energy is predicted for each of the octane to pentadecane hydrocarbon isomers

and used to compute the predicted CASSCF energies shown in Fig. 14.4. As can be seen
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from this figure, which shows energy per carbon versus number of carbons, the predicted

CASSCF energies (green circles) show good agreement with the actual CASSCF energies

(black boxes), vastly improving upon the Hartree Fock energies (blue diamonds), and hence

our predictions capture the correlation energy in a fairly accurate manner. Although there

is a slight increase in the error as system size is increased, it appears to be small enough that

the energies of even larger hydrocarbon isomers may be able to be predicted in an accurate

manner through use of our convolutional neural network trained on only hydrocarbons with

seven or fewer carbon atoms. Similar promising results are obtained for predicting CASSCF

energies for octane, nonane, decane, and undecane via a convolutional neural network trained

on CASSCF calculations for hydrocarbons with two to seven carbons that utilize a [10,10]

active space and the cc-pVTZ basis set as can be seen in the Supporting Information.

14.4 Conclusion

In this Article, we introduce a new paradigm based on a two-electron, reduced density

matrix approach for the utilization of machine learning architecture in the prediction of

accurate correlation energies for molecular systems at reduced computational expense. By

employing a Boltzmann-like distribution for two-electron geminal populations parameter-

ized by a correlation temperature, we train a convolutional neural network on correlation

temperatures corresponding to CASSCF and CCSD calculations for smaller molecular sys-

tems in order to predict CASSCF and CCSD correlation temperatures for larger, more

computationally-expensive molecular systems and hence obtain predicted CASSCF/CCSD

energies. Moreover, the N -representability conditions are inherently maintained by our CNN

framework—as evinced by nonzero correlation temperatures. This methodology for the pre-

diction of CASSCF energies scales as O[n6] with the number of orbitals due to the diagonal-

ization of the reduced Hamiltonian, which is an improvement over the exponential scaling

of a traditional CASSCF calculation. See the Experimental section for additional comments
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(a) CASSCF, cc-pVDZ, [Ne = 8, No = 8]

(b) CCSD, cc-pvDZ

Figure 14.3: Octane data. Hartree Fock energies (HF, blue diamonds), (a) Complete Active Space
Self-Consistent Field/(b) Coupled Cluster Single Double (CASSCF/CCSD, black boxes) energies,
and energy values predicted via utilization of Convolutional Neural Networks (CNN, green circles)
are shown for the series of octane isomers. As can be seen, the CNN methodology trained on
smaller hydrocarbon data fairly accurately recovers the correlation energy. Isomer labels are given
by [8.01: ‘Octane’, 8.02: ‘2-Methylheptane’, 8.03: ‘3-Methylheptane’, 8.04: ‘4-Methylheptane’,
8.05: ‘2,2-Dimethylhexane’, 8.06: ‘2,3-Dimethylhexane’, 8.07: ‘2,4-Dimethylhexane’, 8.08: ‘2,5-
Dimethylhexane’, 8.09: ‘3,3-Dimethylhexane’, 8.10: ‘3,4-Dimethylhexane’, 8.11: ‘3-Ethylhexane’,
8.12: ‘2,2,3-Trimethylpentane’, 8.13: ‘2,2,4-Trimethylpentane’, 8.14: ‘2,3,3-Trimethylpentane’, 8.15:
‘2,3,4-Trimethylpentane’, 8.16: ‘3-Ethyl-2-Methylpentane’, 8.17: ‘3-Ethyl-3-Methylpentane’, 8.18:
‘2,2,4,4-Tetramethylbutane’]. Hartree Fock, CASSCF, and CCSD calculations are all computed
here using Dunning’s double-zeta (cc-pVDZ) basis set with the CASSCF calculations employing a
[Ne = 8, No = 8] active space.
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Figure 14.4: Large hydrocarbon data. Hartree Fock energies (HF, blue diamonds), Com-
plete Active Space Self-Consistent Field energies (CASSCF, black boxes), and energy values
predicted via utilization of Convolutional Neural Networks (CNN, green circles) per number
of carbons are shown for the series of straight-chained hydrocarbons from octane through
pentadecane. As can be seen, the CNN methodology trained on smaller hydrocarbon data
fairly accurately recovers the correlation energy. Isomer labels are given by [8: ‘Octane’,
9: ‘Nonane’, 10: ‘Decane’, 11: ‘Undecane’, 12: ‘Dodecane’, 13: ‘Tridecane’, 14: ‘Tetrade-
cane’, 15: ‘Pentadecane’]. Both Hartree Fock and CASSCF calculations are computed here
using Dunning’s double-zeta (cc-pVDZ) basis set with the CASSCF calculations employing
a [Ne = 8, No = 8] active space.
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on computational scaling.

Demonstrating the power of this technique, we train a convolutional neural network on

small hydrocarbon systems—with the number of carbon atoms ranging from two to seven—in

order to predict CASSCF energies for larger hydrocarbon systems—with the number of car-

bons ranging from eight to fifteen. We find that our RDM-based machine learning approach

accurately recovers the correlation energy for the larger hydrocarbon systems. Thus, our

trained convolutional neural network allows us to predict CASSCF-like results at signifi-

cantly lower computational expense.

While the hydrocarbons involved in training and testing this implementation of our

machine-learning reduced density matrix approach do not demonstrate large degrees of cor-

relation, the prediction of accurate correlation energies for larger molecular systems of the

type included in the training set likely indicates that as long as the convolutional neural

network is trained on appropriate small molecules, the energies of highly-correlated, larger

molecules should be able to be obtained via our methodology. Specifically, if one wishes

to predict the energy of a molecule which demonstrates a fairly-large degree of correlation,

smaller correlated systems would likely be necessary to train the neural network. Application

of our machine-learning reduced density matrix approach to highly-correlated systems is a

future direction of this research.

This work foreshadows the promise of machine learning in molecular electronic structure

calculations, demonstrating that “learning” information about less-expensive, smaller molec-

ular systems can be directly applied to larger typically more-expensive molecules. Future

electronic structure methodologies may even include pre-trained convolutional neural net-

works—possibly varying with the types of atoms, basis set, active space, functional groups,

and/or degree of bond saturation inherent to the molecular system of interest—trained on

FCI (or similarly expensive) correlation temperatures. This work serves as an initial step in

the realization of a combined reduced-density-matrix and machine-learning approach that
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may provide a real advance in decreasing computational expense for large, highly-correlated

electronic structure calculations.

14.5 Experimental

Computational Methods. The molecular geometries for all hydrocarbon isomers are

obtained from the PubChem database [496]. Molecular energies are then computed for

Hartree Fock, Complete Active Space Self-Consistent Field (CASSCF), and Coupled Cluster

Single Double (CCSD) levels of theory through use of a Dunning’s double-zeta (cc-pVDZ)

basis set, with the CASSCF calculations employing a [Ne = 8, No = 8] active space.

These calculations are accomplished via the Quantum Chemistry Toolbox [497] in the Maple

computing environment [498]. Note that while—throughout this text—the size of the active

space for the training and testing molecules is made identically [Ne = 8, No = 8] for all

CASSCF calculations, changing active space sizes with the number of carbons yielded similar

results to those we present here. (See the Supporting Information for additional details.)

Computation of Geminal Energies and Populations. The reduced Hamiltonian

(2K) shown in Eq. (14.2) is obtained by directly computing the one electron integrals and

the electron repulsion integrals via the MOIntegrals function of the Quantum Chemistry

Toolbox [497] in the Maple computing environment [498] and then applying the appropriate

conversions to put it into the same orbital basis as the 2-RDM. The geminal energies (ϵi)

then correspond to the eigenvalues of the 2K matrix. The populations (pi) of the geminals

are then obtained via the following

pi = ⟨vi|2D|vi⟩ (14.6)

where vi is the eigenvector of the reduced Hamiltonian corresponding to the the geminal

energy ϵi and where 2D is the particle-particle reduced density matrix (2-RDM).
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Convolutional Neural Network. Model Inputs. For a given molecular system, both

the geminal energies (ϵi) and the Hartree Fock correlation temperature (T ∗
HF ) are input into

the convolutional neural network. Specifically, the geminal energies are encoded as partition

functions (Z)—computed according to Eq. (14.5)—for β values ranging from 0 to 20 by 0.4

where

β =
1

kT
(14.7)

and where k is the Boltzmann constant. The Hartree Fock correlation temperature is ob-

tained by inserting Eq. (14.5) into Eq. (14.4) which is inserted into Eq. (14.3) to obtain

E(T ) =
N(N − 1)∑
i
eiϵi/kT

∑
j

ϵje
−ϵj/kT (14.8)

and then temperature is optimized via scipy.optimize.minimize such that |EHF − E(T )| is

minimized.

Model Outputs. For a given molecular system, the output of the convolutional neural net

is a ∆ value representing the difference between the Hartree Fock correlation temperature

and the predicted CASSCF correlation temperature, i.e., ∆ = T ∗
CAS − T ∗

HF . From this

output, the predicted correlation temperature corresponding to the CASSCF calculation

can be computed by adding the output (∆) to the Hartree Fock correlation temperature

(T ∗
HF ), which can be used—along with the known geminal energies (ϵi)—to calculate the

predicted CASSCF energy according to Eq. (14.8).

Training Data. All hydrocarbons isomers ranging from two to seven carbon atoms are

used to train the convolutional neural net. Specifically, the training set—composed of twenty-

one hydrocarbon molecules—follows: 2.01: ‘Ethane’, 3.01: ‘Propane’, 4.01: ‘Butane’, 4.02:

‘2-Methylpropane’, 5.01: ‘Pentane’, 5.02: ‘2-Methylbutane’, 5.03: ‘2,2-Dimethylpropane’,

6.01: ‘Hexane’, 6.02: ‘2-Methylpentane’, 6.03: ‘3-Methylpentane’, 6.04: ‘2,2-Dimethylbutane’,

6.05: ‘2,3-Dimethylbutane’, 7.01: ‘Heptane’, 7.02: ‘3-Methylhexane’, 7.03: ‘2-Methylhexane’,
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7.04: ‘2,2-Dimethylpentane’, 7.05: ‘2,3-Dimethylpentane’, 7.06: ‘2,4-Dimethylpentane’, 7.07:

‘3,3-Dimethylpentane’, 7.08: ‘3-Ethylpentane’, 7.09: ‘2,2,3-Trimethylbutane’.

Testing Data. All isomers of octane as well as nonane, decane, undecane, dodecane,

tridecane, tetradecane, and pentadecane are used to test the trained neural net. Specifically,

the testing set follows: 8.01: ‘Octane’, 8.02: ‘2-Methylheptane’, 8.03: ‘3-Methylheptane’,

8.04: ‘4-Methylheptane’, 8.05: ‘2,2-Dimethylhexane’, 8.06: ‘2,3-Dimethylhexane’, 8.07: ‘2,4-

Dimethylhexane’, 8.08: ‘2,5-Dimethylhexane’, 8.09: ‘3,3-Dimethylhexane’, 8.1: ‘3,4-Dimethyl

hexane’, 8.11: ‘3-Ethylhexane’, 8.12: ‘2,2,3-Trimethylpentane’, 8.13: ‘2,2,4-Trimethylpen-

tane’, 8.14: ‘2,3,3-Trimethylpentane’, 8.15: ‘2,3,4-Trimethylpentane’, 8.16: ‘3-Ethyl-2-Methyl

pentane’, 8.17: ‘3-Ethyl-3-Methylpentane’, 8.18: ‘2,2,4,4-Tetramethylbutane’, 9.01: ‘Nonane’,

10.01: ‘Decane’, 11.01: ‘Undecane’, 12.01: ‘Dodecane’, 13.01: ‘Tridecane’, 14.01: ‘Tetrade-

cane’, 15.01: ‘Pentadecane’.

CNN Specifics. The convolutional neural network is composed of an input layer, five

additional dense layers, and an output layer. The input layer consists of partition functions

and the Hartree Fock correlation temperature as specified in the Model Inputs section, and

the output layer is a dense layer consisting of the ∆ value described in the Model Outputs

section. The additional dense layers have 503, 240, 100, 50, and 20 nodes, respectively.

All dense nodes are initialized via the he_uniform kernel initializer with a relu activation

function. For the training of the convolutional net, loss is measured via mean absolute

error, and the adam optimizer is implemented for 30, 000 epochs. This convolutional neural

network is implemented using Keras—Python’s deep learning API [499].

Computational Scaling For the testing set, scaling is dominated by the determination

of the geminal energies, which are obtained via the diagonalization of the two-electron re-

duced Hamiltonian, a computation that scales as O[r6] where r is the number of orbitals in

the active space. Thus, for a given molecule in the testing set, computational expense for

prediction of molecular energies scales as O[r6]. The computational expense of the training
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set is dominated by the determination of the reference CASSCF or CCSD energies necessary

to obtain the reference correlation temperature—which are known to scale approximately as

O[N !] and O[N6], respectively, for a given molecule where N for CASSCF is the number of

active electrons and N for CCSD is the number of total electrons.

14.6 Supplemental Information

14.6.1 Prediction of CASSCF Energies with a Variable Active Space Size

and the STO-6G Basis

In the main article to which this supplemental corresponds, the active space size for all

complete active-space self-consistent field calculations is fixed to [Ne = 8, No = 8] for

all hydrocarbons used in both the training and testing sets. To test the necessity of this

assumption, we additionally train a convolutional neural network on hydrocarbon data with

variable active space sizes. Specifically, the following active spaces are used for the CASSCF

hydrocarbon calculations: [Ne = 2, No = 2] for isomers of ethane; [Ne = 4, No = 4]

for isomers of propane and butane; [Ne = 6, No = 6] for isomers of pentane and hexane;

and [Ne = 8, No = 8] for isomers of heptane and octane. Note that the STO-6G basis is

utilized for both Hartree Fock and CASSCF calculations and that an identical convolutional

neural network to that described in the main text is implemented. As can be seen in Fig.

14.5—where hydrocarbons with two to seven carbon atoms were used to train the neural

network that was tested on isomers of octane—the energies predicted from our CNN approach

(green circles) still seem to capture the correlation energy accurately for the vast majority of

octane isomers as it more-closely matches the CASSCF (black boxes) than the Hartree Fock

(blue diamonds) calculations. However, from comparison of these results to those shown in

the main text, it is apparent that restricting the training data to have the same active space

as the testing data does produce some benefit, as the predicted energies in which active space

299



size is maintained for all hydrocarbons more-closely matches CASSCF energies.

Figure 14.5: Hartree Fock energies (HF, blue diamonds), Complete Active Space Self-
Consistent Field energies (CASSCF, black boxes), and energy values predicted via uti-
lization of Convolutional Neural Networks (CNN, green circles) are shown for the series
of octane isomers. As can be seen, the CNN methodology trained on smaller hydro-
carbon data fairly accurately recovers the correlation energy. Isomer labels are given by
[8.01: ‘Octane’, 8.02: ‘2-Methylheptane’, 8.03: ‘3-Methylheptane’, 8.04: ‘4-Methylheptane’,
8.05: ‘2,2-Dimethylhexane’, 8.06: ‘2,3-Dimethylhexane’, 8.07: ‘2,4-Dimethylhexane’, 8.08:
‘2,5-Dimethylhexane’, 8.09: ‘3,3-Dimethylhexane’, 8.10: ‘3,4-Dimethylhexane’, 8.11: ‘3-
Ethylhexane’, 8.12: ‘2,2,3-Trimethylpentane’, 8.13: ‘2,2,4-Trimethylpentane’, 8.14: ‘2,3,3-
Trimethylpentane’, 8.15: ‘2,3,4-Trimethylpentane’, 8.16: ‘3-Ethyl-2-Methylpentane’, 8.17:
‘3-Ethyl-3-Methylpentane’, 8.18: ‘2,2,4,4-Tetramethylbutane’]. Both Hartree Fock and
CASSCF calculations are computed here using the STO-6G basis set with the CASSCF
calculations employing the following active spaces: [Ne = 2, No = 2] for isomers of ethane;
[Ne = 4, No = 4] for isomers of propane and butane; [Ne = 6, No = 6] for isomers of
pentane and hexane; and [Ne = 8, No = 8] for isomers of heptane and octane.
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14.6.2 Prediction of CASSCF Energies with an [10,10] Active Space and

cc-pVTZ Basis Set

The manuscript presents our machine learning approach for prediction of CASSCF ener-

gies utilizing a convolutional neural network trained on CASSCF energies computed using a

[Ne = 8, No = 8] active space and the cc-pVDZ basis set. Here, we additionally include the

prediction of a selection of CASSCF energies utilizing a convolutional neural network trained

on CASSCF energies computed using a [Ne = 10, No = 10] active space and the cc-pVTZ

basis set using an identical convolutional neural network to that described in the main text.

As can be seen from Fig. 14.6—where hydrocarbons with two to seven carbon atoms were

used to train the neural network that was tested on larger hydrocarbons—, the convolutional

neural network methodology (CNN, green circles) trained on smaller hydrocarbon data fairly

accurately recovers the correlation energy for all eighteen isomers of the straight-chain iso-

mers of hydrocarbons with 8-11 carbon atoms. This is evinced by the degree to which the

CNN results match CASSCF energies (CASSCF, black boxes) when compared to the Hartree

Fock energies (HF, blue diamonds). This agreement of our machine learning approach with

the CASSCF energies for [Ne = 10, No = 10] active space calculations utilizing cc-PVTZ

emphasizes that the results obtained in the main manuscript are neither reliant on active

space nor basis set. Further, this is a demonstration that our reduced density matrix ma-

chine learning approach is capable of predicting the higher degree of correlation inherent to

using both a larger basis set and active space.

14.6.3 Prediction of CCSD Energies with a STO-6G Basis Set

The manuscript presents our machine learning approach for prediction of CCSD energies

utilizing a convolutional neural network trained on CCSD energies computed using the cc-

pVDZ basis set. Here, we additionally include the prediction of CCSD energies utilizing a

convolutional neural network trained on CCSD energies computed using the STO-6G basis
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Figure 14.6: Hartree Fock energies (HF, blue diamonds), Complete Active Space Self-
Consistent Field energies (CASSCF, black boxes), and energy values predicted via utiliza-
tion of Convolutional Neural Networks (CNN, green circles) are shown for the series of
octane isomers. As can be seen, the CNN methodology trained on smaller hydrocarbon data
fairly accurately recovers the correlation energy. Isomer labels are given by [8: ‘Octane’, 9:
‘Nonane’, 10: ‘Decane’, 11: ‘Undecane’]. Both Hartree Fock and CASSCF calculations are
computed here using the cc-pVTZ basis set with the CASSCF calculations employing the
[Ne = 10, No = 10] active space.

set utilizing an identical convolutional neural network to that described in the main text.

As can be seen from Figs. 14.7 and 14.8—where hydrocarbons with two to seven carbon

atoms were used to train the neural network that was tested on larger hydrocarbons—,

the convolutional neural network methodology (CNN, green circles) trained on smaller hy-

drocarbon data fairly accurately recovers the correlation energy for all eighteen isomers of

octane as well as the straight-chain isomers of hydrocarbons with 8-15 carbon atoms. This is

evinced by the degree to which the CNN results match CCSD energies (CCSD, black boxes)

when compared to the Hartree Fock energies (HF, blue diamonds). This agreement of our

machine learning approach with the CCSD energies for calculations utilizing the STO-6G

basis emphasizes that the results obtained in the main manuscript are not reliant on basis
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set. Further, the large hydrocarbon data obtained for these CCSD calculations—able to be

compared to exact CCSD results due to the small STO-6G basis set—additionally confirm

that obtaining fairly-accurate correlation energies for these larger hydrocarbons is not reliant

on utilization of the CASSCF level of theory but rather can be obtained for the CCSD level

of theory.

Figure 14.7: Hartree Fock energies (HF, blue diamonds), Coupled Cluster Single Dou-
ble energies (CCSD, black boxes), and energy values predicted via utilization of Con-
volutional Neural Networks (CNN, green circles) are shown for the series of octane iso-
mers. As can be seen, the CNN methodology trained on smaller hydrocarbon data
fairly accurately recovers the correlation energy. Isomer labels are given by [8.01:
‘Octane’, 8.02: ‘2-Methylheptane’, 8.03: ‘3-Methylheptane’, 8.04: ‘4-Methylheptane’,
8.05: ‘2,2-Dimethylhexane’, 8.06: ‘2,3-Dimethylhexane’, 8.07: ‘2,4-Dimethylhexane’, 8.08:
‘2,5-Dimethylhexane’, 8.09: ‘3,3-Dimethylhexane’, 8.10: ‘3,4-Dimethylhexane’, 8.11: ‘3-
Ethylhexane’, 8.12: ‘2,2,3-Trimethylpentane’, 8.13: ‘2,2,4-Trimethylpentane’, 8.14: ‘2,3,3-
Trimethylpentane’, 8.15: ‘2,3,4-Trimethylpentane’, 8.16: ‘3-Ethyl-2-Methylpentane’, 8.17:
‘3-Ethyl-3-Methylpentane’, 8.18: ‘2,2,4,4-Tetramethylbutane’]. Both Hartree Fock and
CCSD calculations are computed here using the cc-pVDZ basis set.
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Figure 14.8: Large hydrocarbon data. Hartree Fock energies (HF, blue diamonds), Coupled
Cluster Single Double energies (CCSD, black boxes), and energy values predicted via uti-
lization of Convolutional Neural Networks (CNN, green circles) per number of carbons are
shown for the series of straight-chained hydrocarbons from octane through pentadecane. As
can be seen, the CNN methodology trained on smaller hydrocarbon data fairly accurately
recovers the correlation energy. Isomer labels are given by [8: ‘Octane’, 9: ‘Nonane’, 10:
‘Decane’, 11: ‘Undecane’, 12: ‘Dodecane’, 13: ‘Tridecane’, 14: ‘Tetradecane’, 15: ‘Pentade-
cane’]. Both Hartree Fock and CCSD calculations are computed here using the STO-6G
basis set.
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