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ABSTRACT

This thesis consists of two separate projects.

In the first project, we construct the Lafforgue variety, an affine scheme parametrizing

the simple modules of a non-commutative algebra R over any field k, provided that the cen-

ter Z(R) is finitely generated and R is finite as a Z(R)-module. Applying our construction

in the case of Hecke algebras of Bernstein components, we derive a characterization for the

irreducibility of induced representations in terms of the vanishing of a generalized discrim-

inant on the Bernstein variety. We explicitly compute the discriminant in the case of an

Iwahori-Hecke algebra of a split reductive p-adic group.

We additionally give potential applications to the Local Langlands conjecture via com-

parison of Hecke algebras on the group and Galois sides, as in the ABPS conjectures. In

particular, we construct a Bernstein variety for the Galois side of the Local Langlands cor-

respondence and conjecture that the Lafforgue varieties of the two sides are isomorphic.

In the second project, we prove that character sheaves have nilpotent singular support

in any characteristic, partially extending the work of [MV88] and [Gin89] to positive char-

acteristic. We do this by introducing a category of tame perverse sheaves and studying its

functorial properties.
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CHAPTER 1

THE LAFFORGUE VARIETY

1.1 Introduction

1.1.1 Summary

The category of smooth representationsM(G) of a reductive p-adic group G is not semisim-

ple. Instead, there is a splitting of M(G) as a direct product of indecomposable categories

by virtue of the Bernstein decomposition theorem

M(G) ≅ ∏
s∈B(G)

Ms(G),

see Theorem 1.2.20 or [BD84, Proposition 2.10], indexed by the set of connected components

B(G) of the Bernstein variety Ω(G).

In particular, to each smooth irreducible representation π ∈ Irr(G) we can attach uniquely

up to G-conjugation its cuspidal support sc(π) ∶= (M,σ)G, where M is a Levi subgroup of G

and σ a supercuspidal irreducible representation of M such that π embeds in the parabolic

induction iGM (σ). Then, Ω(G) parametrizes the set of conjugation classes of possible cuspidal

supports. As iGM (σ) is of finite length, Ω(G) is also a finite-to-one parametrizing space for

Irr(G). We define Irrs(G) ⊆ Irr(G) to be the subset of irreducible representations with

cuspidal support in s. The splitting provided by Bernstein’s decomposition theorem induces

the partition

Irr(G) = ⊔
s∈B(G)

Irrs(G) (1.1)

on the level of irreducible objects.

With the intent of studying M(G), various versions of Hecke algebras have been intro-

duced, with the property that their module category is equivalent to some subcategory of
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M(G). The centers of Hecke algebras are isomorphic to subrings of the ring of regular func-

tions of Ω(G). The study of the representation theory of p-adic reductive groups via Hecke

algebras has provided an abundance of beautiful results, see for example [IM65], [KL87],

[AMS22].

In [Laf16], Laurent Lafforgue predicted the existence of an algebraic variety classifying

smooth irreducible representations of a p-adic reductive group with regular functions being

generated by traces over Hecke algebras.

More precisely, Lafforgue’s proposed construction works as follows. For every smooth rep-

resentation (V,π) of G we have V =⋃
K

V K where K ranges over all compact open subgroups

K ≤ G and V K denotes the subspace of K-fixed vectors. As a consequence of Bernstein’s

admissibility theorem, if V is also irreducible, V K is finite. LetMK(G) be the full subcate-

gory of smooth representations generated by K-fixed vectors and HK(G) the Hecke algebra

of K-biinvariant locally constant compactly supported distributions on G - see subsection

2.3. We have

MK(G) ≅M(HK(G))

whereM(HK(G)) denotes the module category ofHK(G). Therefore, IrrK(G) ≅ Irr(HK(G)).

We consider for each r ∈ HK(G) a function fr ∶ Irr(HK(G)) → C defined by fr(V ) =

trV (r). Let TK be the ring of functions on Irr(HK(G)) generated by all fr, r ∈ HK(G), which

we call the ring of traces. The set Irr(HK(G)) can be naturally embedded in Spec(TK), since

any V ∈ Irr(HK(G)) gives a geometric point via the evaluation homomorphism. Lafforgue

predicted that IrrK(G) ≅ Irr(HK(G)) embeds as an open dense subscheme of Spec(TK).

We prove the existence of this basic object in the following more general setting: Let

R be a not necessarily commutative k-algebra over any field k, such that the center Z(R)

is finitely generated and R is finite as a Z(R)-module. Let A be any subalgebra of Z(R)

such that R is a finite A-module. An irreducible R-module will be finite as a consequence

of Schur’s lemma and the finiteness assumption. Therefore, by the same procedure we can
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define the ring of traces TR of R over A. We define LafR/A ∶= Spec(TR) to be the Lafforgue

variety.

The subalgebra A ⊆ Z(R), acts by a character on any simple module, and thus we get a

natural projection LafR/A → Spec(A).

We can now state our main theorem, where we also remove any assumptions on k. Notice

that our definition of the ring TR will be more involved in the case char(k) > 0 - see subsection

3.3.

Theorem 1.1.1. Irr(R) forms the set of k̄-points of a dense Zariski open subscheme iLafR/A

of LafR/A. The projection p ∶ LafR/A → Spec(A) is finite.

The main difficulty in proving Theorem 1.1.1 is that Lafforgue’s proposed construction

of the trace ring TR does not provide much information on its structure. What we thus need

is a framework in algebraic geometry which gives rise to a more workable definition of the

trace ring. This framework turns out to be a non-commutative generalization of the classical

Hilbert-Chow morphism.

Our strategy is as follows: we will first construct a non-commutative Hilbert scheme

for the finite A-algebra R, which is a proper A-scheme Q. Next, using the trace (or the

determinant in the positive characteristic case), we construct a morphism from the Hilbert

scheme to an affine A-scheme V . The morphism Q→ V can then be shown to factor through

a closed subscheme of V which is finite over Spec(A), of which the coordinate ring can be

identified with TR in the case char(k) = 0.

We first apply our results to the question of irreducibility for a parabolically induced rep-

resentation from a cuspidal datum, a long studied subject, see for example [BZ76], [Mul79],

[Kat81], [KL87]. In particular, we consider the Hecke algebra Hs(G) of a Bernstein compo-

nent s ∈B(G), with the property that its module categoryM(Hs(G)) satisfies

Ms(G) ≅M(Hs(G)).

3



In [Sol22], it was shown that Hs is almost Morita equivalent, ie. the categories of finite-

dimensional modules are equivalent, to a twisted affine Hecke algebra Hs.

Applying Theorem 1.1.1 to the case of the Hecke algebra Hs of a Bernstein component

s ∈B(G) and its center Zs, we get a finite map

p ∶ Laf
Hs/Zs

→ Ωs

from the Lafforgue variety to the Bernstein variety. When restricted to iLaf
Hs/Zs

, it agrees

with Bernstein’s cuspidal support map upon identifying Irrs(G) with iLaf
Hs/Zs

(C).

Returning to the general case of any algebra R satisfying our condition and a central

subalgebra A, we stratify Spec(A) according to the cardinality of the fibers of p. If R =

Hs, A = Zs, the parabolic induction iGM (σ) from a cuspidal datum (M,σ)G ∈ Spec(Zs) is

irreducible if and only if ∣p−1(M,σ)∣ = 1, ie. on the open dense stratum X0 of the cardinality

stratification.

If A is regular over a field k of characteristic 0 and R is also a locally free A-module, we

have another concrete description of the stratification. Fixing a central character χ ∶ A→ k,

a simple R-module with central character χ corresponds to an Rχ = (R⊗A,χ k)-module. We

can then describe the stratification by studying the rank of the Jacobson radical of Rχ.

We mainly apply this result to the open dense stratum X0. We define a notion of a

generalized discriminant dR/A, which is a principal ideal of A, with the property that the

complement of its zero set in SpecA is X0.

Induced representations are irreducible for generic cuspidal data, so they are irreducible

exactly on X0. We choose a regular central subalgebra A ⊆ Zs with f ∶ Spec(Zs)→ Spec(A)

finite. Using the Jacobson stratification previously described, we prove the following.

Theorem 1.1.2. Let (M,σ)G be a cuspidal datum. Then, iGM (σ) is irreducible if and only

4



if (M,σ) ∈X0. Outside of the singular locus Z(f), this is equivalent to

d
Hs/A(f(M,σ)) ≠ 0.

We develop computational methods for generalized discriminants that work well with

explicit presentations as in Solleveld’s theorem [Sol22]. In particular, we explicitly calculate

the discriminant for the unramified Bernstein component and the Iwahori-Hecke algebra

of a split reductive p-adic group to retrieve results about irreducibility of principal series

appearing, for example, in [Kat81].

Another approach in parametrizing smooth representations of reductive groups is the

(enhanced) Local Langlands Correspondence. It asserts a natural bijection of Irr(G) in the

group side with a set Φe(G) of conjugacy classes of enhanced Langlands parameters in the

Galois side. In particular, there is a partition

Φe(G) = ⊔
s∨∈B∨(G)

Φs∨
e (G),

corresponding to (1.1) in the Galois side [AMS18]. Aubert, Moussaoui and Solleveld also

constructed a twisted affine Hecke algebra Hs∨ such that Φs∨
e (G) ≅ Irr(Hs∨) as sets [AMS21].

They also proved many cases of the enhanced Local Langlands Correspondence by comparing

the Hecke algebras on the group side and the Galois side [AMS22]. It is believed that the two

Hecke algebras are always almost Morita equivalent, which implies the bijection. Building on

their work, we consider the weaker geometric Conjecture 1.6.4, which asserts the existence

of a commutative diagram

LafHs/Zs
LafHs∨/Zs∨

Spec(Zs) Spec(Zs∨)

≅

≅

5



We believe Conjecture 1.6.4 may help clarify proofs of known cases and is easier to establish

than the full almost Morita equivalence. With the purpose of studying the Conjecture, we lay

out a Bernstein-type theory on the Galois side. In particular, we prove that Ωs∨ ∶= Spec(Zs∨)

parametrizes the set of equivalence classes s∨, and the finite projection

LafHs∨/Zs∨
→ Ωs∨

when restricted to iLafHs∨/Zs∨
(C) agrees with the cuspidal support map on the Galois side.

1.1.2 Outline

In Section 2, we recall classical results in the structure theory and the classification of p-

adic reductive groups and the construction of the Bernstein variety. We also recall various

versions of Hecke algebras, both to amend possible confusion stemming from the existence

of multiple algebras going by that name in the literature and to make our treatment more

self-contained.

In Section 3, we define our non-commutative generalizations of the Hilbert scheme and

the Hilbert-Chow morphism. We construct the trace map and carry out the proof of Theorem

1.1.1 in the characteristic zero case. Then, we construct the determinant map to treat the

positive characteristic case. We also show the Lafforgue variety construction is independent

of the auxiliary choice of a central subalgebra A ⊆ Z(R).

In Section 4, we construct the Jacobson stratification. We use it to define a notion of

equivalence of algebras based on them having isomorphic Lafforgue varieties, and to de-

rive a geometric bijection on the open dense subschemes corresponding to the irreducible

representations in such a case.

In Section 5, we define generalized discriminants and study the case of Hecke algebras

to prove Theorem 1.1.2. We prove properties of discriminants to make them more amenable
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to calculation, including a generalization of the classical behavior of the discriminant in a

tower of extensions of number rings to general commutative algebras, which doesn’t seem

to appear in the literature for our case, using the generalized Riemann-Hurwitz formula. In

particular, we show the following.

Lemma 1.1.3. For a tower of extensions C/B/A such that A,B are commutative and reg-

ular, C is commutative, C is free of rank n as a B-module and B is free as an A-module,

we have that

dC/A = (dB/A)
n ⋅NB/A(dC/B),

where NB/A is the norm function.

As an application, we compute the discriminant for the case of an Iwahori-Hecke algebra

of a split reductive p-adic group.

In Section 6, we recall relevant material to the enhanced Local Langlands correspondence.

We recall results of [AMS21] and [AMS22]. We state Conjecture 1.6.4, and lay out the

Bernstein theory for the Galois side of the correspondence. We show the Conjecture implies

a weak version of enhanced Local Langlands. We also show it follows from conjecturally true

statements and in many cases known results.

1.2 The Bernstein variety and Hecke algebras

We recall the classical construction of the Bernstein variety and state the Bernstein decom-

position theorem [BD84]. We also recall various versions of Hecke algebras used to study

M(G) orMs(G). Following [HKP09], we illuminate the structure of the Iwahori-Hecke al-

gebra using intertwiners. We summarize recent progress in describing Ms(G) via (twisted)

affine Hecke algebras [AMS21], [AMS22].

7



1.2.1 Reductive groups and their classification

Let G be a reductive algebraic group defined over a non-archimedean local field F with ring

of integers O and uniformizer τ . We denote by k = O/τO the residue field and q = ∣k∣. Let

G =G(F ) be the group of F -points. Let Fsep be a separable closure of F .

A subgroup P of G is called parabolic if G/P is compact. Then, P =MU where U is

the unipotent radical of P and M is a Levi subgroup of G. If P is also solvable, it is called

a Borel subgroup.

Definition 1.2.1. G is called quasi-split over F if G has a Borel subgroup B defined over

F .

An algebraic group T is called a torus if over Fsep it is isomorphic to Gr
m. The F -rank

of T is the largest integer s such that there is an embedding Gs
m ↪ T defined over F . By

definition, the Fsep-rank of T is r. If the F -rank of T is equal to its Fsep-rank, we call T

split over F .

Definition 1.2.2. G is called split over F , or simply G is split, if there exists a maximal

torus T ⊆G that is split over F .

Remark 1.2.3. If G is split, then G is also quasi-split. In that case, Borel subgroups are the

minimal parabolic subgroups, and parabolic subgroups are exactly the subgroups containing a

Borel. Over Fsep, every reductive group G is split.

Split reductive groups have a simple characterization. We need the following definition.

Definition 1.2.4. A root datum is a quadruple R = (X∗,Φ,X∗,Φ∨) such that

• X∗,X∗ are free abelian groups of finite rank equipped with a perfect pairing (⋅, ⋅) with

values in Z.

• Φ,Φ∨ are finite subsets of X∗,X∗ equipped with a bijection ∨ such that (a, a∨) = 2 for

all a ∈ Φ.
8



• For each a ∈ Φ the map sa ∶ X∗ → X∗ defined by sa(x) ∶= x − (x, a∨)a induces an

automorphism of the root datum. We also require the symmetric condition for Φ∨.

If for any a ∈ Φ we have that 2a ∉ Φ, R is called reduced.

Let T be a maximal split over F torus of G.

Proposition 1.2.5. Let X∗(T) ∶= Hom(T,Gm) be the character lattice of T, X∗(T) ∶=

Hom(Gm,T) be the cocharacter lattice, Φ(G,T) ⊆ X∗(T) the weights of the induced T-

action on the Lie algebra g, and Φ∨(G,T) ⊆ X∗(T) the coweights. For any a ∈ Φ(G,T),

there is a unique a∨ ∈ Φ∨(G,T) such that a(a∨(x)) = x2 for any x ∈ Gm. Then,

R = (X∗(T),Φ(G,T),X∗(T),Φ
∨(G,T)),

equipped with the bijection ∨ is a root datum, independent of the choice of maximal split

torus T.

We will use the following groups associated to a root datum R.

Definition 1.2.6. Let R = (X∗,Φ,X∗,Φ∨) be a root datum. We define the finite Weyl group

W (Φ) of R to be the group generated by sa for all a ∈ Φ, and W (R) =X∗ ⋊W (Φ) to be the

extended affine Weyl group of R. We let Waff be the affine Weyl group of R.

Example 1.2.7. Let G = GL2(F ) and T the split maximal torus of diagonal matrices. Then,

• X∗(T ) ≅ Z2 with basis e1, e2 where

ei

⎛
⎜
⎜
⎝

⎛
⎜
⎜
⎝

a1 0

0 a2

⎞
⎟
⎟
⎠

⎞
⎟
⎟
⎠

∶= ai

9



• X∗(T ) ≅ Z2 with basis f1, f2 where

f1(x) ∶=

⎛
⎜
⎜
⎝

x 0

0 1

⎞
⎟
⎟
⎠

, f2(y) ∶=

⎛
⎜
⎜
⎝

1 0

0 y

⎞
⎟
⎟
⎠

• Φ(G,T ) = {e1 − e2, e2 − e1},Φ
∨(G,T ) = {f1 − f2, f2 − f1}.

• Let a = e1 − e2. Then, a∨ = f1 − f2. Indeed,

a(a∨(x)) = a

⎛
⎜
⎜
⎝

⎛
⎜
⎜
⎝

x 0

0 x−1

⎞
⎟
⎟
⎠

⎞
⎟
⎟
⎠

= x2

• W (Φ) ≅ S2.

• W (R) = Z2 ⋊ S2.

Finite Weyl groups and affine Weyl groups are concrete examples of Coxeter groups.

Definition 1.2.8. A pair (W,S) where W is a group and S = {s1, . . . , sn} is a finite subset

of W is called a Coxeter group if W is generated by S and admits a presentation

W = ⟨s1, s2, . . . , sn ∈ S ∣ (sisj)
m(i,j) = 1⟩,

where m(i, j) ∈ N ∪ {∞}, m(i, i) = 1 and m(i, j) ≥ 2. If m(i, j) = ∞, then no relation is

imposed between si and sj. The numbers m(i, j) are called the Coxeter constants of the

group.

The choice of the generators S also gives rise to an important function on W .

Definition 1.2.9. The length function l ∶W → N of (W,S) assigns to an element w ∈W the

length l(w) of the minimum expression w = s1⋯sl(w) representing w as a product of elements

in S.
10



Theorem 1.2.10. [Spr, Theorem 16.4.2] Split connected reductive groups are uniquely de-

termined by their root datum.

Quasi-split groups can be characterized by the action of Γ ∶= Gal(Fsep/F ) in the Dynkin

diagram of the root datum, which is trivial in the split case.

Two algebraic groups G,H are called forms of each other if they are isomorphic over

Fsep. If γ ∶H ≅

Ð→G is an isomorphism, we define an 1-cocycle ϕγ ∶ Γ→ Aut(G) defined by

ϕγ(σ) ∶= γσγ
−1σ−1.

Two isomorphic forms will give cohomologous cocycles, so forms are parametrized up to

isomorphism by the Galois cohomology group H1(F,Aut(G)). We let Inn(G) be the sub-

group of inner automorphisms of G, which is canonically isomorphic to the adjoint form

Gad ∶=G/Z(G) of G.

Definition 1.2.11. If ϕγ takes values in Gad, H is called an inner form of G.

When we also fix an isomorphism of algebraic groups γ ∶H
≅

Ð→G defined over Fsep such

that im(ϕγ) ⊆Gad ∶=G/Z(G), (H, γ) is called an inner twist of G.

Remark 1.2.12. Two inequivalent inner twists can have isomorphic underlying groups.

Proposition 1.2.13. [Spr, Proposition 16.4.9] Every connected reductive group is the inner

twist of a quasi-split group.

Let Z(G) denote the center of G. If Gad ∶= G/Z(G) is the adjoint form of G, inner twists

are parametrized in a canonical way by the Galois cohomology group H1(F,Gad), if we fix

the identity element to correspond to the quasi-split form.

1.2.2 Bernstein theory

Let P =MU be a parabolic subgroup of G with Levi M , and σ a representation of M . We con-

sider the adjoint functors of parabolic induction and restriction iGM ∶M(M) →M(G), r
M
G ∶
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M(G)→M(M).

Definition 1.2.14. A representation σ of M is called supercuspidal if rNM (σ) = 0 for any

proper Levi subgroup N ⊆M .

Lemma 1.2.15. Every smooth irreducible representation π ∈ Irr(G) can be embedded in an

induced representation π ↪ iGM (σ) where M is a Levi subgroup of G and σ is a supercuspidal

representation of M .

Proof. Let M be a minimal Levi for G such that rMG (π) ≠ 0, and σ be an irreducible

quotient of rMG (π). By transitivity of restriction, rMG (π) is supercuspidal and therefore σ is

supercuspidal. By Frobenius reciprocity, the map rMG (π)↠ σ provides us a non-trivial map

π → iGM (σ). By irreducibility of π, this map is injective.

Let Irrc(M) be the set of supercuspidal irreducible representations of M . There is an

action of the group Xnr(M) ∶= Hom(M(F )/M(O),C) of unramified characters of M on

Irrc(M) by twisting given by χ ⋅ (M,σ) = (M,χ⊗ σ). Let s = [M,σ] ∈B(G) be the orbit of

the equivalence class of the cuspidal pair (M,σ) under the action of Xnr(M). We denote by

Xnr(M,σ) the finite subgroup of Xnr(M) stabilizing σ as an irreducible representation of

M . The quotient Ts ∶= Xnr(M)/Xnr(M,σ) ≅ Irrc(M) is a torus, and parametrizes cuspidal

pairs with Levi subgroup M up to M -conjugation. Up to G-conjugation, an element g ∈ G

stabilizing a cuspidal pair has to stabilize M , therefore it is in the normalizer NG(M). As

we have already accounted for M -conjugation, G-conjugation becomes the natural action

of the Weyl group W (M) ∶= NG(M)/M . We denote by Ws ≤ W (M) the finite subgroup

stabilizing a cuspidal pair.

Proposition 1.2.16. The algebraic variety Ωs(G) = Ts/Ws parametrizes the equivalence

classes of cuspidal pairs in s.

Proof. By the discussion of the previous paragraph, equivalence classes in s are parametrized

12



by Ts up to the transitive action of Ws. Ωs admits a natural structure of an algebraic variety

since it is the quotient of a torus by a finite group.

Definition 1.2.17. Let B(G) be the set of all such orbits s for all choices of non-conjugate

Levi subgroups M ≤ G. We define the disjoint union

Ω(G) = ⊔
s∈B(G)

Ωs(G)

to be the Bernstein variety of G.

Remark 1.2.18. Strictly speaking Ω(G) is not a variety due to the infinite number of con-

nected components, but an infinite union of such. We will often refer to Ωs as a Bernstein

variety, but it will be clear from context.

Proposition 1.2.16 and Definition 1.2.17 imply the following.

Theorem 1.2.19. The Bernstein variety Ω(G) parametrizes the set of cuspidal pairs up to

G-conjugacy for G. The map sc ∶ Irr(G) → Ω(G) sending an irreducible representation π to

its cuspidal support sc(π) is finite-to-one. In particular, the Bernstein variety parametrizes

Irr(G) in a finite-to-one way.

We define Irrs(G) = sc−1(Ωs(G)), andMs(G) to be the full subcategory ofM(G) with

set of objects {V ∈M(G) ∣ JH(V ) ⊆ Irrs(G)}, where JH(V ) is the set of Jordan-Holder

consituents of V . We can now state the Bernstein decomposition theorem.

Theorem 1.2.20. [BD84, Proposition 2.10] The partition

Irr(G) = ⊔
s∈B(G)

Irrs(G)

induces a splitting of the abelian category

M(G) = ∏
s∈B(G)

Ms(G).

13



1.2.3 Hecke algebras

The Hecke algebra of G is the non-unital algebra H(G) of locally constant compactly sup-

ported distributions on G under convolution. For a smooth representation π ∈M(G) with

underlying vector space Vπ and a fixed vector v ∈ Vπ we define a function fv ∶ G → Vπ by

fv(g) = π(g)v. We define a functor F ∶ M(G) → M(H(G)) sending a smooth represen-

tation π ∈ M(G) with vector space V to the H(G)-module F (π) ∶= V with action given

by F (E)v = ⟨E , fv⟩. A module M over a non-unital algebra R is called non-degenerate if

Ann(x) ≠ R for all x ∈M .

Proposition 1.2.21. The functor F defines an equivalence of categories

M(G) ≅M(H(G)),

where M(H(G)) denotes the category of non-degenerate H(G)-modules.

Let K ≤ G be a compact open subgroup, MK(G) the full subcategory of modules gen-

erated by K-fixed vectors, and eK the normalized constant distribution on K.

Definition 1.2.22. We define HK(G) ∶= eK ∗H ∗ eK ⊆ H(G) to be the subalgebra of K-

biinvariant distributions.

We have H(G) = ⋃K HK(G).

Proposition 1.2.23. The functor F restricts to an equivalence of categories

MK(G) ≅M(HK(G)).

We recall a useful lemma allowing us to represent certain abelian categories as categories

of modules over an algebra.
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Definition 1.2.24. A projective generator in an abelian categoryM is a projective object Π

such that the functor FΠ ∶M→ Sets defined by FΠ(X) = Hom(Π,X) is faithful and preserves

direct sums.

Lemma 1.2.25. [Hym68, Theorem 1.3] Let M be an abelian category with arbitrary direct

sums that has a finitely generated projective generator Π. Let Λ = End
M
(Π) be the algebra

of endomorphisms of Π in M. Then

M ≅ rM(Λ)

the category of right Λ-modules.

Definition 1.2.26. We call two algebras H1,H2 Morita equivalent if

M(H1) ≅M(H2).

We call H1,H2 almost Morita equivalent if

Mf(H1) ≅M
f(H2).

where Mf(H) is the category of finite-dimensional modules. We denote Morita equivalence

by H1 ∼ H2 and almost Morita equivalence by H1
a
∼ H2.

Remark 1.2.27. A finitely generated projective generator is not unique and different algebras

H1,H2 produced by Lemma 1.2.25 do not need to be isomorphic. Instead, since M(H1) ≅

M ≅M(H2), we always have the Morita equivalence

H1 ∼ H2.

Let (M,σ) be a representative for s ∈B(G). If AM is the maximal split torus in Z(M)
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and M○ the maximal compact open of M . Then,

σ ∣M○= σ1 ⊕ . . .⊕ σk,

with each σi irreducible and supercuspidal. We define

Πs
G ∶= indMAMM○σ1,

where ind is the functor of compact induction.

Proposition 1.2.28. Πs
G is a finitely generated projective generator of Ms(G). In partic-

ular, if Hs ∶= End
M
(Πs

G), we have

Ms(G) ≅M(Hs(G)).

Proof. The first assertion is [Ber92, Theorem 23], see also [Roc02, Section 1.6]. The second

follows by Lemma 1.2.25 and the observation that by the splitting provided by the Bernstein

decomposition theorem

End
M
(Πs

G) ≅Hom
M
(Πs

G,Π
s
G) ≅Hom

Ms
(Πs

G,Π
s
G) ≅ End

Ms
(Πs

G).

We can often get more explicit Hecke algebras via the theory of types [BK98]. Let K be

a compact open subgroup of G and ρ a smooth representation of K.

Definition 1.2.29. The ρ-spherical Hecke algebra H(G,ρ) of G is the algebra of compactly

supported functions

H(G,ρ) ∶= {f ∶ G→ End(Vρ̃) ∣ f(kgk
′) = ρ̃(k)f(g)ρ̃(k′), ∀k, k′ ∈K,g ∈ G},
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under convolution with respect to the Haar measure.

Definition 1.2.30. We define the idempotent

eρ(g) =

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

dim(Vρ)
µ(K)

tr(ρ(g−1)) if g ∈K

0 if g ∈ G ∖K.

and Hρ ∶= eρ ⋆ H ⋆ eρ. If V ∈ M(G), we define Vρ ∶= V ∗ eρ ∈ M(Hρ). For a Bernstein

component s ∈B(G), the pair (K,ρ) is called an s-type if sc(JH(V )) ⊆ s Ô⇒ V = Vρ.

Proposition 1.2.31. If (K,ρ) is an s-type, then

Hs ∼ H(G,ρ) ∼ Hρ.

Proof. By [BK98] there is a canonical isomorphism

H(G,ρ)⊗End(Vρ)
≅

Ð→ Hρ

which by the characterization of Morita equivalence implies

H(G,ρ) ∼ Hρ.

The latter equivalence follows from [BK98, §4].

1.2.4 Iwahori-Hecke algebras

The material in this section is based on the excellent exposition [HKP09]. Let G(F ) be a

split reductive group over a non-archimedean field F with ring of integers O, uniformizer

π, and q = O/πO the cardinality of the residue field. Let T be a maximal split torus and

B = TN a Borel. An Iwahori subgroup I ⊆ G(F ) is defined to be the preimage of a Borel
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B(k) under the natural surjection G(O)↠ G(k). HI(G) is called the Iwahori-Hecke algebra

of G. If s is the unramified component of Ω(G), Hs ≅ HI(G).

In this subsection, we focus more concretely on the Iwahori-Hecke algebra. To ease

notation, we set H ∶= HI(G). We will show H admits a presentation due to Bernstein,

which essentially shows it is isomorphic to an affine Hecke algebra. To do this, we need to

define the intertwining operators, which will also be used in Section 5 for the computation

of discriminants.

We define R = C[X∗(T )] ≅ O(T̂ ) to be the group algebra of the cocharacter lattice. It

will turn out that R can be embedded in H. First, notice that by sending µ ∈ X∗(T ) to

πµ = µ(π) ∈ T (F ) we get an isomorphism X∗(T ) ≅ T (F )/T (O). Using this isomorphism, we

view R as a representation of T and thus we can consider the normalized induction iGB(R).

We define M = (iGB(R))
I to be the module of I-fixed vectors, thus M is an HI -module.

By definition, M ≅ Cc(T (O)N/G/I). Since W̃ ≅ T (O)N/G/I, by setting vx = 1T (O)NxI

we get a W̃ -basis of M as a vector space. Thus, we can define a left R-action on M by

πµ ⋅ vx = q−⟨ρ,µ⟩vπµ⋅x, where ρ is the half-sum of roots of T in Lie(N).

M is therefore an (R,H)-bimodule. The next proposition is essential.

Proposition 1.2.32. [HKP09, Lemma 1.6.1] The map h→ v1h is an isomorphism of right

H-modules from H to M . In particular, H ≅ EndH(M).

Remark 1.2.33. M is the projective generator of the previous subsection for the unramified

Bernstein component.

Using Proposition 1.2.32, and the left R-action on M , we get an injective morphism

θ ∶ R ↪ H defined by rv1 = v1θ(r). This allows us to identify R with a subalgebra of H.

Even more, HW = Cc(I/K/I) is the finite Hecke algebra associated to the finite Weyl group

W , and it is also a subalgebra of H.

Proposition 1.2.34. [HKP09, §1.1] The map f ∶ R⊗HW →H defined by r ⊗ h→ θ(r)h is

an isomorphism of vector spaces and embeds R, HW as subalgebras.
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All that is left to have a complete presentation of H is to determine how R and HW

interact. Using certain integrals with respect to the Haar measure, we can define an operator

Isa between two suitable completions of M that satisfies Isa(rϕ) = sa(r)Isa(ϕ), see [HKP09,

Section 1.10]. After multiplying with 1 − π−a
∨ , we get an operator Jsa = (1 − π

−a∨)Isa ∈

EndH(M). By Proposition 1.2.32, Jsa corresponds to an element ja ∈ H such that πµja =

jaπsa(µ).

The Gindikin-Karpelevich formula [HKP09, Lemma 1.13.1] implies that Jsa(v1) = q−1(1−

πa
∨

)vsa+(1−q
−1)πa

∨

v1, thus by proposition 1.2.32 we get ja = q−1(1−πa
∨

)Tsa+(1−q
−1)πa

∨

since the actions of the two elements on v1 agree.

Notice that Isa does not correspond to an element of H essentially because it has denom-

inators in R. We remedy this problem by considering L to be the function field of R and

then defining HL = H ⊗R L. In HL, we can perform computations with denominators, and

we have elements ia corresponding to the intertwining operators where the previous relation

becomes

ia = q
−1Tsa +

(1 − q−1)πa
∨

1 − πa
∨

To ease computations, we define the elements

ca =
ea
da
=
1 − q−1πa

∨

1 − πa
∨
∈ L.

Now we will derive the quadratic relation satisfied by ia from the quadratic relation (Tsa −

q)(Tsa + 1) = 0. We have:

Tsa − q = q (ia − ca)

Tsa + 1 = q (ia + sa(ca))
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which gives us

i2a = casa(ca) (1.2)

By induction on the length of w, we get the following Lemma that will be useful in

Section 5.

Lemma 1.2.35. Let w ∈W and Rw = {a ∈∆ ∣ a > 0,w(a) < 0}. Then,

IwIw−1 = ∏
a∈Rw

eae−a
dad−a

.

We can also derive the intertwining relation satisfied by the Tsa from the intertwining

relation iar = sa(r)ia. Combining with the quadratic relation, we get the Bernstein presen-

tation for the Iwahori-Hecke algebra [HKP09, §1]

Proposition 1.2.36. The Iwahori-Hecke algebra of G is generated over the group algebra of

the cocharacter lattice by elements Tw = Ts1⋯Tsn where w = s1⋯sn is a reduced expression

for w, and for a simple root a the element Tsa satisfies

(Tsa + 1)(Tsa − q) = 0 (1.3)

Tsaπ
µ = πsa(µ)Tsa +

(q − 1)(πµ − πsa(µ))

1 − π−a
∨

. (1.4)

We can also use the intertwining elements, to determine the center of H. From the

intertwining relations, it follows that W -invariant elements of R are in the center, ie. RW ⊆

Z(H). The other direction is also true by virtue of the Satake isomorphism.

Indeed, given the relation 1.2, it makes sense to define the normalized intertwining oper-

ators ka = iac−1a , since then

k2a = iac
−1
a iac

−1
a =

i2a
sa(ca)ca

= 1 (1.5)
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Lemma 1.2.37. There exist elements kw ∈HI
L indexed by w ∈W which form a basis of HI

L

as L-vector space such that ksα = kα for all simple coroots α, kww′ = kwkw′ for all w,w′ ∈W

and kwl = w(l)kw. In other words, we have an isomorphism between HI
L with the twisted

group algebra L⟨W ⟩.

Proof. We will prove that there exists a unique morphism of groups W → (HI
L)
× given by

w ↦ kw such that ksα = kα for all simple coroots. Since the Weyl group W is the Coxeter

group defined by reflections sα and braid relations (sαsβ)m(α,β) = 1, integers m(α,β) being

the Cartan constants associated with the root system, we only have to prove that that the

involution kα satisfies the same braid relations (kαkβ)m(α,β) = 1. If w = sα1 . . . sαn is an

expression of w ∈W as the product of simple reflections sαi , then kw = kα1 . . . kαn is then an

invertible element of HI
L depending only on w. In particular, we will then have kww′ = kwkw′

for all w,w′ ∈W . We know that the elements kw so defined satisfy the commutation relation

kwl = w(l)kw. We will also prove that the elements kw for a basis of L-vector space HI
L.

For every w ∈ W , let Hw
L denote the L-vector space of elements h ∈ HI

L such that

hl = w(l)h for all l ∈ L. If w = sα1 . . . sαn is an expression of an element w ∈W as a product

of simple reflections sαi , then the product kα1 . . . kαn is an invertible element of HL lying in

Hw
L . It follows that dim(Hw

L ) ≥ 1.

Next we prove that the subspaces Hw
L of HL are linearly independent. We will prove

that if ∑w∈W hw = 0 with hw ∈ Hw
L then hw = 0 for every w ∈ W . For this we need some

basic facts in Galois theory. We recall that L is a Galois extension of K = LW of Galois

group W . We have distinct morphisms of algebras L ⊗k L → L given by x ⊗ y → xσ(y) for

each w ∈ W . This gives rise to an isomorphism of L-algebras L ⊗k L → LW which is in

particular an isomorphism of L-vector spaces. Concretely, for every basis l1, . . . , lm of L as

a vector space over K, the vectors (w(li),w ∈W ) ∈ LW form a basis of LW . Now, for every

i ∈ {1, . . . ,m}, we have

0 = ∑
w∈W

hwli = ∑
w∈W

w(li)hw.
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Since the vectors (w(li),w ∈ W ) ∈ LW form a basis of LW , it follows that hw = 0 for every

w ∈W .

Since dimL(H
w
L ) = ∣W ∣, we derive dim(HW

L ) = 1 for all w ∈W , and

HI
L = ⊕

w∈W
Hw
L .

Now, if α,β are distinct simple coroots and (sαsβ)m(α,β) = 1 then (kαkβ)m(α,β) ∈ H1
L

therefore (kαkβ)m(α,β) ∈ L. We define vK0 = 1K ∈ C
∞
c (K/G/K). Combining with the

spherical Gindikin-Karpelevich formula vK0 kα = vK0 we have vK0 (kαkβ)
m(α,β) = vK0 . It

follows that (kαkβ)m(α,β) = 1.

Theorem 1.2.38 (Satake isomorphism). The center Z(H) of H is RW ≅ O(T̂ //W ).

Proof. Since L⟨W ⟩ is a matrix algebra over LW , its center consists of the scalar matrices,

ie. LW . Thus, the center of H is

H ∩LW = RW .

1.2.5 Affine Hecke algebras

The results of the previous subsection admit generalizations in the sense of providing specific

presentations for algebras that are (almost) Morita equivalent to Hecke algebras of Bernstein

components. Affine Hecke algebras have since found applications in various areas of mathe-

matics, such as knot theory, combinatorics, representations of finite groups, etc. Due to the

fact they admit a Bernstein presentation, Theorem 1.1.1 can be applied. We recommend the

exposition [Sol21].

Proposition 1.2.39. Let (W,S) be a Coxeter group, equipped with a function q ∶ S → C such

that q(s) = q(s′) if s, s′ are conjugate in W . There is a unique algebra structure H(W,q) on

22



the vector space over C generated by elements Tw,w ∈W such that

• Te = 1,

• (Ts − q(s))(Ts + 1) = 0, s ∈ S,

• TsTs′Ts⋯ = Ts′TsTs′⋯ where both sides have m(s, s′) elements,

• Tw1w2 = Tw1Tw2 if l(w1w2) = l(w1) + l(w2).

We call H(W,q) the Iwahori-Hecke algebra of (W,q). If W is finite, we call H(W,q) its

finite Hecke algebra. If (W,S) is an affine Weyl group, we say H(W,q) is of affine type.

The connection with the definitions of the previous subsection is the following theorem

[IM65].

Proposition 1.2.40 (Iwahori-Matsumoto presentation). If G is a split, simply connected,

semisimple group over Qp, T a split maximal torus, and (W,S) the affine Weyl group of the

dual root datum R(G,T )∨. Let q(s) = p, ∀s ∈ S. Then,

HI(G) ≅ H(W,q).

Affine Hecke algebras are a generalization of Iwahori-Hecke algebras of affine type.

Proposition 1.2.41. Let R = (X∗,Φ,X∗,Φ∨) be an irreducible root datum with finite Weyl

group W , q ∈ R≥1, and λ,λ∗ ∶ Φ→ C be W -invariant functions such that

a∨ ∉ 2X∗ Ô⇒ λ(a) = λ∗(a).

Let C[X∗] be the group algebra of the character lattice, with the standard basis {θx, x ∈

X∗} and H(W,q) the finite Hecke algebra of W .

There is a unique algebra structure on the vector space H(R, λ, λ∗, q) ∶= C[X∗]⊗H(W,q)

such that the following are true.
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• C[X∗],H(W,q) are embedded as subalgebras.

• For a ∈∆, x ∈X

θxTsa − Tsaθsa(x) = ((q
λ(a) − 1) + θ−a (q

(λ(a)+λ∗(a))/2 − q(λ(a)−λ
∗
(a))/2))

θx − θsa(x)

θ0 − θ−2a
.

We call H(R, λ, λ∗, q) the affine Hecke algebra of R.

If λ(a) = λ(b) = λ∗(a) = λ∗(b) for all a, b, we say H(R, λ, λ∗, q) has equal parameters.

Remark 1.2.42. Notice that if a∨ ∉ 2X∗ or if H(R, λ, λ∗, q) has equal parameters, the

second relation simplifies to

θxTsa − Tsaθsa(x) = (q
λ(a) − 1)

θx − θsa(x)

θ0 − θ−a
.

Remark 1.2.43. If R is not irreducible, let d be the number of connected components. As

noticed in [AMS21] , the proposition remains true if we substitute z⃗ = (z⃗1, . . . , z⃗d) in the

place of q with the obvious changes in the relations. We also call this an affine Hecke algebra

H(R, λ, λ∗, z⃗).

Not every affine Hecke algebra is an Iwahori-Hecke algebra, but we do have a generaliza-

tion of the Iwahori-Matsumoto presentation. Let Ω ∶= {w ∈W (R) ∣ l(w) = 0}. Then,

W (R) =Waff ⋊Ω.

Proposition 1.2.44. There is a unique algebra isomorphism

H(R, λ, λ∗, q)
≅

Ð→ H(W,q) ⋊Ω

such that

• It restricts to the identity in H(W,q).
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• For all x ∈ ZΦ with ⟨x, a∨⟩ ≥ 0, ∀ a ∈∆, it sends θx to q(x)−1/2Tx.

For many Bernstein components s ∈ B(G), Hs is Morita equivalent to an affine Hecke

algebra. In [Sol22], it was proven that one slight generalization is still needed.

Definition 1.2.45. Consider the following data:

1. A root datum R = (X∗,Φ,X∗,Φ∨) with simple roots ∆,

2. A finite group R acting on W (R),

3. A 2-cocycle ♮ ∶ (W /W (R))2 → C, where W =W (R) ⋊R.

4. W -invariant functions λ,λ∗ ∶ Φ→ C, such that a∨ ∉ 2X∗ Ô⇒ λ(a) = λ∗(a).

5. An array of invertible elements z⃗ = (z1, . . . ,zd).

We define the twisted affine Hecke algebra to be H(R, λ, λ∗, z⃗) ⋊C[R, ♮].

For a choice of parameters z⃗ = (z1, . . . , zd), we can specialize a twisted Hecke algebra.

We recall a more geometric construction that ties nicely with our perspective. Let T ∶=

Hom(X,C×) a complex algebraic torus. Since O(T ) ≅ C[X], the group W acts naturally on

T .

Proposition 1.2.46. There is a unique algebra structure on the vector space

H(T,W,λ,λ∗, ♮, z⃗) ∶= O(T )⊗C[z⃗, z⃗−1]⊗C[W (R)]⊗C[R, ♮]

such that

• Under the isomorphism O(T ) ≅ C[X∗], the span of O(T ),C[z⃗, z⃗−1] and C[W (R)] is

the affine Hecke algebra H(R, λ, λ∗, z⃗).

• C[R, ♮] embeds as a subalgebra.

25



• For γ ∈R, w ∈W (R) and x ∈ O(T ):

TγTwθxT
−1
γ = Tγxγ−1θγ(x).

If R = 1, then H(T,W,λ,λ∗, ♮, z⃗) is the affine Hecke algebra of R.

Proof. Similar to [AMS21, Proposition 2.2].

Our motivation for introducing twisted affine Hecke algebras is the next theorem [Sol22].

Theorem 1.2.47. Let G be a reductive group and s ∈ B(G). Then, there exist parameters

λ,λ∗ and a cocycle ♮ such that Hs is almost Morita equivalent to a specialization Hs of the

twisted affine Hecke algebra H(Ts,Ws, λ, λ∗, ♮, z⃗).

The classical Satake isomorphism admits the following generalization.

Lemma 1.2.48. [AMS21, Lemma 2.3] O(T × Cd)W is a central subalgebra of

H(T,W,λ,λ∗, ♮, z⃗). It equals Z(H(T,W,λ,λ∗, ♮, z⃗)) if W acts faithfully on T . For a special-

ization H, we have

Z(H) ≅ O(T )W .

Remark 1.2.49. Since almost Morita equivalence preserves the center, combining Theorem

1.2.47 and Lemma 1.2.48, we retrieve the fact that

O(Ωs(G)) ≅ Z(Hs) ≅ Z(Hs(G)).

1.3 The Lafforgue variety

The main goal of this Section is to give a proof of Theorem 1.1.1. Let R be a possibly

non-commutative A-algebra over a finitely generated commutative central k-subalgebra A

such that R is a finite A-module. Lafforgue’s original assertion concerns the case of the
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Hecke algebra HK of a reductive p-adic group G and a compact open subgroup K ≤ G. In

particular, Lafforgue’s assertion is Theorem 1.1.1 for R = HK , A = ZK and k = C.

If M is a k̄-finite dimensional simple R-module, then A must act on M through a character

a ∶ A → k̄. The Lafforgue variety can thus be thought of as a scheme over Spec(A). We

construct a non-commutative Hilbert scheme for the finite A-algebra R.

Assume now char(k) = 0. Then, we construct a trace map from the Hilbert scheme to

a generalized Grothendieck vector bundle. The Lafforgue variety will be defined to be the

image of that map.

We use the same strategy in positive characteristic, albeit with a twist. Due to the

elementary fact that a simple module is not determined by its traces in positive characteristic,

we construct a determinant map based on Roby’s concept of a polynomial law [Rob63].

1.3.1 Non-commutative Hilbert scheme

Let A be a commutative ring which is contained in the center of a possibly non-commutative

ring R.

Definition 1.3.1. We call the non-commutative Hilbert functor HilbR/A the functor that

associates to every commutative A-algebra B the set of isomorphism classes of R ⊗A B-

modules M , which are flat as B-modules, equipped with a surjective R ⊗A B-linear map

R⊗A B↠M .

Proposition 1.3.2. The functor HilbR/A is representable by a proper scheme over Spec(A).

Proof. We consider R just as a finite A-module. The Quot functor QR/A associating to every

commutative A-algebra B the set of isomorphism classes of flat B-modules M equipped with

a surjective R⊗AB-linear map m ∶ R⊗AB↠M is representable by a projective scheme over

Spec(A), by [Gro61, Théorème 3.1] for S = Spec(A),X = Spec(A), and we set T = Spec(B).

Since the functor HilbR/A is a closed subfunctor ofQR/A, it is also representable by projective

scheme over Spec(A).
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There is a decomposition of HilbR/A into open and closed subschemes

HilbR/A = ⊔
d∈N

Hilbd
R/A

(1.6)

where Hilbd
R/A

classifies R ⊗A B-linear maps m ∶ R ⊗A B ↠M with M being a locally free

B-module of rank d.

Since we are mainly interested in irreducible modules, it will also be useful to consider

the following functor.

Definition 1.3.3. The nested non-commutative Hilbert functor nHilbR/A which associates

to every commutative A-algebra B the set of isomorphism classes of pairs of R⊗AB-modules

M,N , which are flat as B-modules, equipped with surjective R⊗AB-linear maps R⊗AB↠

M ↠ N , where we also require that the latter map has a non-zero kernel.

Proposition 1.3.4. The functor nHilbR/A is representable by a proper scheme over Spec(A).

The proof is the same as nHilbR/A is a closed subscheme of a relative flag variety.

Proposition 1.3.5. The forgetful map

FN ∶ nHilbR/A → HilbR/A

defined by FN (M,N) ∶= N is a proper morphism. In particular, the complement iHilbR/A

of the image of FN is open.

Proof. By the fact that nHilbR/A is proper over Spec(A) and HilbR/A is separated over

Spec(A), the first part follows from [Sta22, Lemma 01W6]. The second part readily follows.

A geometric point x ∈ iHilbR/A(k̄) over a point a ∶ A→ k̄ consists of a quotient Mx of the

algebra Ra = R ⊗A k̄ by a maximal left ideal, or in other words, Mx is a simple Ra-module

equipped with a generator.
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We consider the group scheme GR/A over Spec(A) which associates to every commutative

A-algebra the group (R ⊗A B)× of invertible elements of the possibly non-commutative

algebra R ⊗A B. This group scheme is smooth over Spec(A) if R is a finite locally free

A-module.

The group scheme GR/A acts on HilbR/A relative to Spec(A). For a B-point of (M,m) ∈

HilbR/A(B) we will denote the action of R⊗AB on M by (r,m)↦ e(r)m. If g ∈ (R⊗AB)×

we define the action of g on (M,m) to be g(M,m) = (M ′,m′) where M ′ =M as a B-module

equipped with the structure of R⊗AB-module given by e′(r)m = e(g−1rg)m, and m′ =mg.

Similarly, the group scheme GR/A also acts on the nested Hilbert scheme nHilbR/A.

Proposition 1.3.6. The morphism FN ∶ nHilbR/A → HilbR/A is GR/A-equivariant, and the

complement of its image iHilbR/A of HilbR/A, is open and stable under the action of GR/A.

Proof. The first part follows from the definition of the action. Therefore, the image is a GR/A-

equivariant closed subscheme of HilbR/A. The second part follows from this observation.

1.3.2 Trace map

Following Grothendieck, we define a generalized vector bundle VR/A over a commutative ring

attached to an A-module R. As a functor, VR/A attaches to each A-algebra B the abelian

group HomA(R,B) of all A-linear maps R → B. This functor is represented by the symmetric

algebra SymA(R): it is the N-graded A-algebra with Sym0
A(R) = A, Sym1

A(R) = R, and for

every d ∈ N, the d-th symmetric power Symd
A(R) is the largest quotient of the dth fold tensor

power R⊗d of R over A on which the symmetric group Sd acts trivially. We claim that the

morphism of functors on A-algebras:

HomA−Alg(SymA(R),B)→ HomA(R,B),
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defined as the restriction an A-algebra homomorphism x ∶ SymA(R) → B to the degree

1 component Sym1
A(R) = R, is an isomorphism of functors. Indeed, every A-linear map

y ∶ R → B, induces an A-linear map R⊗d → B⊗d → B which factors through an A-linear map

yd ∶ Symd
A(R) → B. It’s not hard to check that the A-linear map x ∶ ⊕d∈N Symd

A(R) → B

given by x =⊕d∈N yd is a homomorphism of A-algebras. It is also clear that the map y ↦ x

thus defined gives rise to an inverse of the functor x↦ y. We conclude that the functor VR/A

is representable by the affine scheme Spec(SymA(R)) which is a generalized vector bundle

in the sense of Grothendieck.

We assume that R is a finite A-module which is equipped with a structure of a possibly

non-commutative algebra containing A in its center. We can construct the trace map

trR/A ∶ HilbR/A → VR/A (1.7)

as follows. For every point (M,m) ∈ HilbR/A(B), where M is an R ⊗A B-module that is

locally free and finite as a B-module. Every r ∈ R defines a B-linear operator of M given by

the structure of an R ⊗A B-module. Since M is a finitely generated locally free B-module,

the trace trB(r) ∈ B is well defined. This gives rise to an A-linear map trM ∶ R → B and

thus to a B-point of VR/A.

Since HilbR/A is proper over Spec(A), whereas VR/A is affine by construction, there

exists a closed subscheme LafR/A of VR/A, finite over Spec(A) such that tr factors through

a proper surjective map trL ∶ HilbR/A → LafR/A. Let iLafR/A denote the open subscheme

of LafR/A which is the complement of the closed subset that is defined as the image of the

proper map trL ∶ nHilbR/A → LafR/A.

Proposition 1.3.7. Assume that A is a k-algebra where k is a field of characteristic zero.

Then the preimage tr−1L (iLafR/A) is iHilbR/A. Moreover for every geometric point l ∈

iLafR/A(k̄) over a ∶ A→ k̄, the group GRa
acts transitively on the fiber tr−1L (l).
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This assertion is nothing but a reformulation of well known facts about modules over a

finite-dimensional algebra, improperly referred to as Brauer-Nesbitt’s theorem. As we want

to extend the construction of Lafforgue’s variety to the case of positive characteristic, we

will give a sketch of the proof of Proposition 1.3.8 which was given in full details in Lang’s

book [Lan02, chapter XVII Cor 3.8] to which we refer for more information.

Proposition 1.3.8 (Bourbaki). Assume that k is a field of characteristic zero and R is a

finite-dimensional k-algebra possibly non-commutative. Let M and N be k-finite dimensional

R-modules such that for all x ∈ R, we have trx(M) = trx(N), then M and N have the same

semi-simplification. In particular if trL(x1) = trL(x2), and if M1 is a simple Ra-module

then M2 is also simple and M2 ≅M1.

Proof. The assertion is obvious in one direction. If the quotients M1 and M2 of Ra have the

same semi-simplification as Ra-modules then the induced linear forms trM1
, trM2

∶ Ra → k̄

are equal because traces only depend of semi-simplification. Conversely, Jacobson’s density

theorem [Jac45] implies the existence of projectors: if V0, V1, . . . , Vn are non-isomorphic

simple Ra-modules, there exists an element e0 ∈ R which acts as the identity on V0 and

0 on V1, . . . , Vn. Note that Jacobson’s density theorem is valid in any characteristic. Now

let V0, . . . , Vn be simple Ra-modules occurring as a simple subquotient of M1 or M2 and

write decompositions of the semi-simplifications of M1 and M2 as Mss
1 = Vm1

0 ⊕ U1 and

Mss
2 = V

m2
0 ⊕ U2 where U1 and U2 are semi-simple modules with no occurrences of V0. To

prove that M1 and M2 have the same semi-simplification, it is enough to prove m1 = m2.

This derives from the equalities

m1 dim(V0) = trM1
(e0) = trM2

(e0) =m2 dim(V0)

as elements of k̄. The characteristic zero assumption is only used to guarantee that in k̄ we

have dim(V0) ≠ 0.
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The last statement of Proposition 1.3.8 implies that tr−1L (iLafR/A) = iHilbR/A. It also

implies that if l ∈ iLafR/A(k̄) over a ∶ A → k̄, and if x1, x2 ∈ tr
−1
L (l) are represented by

quotients M1 and M2 of Ra then M1 and M2 are isomorphic simple Ra-modules. It follows

that there exists g ∈ M×a such that gx1 = x2. In other words, the fiber of GR/A over a acts

transitively on the fiber of tr over l.

We recall and prove Theorem 1.1.1.

Theorem 1.1.1. Irr(R) forms the set of k̄-points of a dense Zariski open subscheme iLafR/A

of LafR/A. The projection p ∶ LafR/A → Spec(A) is finite.

Proof. By Proposition 1.3.8, the trace map tr ∶ HilbR/A → LafR/A forgets the choice of a

generator for the module M and parametrizes modules up to isomorphism. Since iLafR/A

is the complement of the image tr ○ FN , modules in iLafR/A are the ones not admitting a

proper quotient M ↠ N , therefore they are simple.

Since HilbR/A is proper over SpecA and VR/A is separated and locally of finite type, p

is proper by [Sta22, Tag 0AH6]. Since LafR/A is a closed subscheme of the affine scheme

VR/A, p is affine. Therefore, p is finite.

Without any hypothesis on the characteristic, we have to replace the trace by the de-

terminant. Let us formalize the construction of the determinant map as an analogue of the

trace map previously defined.

1.3.3 Determinant map

Let A be a commutative ring. An A-module R gives rise to a functor R ∶ B ↦ R⊗A B from

the category of A-algebras to the category of sets. We recall the definition of a polynomial

law in [Rob63]

Definition 1.3.9. A polynomial law on R is a morphism of functors f ∶ R → A where A is

the functor B ↦ A⊗A B = B.
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We denote by PolA(R) the set of all polynomial laws on the A-module R.

Thus, a polynomial law f on R consists of a family of set theoretical maps fB ∶ R⊗AB → B

depending on B in a functorial way.

If r1, . . . , rn ∈ R ⊗A B form a finite sequence r of elements of R ⊗A B, then f gives rise

to a polynomial fr ∈ B[X1, . . . ,Xn], where X1, . . . ,Xn are free variables, such that for every

x1, . . . , xn ∈ B, we have fr(x1, . . . , xn) = f(x1r1 +⋯ + xnrn). Indeed, if we take

Xr = r1 ⊗X1 +⋯ + rn ⊗Xn ∈ R⊗A B[X1, . . . ,Xr],

then we set

fr ∶= fB(Xr) ∈ B[X1, . . . ,Xr],

see [Rob63, Thm 1.1]. The main point in Roby’s concept of polynomial law is that the

polynomial fr is a part of the data of f .

Definition 1.3.10. We say that the polynomial law f ∶ R → A is homogeneous of degree

d ∈ N if for every A-algebra B, x ∈ B and r ∈ R⊗A B we have fB(xr) = x
dfB(r).

We denote by PoldA(R) the set of all homogeneous polynomial laws of degree d on the

A-module R.

It’s not hard to check that the polynomial law f is homogeneous of degree d if and only

if for every finite sequence r = (r1, . . . , rn) of elements of R⊗A B for any A-algebra B, fr is

a homogeneous polynomial of degree d with coefficients in B, [Rob63, Prop. I.1, p. 226].

Example 1.3.11. A homogeneous polynomial law of degree 1 on R consists of a family of

linear forms fB ∶M ⊗AB → B depending functorially on B which is equivalent to the initial

linear form fA ∶M → A.

Now, we will generalize Grothendieck’s construction of generalized vector bundle associ-

ated to an A-module, by replacing linear forms on M by homogeneous polynomial laws of
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degree d. Let A be a commutative ring and R a A-module.

Definition 1.3.12. We define the functor SdVR/A which attaches to every A-algebra B the

set PoldB(R ⊗A B) of polynomial laws on the B-module R ⊗ B which are homogeneous of

degree d.

Example 1.3.13. For d = 1, Pol1B(R⊗AB) = HomB(R,B) and we have an isomorphism of

functors S1VR/A = VR/A which is represented by the affine scheme Spec(SymA(R)).

The above example generalizes.

Definition 1.3.14. [Rob63, Ch. III, p. 249] We define ΓdaR to be the d-th divided power of

the A-module M .

Proposition 1.3.15. [Rob63, Thm II.3 p. 262, IV.1 p. 266] For every d ∈ N, there is a

canonical isomorphism of functors PoldB(R⊗A B) = HomB(Γ
d
AR,B).

We immediately obtain the following proposition.

Proposition 1.3.16. The functor B ↦ SdVR/A(B) = Pol
d
B(R⊗AB) is representable by the

affine scheme Spec(SymA(Γ
d
aR)).

Let R be a possibly non-commutative algebra containing a commutative ring A in its

center such that R is finite locally free A-module.

Every point x ∈ Hilbd
R/A
(B) is represented by an (R⊗AB)-quotient module M of R⊗AB

which, as a B-module, is locally free of rank d. This gives rise to a map R⊗A B → B given

by r ↦ detM (r) which is homogenous of degree d. By choosing local generators of M as

locally free B-module, we see that r ↦ detM (r) gives rise to a morphism R ⊗A B → Ga,B

which is homogenous of degree d and therefore a point det(x) ∈ SdVR/A(B).

Definition 1.3.17. We call the morphism

detR/A ∶ Hilb
d
R/A
→ SdVR/A (1.8)
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defined by the morphism of functors x↦ det(x) the determinant map.

Again, since Hilbd
R/A

is a proper scheme over A, and SdVR/A is affine, the morphism

detR/A factors through a closed subscheme Lafd
R/A

of SdVR/A which is finite over A. We

thus get a proper surjective map

detdL ∶ Hilb
d
R/A
→ Lafd

R/A
.

Using the nested Hilbert scheme nHilbd
R/A

as before, we can define open subschemes

iHilbd
R/A

and iLafd
R/A

as the complements of the images of nHilbd
R/A

. Geometric points

x ∈ iHilbd
R/A
(k̄) over a ∶ A→ k̄ correspond to Ra-quotient modules of Ra that are simple.

Proposition 1.3.18. We have det−1L (iLaf
d
R/A
) = iHilbd

R/A
. For every geometric point l ∈

iHilbd
R/A
(k̄) over a ∶ A→ k̄, the group GRa

acts transitively on the fiber (detdL)
−1(l).

Again, this assertion is nothing but a reformulation of well known facts about modules

over a finite-dimensional algebra.

Proposition 1.3.19. Let R be a possibly non-commutative finite-dimensional algebra over

a field k and M,N be R-modules which are d-dimensional k-vector spaces. Assume that

detM = detN as homogeneous polynomial of degree d on R, then M and N have isomorphic

semi-simplifications. In particular, if M is a simple R-module then N is also simple and

N ≅M .

Proof. The assertion is obvious in one direction. If the factors M and N of R have the

same semi-simplification then the induced homogenous forms detM ,detN ∶ R → k are equal

because the determinant only depends on the semi-simplification. Conversely, Jacobson’s

density theorem implies the existence of projectors: if V1, . . . , Vr are non-isomorphic simple

R-modules, then there exists an element ei ∈ R which acts as identity on Vi and 0 on Vj for

j ≠ i. Now let V1, . . . , Vr be the simple R-modules occurring as a simple subfactors of M or
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N and decompose the semi-simplifications of M and N as

Mss = Vm1
1 ⊕⋯⊕ Vmr

n and Nss = V n1
1 ⊕⋯⊕ V nr

r (1.9)

If X1, . . . ,Xr are free variables then we have the formula

detM (X1e1 +⋯ +Xrer) =X
m1 dim(V1)
1 . . .X

mr dim(Vr)
r

for the determinant of x1e1 +⋯ + xrer on M and similarly for N . The equality

detM (X1e1 +⋯ +Xrer) = detN (X1e1 +⋯ +Xrer)

of polynomials of variables X1, . . . ,Xr implies that mi = ni for all i. It follows that M and

N have isomorphic semi-simplifications.

The proof of Theorem 1.1.1 in the general case readily follows exactly as in the previous

subsection by replacing the trace map by the determinant map.

Remark 1.3.20. Notice that in this case the ring of regular functions TR on the Lafforgue

variety is not given via the simple procedure described in the introduction anymore.

1.3.4 Dependence on the central subalgebra

If A is a commutative k-algebra contained in the center of a possibly non-commutative k-

algebra R, assuming k to be algebraically closed, then Schur’s lemma guarantees that A acts

on every finite-dimensional simple R-module through a character a ∶ A → k. This implies

that the set of k-points of iLaf doesn’t depend on the choice of A. In this section, we will

prove that iLaf itself is independent of the choice of a A. This will follow from a relative

version of Schur’s lemma.
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Proposition 1.3.21. Let R be a possibly non-commutative ring containing commutative

rings A ⊂ A′ in its center. The natural morphism iLafR/A′ → iLafR/A is an isomorphism.

Proof. It is enough to prove that the morphism iHilbR/A′ → iHilbR/A is an isomorphism. It

is enough to prove that for any A-algebra B, every morphism Spec(B) → iLafR/A can be

canonically lifted to a morphism Spec(B) → iLafR/A′ , which is the content of the following

assertion.

Proposition 1.3.22. Let R be a possibly non-commutative ring containing commutative

rings A ⊂ A′ in its center. Assume that that R is finite as an A-module. Let B be an

A-algebra and M a finite locally free A-module equipped with a structure of an (R⊗A B)-

module such that over every geometric point b ∈ Spec(B) over a ∈ Spec(A), Mb is a simple

Ra-module. Then the ring homomorphism A′ → EndB(M) factors through B.

Proof. The homomorphism R → EndB(M) is surjective as it is surjective fiberwise over

Spec(B) by the Jacobson density theorem. It follows that the image of the central subalgebra

A′ is contained in B.

1.4 Jacobson stratification and irreducibility of induced

representations

Let R be a possibly non-commutative k-algebra such that there is a finitely generated sub-

algebra A of the center with R being finite as an A-module.

Then, by Theorem 1.1.1, the projection LafR/A → Spec(A) is finite which implies we can

stratify Spec(A) according to the cardinality of the fiber of p. If A = Z(R), this stratification

allows us to reconstruct iLafR/A just from the data of the projection p ∶ LafR/A → SpecA.

We define a notion of equivalence of algebras on the level of Lafforgue varieties that will be

useful in Chapter 6. This notion of equivalence is weaker than almost Morita equivalence,
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but still implies a canonical bijection on the level of irreducible modules which is stronger in

the sense that it preserves our geometric structure.

In the case where char(k) = 0, A is regular, and R is a locally free A-module, we concretely

describe the above stratification using the rank of the Jacobson ideal. We show that if R is a

Cohen-Macaulay algebra over a Cohen-Macaulay center Z(R), we can choose an appropriate

regular subalgebra A ⊆ Z(R) by Hironaka’s miracle flatness criterion [Nag62, Theorem 25.16].

This case includes all versions of unital Hecke algebras in Section 2.

1.4.1 Equivalence of Lafforgue varieties

Let R1,R2 be non-commutative algebras that are finite modules over their finitely generated

centers Z1 ∶= Z(R1), Z2 ∶= Z(R2).

Definition 1.4.1. We call R1,R2 Lafforgue equivalent if there is a commutative diagram

LafR1/Z1
LafR2/Z2

Spec(Z1) Spec(Z2)

≅

≅

where the vertical arrows are the projections of Theorem 1.1.1 and the horizontal arrows are

isomorphisms.

We denote Lafforgue equivalence by R1
L
∼ R2.

Proposition 1.4.2. If R1,R2 are almost Morita equivalent they are also Lafforgue equiva-

lent, ie.

R1
a
∼ R2 Ô⇒ R1

L
∼ R2.

Proof. Assume R1
a
∼ R2. Then, for Zi = Z(Ri), we have that R1

a
∼ R2 Ô⇒ Z1 ≅ Z2.

Without loss of generality, assume A = Z1 = Z2. Then, for any commutative A-algebra

B, we have that R1
a
∼ R2 Ô⇒ R1 ⊗A B

a
∼ R2 ⊗A B.
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Therefore,

HilbR1/A
(B) ≅ HilbR2/A

(B)

nHilbR1/A
(B) ≅ nHilbR2/A

(B)

since the definition of the (nested) non-commutative Hilbert scheme involves only finite-

dimensional modules.

Proposition 1.4.3. If R1
L
∼ R2 then if we denote by f ∶ LafR1/Z1

→ LafR2/Z2
the upper

horizontal isomorphism in the diagram

LafR1/Z1
LafR2/Z2

Spec(Z1) Spec(Z2)

≅

≅

then f restricts to an isomorphism f̄ ∶ iLafR1/Z1

≅

Ð→ iLafR2/Z2
.

Proof. Consider the function f ∶ LafRi/Zi
(C) → Z, defined by f(x) = ∣p−1(p(x))∣. Then,

iLafRi/Zi
is the maximal open set such that f is continuous. Since iLafRi/Zi

can be deter-

mined only from p, the result follows.

1.4.2 Jacobson stratification

Let A be a commutative ring contained in the center of a possibly non-commutative ring R.

From now on, we will assume that R is a finite locally free A-module. We will also assume

that A contains a field k of characteristic zero.

For every point a ∶ A → k(a) of Spec(A), k(a) being a field, the fibre Ra = R ⊗A k(a)

is a finite-dimensional k(a)-algebra. The Jacobson radical Ja = rad(Ra), defined as the

intersection of all maximal left ideals of Ra, is a 2-sided ideal which can be characterized in

multiple ways, namely, it is the intersection of the annihilators of simple left Ra-modules, or
39



the maximal left (or right) nilpotent ideals, see [Lam91, 4.2,4.12]. The quotient Ra/Ja is a

semi-simple k-algebra which, by the Artin-Weddenburn theorem, is isomorphic to a product

of matrix algebras Ra/Ja = ∏
r
i=1Mni(Di) where Mni(Di) is a matrix algebra over a skew

field Di containing k(a) in its center.

Proposition 1.4.4. The function rJac ∶ Spec(A) given by a ↦ dimk(a) Ja is upper semi-

continuous.

The assertion will follow from yet other interpretation of the Jacobson radical as the

kernel of a trace form. We recall that as R is a finite locally free A-module, for every

element r ∈ R, the A-linear operator on R given by x↦ rx has a well defined trace trR/A(r).

It follows that we have a symmetric A-bilinear form on R given by TrR/A(x, y) = trR/A(xy),

or equivalently a A-linear map TrR/A ∶ R → R∨. The construction of the trace form and the

bilinear form TrR/A commute in the obvious way with base change and for every geometric

point a ∶ A → k(a), we have a trace form tra ∶ Ra → k(a) and a symmetric bilinear form

TrR/A,a on Ra, or equivalently a linear form TrR/A,a ∶ Ra → R∨a .

Proposition 1.4.5. For every point a ∶ A→ k(a) of Spec(A), the Jacobson radical Ja is the

kernel the bilinear form TrR/A,a ∶ Ra → R∨a .

Proof. Since Ja is a nilpotent ideal, for every x ∈ Ja and y ∈ Ra, we have tra(xy) = 0.

It follows that Ja is contained in the kernel of TrR/A,a. Moreover, the Artin-Weddenburn

theorem implies that TrR/A,a induces a non-degenerate bilinear form on Ra/Ja and therefore

Ja is exactly equal to the kernel of TrR/A,a.

We will now construct the stratification of Spec(A) by the rank of the Jacobson ideal

using the concept of determinantal ideals. Assume that R is a locally free A-module of rank

n. Locally for the Zariski topology we may assume that R is a free A-module of rank n,

and the trace form Tr ∶ R → R∨ is given by a n × n-matrix. For every positive integer i, we

define Ii to be the ideal of A such that locally for the Zariski topology, I is generated by
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the minors to the order n − i + 1 of the local matrix of Tr. We know a chain of inclusions

of ideals 0 = I0 ⊂ I1 ⊂ ⋯ which induces a chain of inclusion of closed subsets X̄0 ⊃ X̄1 ⊃ ⋯

where X̄i = Spec(A/Ii). Over Xi the complement of X̄i+1 in X̄i, the rank of the Jacobson

radical is constant of value i.

In fact, over Xi the trace form TrXi
∶ R ⊗A OXi

→ R∨ ⊗A OXi
has kernel a locally free

OXi
-module Ji of rank i, and image a locally free OXi

-module R̄Xi
of rank n− i. The trace

form TrXi
induces a non-degenerate symmetric bilinear form T̄ rXi

on R̄Xi
. In particular, for

every point a ∶ A→ k(a) of Spec(A) belonging to the stratum Xi, R̄Xi
⊗
OXi

k(a) is a semi-

simple algebra over k(a). Let ā ∶ A → k(a) a geometric point over a. Then R̄Xi
⊗
OXi

k(a)

is isomorphic to a product of matrix algebras

R̄Xi
⊗
OXi

k(a) =
r

∏
i=1

Mni(k(a))

where n(a) = (n1, . . . , nr) is unordered sequence of positive integers depending only on a.

Proposition 1.4.6. The function a↦ n(a) is locally constant on Xi.

Proof. Since R̄Xi
is a locally free OXi

-module equipped with a structure of an associative

algebra which is fiberwise semisimple over Xi, its invertible elements define a smooth group

scheme GR̄Xi
over Xi. Its geometric fiber over a geometric point ā is isomorphic to GLn1 ×

⋯ ×GLnr . Thus GR̄Xi
is a smooth reductive group scheme whose geometric fiber over ā is

isomorphic to GLn1 × ⋯ ×GLnr . A general theorem in SGA 3 on smooth reductive group

schemes implies that the function a ↦ n(a) is locally constant [ABD+66, Exposé XIX,

Corollaire 2.6].

1.4.3 Cohen-Macaulay property

For a (twisted) affine Hecke algebra, we can choose an appropriate regular subalgebra to

apply the Jacobson stratification by using its explicit presentation. In this subsection, we
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show that the existence of such a regular subalgebra is guaranteed by a condition that

appears more often in the literature.

Proposition 1.4.7. Let R be a possibly non-commutative k-algebra and Z(R) its center.

Assume Z(R) is finitely generated and R is a finite Z(R)-module. The following properties

are equivalent

1. R is a finite Cohen-Macaulay module over its center Z(R). Z(R) is a Cohen-Macaulay

k-algebra.

2. R is a finite free A-module for a finitely generated regular central subalgebra A ⊆ Z(R).

If Z(R) is regular, we can take A = Z(R).

Proof. (1) Ô⇒ (2) ∶ Since Z(R) is finitely generated, by Noether normalization [EE95,

Theorem 13.3] we have a regular subalgebra A ⊆ Z(R) such that Z(R) is a finite A-module

and therefore R is also a finite A-module. For R local, the proposition is Hironaka’s miracle

flatness criterion [Nag62, Theorem 25.16]. For A regular, a locally free module is free [Lin82,

Theorem].

(2) Ô⇒ (1) ∶ For R local, the proposition is again Hironaka’s miracle flatness. Cohen-

Macaulayness is a local property.

Example 1.4.8. The Hecke algebra Hs(G) of a Bernstein component s ∈ B(G) satisfies

condition (1) [BBK18, Proposition 3.1].

1.5 Generalized discriminants

Let R be a possibly non-commutative k-algebra that is a free finite module over a finitely

generated subalgebra A of its center Z(R). We assume k to be an algebraically closed field

of characteristic 0.
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In this section, we focus on the open dense stratum X0 ⊆ SpecA. If the Jacobson radical

of R is trivial, X0 is the semisimplicity locus of R. We characterize X0 as the zero set of a

generalized discriminant ideal.

For the Hecke algebra Hs of a Bernstein component s ∈ B(G). Then, the projection

Laf
Hs/Zs

→ Spec(Zs) sends a smooth irreducible representation ρ to its cuspidal support

sc(ρ) ∶= (M,σ), defined by ρ ↪ iGM (σ). For a generic (M,σ), the induced representation

iGM (σ) is irreducible. As a main application of the results in this section, we prove Theorem

1.1.2 providing a computational criterion for the irreducibility of iGM (σ) outside a singular

locus.

We provide computational tools for the discriminant in cases where there is an explicit

presentation as in the case of (twisted) affine Hecke algebras. In particular, we compute the

discriminant for the Iwahori-Hecke algebra of a split reductive p-adic group, first for the case

of an adjoint group where the center is already regular, and then for the general case, where

we need to choose a regular subalgebra.

1.5.1 Definition and properties

If f ∶ R → R′ is a map of free A-modules of rank n, the n-th exterior power ⋀n f ∶ ⋀nR →

⋀nR′ is a map of free A-modules of rank 1 [Bou89, Chapter 7, Theorem 8.1]. In the

case R′ = R, by means of the canonical isomorphism EndA(A) ≅ A given by the inverse

homomorphisms a → ra(x) = ax and r → r(1), we can canonically associate to f ∶ R → R its

determinant det(f).

From now on we assume R is also an A-algebra.

Definition 1.5.1. The norm function NR/A ∶ EndA(R) → A is the map sending an endo-

morphism f ∈ EndA(R) to NR/A(f) ∶= det(f). If r ∈ R, by associating to r the endomorphism

fr ∈ EndA(R) given by fr(x) = rx, we also define NR/A(r) ∶= NR/A(fr).

We recall some elementary properties of the norm.
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Lemma 1.5.2. For the norm function NR/A we have

• NR/A(fg) = NR/A(f)NR/A(g),

• If a ∈ A, NR/A(a) = a
n where n is the rank of R over A.

Proof. The first part follows from multiplicativity of the determinant. For the second, a can

be identified with a scalar matrix.

The next Lemma is less trivial than it may appear, for a proof, see [Cas86, Appendix B,

Lemma 4].

Lemma 1.5.3. If B is a commutative A-algebra that is free as an A-module and C is a

B-algebra such that C is locally free over B, we have

NC/A = NB/A ○NC/B .

In particular, if n is the rank of C over B,

NC/A(b) = (NB/A(b))
n

When R′ ≠ R, we can only identify ⋀n f with an element of A after choosing bases.

Nonetheless, if R′ = R∨, a basis b = {r1, . . . , rn} of R as an A-module uniquely determines a

dual basis b∨ of R∨ ∶= HomA(R,A). By the universal property of free modules, we now have

canonical identifications

n

⋀R ≅ A

n

⋀R∨ ≅ A

(
n

⋀ f)
b
∈ EndA(A) ≅ A
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If b̄ =Mb is another basis for R, then det(M) is an invertible element of A, and the dual

basis is given by b̄∨ ∶= tMb∨. Thus,

(
n

⋀ f)
b̄
= det(M) ⋅ (

n

⋀ f)
b
⋅ det(tM) = det(M)2 ⋅ (

n

⋀ f)
b

Definition 1.5.4. Let TrR/A ∶ R ⊗A R → A be the trace form defined by TrR/A(x, y) =

trA(xy). We consider it as a function TrR/A ∶ R → R∨. By the preceding paragraph, all

possible choice of a basis b for R define the same element (⋀n TrR/A)b up to multiplication

by A×, and therefore generate the same principal ideal dR/A.

We call dR/A the discriminant of R over A.

Remark 1.5.5. Any choice of a generator for dR/A provides us with the same regular func-

tion on Spec(A), so we often treat dR/A as a function.

Remark 1.5.6. In the case of number rings, Definition 1.5.4 agrees with the classical dis-

criminant of algebraic number theory.

As we mainly use the Jacobson stratification over the open dense stratum X0, our defi-

nition is motivated by the following lemma.

Lemma 1.5.7. The open stratum X0 in the Jacobson stratification of SpecA is the comple-

ment of the zero set V (dR/A)

Proof. Notice that the zero set is well-defined since any two elements of the discriminant are

related by an invertible element, thus the zero set does not vary. By Definition 1.5.4, the

zero set is the locus where the trace form is an isomorphism, thus the Jacobson radical is

trivial by Proposition 1.4.5.

In the case of number fields, we have an elementary formula allowing us to compute

the discriminant of a tower of extensions in terms of the discriminants of the intermediate
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steps. As stated in the introduction, it turns out it can be generalized to our case. We recall

Lemma 1.1.3.

Lemma 1.1.3. For a tower of extensions C/B/A such that A,B are commutative and reg-

ular, C is commutative, C is free of rank n as a B-module and B is free as an A-module,

we have that

dC/A = (dB/A)
n ⋅NB/A(dC/B),

where NB/A is the norm function.

Proof. Let X = SpecA,Y = SpecB,Z = SpecC and g ∶ Z → Y and f ∶ Y → X the maps

corresponding to inclusion.

Let RY /X be the ramification divisor for f . By reducing to the local case, f∗RY /X =

div(dB/A). We use the relative short exact sequence of Kahler differentials, where injectivity

follows by the fact that all maps are smooth

0→ ΩB/A ⊗B C → ΩC/A → ΩC/B → 0

We take determinants in the sense of [Har77, Exercise II.6.11], to get

det(ΩC/A) ≅ det(ΩB/A ⊗B C)⊗ det(ΩC/B).

Now by the smoothness of f, g we have det(ΩC/A) = ωC/A, det(ΩB/A) = ωC/B and thus

det(ΩB/A ⊗B C) = g∗ωB/A. Therefore,

ωC/A ≅ ωC/B ⊗ g∗ωB/A.

We know that ωC/A = L(RZ/X) is the invertible sheaf corresponding to the ramification
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divisor RZ/X . Thus, taking associated divisors,

RZ/X ≅ RZ/Y + g
∗RY /X

We consider the pushforward by f ○ g to get the divisor corresponding to the discriminant.

Since g∗g∗ for divisors is multiplication by the degree, and f∗div(z) = div(N(z)), we get

div(dC/A) ≅ f∗div(dC/B) + f∗(nRY /X)

≅ div(NB/A(dC/B)) + div((dB/A)
n)

≅ div((dB/A)
nNB/A(dC/B))

Remark 1.5.8. We can also deduce Lemma 1.1.3 by repeated application of the generalized

Riemann-Hurwitz formula.

Indeed, we have

RZ/X ≅ KZ − (f ○ g)
∗KX

≅ KZ − g
∗f∗KX

≅ KZ − g
∗(KY −RY /X)

≅ RZ/Y + g
∗RY /X

and we conclude as before.
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1.5.2 Irreducibility of induced representations

In the case of the Hecke algebra Hs of a Bernstein component s ∈ B(G), we know after

[BBK18, Proposition 3.1] that Hs is a finite Cohen-Macaulay module over its center Zs

which is itself a Cohen-Macaulay algebra. We can apply the Lafforgue variety construction

for R = Hs and A = Zs, but using Proposition 1.4.7 we can also apply it for A being a regular

algebra contained in Zs such that Zs is a finite A-module. If A is regular, then both Hs and

Zs are finite locally free A-modules. In this case, the group scheme GR/A is smooth acting

on the Hilbert scheme HilbR/A, which is a closed subscheme of AR/A, the familiar relative

Grassmannian scheme attached to a vector bundle.

If f ∶ Spec(Zs) → Spec(A) is the projection corresponding to the inclusion A ⊆ Zs, we

define Z(f) to be the closed subset of Spec(Zs) where f is not smooth. Let X0 be the

open dense stratum of Spec(Zs) given by the cardinality of the fiber of the projection from

the Lafforgue variety. We identify a cuspidal datum (M,σ) with the corresponding point in

Spec(Zs).

We recall and prove Theorem 1.1.2.

Theorem 1.1.2. Let (M,σ)G be a cuspidal datum. Then, iGM (σ) is irreducible if and only

if (M,σ) ∈X0. Outside of the singular locus Z(f), this is equivalent to

d
Hs/A(f(M,σ)) ≠ 0.

Proof. By Theorem 1.1.1, we get finite projections

Laf
Hs/Zs

≅ Laf
Hs/A

p
Ð→ Spec(Zs)

f
Ð→ Spec(A)

By the definition of p, ∣JH(iGM (σ))∣ = ∣p
−1(M,σ)∩iLaf

Hs/A∣. Since generically an induced

representation is irreducible, over X0 the cardinality of the fiber is 1 which proves the first
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assertion.

Let Y0 be the open dense stratum of the Jacobson stratification for Spec(A), and n =

deg(f). Then, for a generic point a ∈ Spec(A), the cardinality of f ○ p is n, and thus the

cardinality of a point a ∈ Spec(A) is ≥ n with equality if and only if a ∈ Y0.

Since the fibers of f outside the singular locus have cardinality n, Lemma 1.5.7 implies

the second assertion.

Example 1.5.9. Let H be the Iwahori-Hecke algebra of GL2(F ). By Example 1.2.7, the

Weyl group is W = S2. By Proposition 1.2.7, H is generated over the group algebra of the

cocharacter lattice R ≅ C[x±1 , x
±

2 ] by Te = 1 and an element Ts satisfying

(Ts + 1)(Ts − q) = 0 (1.10)

Tsx1 = x2Ts + (q − 1)x1 (1.11)

The center is RW = C[x±1 , x
±

2 ]
S2. A cuspidal datum in this case corresponds to a choice of

an unordered pair of complex numbers defining an unramified character of a split maximal

torus.

Let V be a simple H-module. The subalgebra R is abelian therefore we can choose a

common eigenvector v ∈ V . By equation 1.11, every element h ∈ H can be written h =

Ter1 + Tsr2 for r1, r2 ∈ R. Since v is cyclic by simplicity of V , dim(V ) ≤ 2. By equation

1.10, if dim(V ) = 2, then trTs(V ) = q − 1, and if dim(V ) = 1 then Ts acts as either −1 or q.

Therefore, the trace ring is TH = C[x±1 , x
±

2 ]
S2 ⊕ C[x±1 ] ⊕ C[x±1 ]. The Lafforgue variety

and the projection are therefore roughly given by the following picture.

In this case, the center RW is already regular, and the discriminant is

dH/RW = (x2 − qx1)
2(x1 − qx2)

2,

which retrieves that the induction iGM (χ1, χ2) is irreducible if and only if χ1χ−12 ≠ q
±. When
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Figure 1.1: Projection from the Lafforgue variety to the Bernstein variety for Iwahori repre-
sentations of GL2(F )

this is not the case, the Jordan-Holder constituents of the induction are an irreducible char-

acter and a Steinberg representation corresponding to the two other connected components

shown in Figure 1.1.

1.5.3 Discriminant of adjoint reductive groups

The center RW of the Iwahori-Hecke algebra is also the coordinate ring of T̂ //W where T̂

is the dual torus. In this subsection we assume G is an adjoint group, thus T̂ is the torus

of a simply-connected group, and in this case T̂ //W ≅ Ar where r is the rank of G. Thus,

for an adjoint group RW is regular. In this case, we can retrieve Kato’s result by computing

dH/RW .

The computation essentially will be performed in two steps, from H to R and from

R to RW , in a similar fashion to Lemma 1.1.3, which cannot be used directly since H is

non-commutative. It turns out that the discriminant behaves in a similar way nonetheless.

Let W = {w1, . . . ,wn} and Iwi ,Kwi be the intertwiners/ normalized intertwiners as we

defined them in Section 2. Then, dH/RW is the discriminant of the lattice {Iwiπ
µj}i,j for

proper µj .
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Thus, we need to compute the determinant

det({tr(Iwiπ
µjIwkπ

µl)}i,j,k,l∈[n]) = det({tr(IwiIwkπ
wk(µj)πµl)}i,j,k,l∈[n]).

We notice that for wi ≠ w−1
k

the trace is zero, because elements Iw for w ≠ e permute

the generelized eigenvectors, so we have n n × n blocks. Also, we recall that setting ea =

1 − q−1πa
∨

, da = 1 − πa
∨ , gives

IwIw−1 = ∏
a∈Rw

eae−a
dad−a

by Lemma 1.2.35.

Thus, we can simplify the calculation using the following.

Lemma 1.5.10. Let R be a commutative algebra over the commutative algebra A. Let

p, r1, . . . , rn ∈ R. Then we have that

det({tr(prirj)}) = NR/A(p) ⋅ det({tr(rirj)}).

Proof. Consider a basis of generalized eigenvectors vi and let κi be the eigenvalues of p and

λ
j
i be the eigenvalues of rj . Then tr(prirj) = ∑κkλ

i
k
λ
j
k
. We therefore have

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

tr(pr21) . . . tr(pr1rn)

⋮ ⋱ ⋮

tr(prnr1) . . . tr(pr2n)

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

=

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

κ1λ
1
1 . . . κ1λ

n
1

⋮ ⋱ ⋮

κnλ1n . . . κnλnn

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

⋅

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

λ11 . . . λ1n

⋮ ⋱ ⋮

λn1 . . . λnn

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

The above product is equal to

κ1⋯κn ⋅

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

λ11 . . . λn1

⋮ ⋱ ⋮

λ1n . . . λnn

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

⋅

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

λ11 . . . λ1n

⋮ ⋱ ⋮

λn1 . . . λnn

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

= det(p) ⋅

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

tr(r21) . . . tr(r1rn)

⋮ ⋱ ⋮

tr(rnr1) . . . tr(r2n)

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠
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By Lemma 1.5.10, we get

dH/RW =
⎛
⎜
⎝

n

∏
i=1
∏

a∈Rwi

NR/RW (
eae−a
dad−a

)
⎞
⎟
⎠
⋅ dn

R/RW

Notice that we also have

n

∏
i=1
∏

a∈Rwi

eae−a
dad−a

= ∏
a∈Φ

∏
w∈W,a∈Rw

eae−a
dad−a

= (∏
a∈Φ

eae−a
dad−a

)

n/2

,

so, since this element is W -invariant and thus by Lemma 1.5.2 its norm is itself to the n-th

power, we get the general formula

dH/RW = (∏
a∈Φ

eae−a
dad−a

)

n2/2

⋅ dn
R/RW . (1.12)

We can compute the discriminant for R/RW . Indeed, it is enough to calculate the ramifi-

cation divisor of the map SpecR → SpecRW . Ramification happens when da = 0 for some

a. Indeed, in that case, the corresponding homomorphism R → k was sa-invariant, and in

that case two sheets degenerate in one in every ramified point. Thus, da appears with an

exponent of 1 in the ramification divisor. Pushed forward, we have that the discriminant of

the extension R/RW is (∏a∈Φ da)
n . This computation is also carried out algebraically by

Steinberg [Ste74, pp. 125-127].

Combined with the fact that da = d−a up to an invertible element, (1.12) shows that for

an adjoint group G we have

Proposition 1.5.11. If G is adjoint, we have

dH/RW = (∏
a∈Φ

eae−a)
n2/2

.
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Remark 1.5.12. Since the zero locus of dH/RW is exactly the locus where the induced

representation is reducible by the considerations in Section 3, for the case of an adjoint

group we retrieve Kato’s result [Kat81, Theorem 2.2]. Notice that for an adjoint group the

second condition of Kato’s theorem is always true.

1.5.4 Discriminant in the non-adjoint case

If G is not adjoint, RW is not regular anymore, so we need to restrict to some subalgebra A

that is regular. We make a canonical choice.

Definition 1.5.13. We identify the fundamental weights ω1, . . . , ωn with the trace function

of the corresponding fundamental representations. Then, we consider the smallest integers

d1, . . . , dn such that ωdii ∈ R
W . We define A = C[ωd11 , . . . , ωdnn ] ⊆ RW to be the algebra of

fundamental weights.

A is obviously regular as it is a polynomial algebra.

By the same procedure as in the previous subsection, equation 1.12 is still true upon

replacing dR/RW by dR/A, so we want to compute dR/A. Recall that R is the group algebra

of the cocharacter lattice, so alternatively, it is the function ring of the dual torus T̂ . The

fact that RW is regular when G is adjoint comes from the fact that the dual torus would be

simply connected: indeed, in that case it is known that T̂ //W is an affine space of dimension

the rank of G, and it is given as polynomials over the trace functions corresponding to the

fundamental weights.

For the general case, we consider a simply connected cover T̃ of T̂ such that T̂ = T̃ // Z.

We define R+ = k[T̃ ]. Then R+ is regular and (R+)W is also regular.
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Consider the following diagram

R R+

RW (R+)W

A

We want to compute dR/A. By Lemma 1.1.3, it is enough to compute the discriminants

dR+/R, dR+/(R+)W , d
(R+)W /A.

We already know dR+/(R+)W . Since T̂ //W ≅ C[ω1, . . . , ωn], we have

d
(R+)W /A ≅ ω

d1(d1−1)
1 ⋯ω

dn(dn−1)
n .

We also have that NR/A(dR+/R) is an invertible element. Let n = ∣W ∣ as before, and [R+ ∶

R] = r. Then if we set [R ∶ A] = nd we have [(R+) ∶ A] = rd. By using Lemma 1.1.3 we get

the following theorem.

Proposition 1.5.14. In the general case, and for A being the algebra of fundamental weights,

we have

dH/A = (∏
a∈Φ

eae−a)
dn2/2

⋅ (ω
d1(d1−1)
1 ⋯ω

dn(dn−1)
n )

n/r
.

Proof. By the same method as in the adjoint case,

dH/A = (∏
a∈Φ

eae−a
dad−a

)

dn2/2

⋅ dn
R/A

.

By Lemma 1.1.3, writing the discriminant dR+/A in two different ways and ignoring the
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invertible factor NR/A(dR+/R) we have

dr
R/A
= (dR+/(R+)W )

rd ⋅ dn
(R+)W /A

.

Combining the two equations with dR+/(R+)W = (∏a∈Φ da)
n gives the result.

Example 1.5.15 (SL2 case). For SL2 the dual group is PGL2, and the simply connected

cover would be again SL2. This gives R+ = C[x±], while R+ // Z2 = C[x±2]. Then (R+)W ≅

C[x + x−1] and RW = C[x2 + x−2] = A - this is the only simply connected group for which

that is correct, since ω1 = x + x
−1 so ω21 generates RW .

It is easy now to compute directly dR+/R = x
2, dR+/(R+)W = (1 − x

−2)2, d
(R+)W /A = (1 +

x−2)2, which gives (one can also do this directly to get the same result) dR/A = (1 − x
−4)2

since x2 is invertible.

Therefore, either by Proposition 1.5.14 or by direct computation,

dH/RW = (1 − q
−1πa

∨

)2 ⋅ (1 − q−1π−a
∨

)2 ⋅ (1 + πa
∨

)4.

As a corollary, the induced representation is irreducible if and only if one of the three

factors is zero. The same result can be obtained from Kato’s theorem or a direct calculation

of the conditions [Sol21, pp. 1020].

1.6 Application to the Local Langlands Conjecture

Let F be a non-archimedean local field with ring of integers O and uniformizer τ. Let

k = O/τO be the residue field and q = ∣k∣. Set G ∶= G(F ) to be the group of F -points of a

connected reductive algebraic group G. Every connected reductive group is the inner twist

of a quasi-split group [Spr, §16.4].

Let WF be the Weil group of F and IF the inertia group. We denote by W ′F ∶= WF ×

SL2(C) the Weil-Deligne group.
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Over a separable closure Fsep of F , the group G is split, therefore by the isogeny theorem

it is classified by its root data, see Section 2. By the symmetry in the definition of a

root datum, we can define the Langlands dual group G∨ which corresponds via the isogeny

theorem to the dual root datum. We denote by G∨ ∶= G∨(C) the group of C-points. The

group WF acts via its Galois action on G and G∨.

Definition 1.6.1. Let G be a reductive group over F . We define LG ∶= G∨ ⋊WF to be the

L-group of G.

Remark 1.6.2. If G is F -split, the action of WF is trivial, therefore we have LG ∶= G∨×WF .

Definition 1.6.3. A continuous group homomorphism ϕ ∶W ′F →
LG is called an L-parameter

for G if

1. ϕ(w) ∈ LGw for all w ∈WF

2. ϕ(w) is semisimple for all w ∈WF

3. ϕ ∣SL2(C)∶ SL2(C)→ LG is a homomorphism of algebraic groups.

The Local Langlands conjecture asserts the existence of a surjective, finite-to-one map

LLC ∶ Irr(G)→ Φ(G)

from the set of smooth irreducible representations of G to the set Φ(G) of G∨-conjugacy

classes of L-parameters for G.

This correspondence has been refined to a bijection with a set Φe(G) of enhanced L-

parameters. Corresponding to the Bernstein decomposition on the group side there is a

similar partition of Φe(G) on the Galois side in sets Φs∨
e (G).

In [Sol22], Solleveld proves the existence of an extended affine Hecke algebra Hs such

that Irrs(G) ≅ Irr(Hs). In [AMS21], Aubert, Moussaoui and Solleveld construct an affine
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Hecke algebra Hs∨ such that Φs∨
e (G) ≅ Irr(Hs∨). Many cases of the Local Langlands Corre-

spondence have been established in this way by comparing the two Hecke algebras [AMS22].

In this section, we propose to compare the two Lafforgue varieties given by the Hecke

algebras of both sides.

Conjecture 1.6.4. There is a commutative diagram

LafHs/Zs
LafHs∨/Zs∨

Spec(Zs) Spec(Zs∨)

≅

≅

where the horizontal arrows are isomorphisms and the vertical arrows are the finite projec-

tions of Theorem 1.1.1.

In the first subsection, we recall the definition of enhanced L-parameters and their cus-

pidality from [AMS18, §6]. In the second subsection, we show that Ωs∨ = Spec(Zs∨) is a

Bernstein variety on the Galois side ie. it parametrizes the elements of s∨ in the same way

as Ωs does for s (see Section 2). Finally, we compare our conjecture to other versions of

Local Langlands.

1.6.1 Enhanced L-parameters

Let G∨
ad
∶= G∨/Z(G∨) be the adjoint group of G∨ and G∨sc its simply connected cover.

The groups ZG∨(ϕ(W
′

F ))Z(G
∨)/Z(G∨), ZG∨(ϕ(WF ))Z(G

∨)/Z(G∨) can be naturally con-

sidered as subgroups of G∨
ad

, and we define G′
ϕ
,Gϕ ≤ G

∨
sc to be their inverse images under the

quotient map G∨sc → G∨
ad
.

After [Art06], [AMS18], we define

Sϕ ∶= π0(G
′

ϕ).
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Definition 1.6.5. We call a representation ρ of Sϕ an enhancement of ϕ. A pair (ϕ, ρ)

where ϕ is an L-parameter and ρ an enhancement of ϕ is called an enhanced L-parameter.

Not all enhancements are relevant for the bijective Local Langlands correspondence.

In particular, given a Langlands parameter ϕ there is a natural group homomorphism

Z(G∨sc)
WF → Z(Sϕ). By Schur’s Lemma, ρ acts by a character on the center Z(Sϕ), and

therefore we can define a character ζρ of Z(G∨sc)WF .

Let γ ∈H1(F,Gad) be the Galois cohomology class parametrizing G as an inner twist of

its quasi-split form. We recall an alternate description of H1(F,Gad) due to Kottwitz.

Proposition 1.6.6. [Kot84, Proposition 6.4] There is a natural group isomorphism

κ ∶H1(F,Gad) ≅ Hom(Z(G
∨

sc)
WF ,C).

Definition 1.6.7. [AMS18, Definition 6.7] An L-parameter ϕ for G is called G-relevant if

for every parabolic subgroup LP ≤ LG such that ϕ(WF ) ⊆
LP , we have that LP comes from

a parabolic subgroup P ≤ G defined over F .

An enhanced L-parameter (ϕ, ρ) is called G-relevant if

κ(γ) = ζρ

under the Kottwitz isomorphism.

Remark 1.6.8. If (ϕ, ρ) is a relevant enhanced L-parameter, then ϕ is a relevant L-parameter

by [AMS18, Proposition 6.8].

The group G∨ acts on the set of enhanced L-parameters by g ⋅ (ϕ, ρ) ∶= (gϕg−1, gρ). The

action of G∨ preserves relevance.

Definition 1.6.9. We denote by Φe(
LG) the set of equivalence classes under G∨-conjugation
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of enhanced L-parameters for G. We denote by Φe(G) the set of equivalence classes under

G∨-conjugation of relevant enhanced L-parameters for G.

Conjecture 1.6.10 (Weak Local Langlands Conjecture). There is a bijection of sets

LLC ∶ Irr(G)
≅

Ð→ Φe(G).

Remark 1.6.11. Even though the above is a form of bijective Local Langlands, we call it

weak because we normally require from a Local Langlands correspondence to satisfy certain

natural properties, see for example [Hai14, §5.2], [Bor79].

To provide a notion of cuspidality for Langlands parameters, a different description of

the group Sϕ is helpful.

Proposition 1.6.12. We denote by Aϕ ∶= π0(ZGϕ(uϕ)) the finite group of connected com-

ponents of the centralizer. Then, there is an isomorphism

Aϕ ≅ Sϕ.

We need the following proposition which is a basic tool in the construction of the gener-

alized Springer correspondence.

Proposition 1.6.13. [AMS18, §2] For any reductive group G, there is a natural bijection

between the set of G-conjugacy classes of pairs (u, ρ) and the set of pairs (CGu ,F) where CGu is

the G-conjugacy class of a unipotent element and F an irreducible G-equivariant local system

in CGu . The bijection sends a pair (CGu ,F) to any representative u and the representation of

AG(u) on the stalk Fu.

Definition 1.6.14. Let ϕ′ ∶WF →
LG be a Langlands parameter. Let LM be a Levi subgroup

containing its image ϕ(W ′F ). Then ϕ is called discrete for LM if there is no smaller Levi

containing ϕ(W ′F ), and ϕ is relevant for LM .
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With these tools in place we can define cuspidality for enhanced L-parameters.

Definition 1.6.15. A G-equivariant local system is called cuspidal if it does not occur as a

constituent in an induction from another local system.

An enhanced Langlands parameter (ϕ, ρ) for LM ≤ LG is called cuspidal if ϕ is discrete

and after defining uϕ = ϕ

⎛
⎜
⎜
⎝

⎛
⎜
⎜
⎝

1 1

0 1

⎞
⎟
⎟
⎠

,1

⎞
⎟
⎟
⎠

, the pair (uϕ, ρ) corresponds to a cuspidal local system

by applying Proposition 1.6.13 for Gϕ.

Remark 1.6.16. Lusztig’s induction and restriction functors for G-equivariant sheaves pro-

vide the needed analog for parabolic induction and restriction of smooth representations. The

definition works because the complex dual group is defined over characteristic 0, therefore the

decomposition theorem for perverse sheaves is available [BBD82].

1.6.2 Bernstein theory on the Galois side

Let LM be a Levi subgroup of LG and Xnr(
LM) = (ZM∨⋊IF )

○ where IF is the inertia

subgroup of the Weil group WF . The natural action of Xnr(
LM) on Φc

e(M) given by

g ⋅ (ϕ, ρ) = (gϕg−1, gρ) where g acts by conjugation on the target of ϕ and on the source of ρ

preserves cuspidality. Let Φc
e(M) ≤ Φe(M) denote the subset of cuspidal equivalence classes

of enhanced L-parameters under G∨-conjugation. To an enhanced L-parameter l = (ϕ, ρ) for

G we can attach its cuspidal support sc(l) ∶= [(M, lc)] where LM is a minimal Levi where

lc is defined and lc ∈ Φc
e(M) such that the G-equivariant local system Fl corresponding to

l under Proposition 1.6.13 occurs as a constituent in the induction of Flc . The cuspidal

support is well-defined up to G∨-conjugation [AMS18, §7].

We denote by s∨ the orbit of [(LM, lc)] under the action of Xnr(
LM) on the second term,

and by B∨(G) the set of all possible orbits. We denote by Φs∨
e (G) the preimage sc−1(s∨)
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of s∨ under the cuspidal support map, which provides us with the partition

Φe(G) ≅ ⊔
s∨∈B∨(G)

Φs∨
e (G)

of [AMS18].

Let l = (ϕ, ρ) be a representative for the class s∨. We denote by Xnr(M∨, l) ⊆ Xnr(M∨)

the finite subgroup stabilizing l up to M∨-conjugacy. Then Ts∨ ∶= Xnr(M∨)/Xnr(M∨, l) ≅

Φc
e(M) is an algebraic torus.

Similarly to the proof of Proposition 1.2.16, Ts∨ parametrizes cuspidal pairs up to M∨-

conjugacy. We denote by Ws∨ ⊆W (M
∨) the subgroup of the finite Weyl group stabilizing l

up to G∨-conjugacy.

We recall the main theorem of [AMS21] in the notation of Section 2.

Theorem 1.6.17. There are parameters λ,λ∗ and a specialization Hs∨ of the twisted affine

Hecke algebra H(Ts∨ ,Ws∨ , λ, λ
∗, z⃗) such that

Φs∨
e ≅ Irr(Hs∨)

We can now define our analog of the Bernstein variety.

Lemma 1.6.18 (Bernstein variety on the Galois side). The algebraic variety Ωs∨(G) =

Ts∨/Ws∨ parametrizes the equivalence classes of cuspidal pairs in s∨.

The ring of regular functions

Zs∨ = O(Ωs∨) = O(Ts∨)
Ws∨

of the Bernstein variety is isomorphic to Z(Hs∨).

The finite projection p ∶ LafHs∨/Zs∨
(C)→ Ωs∨(C) of Theorem 1.1.1 restricted to iLafHs∨/Zs∨

is the cuspidal support map.
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Proof. For the first part, by the discussion of the previous paragraph, equivalence classes in

s∨ are parametrized by Ts∨ up to the transitive action of Ws∨ . As the quotient of a torus by

a finite group, Ωs∨ admits a natural structure of an algebraic variety.

The second part follows from the explicit structure of Hs∨ in Theorem 1.6.17 and Lemma

1.2.48.

If l = (ϕ, ρ) is an enhanced L-parameter identified with a closed point of iLafHs∨/Zs∨
,

then p(l) ∈ Ωs∨ is a cuspidal support such that l is a constituent of the induction of p(l).

Therefore, p(l) = sc(l) by uniqueness of cuspidal support.

1.6.3 Relations between the conjectures

We relate some known conjectures with Conjecture 1.6.4.

Proposition 1.6.19. Conjecture 1.6.4 implies Conjecture 1.6.10.

Proof. By Proposition 1.4.3, Conjecture 1.6.4 provides us with a canonical isomorphism

iLafHs
≅ iLafHs∨

,

which at the level of C-points provides us with a canonical bijection.

Remark 1.6.20. Notice that by Lemma 1.6.18, the compatibility with central characters

required in [Bor79] for a Local Langlands Correspondence also follows from Conjecture 1.6.4.

Conjecture 1.6.21. For any reductive group G, it is true that

Hs
a
∼Hs∨ .

Proposition 1.6.22. Conjecture 1.6.21 implies Conjecture 1.6.4. In particular, Conjecture

1.6.4 is true for quasi-split classical groups and their pure inner forms, ie. symplectic groups,

(special) orthogonal groups, general (s)pin groups and unitary groups.
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Proof. By Proposition 1.4.3, the first part follows. The fact that Conjecture 1.6.21 is true

for pure inner forms of quasi-split classical groups is the content of [AMS22].
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CHAPTER 2

CHARACTER SHEAVES

2.1 Introduction

2.1.1 Summary

Character sheaves on a reductive group G are certain irreducible G-equivariant perverse

sheaves introduced by Lusztig as a geometrization of characters of a representation in the

series of papers [Lus85a], [Lus85b], [Lus85c], [Lus86a], [Lus86b]. Roughly speaking, in char-

acteristic 0, we start with a local system L with finite monodromy on a torus T of a Borel

subgroup B that is invariant under some element w ∈W , push it forward to a B-equivariant

local system on BwB, and then Lusztig’s induction functor gives a G-equivariant perverse

sheaf KLw on G. Character sheaves are the irreducible constituents of all possible KLw . In

characteristic p, a condition is added to this definition, more precisely that the local system

L we start from is a Kummer local system. For the precise definitions, see [MS89, §2] or

Section 3.

In the finite field case, taking the trace of Frobenius on character sheaves retrieves the

irreducible characters, and the category generated by character sheaves behaves similarly

to the category of representations in infinite fields, where the theory of characters is not

well-defined.

Let N be the subalgebra of nilpotent elements of g. It can be embedded in g∗ using

the Killing form, and then we define G ×N ⊆ T∗G ≅ G × g∗ to be the nilpotent cone. In-

dependently, Ginzburg and Mirkovic and Vilonen showed that, for k an algebraically closed

field of characteristic zero, character sheaves are exactly the G-equivariant irreducible per-

verse sheaves whose singular support is a subvariety of the nilpotent cone [Gin89], [MV88].

Ginzburg employed the Riemann-Hilbert correspondence and the classical notion of singu-

lar support for D-modules, whereas Mirkovic and Vilonen used the microlocal definition of
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singular support of constructible sheaves on varieties over characteristic 0 defined in [KS90],

which circumvents the use of D-modules.

Beilinson generalized the notion of singular support for constructible sheaves defined over

any characteristic [Bei16]. While singular support in characteristic p enjoys similar functorial

properties to the characteristic 0 case, certain aspects needed in the proof of Mirkovic and

Vilonen, like conormality of the singular support to its base, no longer work in characteristic

p, [Bei16, Example 1.6].

In this paper, we define a category of tame perverse sheaves and study their functo-

rial properties. This notion captures most sheaves used in the construction of character

sheaves, and tame perverse sheaves behave similarly enough to the characteristic 0 case. We

then adapt Mirkovic and Vilonen’s proof to show the following, without any assumption on

char(k).

Theorem 2.1.1. Let G be a reductive group over an algebraically closed field k. Then the

singular support of a character sheaf is a subvariety of G ×N .

2.1.2 Outline

We define a general notion of tame perverse sheaves, and show that the category they form is

particularly well-behaved, using Kerz and Schmidt’s results about tameness of étale coverings

[KS10].

Upon trying to adapt the proof of Mirkovic and Vilonen to positive characteristic, we

stumble in the following problems.

First of all, Mirkovic and Vilonen use in an essential way the conormality of singular sup-

port to its base in characteristic 0, which does not remain true in characteristic p. We show

that conormality of the singular support is true for tame perverse sheaves, upon restrictions

on the ramification divisor.

Second, we need to show that certain operations of sheaves involved in the construction
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of character sheaves preserve tameness. We show preservance of tameness under various

operations, and in particular we will define a class of morphisms called tamely smooth, with

the property that the pullback under them is tame if and only if our initial perverse sheaf

was tame.

The paper is organized as follows: In Section 2, we define and study the category of tame

perverse sheaves. In Section 3, we prove Theorem 2.1.1.

2.2 Tame perverse sheaves

2.2.1 Definition of a tame perverse sheaf

Let X be a smooth variety over an algebraically closed field k. All sheaves we consider are

assumed to be either l-adic for l ≠ char(k), or complex.

E will denote any constant sheaf. We recall a well-known definition.

Definition 2.2.1. L is a local system on U with finite monodromy if there exists a finite

étale covering map f ∶ Ũ → U such that f∗L = E.

We recall the following definition.

Definition 2.2.2. Let C̄ be a proper, connected and regular curve of finite type over Spec(k)

and C ⊆ C̄ an open subscheme. Every point x ∈ C̄ ∖C defines a valuation on k(C). An étale

covering map of curves C′ → C is called tame if for every x ∈ C̄ ∖ C the valuation vx is

tamely ramified in k(C′) ∣ k(C).

We also recall one of several equivalent definitions for tameness of an étale covering in

[KS10, §4].

Definition 2.2.3. An étale covering Y → X is called tame if for every morphism C → X

the base change Y ×X C → C is tame.

The following definitions are motivated by Definition 2.2.3.
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Definition 2.2.4. A local system L with finite monodromy will be called tame if the étale

covering f ∶ Ũ → U in Definition 2.2.1 can be taken to be tame. Equivalently, if the étale

covering f ∶ Ũ → U representing L is tame.

Definition 2.2.5. An irreducible perverse sheaf IC(U,L) on a smooth variety X is called

tame if L is a tame local system on U . A perverse sheaf on X is called tame if all its

irreducible constituents are tame.

2.2.2 Properties

In this subsection we show properties of tameness that will be used later.

Lemma 2.2.6. The category Pervtame(X) ⊆ Perv(X) consisting of the tame perverse

sheaves and the morphisms between them is an abelian subcategory of the category of perverse

sheaves.

Proof. Trivial by checking the irreducible constituents.

Lemma 2.2.7. Tameness of an étale covering is stable under arbitrary base change.

Proof. Let f ∶ Y → X be a tame étale covering and g ∶ Z → X a morphism. Then for an

arbitrary morphism C → Z where C is a regular curve, we get the following diagram

Y ×X Z ×Z C C

Y ×X Z Z

Y X

It is enough to prove that the upper morphism of curves is tame. This follows by Y ×X Z ×Z

C ≅ Y ×X C and the tameness of Y →X.

As a consequence, smooth pullbacks preserve tameness.
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Lemma 2.2.8. Let f ∶ X → Y be a smooth morphism, and F a tame perverse sheaf on Y .

Then f∗F is tame.

Proof. It is enough to prove the statement for an irreducible perverse sheaf IC(Y0,L) on

Y . Restrict Y to Ȳ0 and X to the preimage, and f will remain smooth in the restric-

tion because smoothness is preserved by arbitrary base change. Then the pullback will be

IC(f−1(Y0), f
∗L). But for L there must be a tame étale covering g ∶ U → Y such that

g∗F = E. Therefore, by the diagram

U ×Y X X

U Y

g′

f ′ f

g

since by smooth base change g′∗f∗L = f ′∗g∗L = f ′∗E = E, g′ is an étale covering trivializing

f∗F . By Lemma 2.2.7, g′ is also tame.

Tameness is local with respect to the tame site of [HS21].

Lemma 2.2.9. Let F be a perverse sheaf on a smooth variety X and {Ui} be an étale

covering of X such that all maps pi ∶ Ui → X are tame. Then F is tame if and only if all

p∗i F are tame sheaves. In particular, if p ∶ Y →X is an étale map that is a tame covering of

its image, and p∗F is tame, then F is tame.

Proof. The only if direction follows directly Lemma 2.2.7. For the if direction, we use descent

and the Lemma 2.2.7 to get a tame étale covering p ∶ U →X such that p∗F is tame. Then if

g ∶ V → U is a tame covering that trivializes p∗F , p ○ g is a tame étale covering trivializing

F .

For the second assertion, we claim that it is enough to check tameness of a sheaf after its

restriction to a Zariski open subset, and then we apply the first assertion.

Indeed, after we base change to any curve, it is enough to notice that tameness on a

curve can be checked on any open subset, which is well-known.
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In the case of a smooth projection, we have a converse.

Lemma 2.2.10. Let Y smooth and p ∶ X × Y → X be the first projection, and F a perverse

sheaf on X. Then p∗F is tame if and only if F is.

Proof. The if direction is immediate by Lemma 2.2.8. For the only if direction, we can

assume F = IC(U,L) and then we have that p∗F = IC(X ×U,OX ⊗L) is tame. A minimal

trivialization of p∗F in particular trivializes L and thus F is also tame.

On a torus, tame local systems coincide with Kummer local systems. Indeed, for n ∈ N,

let n ∶ T → T be the n-th power isogeny n(t) = tn.

Lemma 2.2.11. For a torus T , a local system L is tame if and only if it n∗L ≅ E for some

n coprime to p.

Proof. Let R = k[x±1 , . . . , x
±

k
] and T = SpecR. Since n∗L = E, L trivializes under the covering

the covering n ∶ SpecR[t1, . . . , tk]/(t
n
1 − x1, . . . , t

n
k
− xk) → SpecR, which is a standard tame

covering since (n, p) = 1. If it is tame, then it must trivialize under some tame covering, which

by the relative Abhyankar Lemma [Gro71, Expose XIII, Proposition 5.1] we can take to be

of the form f ∶ SpecR[t1, . . . , tk]/(t
n1
1 − x1, . . . , t

nk
k
− xk), where (ni, p) = 1 for all i = 1, . . . , k.

Defining n = ∏ni, we see that we can write n as a composition g ○ f , and therefore n also

trivializes L, since n∗L = g∗ ○ f∗(L) = g∗E = E.

We now show that conormality of the singular support still holds in characteristic p for

tame perverse sheaves upon conditions on the geometry of the ramification divisor.

Definition 2.2.12. Let X be a variety and D ⊂ X a closed subvariety. A map f ∶ X̃ → X

will be a called a uniform resolution of D if

1. X̃ is smooth and f is proper and birational.

2. f−1(D) is a simple normal crossings divisor in X̃.
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3. f is a stratified submersion on tangent spaces for the stratification D = ⊔i∈I Di by

smooth strata of codimension i.

Lemma 2.2.13. Let X be a smooth variety over an algebraically closed field k. If F is a

tame perverse sheaf on X such that for every irreducible constituent IC(U,L) we have that

D ∶= Ū ∖U has a uniform resolution, then SS(F) is conormal to its base.

Proof. Assume without loss of generality that F ∶= IC(U,L) is irreducible. Shrink U by

intersecting with the open locus where f is an isomorphism. Consider the diagram

f−1(U) X̃

U X

j̃

g f

j

where j, j̃ are inclusions and g is the restriction of f to f−1(U).

If D is already a simple normal crossings divisor, since SS(F) ⊆ SS(j!L) by [Bei16,

Theorem 1.4(ii)], the assertion follows from a combination of [Sai16, Lemma 3.3] and [KS10,

Theorem 4.4].

For the general case, we define G ∶= j̃!g∗L, and notice that

j!L ≅ f∗f
∗j!L ≅ f∗G

where the first isomorphism is true because f is an isomorphism over U , and the second by

base change. Therefore, by [Bei16, Lemma 2.2]

SS(F) ⊆ SS(j!L) = SS(f∗G) ⊆ f○SS(G),

and SS(G) is conormal since f−1(D) is a simple normal crossings divisor and g∗L is tame.

Assume SS(F) was not conormal. Then there exists z ∈ Di and w not conormal to

Di, such that w ∈ SS(F). Therefore, there exists v tangent to Di such that ⟨w, v⟩ ≠ 0. By
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assumption, there exists v′ tangent to f−1(Di) such that ⟨df(w), v′⟩ ≠ 0, and by conormality

of SS(G) we have a contradiction.

Remark 2.2.14. For the case of character sheaves treated in this paper we need conormality

for the Bruhat stratification, which admits the Bott-Samelson resolution. The Bott-Samelson

resolution is uniform by equivariance.

Notice that, in general, pushforwards do not preserve tameness even under very strong

assumptions.

Example 2.2.15. Consider a projective wildly ramified covering of curves f ∶X → Y . This

decomposes as X
i
Ð→ Y × P1

p
Ð→ Y . F = i∗E is a tame sheaf, while p∗F = f∗E is not. Notice

that p is a smooth proper map.

2.2.3 Tamely smooth morphisms

We define a refinement of smoothness that is useful for studying tameness. First, we recall

an equivalent definition for smoothness [Sta22, Tag 054L].

Lemma 2.2.16 (Smooth maps are étale locally trivial bundles). A map f ∶X → Y is smooth

if an only if for every point x ∈X there exist Zariski open neighborhoods U,V around x, f(x)

such that f decomposes as
X U An × V

Y V

f f ′

π

p

where π is an étale map.

Motivated by Lemma 2.2.16, we define the notion of a tamely smooth morphism. Essen-

tially, tamely smooth morphisms are tamely locally trivial bundles for the tame site defined

in [HS21].

Definition 2.2.17. A smooth morphism f ∶ X → Y is called tamely smooth if the étale

maps π in Lemma 2.2.16 can be taken to be tame étale coverings of their image.
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The following properties are easy, but we include the proof for completeness.

Lemma 2.2.18. We have the following properties.

(a) Open immersions are tamely smooth.

(b) Tame smoothness is preserved by base change.

(c) The composition of two tamely smooth morphisms is tamely smooth.

Proof.

(a) If j ∶ U →X is an open immersion, we can just take for every u ∈ U the neighborhoods

U ⊆ U and U ⊆X, and j becomes an isomorphism.

(b) Follows by taking base change of the diagram in Lemma 2.2.16.

(c) Let f ∶X → Y, g ∶ Y → Z be tamely smooth, and consider the following diagram, where

we have taken refinements of the neighborhoods in Lemma 2.2.16 and the upper right

diagram is base change.

X U V ×An W ×Am+n

Y V W ×Am

Z W

Then the fact that V →W ×Am is tame implies that its base change is tame, and then

by the fact that the composition of tame étale coverings is tame we can conclude.

The next Lemma is the motivation behind the introduction of tamely smooth morphisms.

Lemma 2.2.19. Let f ∶X → Y be a tamely smooth morphism and F a perverse sheaf on Y

such that f∗F is tame. Then F is tame.
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Proof. Using the notation from the diagram in Lemma 2.2.16, it is enough to show the

statement for f ′ due to Lemma 2.2.9 . But then if f ′F = π∗p∗F is tame, p∗F is tame by

Lemma 2.2.9 , and therefore F is tame by Lemma 2.2.10 .

2.3 Proof of the main theorem

We adapt Mirkovic and Vilonen’s proof, using the results of the previous Section where

needed, to prove Theorem 2.1.1. First of all, we recall the definition of character sheaves. In

particular, we recall Lusztig’s induction functor, a sheaf analogue of the induction functor for

representations, or characters. Indeed, in the finite field case, taking the trace of Frobenius

to reduce to classical characters, commutes with induction.

Let A be a connected algebraic group acting on a variety X. For any connected subgroup

B, consider the following commutative diagram.

A ×X A/B ×X

X X

ν

a p

given by
(a, x) (aB,x)

a−1 ⋅ x x.

ν

a p

For F ∈DB(X), there exists a unique F̃ ∈DA(A/B ×X) such that a∗F = ν∗F̃ .

Definition 2.3.1. The functor ΓABF = p∗F̃ is called the induction functor.

We now recall the definition of character sheaves following [MS89]. Let G be a reductive

group and fix a Borel B. Let T be a maximal torus and B = TN for the unipotent radical.

Let W be the Weyl group of B,T and n = dimG/B. Let w ∈W . We consider Gw = BwB and

Yw = Gw. Choosing a representative ẇ ∈W , there is an isomorphism Uw ×T ×U ≅ Gw given
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by (u, t, u′)→ uẇtu′, so we have a natural projection pr ∶ Gw → T defined by pr(u, t, u′) = t.

For any Kummer local system Lξ on T , we define Lξ,ẇ = pr∗Lξ, and set Aξ,ẇ =

IC(Gw,Lξ,ẇ). Aξ,ẇ up to isomorphism does not depend on the choice of ẇ, so we will

write Aξ,w.

Definition 2.3.2. The irreducible constituents of the complexes KLw = Γ
G
B[Aξ,w] where w ∈

W and Lξ is a Kummer local system on T fixed by the w-action, are called character sheaves.

By Lemmas 2.2.11 and 2.2.8, the sheaves Aξ,w are tame.

To prove Theorem 2.1.1, we need the equivalent of [MV88, Lemma 1.2] for characteristic

p, and then to be able to follow partially the proof of [MV88, Theorem 2.7]. For the latter

part, we will use Lemma 2.2.13 and the Bott-Samelson resolution.

Lemma 2.3.3. For F ∈DB(X), we have

SS(ΓGBF) ⊆ G ⋅ SS(F).

Proof. Let pr2 be the second projection from either T∗(G ×X), T∗(G/B ×X) to T∗X.

We have pr2(SS(F̃)) = pr2(SS(ν
∗F̃)) = pr2(SS(a

∗F)).

The singular support of a pullback via a smooth morphism behaves as in characteristic

0 by [Bei16, Lemma 2.2] or [Sai16] so we similarly have pr2(SS(F̃)) = G ⋅F .

Now, we need to prove SS(ΓGBF) = SS(p∗F̃) ⊆ pr2(SS(F̃)).

But G/B is a flag variety and therefore proper, so p is proper being a base change of a

proper morphism. Therefore, we conclude by [Bei16, Lemma 2.2].

We are now ready to prove Theorem 2.1.1.

Proof. First, we show that Aξ,w has nilpotent singular support.

Under the identification T∗G ≅ G×g, the fiber at e of the conormal bundle at the Bruhat

cell B is n. Therefore, the fiber at g of the Bruhat cell BgB is n∩g n where the upper script
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denotes the adjoint action. So it is enough to prove that Aξ,w has conormal singular support.

But Aξ,w is a tame perverse sheaf constructible with respect to the Bruhat stratification,

so its irreducible constituents are supported on Bruhat cells Yw = BwB. Choose a reduced

expression w = s1 . . . sn. We get conormality by Lemma 2.2.13, using the Bott-Samelson

resolution

Ys1 ×B ⋯×B Ysn → Yw

(see, for example, [Lus85a]).

Finally, G ×N is closed and invariant for the G-actions of translation and conjugation,

thus by Lemma 2.3.3 ΓGB preserves nilpotency of singular support.
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