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facilitating automated testing of datasets including natural 
language data are disclosed. In the disclosed embodiments, 
rule sets may be used to condition and transform an input 
dataset into a format that is suitable for use with one or more 
artificial intelligence processes configured to extract param­
eters and classification information from the input dataset. 
The parameters and classes derived by the artificial intelli­
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APPLYING A TRAINED MODEL TO 
PREDICT A FUTURE VALUE USING 

CONTEXTUALIZED SENTIMENT DATA 

PRIORITY 

The present application claims the benefit of U.S. Provi­
sional Application No. 62/821,575, filed Mar. 21, 2019, and 
entitled "PREDICTING RETURNS WITH TEXT DATA," 
the contents of which are incorporated herein by reference in 
their entirety. 

TECHNICAL FIELD 

2 
present in the historical news articles, have a correlation to 
a subsequent historical positive or negative price movement 
(i.e., return). For example, the training of the sentiment 
extraction model includes extracting words carrying senti-

5 ment information from historical news articles and correlat­
ing the extracted words with historical asset returns. Pre­
dicting asset movement by extracting sentiment information 
using the sentiment extraction model described herein pro­
vides significantly better returns as compared to the previ-

10 ously used sentiment extraction techniques. In that regard, 
the present disclosure provides one or more methodologies 
that may be used in the training of the sentiment extraction 
model and provides one or more methodologies on using the 
sentiment extraction model to predict asset return. 

The present disclosure generally relates to asset return 15 

prediction techniques and more specifically to systems and 
methods for extracting sentiment information to predict 

Illustrating the functionality of the sentiment extraction 
model, the systems and methods may use Dow Jones News­
wire ( or some other source of financial news) to receive raw 
textual data corresponding to current news. The raw textual 
data may include textual data from one or more news articles 

asset returns. 

BACKGROUND 

Text mining methodologies are utilized to predict trends 
in market behavior and often attempt to extract sentiment 
information from online data sources ( e.g., news articles) to 
gauge market sentiment and predict asset returns. One 
known text mining methodology extracts sentiment infor­
mation by searching for positive and negative terms based 

20 tagged with the stock ticker of one or more assets. The raw 
textual data may first be processed using natural language 
processing (NLP) to extract features from within the raw 
textual data. The NLP may include normalization, stem­
ming, lemmatization, tokenization on the received raw tex-

25 tual data. After the NLP, the extracted features may be 
provided to the sentiment extraction model to estimate 
sentiment score for each of the one or more news articles. In 
one implementation, the sentiment scores related to a par-on a pre-defined sentiment dictionary (e.g., the Harvard-IV 

psychosocial dictionary) and then individually counting the 
number of positive and negative terms in the news article. 30 

The number of positive and negative terms are surmned to 
determine a sentiment score for the news article, which is 
later utilized to predict asset movement. To illustrate, if a 
news article is determined to recite 15 positive terms and 10 
negative terms, the news article is given a sentiment score of 35 

+5, indicating that the article has an overall positive senti-

ticular asset may then be averaged to generate an average 
sentiment score for the particular asset. The average senti­
ment score may then be used to predict asset movement and 
determine one or more actions (e.g., buy or sell) for the 
particular asset. 

The foregoing has outlined rather broadly the features and 
technical advantages of the present invention in order that 
the detailed description of the invention that follows may be 
better understood. Additional features and advantages of the 
invention will be described hereinafter which form the 
subject of the claims of the invention. It should be appre-

ment. 
However, such text mining methodologies suffer from 

some serious drawbacks. For example, just summing the 
numbers of positive and negative sentiment terms discounts 
the significance of some terms over others. To illustrate, 
assume a news article regarding Company A's recent quar­
terly conference call includes a positive or ambiguous term 
(depending on context) such as "undervalue," and negative 
terms such as "disappointing" and "blame." Existing text 
mining methodologies may rate the article as having a 
negative sentiment score, ignoring that the article may have 
concluded that the stock is undervalued and the terms 

40 ciated by those skilled in the art that the conception and 
specific embodiment disclosed may be readily utilized as a 
basis for modifying or designing other structures for carry­
ing out the same purposes of the present invention. It should 
also be realized by those skilled in the art that such equiva-

45 lent constructions do not depart from the spirit and scope of 
the invention as set forth in the appended claims. The novel 
features which are believed to be characteristic of the 
invention, both as to its organization and method of opera-

"disappointing" and "blame" could have been less signifi­
cant than the term "undervalue." To overcome this defi- 50 

tion, together with further objects and advantages will be 
better understood from the following description when con­
sidered in connection with the accompanying figures. It is to ciency, some text mining methodologies add weights to the 

positive and negative terms identified using the Harvard-IV 
psychosocial dictionary. However, no clear rule governing 
the choice of weights has been established, and the ultimate 
choice of weights has typically been ad hoc. Such ad hoc 
weighting fails to accurately weigh terms and provide infor­
mation necessary to predict trends in market behavior. 

SUMMARY 

To overcome the challenges described above, the present 
disclosure provides systems, methods, and computer-read­
able storage media for asset return prediction by extracting 
sentiment information from news articles using a sentiment 
extraction model that is trained using historical news and 
historical returns data. The training of the sentiment extrac­
tion model includes identification of words, which when 

be expressly understood, however, that each of the figures is 
provided for the purpose of illustration and description only 
and is not intended as a definition of the limits of the present 

55 invention. 

BRIEF DESCRIPTION OF THE FIGURES 

For a more complete understanding of the disclosed 
60 methods and apparatuses, reference should be made to the 

embodiments illustrated in greater detail in the accompany­
ing drawings, wherein: 

FIG. 1 is a block diagram illustrating a system for 
predicting asset return using a sentiment extraction model, 

65 in accordance with aspects of the present disclosure; 
FIG. 2(A) is a block diagram illustrating a process for 

transforming the raw textual data from current news into a 
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set of features suitable for use with the sentiment extraction 
model, in accordance with aspects of the present disclosure; 

FIG. 2(8) is a block diagram illustrating a process for 
producing the sentiment extraction model using machine 
learning techniques, in accordance with aspects of the pres­
ent disclosure; 

FIG. 3 is a graph illustrating average number of articles 
per half an hour from Jan. 1, 1989 to Jul. 31, 2017, in 
accordance with aspects of the present disclosure; 

FIG. 4 is a graph illustrating performance of portfolios 
traded based on the sentiment extraction model, in accor­
dance with aspects of the present disclosure; 

FIG. 5 is a graph illustrating the speed at which news 
assimilates and materializes in market performance, in 
accordance with aspects of the present disclosure; 

FIG. 6 is a graph comparing the speed at which old and 
fresh news assimilates and materializes in market perfor­
mance, in accordance with aspects of the present disclosure; 

FIG. 7 is a graph comparing performance of portfolios 
constructed using the sentiment scores predicted by the 
sentiment extraction model, in accordance with aspects of 
the present disclosure; 

FIG. 8 is an illustrative method for utilizing a sentiment 
extraction model to predict asset movement, in accordance 
with aspects of the present disclosure; and 

FIG. 9 is a process for filtering fresh news from current 
news into a set of features suitable for use with the sentiment 
extraction model, in accordance with aspects of the present 
disclosure. 

FIG. l0(A) is an illustrative depiction of the first param­
eter; and 

FIG. l0(B) depicts an illustrative table related to the 
second parameter. 

It should be understood that the figures are not necessarily 

4 
114, one or more input/output (I/0) devices 127, one or more 
return prediction engines 128, and a trading engine 129. 
Each of the one or more processors 112 may be a central 
processing unit (CPU) or other computing circuitry (e.g., a 

5 microcontroller, one or more application specific integrated 
circuits (AS I Cs), and the like) and may have one or more 
processing cores. The memory 120 may include read only 
memory (ROM) devices, random access memory (RAM) 
devices, one or more hard disk drives (HDDs ), flash memory 

10 devices, solid state drives (SSDs), network attached storage 
(NAS) devices, other devices configured to store data in a 
persistent or non-persistent state, or a combination of dif­
ferent memory devices. 

The memory 120 may store instructions 122 that, when 
15 executed by the one or more processors 112, cause the one 

or more processors 112 to perform the operations described 
in connection with the ARP device 110 with reference to 
FIGS. 1-8. The memory 120 may also include a database 
124 which may further include historical data 126 utilized 

20 by a machine learning logic 125 to generate the sentiment 
extraction model 123 which is employed to predict future 
asset movement. In one implementation, the sentiment 
extraction model 123 may be stored in memory 120. The 
historical data 126 may include data obtained from one or 

25 more data sources 130. In one implementation, the one or 
more data sources 130 may include the Dow Jones News­
wires Machine Text Feed and Archive database. It is noted 
that FIG. 1 shows a single data source 130 for purposes of 
illustration, rather than by way of limitation and that the one 

30 or more data sources 130 may include more than one data 
source depending on the particular configuration of the 
system 100, the assets to be analyzed by the system 100, or 
for other reasons. It is also noted that the one or more data 

to scale and that the disclosed embodiments are sometimes 35 

sources 130 may include live text data feeds which could 
include real-time news feeds. In one implementation, in 
addition to the live text data feeds, the historical data 126 illustrated diagrammatically and in partial views. In certain 

instances, details which are not necessary for an understand­
ing of the disclosed methods and apparatuses or which 
render other details difficult to perceive may have been 
omitted. It should be understood, of course, that this disclo- 40 

sure is not limited to the particular embodiments illustrated 
herein. 

DETAILED DESCRIPTION 

includes market capitalization and daily returns data pro­
vided by data source 130. The historical data 126 may 
further include data derived from historical news data 
obtained by a data source 130. As an example, the historical 
data 126 may include correlated historical news and histori­
cal returns data derived using the text feed and return 
information. In one implementation, the correlation may be 
performed by the ARP device 110 linking each article with 

Aspects of the present disclosure provide improved pro­
cesses for extracting sentiment information from current 
news articles using a sentiment extraction model that is 
trained using historical news and historical returns data. 
Inventive aspects more accurately characterize sentiment 
information, which is used to more accurately predict asset 
returns. For example, disclosed concepts have been shown 

45 tagged assets' market capitalization and daily returns infor­
mation; this linking is described in detail with respect to 
FIG. 3. 

The one or more communication modules 114 may be 
configured to communicatively couple the ARP device 110 

50 to the one or more networks 150 via wired or wireless 

to provide up to a 94% gain in some scenarios over known 
methods. Further, disclosed concepts enable a sentiment 
extraction model to be periodically retrained allowing evolv- 55 

ing trends in sentiment to be accounted for by the model. 
This capability enables dynamic retraining of the sentiment 
extraction model, facilitating strong return prediction with 
up-to-date sentiment analysis. 

Referring to FIG. 1, a block diagram illustrating a system 60 

for predicting asset returns in accordance with aspects of the 
present disclosure is shown as a system 100. The system 100 
may provide functionality that facilitates sentiment analysis 
and predicts asset movement. As shown in FIG. 1, the 
system 100 includes an asset return prediction (ARP) device 65 

110. The ARP device 110 includes one or more processors 
112, a memory 120, one or more communication modules 

communication links according to one or more communi­
cation protocols or standards (e.g., an Ethernet protocol, a 
transmission control protocol/internet protocol (TCP/IP), an 
institute of electrical and electronics engineers (IEEE) 
802.11 protocol, and an IEEE 802.16 protocol, a 3rd Gen­
eration (3G) communication standard, a 4th Generation 
(4G)/long term evolution (LTE) communication standard, a 
5th Generation (5G) communication standard, and the like). 

The I/0 devices 127 may include one or more display 
devices, a keyboard, a stylus, one or more touchscreens, a 
mouse, a trackpad, a camera, one or more speakers, haptic 
feedback devices, or other types of devices that enable a user 
to receive information from or provide information to the 
ARP device 110. The I/0 devices 127 may also include a 
graphical user interface (GUI). In aspects, I/0 devices 127 
may further include a mobile device, a smartphone, a tablet 
computing device, a personal computing device, a laptop 
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computing device, a desktop computing device, a wearable 
computing device, a computer system of a vehicle, a per­
sonal digital assistant (PDA), a smart watch, another type of 
wired and/or wireless computing device, or any part thereof. 

6 
news. Details on the techniques that could be used to capture 
freshness of current news articles is described ahead in 
detail. 

In aspects, the user may use the GUI to input information, 5 

including authentication information to gain access to the 
functionality of the ARP device 110, which at least in part 
includes extracting sentiment information of the current 
news and providing functionality to use the sentiment infor­
mation to generate a portfolio of assets to be traded using the 10 

trading engine 129 at the traded asset marketplace 140 ( e.g., 
NASDAQ, New York Stock Exchange, etc.). 

The one or more return prediction engines 128 may 
include a set of conditioning rules that may be applied to the 
input dataset to condition the dataset prior for processing by 
the sentiment extraction model 123, which may not be 
capable of receiving natural language text data as an input. 
The set of conditioning rules may be configured to modify 
the input dataset via different operations, such as changing 
all words in the article to lower case letters; expanding 
contractions such as "haven't" to "have not," and deleting 
numbers, punctuations, special symbols, and non-English 
words. The set of conditioning rules may further include 
stemming, lemmatization, tokenization; and other opera­
tions. In addition to the set of conditioning rules described 
above, the set of conditioning rules may be configured to 
extract features from within the received raw textual data 

The one or more return prediction engines 128 may be 
configured to utilize machine learning (and/or artificial 

15 
intelligence) logic 125 to generate the sentiment extraction 
model 123, which processes features extracted from an input 
dataset ( e.g., raw textual data obtained from the one or more 
data sources 130) and produces one or more outputs (e.g., 
sentiment scores, etc.). It is noted that the input dataset may 

that indicates positive or negative return. For example, the 
20 extracted features may include a count vector derived from 

the news article and a total count of words included in the be derived from data obtained from data source 130, such as 
current news articles related to assets to be analyzed. The 
input dataset may include raw textual data----data in the form 

news article that are known to convey some sentiment 
information. 

of natural language text----derived from current news articles 
related to a particular asset, and the one or more outputs may 25 

include a sentiment score of the article. It is noted that the 

Trading engine 129 may be configured to generate a GUI 
for facilitating input and output operations that enable a user 
to perform one or more trading actions with respect to assets 
analyzed by the system 100. The GUI generated by the 
trading engine 129 may be configured to include various 
GUI controls related to a trading platform. In accordance 

sentiment score may be assigned on a per article basis or 
multiple sentiment scores may be assigned to a single article, 
such as assigning a sentiment score to each asset identified 
in an article associated with multiple assets. Using the 
sentiment score, price movement of the asset may be pre­
dicted. It is noted that processing of input datasets that 
include raw textual data is described for purposes of illus­
tration, rather than by way of limitation and that the senti­
ment extraction techniques disclosed herein may be readily 
applied to other types of input datasets (e.g., voice data 
obtained from video news sources, or image data) that do not 
have a specific structure. 

In some implementations, the raw textual data included in 
news articles obtained from the one or more data sources 
130 may be published at different times. To ensure that the 
information considered by the system 100 when making 
return predictions is not stale, the system 100 may be 
configured to consider news articles published within a 
particular time period. News articles published within a 
pre-defined time period (e.g., 24 hours, 12 hours, 6 hours, 2 
days, or some other timeframe) may be considered "current 
news articles" and may be included in the input dataset for 
a given return prediction process. News articles that were 
published before the pre-defined time period may not be 
considered for a current return prediction process ( e.g., if the 
time period is 24 hours, news articles published 25 hours or 
more prior to the asset prediction run may be excluded from 
the input data set). For example, news articles associated 
with a particular asset published between 9:30 am on day 0 
and 9:00 am on day 1 may be considered current and 
considered in a current return prediction run, but articles 
published prior to 9:30 am on day O may not be included in 
the input data set for the current return prediction run. This 
desired time period may relate to the freshness/newness/ 
novelty of the news, which may improve the return predic­
tions by not accounting for "stale" news that could skew the 
return prediction. To that end, ARP device 110 may be 
further configured to gauge the freshness of a current news 
article and shortlist the news articles to be provided to the 
sentiment extraction model 123 based on the freshness of the 

30 with this disclosure the various GUI controls may include 
extracting sentiment information for one or more assets, 
managing market positions based on the extracted sentiment 
information via traded asset marketplace 140, gathering 
real-time quotes, charting tools, viewing news feeds, and the 

35 like. The various GUI controls may also allow user to 
control one or more aspects of sentiment extraction, such as 
selecting one or more asset ticker(s) for analysis by the 
system 100 or selecting data sources from which to obtain an 
input data set. For example, the GUI generated by the 

40 trading engine 129 may allow user to enter asset ticker 
information and select a news data source. The GUI may 
further be configured to include GUI controls for allowing 
the user to make trades at the traded asset marketplace(s) 
140. In an aspect, the trading engine 129 is configured to 

45 provide functionality to the user, via the GUI, to form 
portfolios of stocks based on their extracted sentiment 
scores. The trading engine 129 is configured to execute 
trades corresponding to the portfolio. The trading engine 129 
may provide the trading functionalities via an application 

50 programming interface (API) that is configured to commu­
nicate with traded asset marketplaces 140 through the net­
work 150. The GUI generated by the trading engine 129 may 
further be configured to include GUI controls for allowing 
the user to shortlist a finite number top assets/stocks carrying 

55 high sentiment score based on the current news. Likewise, 
the GUI generated by the trading engine 129 may further be 
configured to include GUI controls for allowing the user to 
shortlist a finite number top assets/stocks carrying low 
sentiment score based on the current news. The GUI gen-

60 erated by the trading engine 129 may further be configured 
to include GUI controls for allowing the user to form one or 
more portfolios including one or more assets from the finite 
list with high and low sentiment scores. To illustrate, a user 
may form a portfolio of stocks carrying high sentiment 

65 scores and buy the portfolio of stocks. 
It is noted that the various logical and modules described 

herein and illustrated in the accompanying drawings, as well 
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202 may be provided to a feature extraction block 210. The 
feature extraction block 210 may include a normalization 
block 220, a stemming and lemmatization block 230, a 
tokenization block 240, and a feature extraction module 250. 

as the functionality they provide, may be provided via 
hardware, software, or a combination of hardware and 
software. For example, the functionality may be stored as 
the instructions 122 of FIG. 1 that may be executed by the 
processors 112 to perform the functionality described herein. 
Additionally or alternatively, at least some of the function­
ality of the illustrated logical blocks and modules may be 
performed by hardware circuit comprising custom VLSI 
circuits or gate arrays, semiconductors such as logic chips, 
transistors, or other discrete components. 

5 Each of the blocks 220,230,240, and 250 may be configured 
to provide functionality for processing the raw textual data 
202 to generate a set of features 212. In an aspect, the 
functionality provided by the feature extraction block 210 
may be provided via execution of a set of rules against the 

10 raw textual data 202, such as the set of conditioning rules 
described above. It is noted that FIG. 1 illustrates the ARP device 110 as a 

standalone-type server or set of servers for purposes of 
illustration, rather than by way of limitations and that the 
operations described in connection with the ARP device 110 
may be provided in other system configurations, such as via 15 

a cloud-based system. In such a system, one or more 
components of ARP device 110, such as sentiment extraction 
model 123, return prediction engine 128, and trading engine 
129, may be configured to provide the functionality 
described herein with respect to extracting sentiment score 20 

and predicting asset movement as a cloud-based service. For 
example, a user may be provided with network-based access 
to the sentiment analysis and trading functionality provided 
via computing resources disposed on the cloud. The user 
may be authenticated with the cloud-based sentiment extrac- 25 

tion model 123, return prediction engine 128, and trading 
engine 129 and may perform desired functionalities ( e.g., 
check sentiment scores of one or more assets, build portfolio 
based on sentiment scores, execute trades based on senti­
ment score). One or more graphical user interfaces (e.g., 30 

web-based interfaces, etc.) may be provided to facilitate 
access to the cloud-based functionality. 

As explained above, the input data received by the return 
prediction engine 128 may be an input dataset that includes 
raw textual data obtained from the data source 130. The 35 

input dataset may include one or more news articles related 

The normalization block 220 may be configured to con-
vert the case of all the words in the raw textual data 202 into 
lower case. The normalization block 220 may further be 
configured to expand contractions such as "haven't" to 
"have not" and delete numbers, punctuation marks, special 
symbols, stop words, hypertext markup language (HTML) 
tags, and non-English words. For example, the normaliza­
tion block 220 may remove hypertext markup language 
(HTML) links, stop words (e.g., "a", "an", "the", etc.), 
punctuation marks (e.g., periods, commas, semi-colons, 
etc.), uniform resource locators (URLs), special symbols, 
and the like from the raw textual data 202. The stemming 
and lemmatization block 230 may be configured to remove 
suffixes from words, such as to remove "ing", "ed", or other 
suffixes from words present in the raw textual data 202, and 
the like. In some implementations, stemming and lemmati­
zation block 230 may also be configured to group together 
different forms of a word to analyze them as a single root 
word ( e.g., "disappointment" to "disappoint," "likes" to 
"like," and so forth). 

Tokenization block 240 may perform a tokenization pro-
cess in which text data may be broken up into individual 
words and each individual word represents a token. Addi­
tionally, during tokenization, a list of words may be linked 
to the article from which they were gathered or processed. 
Certain elements of the text data may be treated as special 
token elements, such as white spaces, and these additional 
token elements may be handled differently than tokens 

to a particular asset and the news articles may include raw 
textual data in a natural language format. In some aspects, 
the input dataset may include news articles related to more 
than one asset. As briefly described above, the raw textual 
data in the natural language format may not suitable as an 
input to a machine learning model (such as the sentiment 
extraction model 123) since natural language text data does 
not directly provide the parameters or features ( e.g., a count 
vector of the news article, a total count of words with some 
sentiment information associated with them) utilized by the 
sentiment extraction model 123. To facilitate operation of 
the machine learning models disclosed herein, the raw 
textual data of the input data set may be subjected to one or 
more transformations before being utilized by the sentiment 
extraction model 123. For example and referring to FIG. 
2(A), a block diagram illustrating a process for transforming 
the raw textual data into a set of features suitable for use with 
machine learning techniques in accordance with aspects of 
the present disclosure is shown. 

40 associated with words within the text data, such as by 
removing white space tokens. 

FIG. 2(A) depicts a feature extraction block 210, which, 

To illustrate the concepts described above, suppose that 
the raw textual data 202 includes natural language data from 
one article associated with a particular asset. This article 

45 may include financial news related to the asset and in 
addition to natural language data, the financial news may 
also include numerical data, and other kinds of special data, 
e.g., financial graphs, URLs, HTML data, and the like. 
Through the above-described functional blocks and the 

50 processes, each block of the raw textual data 202 is sub­
jected to various lexical analysis techniques to identify 
words, remove punctuation, remove stop words, convert 
upper case words and letters to lower case words and letters 
and the like. In addition to utilizing lexical analysis, post-

55 lexical analysis processes may be utilized and may focus on 
the raw textual data not at the text level but on word level 
via processes such as stemming and lemmatization, which 
enables the raw textual data to be converted or tokenized 
data suitable for feature extraction by the feature extraction 

60 module 250. 

in one implementation, may be a part of the one or more 
return prediction engines 128. As shown in FIG. 2(A), raw 
textual data 202 (e.g., one or more news articles obtained 
from the one or more data sources 130 of FIG. 1) may be 
processed to extract the features that may be provided as 
inputs to the sentiment extraction model 123 to obtain 
sentiment information pertaining to an asset or assets iden­
tified in the input data set. Once the sentiment information 
has been obtained, it may be used to predict price movement 65 

with respect to the identified assets, as described in more 
detail below. As shown in FIG. 2(A), the raw textual data 

The feature extraction module 250 may be configured to 
extract one or more features for each of the news article. In 
one implementation, the one or more features may include 
a count vector for each news article and a total count of 
words carrying some sentiment information for each news 
article. The feature extraction module 250 may be config­
ured to generate a set of input parameters that may be 
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provided to the sentiment extraction model 123. For 
example, the set of input parameters may include a first 
parameter (cl;) and a second parameter (s,). The first param­
eter ( d,) may be a count vector of the corresponding article, 
and the second parameter (s,) may be a count of sentiment 
charged words identified in the corresponding article. To 
illustrate the generation of the first and second parameters, 
following tokenization block 240, the output of the tokeni­
zation block 240 is provided to the feature extraction module 
250, which is configured to count the number of times a 
word appears in the corresponding article to capture the first 
feature ( d,) and count the total number of sentiment charged 
words that are present in the corresponding article. In one 
embodiment, the first parameter ( d,) may be generated by 
counting the number of times each tokenized word appear in 
the article; and the second parameter (s,) may be generated 
by counting the number of words in the first parameter that 
belong to an estimator S. The estimator S, as further 
described below, may include a list of words that carry 
sentiment information and have a correlation to a positive or 
negative price movement based on the historical data ana­
lysed by the machine learning logic 125. In some embodi­
ments, the estimator § may be provided to the feature 
extraction module 250 via the sentiment extraction model 
123. 

10 
output by the sentiment extraction model 123 may indicate 
a future positive or negative price movement with respect to 
one or more assets identified in the raw textual data 202, and 
thus can be used to predict asset price movement. For 

5 example, an article with a sentiment score of 0.91 may 
indicate positive sentiment, and thus infers positive future 
price movement. In contrast, an article with a sentiment 
score of0.36 indicates a negative sentiment, and thus infers 
negative future price movement. The inferred positive future 

10 price movement may indicate that the asset should either be 
bought and/or held longer to get better returns, and the 
negative future price movement may indicate that the asset 
should be sold and/or shorted. The sentiment score output by 
the sentiment extraction model 123 may also indicate the 

15 strength of the return (e.g., a score closer to 1, e.g., 0.89, may 
indicate a higher positive movement than a score away from 
1, e.g., 0.65; a score closer to 0, e.g., 0.1, may indicate a 
higher negative movement than a score away from 0, e.g. 
0.4), and the strength of return could also be used to infer 

20 whether the asset should be bought or sold. 
It is noted that the description above provides extracting 

features from a single current article and using the extracted 
features to generate a sentiment score, which is then used to 
predict asset price movement. However, it should be appre-

25 ciated that the sentiment extraction model 123 can be used 
to extract sentiment scores of a plurality of current articles. 
For example, after extracting features from a plurality of 
articles related to a particular asset, the extracted features 
may be provided to the sentiment extraction model 123 to 

30 estimate sentiment score for each of the plurality of articles. 

The features 212 output by the feature extraction module 
250 may be structured for use by the sentiment extraction 
model 123. To illustrate, as shown in FIG. 2(A), the features 
212, which are no longer in natural language format and 
instead include numerical data (e.g., d, and s,), may be 
provided as an input to the sentiment extraction model 123, 
thereby enabling the sentiment extraction module 123 to 
analyze the sentiment of the raw textual data 202. In an 
aspect, the sentiment extraction model 123 includes estima­
tors obtained from the machine learning logic 125; the 
estimators are configured to utilize the features 212 to 
extract sentiment information. In one implementation, the 
estimators employed by the sentiment extraction model 123 
include § and O; S, as noted above, includes a list of words 
that carry sentiment information and have a correlation to a 
positive or negative price movement based on the historical 
data analysed by the machine learning logic 125, and 6 is 
configured to associate a frequency count of sentiment 
charged words with a positive or negative return. Stated 
another way, 6 is configured to receive information indica- 45 

tive of a frequency with which sentiment charged words 
appear in the historical or current news data and character­
izes the input information as indicating a positive or nega­
tive price movement. As such, the features 212 (first param­
eter (d,) and the second parameter (s,)) may be utilized by 50 

the estimator 6 at the sentiment extraction model 123 to 

In one implementation, the sentiment scores related to the 
particular asset may then be averaged to generate an aver­
aged sentiment score for the particular asset. The averaged 
sentiment score may then be used to predict asset movement 

35 and determine one or more actions ( e.g., buy or sell) for the 
particular asset. In another implementation, the extracted 
features ( d,, s,) of multiple articles for a single asset may be 
aggregated (e.g., averaged or weighted averaged), and the 
aggregated extracted features may be used to generate a 

40 sentiment score. Similarly, it should be appreciated that the 
sentiment extraction model 123 can also be used to extract 
sentiment scores of a plurality of stocks, where each stock 
has a plurality of current articles associated with it. 

Before describing the training of the sentiment extraction 
model 123 using the historical news data and historical 
returns data, exemplary notations, assumptions, and math­
ematical frameworks that may be considered are first 
described. 

Consider a collection of n news articles and a dictionary 
of m words. In generating the sentiment extraction model 
123, a count of words of an i th article in a vector d,ER + m so 
that d,,1 represents the number of times word j occurs in 
article i. This can also be represented in an nxm document­
term matrix, D=[di, ... , dnl'• While performing the 

characterize whether the current news article has a positive 
or negative sentiment, thereby indicating a positive or nega­
tive price movement. Obtaining the estimators from the 
machine learning logic 125 is described in detail below in 
FIG. 2(8), and the concepts behind sentiment extraction 
model 123 using the features 212 with one or more of the 
estimators to extract sentiment information are described 
following the description of FIG. 2(8). 

Still referring to FIG. 2(A), when the features 212 are 
provided to the sentiment extraction model 123, it generates 
a sentiment score 222 for each of the articles included in raw 
textual data 202. The sentiment score output by the senti­
ment extraction model 123 may lie between a numerical 
range, such as O and 1, where 1 may indicate that the article's 
sentiment is maximally positive, and O may indicate that the 
article's sentiment is maximally negative. As such, the score 

55 mathematics involved in the training of the sentiment extrac­
tion model 123, a subset of colunms from D may be used. 
The indices of colunms included in the subset may be listed 
in a set S. The corresponding submatrix may be denoted as 
D.,[sp and d,.[SJ may be used to denote the row vector 

60 corresponding to the i th row of D.,[SJ· Furthermore, it is 
noted that the historical news articles obtained from the data 
source 130 (e.g., Dow Jones Newswires Machine Text Feed 
and Archive database) are tagged with the asset tickers ( e.g., 
AAPL for articles related to Apple). For the sake of sim-

65 plicity, the training procedure described herein studies 
articles that correspond to a single stock. It is further noted 
that the historical news article i is labeled with the associated 
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stock return (or its idiosyncratic component), y,, on the 
publication date of the article being studied. 

The assumptions made while training the sentiment 
extraction model 123 are described now. It is assumed that 
each article gathered from the data source 130 possesses a 
sentiment score, p,, which lies between [0, 1]; when the value 
of the sentiment score is 1, the article's sentiment is assumed 
to be maximally positive, and when the sentiment score is 0, 
the article's sentiment score is assumed to be maximally 
negative. It is further assumed that the sentiment score 
serves as a sufficient statistic which influences a stock's 
price movement. In other words, d, and y, are assumed to be 
independent given p,. 

Along with the above-noted conditional independence 
assumption, two additional assumptions are made. One deals 
with the distribution of the stock return y, given p,, and the 
other governs the article word count vector cl, given pJ" For 
the conditional return distribution, it is assumed that: 

JP> (sgn(y;)~l)~g1p;) for a monotone increasing 
function g(·), 

12 
returns are linked through a common parameter, p,. Stock 
returns information may be used to supervise the estimation 
and help identify which words are assigned to the positive 
versus negative topic. A higher p, value maps into a higher 

5 likelihood of positive returns, and thus words that co-occur 
with positive returns are assigned high values in O+ and 
words that co-occur with negative returns are assigned low 
values in O_. 

As such, it is apparent that, in order to generate the 
10 sentiment extraction model 123, the features O+, O_, and p, 

may be derived from the historical news data and historical 
returns data. Referring to FIG. 2(8), a block diagram illus­
trating a process for producing the sentiment extraction 
model 123 using machine learning techniques in accordance 

15 with aspects of the present disclosure is shown. The block 
diagram shown in FIG. 2(8) depicts a pre-processing block 
211 and a machine learning logic block 125; the pre­
processing block 211 may be a part of the one or more return 
prediction engines and is configured to receive historical 

20 data 126, which may include historical news data and 
historical return data obtained from the data source 130. The where sgn(x) is the sign function that returns 1 ifx>0 and 0 

otherwise. Stated another way, this assumption states that 
the higher the sentiment score, the higher the probability of 
realizing a positive return. For the conditional distribution of 
word counts in an article, we assume the dictionary has a 25 

partition: 

pre-processing block may be configured to make the his­
torical data 126 suitable for the machine learning logic 125, 
whereas the machine learning block 125, while generatin~ 
features O +' 0 _ may be configured to generate estimators S 
and 6, which are further employed by the sentiment extrac­
tion model 123 to provide a sentiment score for current news 
articles. {1,2,3, .... ,m}~SUN 

where Sis the index set of words that carry some sentiment 
information (also referred to herein as sentiment-charged 
words), N is the index set of the words that are neutral ( also 
referred to herein as sentiment-neutral words), and {1, 2, 
3, ... , m} is the set of indices for all the words in the 
dictionary, with Sand N having dimensions ISi and m-lSI, 
respectively. Likewise, d,.[SJ and d,.[NJ are the corresponding 
sub-vectors of d, and contain counts of sentiment-charged 
words and sentiment-neutral words, respectively. Further­
more, it is assumed that d,.[NJ and d,.[SJ are independent of 
each other, and because the vector of interest d,.[SJ is inde­
pendent of d,.[NJ' d,.[NJ is not modeled. 

It may be further assumed that the sentiment-charged 
word counts, d,.[SJ' are generated by a mixture multinomial 
distribution of the form: 

dqSJ~Multinomial(s,,p;O + +(1-p;)O _), 

where s, is the total count of sentiment-charged words in the 
article i, and therefore determines the scale of the multino­
mial. Further, the probabilities of individual word counts 
with a two-topic mixture model are modelled. 0 + represents 

As noted above, because the historical news data includes 
30 natural language raw textual data, the historical data 126 is 

not suitable as an input to the machine learning logic 125. To 
utilize the machine learning techniques disclosed herein, the 
raw textual data may be subjected to one or more transfor­
mations (e.g., the conditional rules described above) before 

35 being employed by the machine learning logic 125 to 
generate the sentiment extraction model 123. To that end, 
FIG. 2(8) depicts pre-processing block 211, which includes 
normalization block 221, stemming and lemmatization 
block 231, and tokenization block 241. The functions per-

40 formed by the normalization block 221, stemming and 
lemmatization block 231, and tokenization block 241 are 
similar to the functions performed by the normalization 
block 220, stemming and lemmatization block 230, and 
tokenization block 240, respectively, as described above 

45 with reference to FIG. 2A, and may produce a collection of 
words 213 associated with each article. The collection of 
words may be provided to the machine learning logic 125 for 
further processing. 

The machine learning logic 125 is configured to: (1) 
50 isolate a set of sentiment-charged words from the collection 

of words 213 for each article to generate the estimator Sand 
(2) estimate topic parameters O+ and O_ for each article to 
generate the estimator 6. The machine learning logic 125 
includes a screening block 270 that is configured to isolate 

a probability distribution over words. O+ is a positive 
sentiment topic. Stated another way, O+ represents expected 
word frequencies in a maximally positive sentiment article 
(one for which sentiment score is 1) and is an ISi vector of 
non-negative entries with unit 11-norm. Similarly, O_ is a 
negative sentiment topic that describes distribution of word 
frequencies in a maximally negative article (those for which 
sentiment score is 0). At intermediate values of sentiment 
score, 0<p,<1, word frequencies may be a convex combi­
nation of those from the positive and negative sentiment 
topics. For example, a word j is considered to be a positive 60 

word of the j th entry of (O+-OJ is positive; in other words, 

55 a set of sentiment-charged words from the collection of 
words 213 for each article to generate the estimator S, and 
the machine learning logic 125 includes a learning topics 
block 280 configured to estimate topic parameters O+ and 
O_ for each article to generate the estimator 6. 

The screening block 270 receives the collection of words 
213 from the pre-processing block 211. The collection of 
words 213 may include sentiment-neutral, -positive, and/or 
-negative words, and the sentiment-neutral words may be 
filtered out ( e.g., because they do not impact sentiments or 

if the word has a larger weight in the positive sentiment topic 
than in the negative sentiment topic, it is considered to be 
positive. Similarly, a word j is considered to be a negative 
word if the j th entry of (O+ -0_) is negative. 

It is noted that, for a given article i, the distribution of 
sentiment-charged word counts and the distribution of stock 

65 returns and thus, represent noise). To gather words that carry 
sentiment information, a supervised learning approach that 
leverages the information in historically realized stock 
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returns may be utilized. Stated another way, the sentiment­
charged words are filtered from the collection of words by 
assuming that if a word frequently co-occurs in articles that 
are accompanied by positive returns, that word is likely to 
convey positive sentiment. (The opposite, if a word fre- 5 

quently co-occurs in articles that are accompanied by nega­
tive returns, that word is likely to convey negative senti­
ment, holds true as well.) 

In one implementation, the screening procedure may first 
calculate the frequency with which a word j co-occurs with 10 

a positive return. This is measured as: 

# articles including word j AND having sgn(y) = 1 

fJ = # articles including word j 15 

14 
historical data. Let d,[SJ=<l;[.s/s, denote the vector of word 
frequencies. It can be implied that: 

- d;.1s1 
IEd;.1s1 = IES; = p;O+ + (1 - p;)O_, 

or, in matrix form, 

IED' = OW, where W = [ Pl 
l -p1 

Pn l 
1- Pn , 

and D = [ct1, d2, ... , ctn]', 

for each j=l, ... , m. Equivalently, ½ may be a slope 
coefficient of a cross-article regression of sgn( if ) on a 
dummy variable for whether word j appears in the article. 
The technique used in the screening procedure is not limit­
ing; other techniques, such as multivariate regression with 
sparse regularization technique, may be employed. 

Based on this, the estimator 6 can be generated via a 
regression of D' on W. To estimate W, standardized ranks of 
returns as sentiment scores for all articles in the training 

20 
sample are used. More precisely, for each article i in the 
training sample i=l, ... , n, p, is set as: 

After filtering out the sentiment-neutral words, the screen­
ing block 270 obtains a set S of sentiment-charged words. 

25 
Following that, the screening block 270 isolates out all the 
positive sentiment words and the negative sentiment words. 
For that, the screening block 270 may set an upper threshold, 
a+, and define all words having t>½+a+, as positive sen­
timent words. Likewise, any word satisfying t<½+a_, for 

30 
some lower threshold a_ may be deemed a negative senti­
ment word. In some implementations, a third threshold, x, 
may be selected. This third threshold may be related to the 
number of articles including word j ( e.g., the denominator of 
t, which is denoted as k). Some sentiment words may 

35 
appear infrequently, in which case their relevance to senti­
ment is not particularly clear. Thus, by analyzing words for 
which k1>x, minimal statistical accuracy of the frequency 
estimate, ½ is ensured. In some implementations, the thresh­
olds ( a+, a_, x,) may be considered hyper-parameters that 

40 
can be tuned via cross-validation. Furthermore, given (a+, 
a_, x,), a list § of sentiment-charged words that appropri­
ately exceed these thresholds may be constructed: 

_ rank of y; in {y,J7~i 
Pi= n 

and used to populate the matrix W. Stated another way, this 
estimator p, leverages the fact that the return y, may be a 
noisy signal for the sentiment of news in article i. 

Referring to the functioning of the sentiment extraction 
model 123 with respect to FIGS. 2(A) and 2(8), the senti­
ment extraction model 123 leverages the estimators § and 6 
to predict a sentiment score. The sentiment extraction model 
123 may assume the following relationship: 

dq51-Multinomial(sJJP+ +(1-p;)O_) 

where d, is an article's count vector, s, is total count of words 
carrying sentiment information correlated with historical 
positive or negative price movement, d,,[SJ is the row vector 
corresponding to the i th row, p, is the article's sentiment 
score (which is to be estimated), and 0+,0- are the two topic 

After extracting S, the screening block 270 is configured 
to provide the estimator § to the learning topics block 280. 
The learning topics block 280 is configured to fit a two-topic 
framework to gather information related to the number of 
sentiment-charged words in each article. In one implemen­
tation, the two topic vectors, O+,O_, may be first provided in 

vectors. As noted above in the description of FIG. 2(A), the 
feature extraction block 250 captures the parameters d, and 
s,. of the new article, given estimator S. Given the param-

45 eters cl; and s,., the estimator 6 facilitates estimating senti­
ment score associated with an asset using maximum likeli­
hood estimation (MLE). In other implementations, linear 
regression may be used in place of MLE. In some imple­
mentations, the sentiment extraction model 123 may include 

50 a penalty term, such as: 

a matrix form where O=[O+,O_]. 0 captures information on 
both the frequency of words as well as their sentiment. In 
some implementations, the topic vectors may be further 
decomposed into a vector of frequency, F, and a vector of 55 
tone, T: 

F~½(O.+O_),T~½(0.-0_). 

Decomposing into F and T can help provide the frequency 
and tone information. To illustrate, if a word has a larger 60 

value in F, it would mean that the word appears more 
frequently overall, and if a word has a larger value in T, it 
would mean that the sentiment is more positive. 

As noted above, the parameter p, is an article's sentiment 
score as it describes how heavily the article tilts in favor of 65 

positive or negative topic. Assume that these sentiment 
scores are extracted and observed for all articles in the 

1c log(ip,(1-p;)) 

which may help offset the limited number of the historical 
observations made by the machine learning logic 125. The 
penalty term may also offset the low signal-to-noise ratio 
inherent to return predictions. Furthermore, imposing the 
penalty term may reflect when an article has a neutral 
sentiment. It is noted that sentiment extraction model 123 is 
described as using features 212 to predict asset price move­
ment for purposes of illustration, rather than by way of 
limitation and that the type of model disclosed herein ( e.g., 
the sentiment extraction model 123) may be readily adapted, 
for instance, to accommodate other types of features 
obtained from the natural language processing of the raw 
textual data 202. 

To illustrate the sentiment extraction model 123 capturing 
sentiment score (and in turn predict asset movement), 
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assume that the following news article about a company A 
is provided as raw textual data 202 to the feature extraction 
block 210: 

"Company A Profit Falls as Revenue Declines { 4th 
Update By Jon Doe 1} 

Company A is trying to reinvent itself as a modern 
technology innovator, but it is proving to be a tough act 
for the century-old company. On Monday, Company A 
reported second-quarter revenue fell 13.5%, adding to 
a string of quarterly declines that now spans 13 periods 
despite scaling back on legacy hardware and pushing 
into cloud-based software and services. Company A 
remains under assault from computing in the cloud, 
which threatens to undermine its hardware and infra­
structure businesses and erode profit margins in the 
computing business. To win this fight, the company 
trimmed itself over the past year, exiting unprofitable 
server and chip-making businesses to focus instead on 
data analytics and security software as well as cloud 
and mobile computing products. 

Company A says that these newer businesses are growing, 
but the company reported a year-over-year decline in 
all of its major lines. Technology services revenue was 
down 10%; business services fell 12%; software 
dropped 10%; and overall hardware revenue sank 32%. 
Company A profit dipped 16.6% to $3.45 billion, 
weighed down by acquisition-related charges. 

Ham Day contributed to this article. 
Write to Ham Day at ham.day@xyz.com and Jon Doe at 

jon.doe@xyz.com 
Visit http://www.xyz.com/ 
Jul. 20, 2015 19:06 ET (23:06 GMT)" 
After receiving this article as raw textual data 202, the 

feature extraction block 210 may provide the article to the 
normalization block 220, the stemming and lemmatization 
block 230, and the tokenization block 240 to generate 
tokenized list of words. The feature extraction module 250 
may extract the first parameter ( d,) by counting the number 
of times each tokenized word appear in the article. Referring 
to FIG. l0(A), an illustrative depiction of the first parameter 
extracted for the above-noted article about Company A is 
shown. FIG. l0(A) shows the number of times each token­
ized word appears in the article. Following the extraction of 
the first parameter, the feature extraction module 250, in 
conjunction with the sentiment extraction model 123, may 
extract the second parameter (s,). In one implementation, 
this may be performed by counting the number of words in 
the first parameter that are present in the estimator S. 
Referring to FIG. l0(B), an illustrative table including the 
words from first parameter that are present in the estimator 
S is shown. The table also includes the frequency of each 
word in the article. As such, the information in the table can 
be used to calculate the total count of words in the article 
corresponding to the estimator S. For example, in the case of 
the article in question, the second parameter would be 
4+ 1 + 1 + 1 + 1 =8. Given the first and second parameters, the 
sentiment extraction model 123 using estimator 6 is con­
figured to estimate a sentiment score for this article using, 
for instance, maximum likelihood estimation (MLE). 

As noted above in the description of FIG. 1, the historical 
data 126 may include correlated news and returns data 
derived using the text feed and return information. In one 
implementation, the correlation may be performed by the 
ARP device 110 linking each article with tagged assets' 
market capitalization and daily returns information. Details 
related to gathering historical data 126 and linking each 

16 
article with tagged assets' market capitalization and daily 
return information are now provided. As noted above, the 
historical news data may be obtained from the one or more 
data sources 130. Experimental testing of a system accord-

s ing to embodiments of the present disclosure was carried out 
using a text feed and archive that included real-time news 
feeds from Jan. 1, 1989 to Jul. 31, 2017, amounting to 
22,471,222 unique articles (after combining the chained 
articles). Some news articles were assigned one or more firm 

10 tags (e.g., the article are tagged with the name of the 
company to which it pertains). To closely align the data with 
the above-described framework, articles with more than one 
firm tag were removed. The date, exact timestamp, tagged 
firm asset ticker, headline, and body text of each article were 

15 tracked. In some implementations, the headline, and body 
text of each article form raw textual data for each of the 
article. Using asset ticker tags from the historical news 
articles, each article was matched with tagged company's or 
firm's market capitalization and daily close-to-close returns 

20 obtained from data source 130. In some implementations, 
the sentiment extraction model 123 was trained by matching 
articles published on day t (more specifically, between 4 PM 
of day t-1 and 4 PM of day t) with the tagged company's 
three-day return from t-1 to t+l (more specifically from 

25 market close on day t-2 to close on day t+l). The selected 
time range is supported by the graph shown in FIG. 3, 
illustrating average number of articles per half an hour from 
Jan. 1, 1989 to Jul. 31, 2017. The graph plots the average 
number of articles in each half-hour interval throughout the 

30 day between Jan. 1, 1989 to Jul. 31, 2017. Again, this timing 
was chosen as an example for the training of the model 123 
to generate the required estimators. In other training 
schemes, different timing schedules may be chosen. 

More details regarding the training of the sentiment 
35 extraction model 123 are now provided. The extraction 

model 123 may be trained using rolling window estimation 
technique. In one implementation, the rolling window 
includes a 15 year interval, the first 10 years of which may 
be used for training and the last 5 years may be used for 

40 validation and tuning of the model 123. The subsequent 
one-year window may be used for testing out-of-training 
sample data. At the end of the testing year, the entire analysis 
may be rolled forward by a year for re-training purposes. 
This procedure may be iterated until the full training data is 

45 utilized, which amounts to estimating and validating the 
model 14 times. It is noted that the process described above 
for training the model has been provided for purposes of 
illustration, rather than by way of limitation and that other 
training techniques may be utilized according to aspects of 

so the present disclosure. 
Referring now to FIG. 4, cumulative returns for trading 

strategies implemented based on sentiment information 
extracted using sentiment extraction model 123 is shown. 
Various different trading strategies, including a long ("L") 

55 strategy, a short ("S") strategy, and a long-short ("L-S") 
strategy are shown. Referring briefly to FIG. 1, the trading 
engine 129 may provide a user GUI control relating to 
selecting various different trading strategies. Additionally, 
the trading engine 129 may provide a GUI control relating 

60 executing one or more of the trading strategies on one or 
more assets or portfolios of assets constructed by the user 
based on sentiment scores. 

Referring back to FIG. 4, the graph contrasts performance 
of equal-weighted ("EW") and value-weighted ("VW") ver-

65 sions of the strategies. Table 1 below reports corresponding 
sunnnary statistics of these portfolios in detail. The trading 
strategy was designed to leverage sentiment estimates for 
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prediction of asset movement. For the sake of simplicity, the 
trading strategy involved a zero-net investment portfolio that 
each day bought 50 stocks with the most positive sentiment 
scores and shorted 50 stocks with the most negative senti­
ment scores. The sentiment scores were extracted using the 
techniques on current news articles (e.g., news gathered 
from 9:30 AM of day O and 9 AM of day 1, the day when 
the trades were made) of a plurality of stocks and then sorted 
them based on their sentiment scores. Referring to FIG. 4, 
the EW L-S trajectory is notated as 401; the EW L trajectory 
is notated as 402; the EW S trajectory is notated as 407; the 
VW L-S trajectory is notated as 403; the VW L trajectory is 
notated as 404; the SPY trajectory is notated as 405; the VW 
S trajectory is notated as 406. 

TABLE 1 

Sharpe Average FF3 FF5 

Formation Ratio Turnover Return a R2 a R2 

5 

10 

EWL-S 4.29 94.6% 33 33 1.8% 32 3.0% 
EWL 2.12 95.8% 19 16 40.0% 16 40.3% 
EWS 1.21 93.4% 14 17 33.2% 16 34.2% 
VWL-S 1.33 91.4% 10 10 7.9% 10 9.3% 
VWL 1.06 93.2% 9 7 30.7% 7 30.8% 
vws 0.04 89.7% 4 31.8% 3 32.4% 

The table shows the performance of equal-weighted (EW) 
and value-weighted (VW) long-short (L-S) portfolios and 
their long (L) and short (S) legs. The performance measures 30 
include (annualized) annual Sharpe ratio, annualized 
expected returns, risk-adjusted alphas, and Res with respect 
to the Fama-French three-factor model ("FF3"), the Fama­
French five-factor model ("FF5"), and the Fama-French 
five-factor model augmented to include the momentum 35 
factor ("FF5+MOM"). Table 1 also shows the strategy's 
daily turnover. 

Table 2 lists sentiment charged words gathered using the 
sentiment extraction model 123. These are the words that 
most strongly correlated with realized price fluctuations and 40 
thus surpassed the correlation screening threshold. 

TABLE 2 

Word 

deep water 
reconnaissance 
tag 
deter 
valve 
foray 
clip 
fastener 
bracket 

FF5 + MOM 

a R2 

32 4.3% 
17 41.1% 
16 36.3% 
10 10.0% 
7 30.8% 
3 32.9% 

Word 

potent 
unanimously 
buoy 
bake 
get 
fragment 
activist 
cardiology 
oversold 
bidder 
cheer 
exceed 
terrain 
terrific 

Positive 
upbeat 

----~N~e~g~at~iv~e~----
45 

gratify 
armor 

Word Score Samples Word Score Samples 

18 
TABLE 2-continued 

Positive 

Score Samples Word 

0.522 7 lackluster 
0.522 7 soften 
0.521 5 default 
0.521 3 soft 
0.519 6 widen 
0.519 3 postpone 
0.519 4 unfortunately 
0.519 7 insufficient 
0.519 7 unlawful 

TABLE 2-continued 

Positive 

Score Samples Word 

0.519 
0.519 
0.518 
0.518 
0.518 
0.518 
0.518 
0.518 
0.517 
0.517 
0.517 
0.517 
0.517 
0.516 
0.516 
0.516 
0.516 

4 
6 
3 
3 
3 
4 
3 
3 
2 
6 
3 
7 
6 
3 
3 
6 
6 

issuable 
unfavorable 
regain 
deficit 
irregularity 
erosion 
bondholder 
weak 
hamper 
overmn 
inefficiency 
persistent 
notify 
allotment 
worse 
setback 
grace 

Negative 

Score 

0.455 
0.456 
0.46 
0.46 
0.46 
0.46 
0.46 
0.462 
0.462 

Negative 

Score 

0.462 
0.462 
0.462 
0.462 
0.463 
0.464 
0.464 
0.465 
0.465 
0.467 
0.467 
0.468 
0.468 
0.469 
0.469 
0.471 
0.472 

Samples 

10 
11 
9 
9 
9 

10 
10 

8 
10 

Samples 

9 
8 
9 
9 
9 
8 
9 
9 
9 
3 
7 
7 
9 
8 
7 
7 
5 

undervalue 
repurchase 
surpass 
upgrade 
rally 

0.596 
0.573 
0.554 
0.551 
0.548 
0.547 
0.543 
0.539 
0.538 
0.538 
0.535 
0.535 
0.534 
0.531 
0.531 
0.528 
0.527 
0.527 
0.526 
0.525 
0.524 
0.524 
0.523 
0.523 

13 
14 
14 
14 
10 
13 

shortfall 
downgrade 
diasppointing 
tumble 

0.323 
0.382 
0.392 
0.402 
0.414 
0.414 
0.423 
0.424 
0.429 
0.429 
0.43 
0.433 
0.435 
0.439 
0.411 
0.443 
0.444 
0.446 
0.451 
0.452 
0.453 
0.454 
0.464 
0.454 

14 
14 
14 
14 
14 
14 
13 
14 
14 
12 
13 
14 
11 
12 
11 
12 
12 
11 
9 
9 

10 

Referring now to FIG. 5, a graph illustrating the speed at 
which news assimilates and materializes in market perfor-

surge 
treasury 
customary 
imbalance 
jump 
declare 
unsolicited 
up 
discretion 
buy 
climb 
bullish 
beat 
tender 
top 
visible 
soar 
horizon 
tanker 

9 
11 
8 

11 
11 
9 
7 

10 
9 
9 
7 

10 
9 
9 
6 
7 
4 
7 

blame 
hurt 
plummet 
auditor 
plunge 
waiver 
miss 
slowdown 
halt 
sluggish 
lower 
downward 
warn 
fall 
covenant 
woe 
slash 
resign 
delay 
subpoena 

11 
9 
9 

50 mance is shown. The graph shown in FIG. 5 was generated 
after considering very rapid price responses via intra-day 
high frequency trading that takes a position either 15 or 30 
minutes (denoted in the graph) after one or more articles' 
time stamp, and holds position until the market is opened the 

55 next day. The L-S trajectory is notated as 501; the L 
trajectory is notated as 502; and the S trajectory is notated 
as 503. Average returns higher than S&P's returns in basis 
points per day with shaded 95% confidence intervals are 
observed. For all the strategies, sentiment information is 

60 observed to be essentially fully incorporated into prices by 
the start of Days 3 and 4. 

Referring back to FIG. 1, the ARP device 110 may be 
further configured to gauge the freshness or staleness of a 
current news article. For example, it is clear that old news 

65 articles may have already been absorbed in the stock prices, 
and gauging the freshness or staleness of the news articles 
may facilitate making an informed decision about a trade. As 
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such, the ARP device 110, via the GUI, provides a user with 
information related to the "freshness" of one or more news 
articles upon which one or more sentiment scores are based. 
In one implementation, the sentiment extraction model 123 
may take the freshness of the news into account while 
determining a sentiment score. The freshness of an article 
may be gauged, in one implementation, using the following 
technique. For each article for company ion day t, the cosine 
similarity of each article with all articles about the company 
I on the five trading days prior to t may be calculated: 

max ( d -d ) 
Freshness;., = 1 - j E Xi,t lldii1111i}II . 

20 
mance than the others. Similarly, the VW SESTM trajectory 
is notated as 704; the VW RavenPack trajectory is notated 
as 705; the VW LM trajectory is notated as 706; and the SPY 
trajectory is notated as 707. Even for VW strategy, the 

5 portfolio constructed using the sentiment scores predicted by 
the sentiment extraction model provides significantly better 
performance than the others. 

Referring to FIG. 8, a flow diagram of an illustrative 
method for predicting asset movement by executing the 

10 sentiment extraction model 123, in accordance with aspects 
of the present disclosure is shown as a method 800. In an 
aspect, the steps of the method 800 may be performed by a 
system, such as by the system 100 of FIG. 1 and more 
specifically the ARP device 110 of FIG. 1. The steps of the 

15 method 800 may be stored as instructions (e.g., the instruc­
tions 122 of FIG. 1) that, when executed by one or more 
processors (e.g., the one or more processors 112 of FIG. 1), 
cause the one or more processors to perform the steps of the 
method 800. 

Referring now to FIG. 6, a graph illustrating the speed at 
which news assimilates into stock prices is shown. To plot 
the graph, fresh news was defined to have freshness score of 
0.75 or more, while stale news was defined to have a 20 

freshness score below 0.75. It was observed that the one-day 
price response (from fifteen minutes after news arrival to the 
open the following day) of the LS portfolio formed on fresh 
news (trajectory notated as 601) is at 39 basis points, nearly 
double the 23 basis point response to stale news (trajectory 25 

notated as 602). Furthermore, it is observed that it takes four 
days for fresh news to be fully incorporated in prices. The L 
trajectory with Cos Sim value less than 0.25 is notated as 
603; the L trajectory with Cos Sim value greater than 0.25 

At step 810, the method 800 includes receiving, by one or 
more processors, a first dataset. In an aspect, the first dataset 
may be the raw textual dataset 202 of FIG. 2(A). The first 
dataset may include natural language data captured from one 
or more news articles pertaining to one or more assets. At 
step 820, the method 800 includes executing, by the one or 
more processors, a first set of rules against the first dataset 
to generate a second dataset. In an aspect, the first set of rules 
may be configured to perform the operations described 
above with respect to the feature extraction block 210 of 
FIG. 2(A). For example, the first set of rules may be 
configured to generate an intermedia dataset using one or 

is notated as 604; the S trajectory with Cos Sim value greater 30 

than 0.25 is notated as 605; the S trajectory with Cos Sim 
value less than 0.25 is notated as 606. more data conditioning processes. The one or more data 

conditioning processing may include one or more of the 
processes described with reference to the feature extraction 

As noted above, the sentiment extraction model 123 may 
take the freshness of the news into account while determin­
ing a sentiment score. As such, FIG. 2(A) may be adapted to 
include the a freshness block 201 that only allows news with 
a certain freshness score that indicates the freshness/stale­
ness of the news articles to be processed by the feature 
extraction block. An example implementation of such a 
system is shown in FIG. 9. FIG. 9 depicts a freshness block 
201, which, in one implementation could be a part of the 
return prediction engine 128, placed before the feature 
extraction block 210. As shown in FIG. 9, raw textual data 
202 ( e.g., natural language data obtained from one or more 
news articles via data source 130) may be provided to the 
freshness block 201 which, using the technique described 
above, may only allow news with a freshness score higher 
than a threshold freshness score. The threshold freshness 
score could be set by the user using GUI controls provided 
by the trading engine 129. Once the novel news is short­
listed, the feature extraction block 210 and sentiment extrac­
tion model 123 perform functions similar to the functions 
described above with respect to FIG. 2(A). 

Referring now to FIG. 7, a graph comparing performance 
of portfolio constructed using the sentiment scores predicted 

35 block 210 of FIG. 2(A), such as removal of punctuation, 
removal of stop words, removal of spaces, lemmatization, 
stemming, tokenization, or combinations thereof. The 
execution of the first set of rules against the input dataset 
may be configured to generate an intermediate dataset or a 

40 second data set. 
At step 830, the method 800 includes extracting, by the 

one or more processors, one or more features from the 
second dataset. In an aspect, the features may be extracted 
as described above with respect to FIGS. 1-2B and FIG. 9. 

45 At step 840, the method 800 includes executing, by the one 
or more processors, the sentiment extraction model 123 
against the one or more features to generate one or more 
sentiment scores. In an aspect, the sentiment extraction 
model 123 may be generated as described with reference to 

50 FIG. 2(8), and the one or more sentiment scores may be 
generated as described with reference to FIG. 2(A). At step 
850, the method 800 includes determining, by the one or 
more processors, one or more actions based on the sentiment 
score. The one or more actions may include executing a 

55 trade based on the sentiment score, forming a portfolio of 
assets using sentiment scores obtained for different assets, 
selecting one or more trading strategies to be applied to the 
one or more constructed portfolios, and the like. At step 860, 
the method 800 includes executing, by the one or more 

by the sentiment extraction model with performance of 
portfolio constructed using the sentiment scores predicted by 
other commonly used techniques (e.g., RavenPack and LM 
dictionary) is shown. It is observed that performance of a 
portfolio constructed using the sentiment extraction model 
123 (also referred in FIG. 7 as SESTM) is substantially 
better than the currently used techniques. The EW SESTM 
trajectory is notated as 701; the EW RavenPack trajectory is 
notated as 702; and the EW LM trajectory is notated as 703. 
Thus, it is clear that for EW strategy, the portfolio con- 65 

structed using the sentiment scores predicted by the senti­
ment extraction model provides significantly better perfor-

60 processors, one of the one or more actions. The one of the 
one or more actions may include communicating with one or 
more trading marketplaces. Such actions may be executed 
by one or more processors via API or other different pro-
gramming interfaces. 

Additionally, the techniques disclosed herein may facili­
tate more robust testing. To illustrate, although the testing 
processes disclosed herein have primarily been described in 



US 11,461,847 B2 
21 

the context of testing program code, aspects of the present 
disclosure may be readily adapted to other types of tests, 
which may only require additional training of the artificial 
intelligence models utilized to automate the test configura­
tion processes. This capability enables testing tools config- 5 

ured in accordance with aspects of the present disclosure to 
be adapted to different testing scenarios and input datasets 
while still providing a high confidence level in terms of 
testing efficiency and test coverage. 

Although the embodiments of the present disclosure and 10 

their advantages have been described in detail, it should be 
understood that various changes, substitutions and altera­
tions can be made herein without departing from the spirit 
and scope of the disclosure as defined by the appended 
claims. Moreover, the scope of the present application is not 15 

intended to be limited to the particular embodiments of the 
process, machine, manufacture, composition of matter, 
means, methods and steps described in the specification. As 
one of ordinary skill in the art will readily appreciate from 
the present disclosure, processes, machines, manufacture, 20 

compositions of matter, means, methods, or steps, presently 
existing or later to be developed that perform substantially 
the same function or achieve substantially the same result as 
the corresponding embodiments described herein may be 
utilized according to the present disclosure. Accordingly, the 25 

appended claims are intended to include within their scope 
such processes, machines, manufacture, compositions of 
matter, means, methods, or steps. 

The invention claimed is: 
1. A machine learning system for utilizing a trained 30 

machine learning model to predict returns for traded assets 
based on training of the machine learning model using 
historical news articles and historical returns data, the sys­
tem comprising: 

a communication interface configured to receive, from 35 

one or more data sources, the historical news articles 
and the historical returns data corresponding to one or 
more traded assets; 

a memory storing the machine learning model that pre­
dicts returns for traded assets based on sentiment of one 40 

or more current news articles and correlations between 
sentiment and returns derived through training of the 
machine learning model using the historical news 
articles and historical returns data for a plurality of 
traded assets; and 45 

one or more processors communicatively coupled to the 
memory, the one or more processors configured to: 
compile a training dataset comprising historical data, 

the historical data comprising the historical news 
articles and the historical returns data corresponding 50 

to one or more traded assets, wherein each of the 
historical news articles relates to a particular traded 
asset during a pre-defined period of time and com­
prises textual data in the form of natural language 
text; 55 

train the machine learning model based on the training 
dataset, wherein the training comprises: 

pre-processing the textual data of at least a portion of 
the historical news articles using natural language 
processing to produce training data configured to be 60 

input into the machine learning model, the natural 
language processing comprising normalization, 
stemming, lemmatization, and tokenization of the 
textual data; 

extracting words carrying sentiment information from 65 

each of the historical news articles based on based on 
the historical returns data; 

22 
configuring a first estimator with a set of words carry­

ing sentiment information based on the words 
extracted from each of the historical news articles, 
wherein the set of words carrying sentiment infor­
mation comprise words carrying positive sentiment 
and words carrying negative sentiment; 

analyzing the set of words carrying sentiment informa­
tion for each of the historical news articles and the 
historical returns data using a multi-topic model to 
identify correlations between each word in the set of 
words carrying sentiment information and positive 
returns and correlations between each word in the set 
of words carrying sentiment information and nega­
tive returns, wherein positive returns correspond to a 
first topic of the multi-topic model and negative 
returns correspond to a second topic of the multi­
topic model; and 

configuring a second estimator based on the identified 
correlations between each word in the set of words 
carrying sentiment information and positive returns 
or negative returns, wherein configuration of the 
second estimator enables the second estimator to 
assign a higher probability to word frequencies that 
co-occur with positive returns based on the correla­
tions identified between each word in the set of 
words and positive returns based on the historical 
return data and to assign a lower probability to word 
frequencies that co-occur with negative returns 
based on the correlations identified between each 
word in the set of words and negative returns based 
on the historical return data; 

receive a first data set associated with a first traded 
asset, the first data set comprising textual data in the 
form of natural language data from one or more 
current news articles regarding the first traded asset; 

execute the trained machine learning model against the 
one or more current news articles of the first data set 
to generate a sentiment score for the first traded 
asset, wherein executing the machine learning model 
comprises: 
pre-processing the first data set using the natural 

language processing to generate a second data set; 
processing the second data set using the first estima­

tor to extract one or more features from the second 
data set, where the one or more extracted features 
include sentiment information for the first traded 
asset based on the one or more current news 
articles, wherein the one or more extracted fea­
tures include a first set of words carrying senti­
ment information; and 

generating, by the second estimator, the sentiment 
score for the first traded asset based on correla­
tions between the first set of words carrying sen­
timent information and positive returns or nega­
tive returns; 

determine one or more trading actions for the first 
traded asset based on the sentiment score; and 

execute the one or more trading actions for the first 
traded asset. 

2. The machine learning system of claim 1, wherein the 
normalization comprises one or more processes selected 
from the group consisting of: removal of punctuation, 
removal of stop words, and removal of spaces. 

3. The machine learning system of claim 1, wherein the 
one or more features includes a count vector pertaining to 
the first set of words. 
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4. The machine learning system of claim 1, wherein one 
the or more processors are configured to: 

determine a freshness or staleness of the one or more 
current news articles, wherein the sentiment score for 
the first traded asset accounts for the freshness or 5 

staleness of the one or more current news articles. 
5. The machine learning system of claim 1, where the one 

or more processors are configured to: 
receive additional current news articles associated with 

one or more additional traded assets: 
execute the trained machine learning model against the 

additional current news articles to generate sentiment 
scores for each of the one or more additional traded 
assets; 

determine trading actions for the one or more additional 
traded assets based on the sentiment scores generated 
based on the additional current news articles; and 

execute at least one trading action of the trading actions 
for the one or more additional traded assets. 

6. The machine learning system of claim 1, where the one 
or more trading actions comprises: 

forming a first portfolio comprising the first traded asset 
and a second traded asset; and 
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executing at least one additional trading action of the one 25 

or more trading actions on the first portfolio in a first 
time frame. 

7. A non-transitory computer-readable storage medium 
storing instructions that, when executed by one or more 
processors, cause the one or more processors to perform 30 

operations for utilizing a trained machine learning model to 
predict returns for traded assets based on training of the 
machine learning model using historical news articles and 
historical returns data, the operations comprising: 

receiving, from one or more data sources, the historical 35 

news articles and the historical returns data; 
storing the machine learning model in a memory device, 

wherein the machine learning model predicts returns 
for traded assets based on sentiment of one or more 
current news articles and correlations between senti- 40 

ment and returns derived through training of the 
machine learning model using the historical news 
articles and historical returns data for a plurality of 
traded assets; and 

compiling a training dataset comprising historical data, 45 

the historical data comprising the historical news 
articles and the historic returns data corresponding to 
one or more traded assets, wherein each of the histori-
cal news articles relates to a particular traded asset 
during a pre-defined period of time and comprises 50 

textual data in the form of natural language text; 
training the machine learning model based on the training 

dataset, wherein the training comprises: 
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mation comprise words carrying positive sentiment 
and words carrying negative sentiment; 

analyzing the set of words carrying sentiment informa­
tion for each of the historical news articles and the 
historical returns data using a multi-topic model to 
identify correlations between each word in the set of 
words carrying sentiment information and positive 
returns and correlations between each word in the set 
of words carrying sentiment information and nega-
tive returns, wherein positive returns correspond to a 
first topic of the multi-topic model and negative 
returns correspond to a second topic of the multi­
topic model; and 

configuring a second estimator based on the identified 
correlations between each word in the set of words 
carrying sentiment information and positive returns 
or negative returns, wherein configuration of the 
second estimator enables the second estimator to 
assign a higher probability to word frequencies that 
co-occur with positive returns based on the correla­
tions identified between each word in the set of 
words and positive returns based on the historical 
return data and to assign a lower probability to word 
frequencies that co-occur with negative returns 
based on the correlations identified between each 
word in the set of words and negative returns based 
on the historical return data; 

receiving a first data set associated with a first traded 
asset, the first data set comprising textual data in the 
form of natural language data from one or more current 
news articles regarding the first traded asset; 

executing the trained machine learning model against the 
one or more current news articles of the first data set to 
generate a sentiment score for the first traded asset, 
wherein executing the machine learning model com­
prises: 
pre-processing the first dataset using the natural lan­

guage processing to generate a second data set; 
processing the second data set using the first estimator 

to extract one or more features from the second data 
set, where the one or more extracted features include 
sentiment information for the first traded asset based 
on the one or more current news articles, wherein the 
one or more extracted features include a first set of 
words carrying sentiment information; and 

generating, by the second estimator, the sentiment 
score for the first traded asset based on correlations 
between the first set of words carrying sentiment 
information and positive returns or negative returns; 

determining one or more trading actions for the first 
traded asset based on the sentiment score; and 

executing the one or more trading actions for the first 
traded as set. 

8. The non-transitory computer-readable storage medium 
of claim 7, where the normalization comprises one or more 
processes selected from the group consisting of: removal of 
punctuation, removal of stop words, and removal of spaces. 

pre-processing the textual data of at least a portion of 
the historical news articles using natural language 55 

processing to produce training data configured to be 
input into the machine learning model, the natural 
language processing comprising normalization, 
stemming, lemmatization, and tokenization of the 
textual data; 

9. The non-transitory computer-readable storage medium 
of claim 7, where the one or more features includes a count 

60 vector pertaining to the first set of words. 
extracting words carrying sentiment information from 

each of the historical news articles based on based on 
the historical returns data; 

configuring a first estimator with a set of words carry­
ing sentiment information based on the words 65 

extracted from each of the historical news articles, 
wherein the set of words carrying sentiment infor-

10. The non-transitory computer-readable storage 
medium of claim 7, where the operations further compris­
ing: 

determining a freshness or staleness of the one or more 
current news articles, wherein the sentiment score for 
the first traded asset accounts for the freshness or 
staleness of the one or more current news articles. 
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11. The non-transitory computer-readable storage 
medium of claim 7, the operations further comprising: 

receive additional current news articles associated with 
one or more additional traded assets; 

execute the trained machine learning model against the 5 

additional current news articles to generate sentiment 
scores for each of the one or more additional traded 
assets; 

determine trading actions for the one or more additional 
traded assets based on the sentiment scores generated 10 

based on the additional current news articles; and 
execute at least one trading action of the trading actions 

for the one or more additional traded assets. 
12. The non-transitory computer-readable storage 

medium of claim 7, wherein the one or more actions for the 15 

first traded asset include forming a first portfolio comprising 
the first traded and one or more additional traded assets. 

13. A method for utilizing a trained machine learning 
model to predict returns for traded assets based on training 
of the machine learning model using historical news articles 20 

and historical returns data, the method comprising: 
receiving, via a communication interface, the historical 

news articles and the historical returns data from one or 
more data sources; 

storing the machine learning model in a memory, wherein 25 

the machine learning predicts returns for traded assets 
based on sentiment of one or more current news articles 
and correlations between sentiment and returns derived 
through training of the machine learning model using 
the historical news articles and historical returns data 30 

for a plurality of traded assets; and 
compiling a training dataset comprising historical data, 

the historical data comprising the historical news 
articles and the historical returns data corresponding to 
one or more traded assets, wherein each of the histori- 35 

cal news articles relates to a particular traded asset 
during a pre-defined period of time and comprises 
textual data in the form of natural language text; 

training the machine learning model based on the training 
dataset, wherein the training comprises: 40 

pre-processing the textual data of at least a portion of 
the historical news articles using natural language 
processing to produce training data configured to be 
input into the machine learning model, the natural 
language processing comprising normalization, 45 

stemming, lemmatization, and tokenization of the 
textual data; 

extracting words carrying sentiment information from 
each of the historical news articles based on based on 
the historical returns data; 50 

configuring a first estimator with a set of words carry­
ing sentiment information based on the words 
extracted from each of the historical news articles, 
wherein the set of words carrying sentiment infor­
mation comprise words carrying positive sentiment 55 

and words carrying negative sentiment; 
analyzing the set of words carrying sentiment informa­

tion for each of the historical news articles and the 
historical returns data using a multi-topic model to 
identify correlations between each word in the set of 60 

words carrying sentiment information and positive 
returns and correlations between each word in the set 
of words carrying sentiment information and nega­
tive returns, wherein positive returns correspond to a 
first topic of the multi-topic model and negative 65 

returns correspond to a second topic of the multi­
topic model; and 
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configuring a second estimator based on the identified 

correlations between each word in the set of words 
carrying sentiment information and positive returns 
or negative returns, wherein configuration of the 
second estimator enables the second estimator to 
assign a higher probability to word frequencies that 
co-occur with positive returns based on the correla­
tions identified between each word in the set of 
words and positive returns based on the historical 
return data and to assign a lower probability to word 
frequencies that co-occur with negative returns 
based on the correlations identified between each 
word in the set of words and negative returns based 
on the historical return data; 

receiving a first data set associated with a first traded 
asset, the first data set comprising textual data in the 
form of natural language data from one or more current 
news articles regarding the first traded asset; 

executing the trained machine learning model against the 
one or more current news articles of the first data set to 
generate a sentiment score for the first traded asset, 
wherein executing the machine learning model com­
prises: 
pre-processing the first dataset using the natural lan­

guage processing to generate a second data set; 
processing the second data set using the first estimator 

to extract one or more features from the second data 
set, where the one or more extracted features include 
sentiment information for the first traded asset based 
on the one or more current news articles, wherein the 
one or more extracted features include a first set of 
words carrying sentiment information; and 

generating, by the second estimator, the sentiment 
score for the first traded asset based on correlations 
between the first set of words carrying sentiment 
information and positive returns or negative returns; 

determining one or more trading actions for the first 
traded asset based on the sentiment score; and 

executing the one or more trading actions for the first 
traded as set. 

14. The method of claim 13, wherein the normalization 
comprises one or more processes selected from the group 
consisting of: removal of punctuation, removal of stop 
words, and removal of spaces. 

15. The method of claim 13, wherein the one or more 
features includes a count vector pertaining to the first set of 
words. 

16. The method of claim 13, further comprising: 
determining a freshness or staleness of the one or more 

current news articles, wherein the sentiment score for 
the first traded asset accounts for the freshness or 
staleness of the one or more current news articles. 

17. The method of claim 13, further comprising: 
receive additional current news articles associated with 

one or more additional traded assets: 
execute the trained machine learning model against the 

additional current news articles to generate sentiment 
scores for each of the one or more additional traded 
assets; 

determining trading actions for the one or more additional 
traded assets based on the score sentiment scores 
generated based on the additional current news articles; 
and 

executing at least one trading action of the trading actions 
for the one or more additional traded assets. 



US 11,461,847 B2 
27 

18. The method of claim 13, wherein the one or more 
trading actions includes forming a portfolio of assets that 
includes the first traded asset based on the sentiment score. 

* * * * * 
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