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Abstract

The 2022 Sveriges Riksbank Prize in Economic Sciences in Memory of Alfred Nobel was
awarded to Ben S. Bernanke, Douglas W. Diamond, and Philip H. Dybvig “for research on
banks and financial crises”. This article surveys the contributions of the three laureates and
discusses how their insights have changed the way that academics and policymakers understand
banks and their roles in financial crises.

Keywords: Bank monitoring; bank regulation; bank runs; financial accelerator; financial crises;
macro finance; monitoring

JEL classification: E51; ES3; G21; G28

1. Introduction

The 2022 Sveriges Riksbank Prize in Economic Sciences in Memory of
Alfred Nobel was awarded to Ben S. Bernanke, Douglas W. Diamond,
and Philip H. Dybvig “for research on banks and financial crises”. The
prize committee mentioned three papers by the laureates, all published in
the early 1980s. However, both banks and financial crises have a much
longer history, and it was not until the early 1980s that academics gave
a satisfying answer to fundamental questions such as why banks exist,
why they take specific forms in practice, and why bank failures can
have detrimental effects on the macroeconomy. The work of the three
laureates was primarily motivated by the Great Depression in the 1930s.
Their contributions, in turn, have significantly shaped the policies of central

*We are grateful for comments from Yasser Boualam, Douglas Diamond, Raghuram Rajan,
Pontus Rendahl, Roberto Robatto, and Marianne Simonsen.
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banks and governments around the globe during the 2007-2008 global
financial crisis.

The world’s oldest bank is Banca Monte dei Paschi di Siena (MPS). MPS
was initially established as a mount of piety and took its present form in 1624.
The first documented bank run occurred in 1866, when Overend, Gurney
and Company, a London wholesale discount bank, suspended payments and
had large crowds around the head offices (Sowerbutts et al., 2016). Before
2007-2008, the United States experienced patterns that might arguably be
classified as financial crisesin 1797, 1814, 1819, 1825, 1833, 1837, 1857, 1861,
1864, 1873, 1884, 1890, 1893, 1907, and 1914 (Gorton and Tallman, 2018).
Hammond (1991) provides a historical view of how banking evolved in the
United States in the context of the nation’s political and social development.
The 1929-1939 Great Depression put banks at the focus of the macroeconomy
discussion. Triggered by the 1929 stock market crash, depositors began to
panic and looked for safe storage of their physical cash. The first bank run
kicked off in 1930 in Nashville, Tennessee,! which eventually led to the
failure of 9,000 banks and wiped off $7 billion in depositors’ wealth.? If
banks are so frequently associated with financial crises that are detrimental
to the macroeconomy, why do they exist? Modern banks take a two-layer
structure: depositors, such as households, invest their money in banks, which
in turn lend to borrowers such as entrepreneurs. Why is such a two-layer
structure necessary? Why don’t households directly lend to entrepreneurs?
Moreover, why does the contract between households and the bank take the
format of a deposit contract, which allows the households to withdraw their
money as they wish? In contrast, why does the contract between the bank and
entrepreneurs takes the form of a more standard debt contract specifying the
payment amount and date? Finally, why are banks vulnerable to the risk of
bank runs by depositors, why are runs so harmful to the macroeconomy, and
how can bank regulation and other government policies, such as monetary
policy, mitigate runs?

In this paper, we survey the academic contribution made by the three
laureates. All three laureates are prolific and, given the constraints, we will
have to restrict ourselves to their academic papers that directly relate to banks
and financial crises. These papers include both theoretical and empirical
works. We will have to omit the other lines of work by the laureates.?
Moreover, this paper does not aim to survey the enormous body of literature

I'See https://www.history.com/topics/great-depression/bank-run.

2See https://www.ssa.gov/history/bank.html.

3Specifically, we omit Bernanke’s work on investment cyclicality and monetary policy,
Diamond’s research on information efficiency, and Dybvig’s study on portfolio choice and
capital structure.
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on banks and financial crises. For that purpose, we refer readers to the
handbook chapter by Gorton and Winton (2003) and the textbook by Freixas
and Rochet (2008). Instead, we focus on the contribution of the three laureates
and we try to organize their work around the questions listed above. We
also offer an introduction to understanding banks and financial crises before
the ground-breaking work of the three laureates, and some later follow-up
research.

The development of banking theory took off in the early 1980s. Even at
its onset, researchers noted that banks’ asset and liability sides are closely
interconnected. It can be misleading to draw conclusions from exclusively
studying one side of the bank’s balance sheet. That said, the theoretical models
still have a relative focus on either the asset or the liability side. In Section 2,
we review the theories on the asset side of banks’ balance sheets. We explain
why bank assets are mostly loans, essentially debt contracts. Moreover, we
show that banks’ ability to monitor and diversify risks by lending to a large
number of borrowers makes them unique, and leads to the two-layer banking
structure widely observed in practice. A related question is, why do some
firms prefer to borrow from banks, whereas others prefer to issue bonds and
commercial papers in the public market? Why does bank debt tend to be short
term and often more senior in a firm’s capital structure than market debt?

In Section 3, we turn to theories that focus relatively more on the liability
side of banks. Bank liabilities are mostly deposits, which allow depositors
to withdraw as they wish under a first-come, first-served sequence. Deposits
differ from standard debt contracts, with the latter specifying a principal
amount and due dates. They are mostly issued by banks and other bank-like
institutions. Why do banks issue deposits? What is the fundamental economic
problem that deposits solve? Moreover, what is the role of equity in banks’
capital structure?

In Section 4, we describe how standard macroeconomic models started to
incorporate credit market frictions and banks in the late 1980s. Specifically,
we introduce the well-known financial-accelerator theory, which shows how
financial frictions in the credit market can amplify and prolong shocks to
the macroeconomy, which could result in financial crises. Moreover, how do
monetary policy shocks transmit to the real economy through these credit
market frictions? Finally, given that financial crises are typically accompanied
by a liquidity shortage — that is, liquidity supply falls below the demand — how
do banks affect the liquidity supply that may directly contribute to crises?

In Section 5, we briefly discuss the policy implications from the laureates’
research on how the government should assist banks during crises and regulate
banks during normal times. We talk about policies such as the Federal Deposit
Insurance Corporation (FDIC) insurance, the Federal Reserve’s role as lender
of last resort, and the liquidity regulations introduced by the Basel Committee
after the 2007-2008 global financial crisis. In Section 6, we very briefly
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summarize some follow-up work that further extends the literature in different
directions. Finally, just as we were due to submit the final version of our
paper, Silicon Valley Bank (SVB) experienced a classical bank run and
subsequently failed on 10 March 2023. SVB is the largest bank that has
failed since the global financial crisis, and we provide a very brief account
in Section 7.

2. The asset side of banks

Loans are the most common asset on a bank’s balance sheet. They can
be commercial and industrial loans, mortgages, car loans, student loans,
credit cards, etc. In practice, the details of loan contracts can become fairly
complicated: a standard credit agreement can easily extend to hundreds of
pages and may involve thousands of terms. However, loans are essentially
debt contracts that specify a fixed schedule of payments that borrowers need
to repay to receive some upfront borrowing for investments into fixed assets
or working capital. Penalties will be triggered whenever the borrower fails to
make the payment. Why are loans, or general debts, so prevalent in the real
world?

A natural answer is that among any possible contract between a borrower
and her lenders, debt is the optimal one. Townsend (1979), who developed what
is known as the costly state verification (CSV) model, was the first to show this
result. In this paper, an entrepreneur has access to an investment opportunity
but does not have enough wealth to invest, and thus needs to borrow. The
investment is risky because it may sometimes generate very low cash flows.
A crucial assumption is that the cash flows from investment cannot be directly
assigned to investors because only the borrower observes them. In this
situation, the borrower can always claim the realized cash flows are very low
and divert away part of the actual cash flows for private consumption. Investors
can pay a cost to audit; in this case, they will discover the true cash flows. The
fundamental question is, therefore, how to offer incentives to the borrower to
truthfully report the realized cash flows and repay investors without always
triggering the audit cost. To the extent that auditing is costly, an optimal
contract should try to minimize its occurrence. Townsend (1979) shows that
the optimal contract is a debt contract. If the entrepreneur’s reported cash
flows exceed a threshold, investors do not audit but simply receive a constant
payment, interpreted as the face value of a debt contract. If the entrepreneur’s
reported cash flows fall below the threshold, investors choose to audit and
can punish the entrepreneur if she has lied.* The CSV model has become

40n the equilibrium path, the entrepreneur always truthfully reports, but investors must still
commit to auditing if the reported cash flows are below the threshold.
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the standard workhorse model for analyzing financial frictions in banking
and macrofinance. This model explains why the contracts between borrowers
and lenders often take the form of a debt contract. Moreover, it implies why
borrowers need to have some personal “net worth” to get investment projects
financed (see the discussion of Bernanke and Gertler, 1989, in Section 4.2).
Specifically, as a result of the information asymmetry between borrowers and
lenders, the optimal contract must entail some agency costs as deadweight
losses relative to the first-best allocation without information asymmetry.
These agency costs lead to more costly funding when the borrower seeks to
borrow “externally”. When the borrower has a high net worth, the agency costs
are lower, and she can use more of her own net worth (“internal” funds) to make
investments.

Independently, the first part of Diamond (1984) studies a problem very
similar to Townsend (1979). In this case, the lender can incur a costly
non-pecuniary penalty (an interpretation is a legal cost in bankruptcy court).
Here, the optimal contract is also a debt contract. Instead of auditing,
Diamond (1984) introduces the option of monitoring. Specifically, a lender can
spend some resources to observe the realization of the cash flows. Monitoring
differs from auditing (Townsend, 1979) in that the cost of monitoring is
incurred ex ante, before the cash flows are realized. In contrast, the cost of
auditing is incurred ex post, after the cash flows are realized, and therefore it
is state-contingent.’

The CSV model studies the problem of direct financing (i.e., one investor
directly lending to one borrower). In practice, banks are often involved with
indirect (or intermediated) financing. In particular, the business model of
modern banks works as a two-layer structure. Investors deposit their money
into a bank, which in turn lends to firms to invest in different projects. Why
do banks take such a two-layer structure? What is the fundamental problem
that banks are designed to solve? The second part of Diamond (1984) answers
these questions. It starts with the observation that project investment typically
incurs a large and fixed amount of money, and each individual investor’s
wealth is insufficient to finance the fixed amount of borrowing. Therefore, a
firm needs to borrow from a large set of investors. Each individual investor can
monitor the firm, but monitoring efforts can be repetitive, which is inefficient.
Meanwhile, monitoring has the property of public goods so that investors can
free-ride each other. This can lead to an outcome where nobody monitors.
To avoid the duplication of effort and the free-rider problem, naturally,
monitoring should be delegated to one agent, who becomes the banker. An
immediate follow-up question is, who monitors the monitor? Indeed, given

3Therefore, the monitoring decision does not require the lender’s commitment, whereas auditing
does.
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that only the bank and the borrowing firm observe the realized cash flows, the
two parties have incentives to collude and cheat the remaining investors. The
second part of Diamond (1984) provides an answer to the question of who
monitors the monitor. The paper shows that when the bank is diversified by
holding a large number of loans, the realized value of its portfolio is fairly
predictable. In this case, investors in the bank can hold deposits — also a form
of debt contract — as the optimal financing contract. If all the risks can be
perfectly diversified, then a bank that monitors all its loans can finance all
its lending using riskless deposits. If there are still some residual risks that
cannot be diversified, the bank can use a combination of riskless deposits and
risky claims such as equity. In both cases, there is no need to “monitor the
monitor”.

Diversified banks reflect the key idea of “financial engineering” in that they
transform loans that need monitoring (informational sensitive) into deposits
that do not (informational insensitive). Banks in Diamond (1984) shall be
interpreted more broadly, including the securitization vehicles that conduct
pooling (diversification) and tranching (selling off only senior claims). It is
widely believed that these securitization vehicles played a central role in the
2007-2008 global financial crisis. The structure of pooling and tranching was
later formalized by DeMarzo (2005), who studied the problem of an informed
originator trying to sell assets to uninformed investors. DeMarzo shows that
pooling multiple assets together to sell (such as selling a bundle) is dominated
by selling assets individually. However, if there is sufficient diversification
in the pool, then pooling (multiple assets together) with tranching can be the
optimal arrangement.

2.1. Banks and firms’ cost of capital

A closely related question on the asset side of banking is, why do borrowers
choose to borrow from banks? In Diamond (1984), no single investor has
sufficient wealth to finance the investment. Diamond (1991b) offers another
reason based on reputation. In an earlier work, Diamond (1989) established
that borrowers who pay their debts over time acquire a better reputation
(for example, a better credit rating), which becomes an asset they lose if
they subsequently default. For borrowers without an established reputation,
Diamond (1991b) shows that bank monitoring can substitute for it. Therefore,
Diamond predicts a separation in which new borrowers without a long
track record need to be monitored, while others who have always repaid
such debt for a long enough time acquire a sufficiently good reputation to
borrow directly without monitoring. For borrowers in the first group, their
investment choices are monitored by banks, and the record of successful
repayments helps future lenders learn about their underlying business
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quality.® For borrowers in the second group, they can issue debt directly
to public markets. Diamond also produces a life-cycle theory of borrowing:
young borrowers (small and medium-sized businesses) borrow from banks,
and mature borrowers with a good enough credit rating switch to unmonitored
borrowing and no longer depend on bank finance.

Besides the choice between bank and market debt, another relevant question
for firms is determining their debt’s maturity. In practice, bank loans have,
on average, shorter maturities than publicly issued bonds. Diamond (1991a)
makes an important contribution to understanding debt maturities. He shows
that the optimal debt maturity trades off the signaling role of short-term
debt and its liquidity risk. Specifically, Diamond assumes that the firm’s
management has private information about the firm’s credit risks, whereas
creditors only have access to some less precise indicators, such as credit ratings.
For all firms with the same credit rating, some are more creditworthy than
others. Given this fact, the more creditworthy borrowers will have incentives
to signal themselves. In Diamond (1991a), short-term debt fulfills such a
signaling role. The management’s private information today will gradually
become public over time. When lenders observe such good information, they
update their beliefs about a firm’s credit risk and, consequently, reduce the
spreads charged. In other words, short-term debt enables firms’ borrowing
costs to be more sensitive to public information as the information becomes
available to lenders. On average, firms with low risks are more likely to
generate positive public information than those with high risks. Hence,
using short-term debt is generally beneficial for low-risk firms. However,
refinancing short-term debt creates liquidity risk. Even low-risk firms may
generate negative news to the public, such as temporarily low profits. In
this case, these firms could find it difficult or even impossible to refinance
short-term debt — a type of liquidity risk. Diamond (1991a) predicts that
firms with both high and low credit ratings prefer short-term debt, whereas
firms with intermediate ratings prefer long-term debt. For high-rated firms,
the liquidity risk is low. For low-rated firms, the lenders will only extend
short-term debt.

Besides having shorter maturities, bank loans are typically senior to public
bonds in firms’ capital structure. That is, in the case of bankruptcy, the
priority is to repay bank loans before public bonds. Diamond (1993) offers
an explanation and shows why short-term debt should generally be senior to
long-term debt. The insights are closely related to those in Diamond (1991a).
In the model, borrowers have private information about the prospect of their
future credit ratings. Short-term debt allows the borrower to refinance and

%Hu and Varas (2021) show that when the repayment record is not observable by future lenders,
the bank has incentives to engage in zombie lending.
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reduce the cost of credit after they obtain positive information. However, it
can lead to excessive liquidation because lenders ignore borrowers’ control
rents. Making short-term debt senior to long-term debt increases the firm’s
overall financing cost sensitivity to new public information for a given
liquidation level. Following bad news, long-term debt will allow the issuance
of short-term debt even if this dilutes the value of long-term debt. This
dilution can prevent the liquidation of solvent but illiquid firms, which is
socially efficient. Diamond (1993) implies that financial intermediaries will
hold short-term senior debt, whereas the public will hold long-term junior debt.

A closely related issue to financial crises is why firms, both financial
and non-financial, borrow so much short-term debt. Although more detailed
answers will be provided in the next section, where we discuss the liability side
of banks, the general economic mechanism, as highlighted in Brunnermeier
and Oehmke (2013), is related to the idea that short-term debt enjoys a higher
effective seniority over long-term debt simply because the former is paid
earlier than the latter.” However, because seniority of the debt contract is the
driving force of debt overhang, the above logic would suggest that short-term
debt should impose a greater overhang than long-term debt, contradicting one
of the key takeaways from the classic Myers (1977). By analyzing several
workhorse frameworks in corporate finance, Diamond and He (2014) point
out that short-term debt could impose stronger debt overhang if the firm’s
underlying assets exhibit counter-cyclical (stochastic) volatility — for instance,
loans with higher volatility in bad times than in good times. Because banks
typically retain loans as assets on their balance sheet, this result is particularly
interesting in the sense that, compared with non-financial firms, short-term
debt imposes more debt overhang for financial firms.

Diamond and Verrecchia (1991) study how a firm’s future disclosure
policy reduces its cost of capital today. Specifically, they study large investors
who have private information on the firm but who may also experience future
liquidity shocks, in which case they must sell their shares. A commitment to
disclosure reduces information asymmetries in the future, which encourages
large investors to hold the firm’s shares today. This increases the prices today
and hence lowers the costs of issuing capital.

3. The liability side of banks
3.1. Demand deposits

As shown in Figure 1, deposits are the most common type of liability on the
bank’s balance sheet. Deposits are a special form of debt. Some of them are

"Hu et al. (2021) show that this result holds even without explicit seniority structure in
bankruptcy.
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Figure 1. Deposits to liabilities of banks in the United States: January 1975 to January
2023

Tot. Deposits/Tot. Liabilities
0.75 0.80 0.85 0.90
1 1 1 1

0.70
1

0.65
1

T T T T T
1980 1990 2000 2010 2020

Notes: This figure plots the time series of total deposits to total liabilities of all commercial banks in the United
States.

demandable, meaning they can be withdrawn or accessed by depositors at
any time.® This contrasts with standard debt contracts with a fixed maturity
date and may incur penalties for early withdrawal. Why do banks issue
deposits? What is the fundamental economic problem that demand deposits
can solve?

These questions are studied in the influential paper by Diamond and
Dybvig (1983). Many people, including academics, think the main contribution
of Diamond and Dybvig (1983) is to explain bank runs. This is not entirely
true. The phenomenon of bank runs and the mechanism behind them were
pointed out earlier, even though they were not formalized.’ Instead, the real
contribution of Diamond and Dybvig (1983) is to show that banks can be
the optimal solution to the problem of consumer uncertainties about their
preferences for when to consume. In this model, consumers might need to

8 An exception is time deposits, also known as certificates of deposit. Time deposits require the
account holder to deposit for a fixed period of time and cannot be withdrawn without incurring
a penalty.

9The famous movie It’s a Wonderful Life in 1946 shows that panics can drive bank runs as
opposed to anything fundamentally problematic.
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consume early (such as in a medical emergency) or late, and they do not
know the exact timing of their future consumption when making investment
decisions. This is the notion of liquidity risk. They have some endowments,
which can be either put in a short technology (such as storage) or a long
technology that generates more in the long run but the same as the short
technology in the near future. Naturally, risk-averse consumers would hope
to have more ability to consume if they turned out early, even if this comes at
the expense of lower long-term consumption if they turned out late. This is the
notion of liquidity insurance and liquidity creation. If consumers self-provided
liquidity, the outcome would be inefficient. In that case, if they turn out to
prefer early consumption, they wish they could consume more than just
the amount produced by the short technology and the liquidation from the
long technology. If they turn out to prefer late consumption, they regret the
investment decision and wish they had invested all endowments into the long
technology. A financial market can allow the two types of consumers to
trade after they learn their preferences and to improve their expected welfare.
However, it still does not implement the socially optimal solution. The reason
for this is that the financial market cannot offer insurance that depends on
the consumers’ consumption preference, which is private information. By
contrast, banks can offer liquidity insurance by pooling these liquidity needs
together. The number of consumers who need early consumption is almost
deterministic among a large population. By pooling these liquidity needs
together, the bank can promise to pay consumers who turn out early more
than the technology will generate, and to pay those who turn out late less
than the long technology will generate. Demand deposit contracts can be used
to implement the first-best allocation and to provide the optimal amount of
liquidity insurance. Unfortunately, demand deposits can expose banks to runs.
If, for whatever reason, depositors lose confidence and panic, then everyone
decides to withdraw early. In this case, the bank is committed to paying more
than the early liquidation value of its assets and has nothing left for late
consumers. Therefore, it does indeed make sense for everyone to withdraw
early. As Diamond often puts it, the “fear of fear itself” or self-fulfilling
prophecy can trigger runs. The Diamond-Dybvig model justifies a role for the
government with taxation authority to offer deposit insurance or to provide
discount window loans to remove the panic equilibrium. These policies are
further discussed by Diamond and Dybvig (1986), who specifically argue that
market discipline on banks, such as limiting deposit insurance or requiring
banks to have uninsured subordinated short-term debt, can destabilize banks.
Moreover, banks should not use insured deposits to fund entry into new lines
of business that are significantly riskier, such as real estate speculation and
equity underwriting. These activities contribute little to liquidity creation but
oftentimes lead to excessive risk-taking. The proposal of 100 percent reserve
banking would prevent banks from creating liquidity. Finally, Diamond and
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Dybvig (1986) suggest that deposit insurance premiums should be based on
the riskiness of the bank’s loan portfolio.

The Diamond-Dybvig model has been very influential ever since the
early 1980s. A particularly important question is whether the bank can
offer contracts other than demand deposits that can implement the first-best
allocations and, in the meantime, avoid runs. Jacklin and Bhattacharya (1988)
offer such an implementation via mutual funds. Instead of issuing demand
deposits, the bank can issue all equity and pay dividends. Using dividends, late
consumers can buy shares from early consumers.'? Moreover, Jacklin (1987)
shows that the banking solution cannot coexist with a competitive market
solution. Under the optimal contracts offered by the bank, if there is also an
anonymous market to trade the bank’s demand deposits, an individual will
find it optimal to invest in the long technology. This deviation implies that
if the role of banks is to offer liquidity insurance, they cannot coexist with
competitive markets. Diamond (1997) addresses this issue, and, in particular,
introduces a financial market with limited participation.!! Diamond (1997)
responds to the critique of Jacklin (1987) by showing that banks can coexist
with the financial market if the fraction of consumers who can participate in
the financial market is not too high. Moreover, Diamond shows that limited
participation in the financial market causes overinvestment in short-term real
assets. However, banks can improve the liquidity that the financial market
provides because long-term assets can be sold before maturity at higher prices
than would prevail without banks. The model predicts that as households
participate better in the financial market, the banking sector should shrink by
holding fewer long-term assets. At the economy-wide level, however, more
long-term assets are produced.

Diamond and Dybvig (1983) assume loans are illiquid. A natural question
is why the bank cannot sell its loans to others (such as other banks) if
depositors rush to withdraw early. A related question is, if loans are issued
to fundamentally solvent borrowers, why can’t the bank borrow against these
loans? Moreover, demand deposits are paid first-come, first-served within
a period (the so-called “sequential-service constraint”). In contrast, debts
of non-financial firms are protected by the automatic stay and clawback
provision prohibiting payments in anticipation of default. In Diamond and
Dybvig (1983), the panic equilibrium is driven by this sequential service
constraint, which introduces fragility. Why does the bank issue first-come,

19This mutual fund implementation is suboptimal under more general consumer preferences
because it only equalizes the marginal rate of substitution between consumption on the two
dates. The optimal allocation requires the marginal utilities to be equalized across types. Section
12.2 of Tirole (2010) provides a detailed analysis.

'"To be precise, all early consumers can sell their assets in the financial market, but only a
fraction of late consumers can buy these assets.
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first-served deposits? Diamond and Rajan (2001) answer these questions. They
show that the fragility of demandable deposits is not a bug, but a feature. This
fragility is crucial for bankers to have the appropriate incentives to collect
payments. They argue that loans are illiquid because payment collection
requires the specific human capital of bankers (Hart and Moore, 1994). In
other words, the banker is the relationship lender who has the capability to
collect more payments relative to outside investors. This superior collection
skill provides the banker with incentives to renegotiate down the payments to
outside investors once the lending has been made. Diamond and Rajan (2001)
show that the first-come, first-served demandable deposit can prevent the
banker from initiating this renegotiation. Intuitively, whenever the banker
proposes to reduce the payments, it is a dominating strategy for each depositor
to run and collect the payments before others arrive at the bank. In other
words, the sequential service constraint creates a collective action problem
among depositors, which means that they make a run on the bank whenever
they think their claim is in danger. The run causes the bank to fail, resulting
in the banker losing any rent from control. Anticipating this, the banker never
proposes renegotiation to begin with. Therefore, Diamond and Rajan (2001)
conclude that demandable deposits create liquidity: they allow bankers to
credibly commit to collect loans and repay to outside investors who are
less skillful. Importantly, they conclude that the disciplinary role of demand
deposits works only for financial intermediaries, not for direct borrowing by
firms, explaining why banks are special.

A similar idea is developed in Diamond (2004), who studies the optimal
financing contracts when the cost of enforcement is high. In emerging markets,
lenders do not go to bankruptcy court after a borrower defaults; this is known
as lender passivity because the cost of enforcing the contracts is high. Even
though enforcement would serve to punish the borrower, it would also hurt
the lenders due to the high enforcement cost. To convince lenders to go to
court, the optimal arrangements should have the cost of enforcement borne by
others — a type of externality. If the firm borrows from one lender, the lender
should take senior debt and transfer the costs to equity holders. Borrowing
from many creditors via short-term debt is another solution. In this case, the
enforcement cost is imposed across different lenders. Once there is a contract
violation, each creditor will run to the court and try to recover the payments,
leaving the enforcement costs to others.

3.2. Bank run models before Diamond—-Dybvig

Although bank runs are a recurring topic for economists and policymakers
(see, e.g., the classic Aliber et al., 2015), Diamond and Dybvig (1983) is
among the first group of academic papers that study bank runs rigorously
and systematically. Perhaps more importantly, this literature was heavily
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influenced by Friedman and Schwartz (1963). Chapter 7 of that book,
titled “The Great Contraction, 1929-33”, provides a vivid account of the
unprecedented turmoil experienced by the US financial system, including
both the stock market and banks, during the Great Depression. As astutely put
by Flood and Garber (1981), who heavily cite evidence and charts directly
from Friedman and Schwartz (1963), “of course, in constructing a model of a
systematic banking collapse, any researcher, at least half-seriously, probably
is attempting an explanation of the enormous collapse of the great depression”.
This is perhaps why Bernanke (1983) spends the entire first section of that
paper elaborating the background on how the financial system collapsed
during the Great Depression, highlighting the correlation of the financial crisis
with macroeconomic activities.

Before Diamond and Dybvig (1983), the leading researchers in this
literature on bank runs put considerable emphasis on a different notion of
“liquidity”, often modeled as stochastic timing of payments (Patinkin, 1965),
and “money”, which is fiat currency in the sense of Samuelson (1958). Largely,
it is because the profession often took banking services in practice as given.
Bagehot’s lender-of-last-resort rule — which aims to protect the money stock
as the very first goal (see, e.g., Humphrey, 1986) — had a great impact on the
way that researchers thought about this issue at that time.

There were several papers written along this line. Based on the framework
of Samuelson (1958) and Bryant and Wallace (1980), Bryant (1980) presents
a model in which demand deposits and the associated deposit insurance
program can be beneficial. Demand deposits provide liquidity service to
the so-called “early-diers”; these agents who suffer idiosyncratic preference
shocks are similar to the early-type consumers in Diamond and Dybvig (1983).
Clearly, demand deposits are just short-term claims of economic agents that
are held against banks. To meet the redemption of these early-diers, banks in
Bryant (1980) with such short-term liabilities need to keep some fractional
currency reserves, a central topic that is analyzed in that paper.

Nevertheless, as stated by Bryant (1980, see the beginning of section 4 in the
paper), “[while] the uninsurable risk introduced in the previous paragraph
generates demand liabilities, this is not sufficient to produce bank runs.
To generate bank runs, we add risky intermediary assets and asymmetric
information. What is crucial for the bank runs is that the coexistence of the
uninsurable risk of early death and the asymmetric information on the risky
assets give the intermediary a signal-extraction problem.” Although this idea
captures an interesting economic mechanism and later is formally analyzed by
Jacklin and Bhattacharya (1988), this modeling complication of information
asymmetry unnecessarily obscures the “coordination” nature of bank runs as
shown by Diamond and Dybvig (1983).

Of course, the “coordination” nature of bank runs was also explored
by other researchers during that time. Flood and Garber (1981) study the
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endogenous timing of a systematic banking collapse under a deflationary
environment. Because banks honor demand deposits as nominal liabilities
while holding real assets whose nominal value shrinks over time along a
(deterministic) deflationary path, the banking system will run out of business
at the point when the nominal rates earned on the consol bonds exceed the
bank’s operating cost.

Interestingly, although the main model by Flood and Garber (1981)
investigates a setting where market fundamentals drive a banking collapse,
they also discuss the possibility of a collapse generated by mass hysteria,
where the collapse of the banking system — or, equivalently, the shrinkage
of the money multiplier — is caused by a self-fulfilling belief that a collapse
will occur. Contrary to the prevailing view on bank runs at that time, this
collapse — which occurs in the model in a predictable way — does not have
to be either sudden or unanticipated. Conceptually, it is closely related to the
coordination failure highlighted in the Diamond and Dybvig (1983) model.

It is worth highlighting that the paper by Diamond and Dybvig (1983)
distinguishes itself from these works by taking one step back and deriving
economic implications from the primitives. As explained there, by taking an
optimal-contract approach under idiosyncratic “liquidity” preference shocks,
Diamond and Dybvig (1983) show that banking itself can be thought of as
an optimal insurance mechanism, and demonstrate that its associated bank
runs — a form of bad equilibrium when implementing the optimal insurance
mechanism by banking — display a general economic force of strategic
complementarity. The banking solution and its associated bank runs are
beyond the money setting, and they apply to an economy with real goods.

3.3. Bank equity

Whereas demand deposits create liquidity, they can also lead to runs and
fragility. When the bank’s asset risks are fully diversified, as in Diamond
and Rajan (2001), there is no uncertainty regarding the final cash flows that
the bank will collect. In this case, runs never occur (i.e., they are off the
equilibrium path), and the bank finances itself using an all-deposit capital
structure. With aggregate uncertainties that are observable but not verifiable,
however, the all-deposit capital structure can lead to runs when asset values
fall after bad aggregate shocks. In this case, it might be optimal for the bank
to partially finance itself with a softer claim that can be renegotiated in bad
times, hence the role of bank capital. Diamond and Rajan (2000) show that
outside bank capital can mit