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Abstract

This thesis employs a computational linguistic methodology to investigate the framing of echo

chambers on Twitter, using similarity and difference over time as a proxy. The analysis centers

on the 2023 Chinese Balloon Incident, which involved the U.S. military shooting down a

Chinese balloon, and examines coalescence or divergence in discourse using string similarity

comparisons, sentiment scores, topic modeling, word embedding, and top terms. The thesis aims

to problematize existing methodologies and instead focuses on everyday language use to better

observe political and social agency in technologized spaces. Through this approach, the study

contributes to a deeper understanding of the impact of social media on democratic discourse and

the broader political landscape.
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I. Introduction

On February 4, 2023, an object of unknown origin was shot down by the U.S. Air Force off the

coast of South Carolina. While the Chinese Government claims that the object was a weather

balloon that had drifted off course, the U.S. and Canadian militaries publicly contend that it was

used for surveillance purposes. Following the incident, social media was ablaze with tweets and

reactions, as is typical for breaking news events in the twenty-first century.

Twitter, in particular, has emerged as a platform of choice for political and economic discourse,

with the reinstatement of Jack Dorsey as CEO and Donald Trump's unprecedented use of the

platform during his presidential campaign in 2015 propelling it to new heights of prominence.

While Trump leveraged Twitter to advance his political agenda, Elon Musk, Twitter's current

CEO, has utilized the platform to promote his economic interests. Musk's tweet linking to a

Reddit board hyping the stock of GameStop, and the subsequent surge in GameStop's stock

value, serves as an example of this (Bursztynsky 2021).

Despite China's domestic ban on Twitter, Musk's economic influence extends into China, where

he has a complex relationship that he is keen to maintain. Given the vested interests of powerful

figures like Trump and Musk to control certain narratives around China within the U.S., and the

contentious nature of the recent balloon incident, it is worthwhile to investigate how Twitter

specifically facilitated discourse around this event. Does politics primarily occur at the level of

top-down messaging, or is there an iterative process at work, whereby users gradually reshape
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discourse and influence ideology? To what extent do actors have influence over the shape of

ideological discourse in a virtual space like Twitter?

This paper endeavors to investigate the extent of existence of echo chambers on Twitter by

analyzing tweets related to the 2023 Chinese Balloon Incident. Using computational linguistic

methods, I examine whether there is a convergence or divergence of language in these tweets,

and explore the broader implications of echo chambers for online politics and democracy. Rather

than adopting a traditional focus on pre-ordained ideology and network analysis (Nikolov et al.

2015; Hong and Kim 2016; Quattrociocchi et al. 2016; Törnberg 2018; Wang and Qian 2021),

this study emphasizes the potential of natural language processing models to uncover patterns of

discourse over time. By taking a literal interpretation of echoing as the repetition and distortion

of particular words or phrases over a certain period of time, this research offers a novel

perspective on echo chambers.

The paper provides background information on several key topics that are fundamental to

understanding the research. First, a detailed overview is presented of the 2023 Chinese balloon

incident, followed by an examination of Twitter, echo chambers, citizen journalism, and tracking

events over time. The present study employs a diverse range of computational linguistic methods

to serve as a proxy for analyzing the evolution of textual content over time, with a focus on both

syntactic and semantic transformations, including string comparison techniques, diachronic word

embedding, top k terms, sentiment analysis, and dynamic topic modeling. The findings of each

of these methods are presented and analyzed. Ultimately, this paper contributes to a better

understanding of how narratives surrounding breaking news take shape on social media and
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offers new insights into the dynamics of online political discourse. In addition, it points to the

emergence of a new techno public sphere which has provided everyday users with a platform to

engage in discourse around news and reclaim some agency in shaping ideology.

II. Background

A.The 2023 Chinese Balloon Incident

Fig. 1: The approximate route of the balloon

From January 28 to February 4, 2023, a large Chinese airship drifted across U.S. airspace,

making its way from Alaska through the continental U.S. (Kutllovci 2023), as shown in Fig. 1.

The balloon's trajectory indicated that it could fly over a number of sensitive military sites,

raising concerns that it was for surveillance purposes. The incident heightened tensions between

the U.S. and China, which have been exacerbated in recent years due to a variety of political and
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economic issues, including the COVID-19 pandemic, the trade war, territorial disputes, and

human rights concerns in Hong Kong and Xinjiang (Bera 2023).

The role of China in the discourse and policies of the Trump administration was highly

contentious, with the former president making China a focal point of his campaign and

presidency. The stance taken by the Trump administration contributed significantly to the

increased tension and negative rhetoric that characterized the relationship between the United

States and China during that time. The extreme nature of this rhetoric was exemplified by a guest

on Fox News' Tucker Carlson show who made an incendiary comment, stating that the United

States needs a military composed of Type A men who seek to sit on thrones made of Chinese

skulls (Media Matters Staff 2021). Such language is highly inflammatory and underscores the

virulent nature of the discourse that has characterized the U.S.-China relationship in recent years.

Despite some efforts at diplomatic engagement, the relationship between the two countries

remains highly strained, and the inflammatory rhetoric of the past continues to reverberate

through the current political climate.

The U.S. Air Force eventually shot down the Chinese balloon off the coast of South Carolina on

orders from President Joe Biden, which further complicated the already-tense relationship

between the two countries and raised concerns about the potential for future incidents to escalate

into conflict. Despite the seemingly trivial term "balloon," the object's considerable size, with a

substructure roughly 90 feet in length, as shown in Fig. 2, prompted U.S. officials to refrain from

shooting it down over land and instead wait until it moved off the coast to avoid collateral

damage (Bera 2023). During the week following the incident, several additional high-altitude
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objects were observed in the airspace over the United States and subsequently downed by

American military forces, although later assessments revealed these objects to be unrelated to

China (Kutllovci 2023).

Fig. 2: Estimated size of balloon comparison

The recent Chinese balloon incident has brought to light the potential hazards and consequences

of surveillance technologies, which can be employed to monitor and track individuals or groups

without their consent or knowledge (Zuboff 2020, 50). In recent years, there has been a growing

concern over the emergence of Surveillance Capitalism, a term coined by the scholar Shoshana

Zuboff to describe a novel economic system in which data is extracted from individuals and

exploited for profit (2020, 7). This incident has led to widespread speculation and discussions

about Chinese surveillance practices and their potential to gather intelligence on other countries

or individuals. Zuboff's work underscores the power dynamics that are at play in these situations,

and the potential for individuals to be exploited for profit or political gain through the collection

and use of personal data (Zuboff 2020, 268). In the context of the Chinese balloon incident, the

use of surveillance technology by the Chinese government highlights the potential for abuse of

power and the need for greater transparency and accountability in surveillance practices.
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The Chinese government has maintained that the balloon was a meteorological device that had

gone off course, while the American and Canadian militaries maintain that it was for surveillance

purposes and illegal by international law (Byers 2023). The incident occurred at a challenging

time for China, which is facing a variety of complex political issues and has expressed a desire to

annex Taiwan, a move that President Biden has made clear he will not allow (Bera 2023). The

event has also drawn comparisons to similar episodes of espionage via balloon that have taken

place in Hawaii and Guam in the past (Barnes 2023).

Overall, the incident has highlighted the desire of key actors like Elon Musk to tightly control the

narrative in such international incidents, particularly in the age of social media, and in a context

where President Biden has taken a rather hands-off approach to his presidency. While the

Chinese government has a sprawling propaganda apparatus to control discussion, the United

States faces a different challenge in the form of the decentralized and often chaotic nature of

social media. As we will explore in the next section, the Chinese airship incident provides a case

study in how social media can both amplify and distort the narrative surrounding an international

incident, and how this can emerge from a variety of actors.

B. Twitter

The Chinese Balloon Incident presents an opportunity to apply the lens of Surveillance

Capitalism to Twitter. Twitter, a microblogging and online social networking service, was

launched in 2006 with a prompt asking "What's happening?" (Marwick and boyd 2011). This

prompt results in a wide range of tweets, from mundane thoughts on daily life to breaking news.
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Co-founder Jack Dorsey chose the name 'Twitter' based on the Oxford English Dictionary

definition of the word as "a short inconsequential burst of information, chirps from birds" (Sarno

2011). The length of tweets has been a defining feature of the platform, with an initial maximum

of 140 characters that was later doubled to 280 characters in November 2017 (Rosen 2017).

However, recent rumors suggest that Elon Musk, who acquired the site in 2022, may eliminate

the character limit altogether, potentially altering the site's fundamental structure.

Jack Dorsey, a co-founder of Twitter in 2006, and a brief CEO in 2007, had a significant

influence on the platform's development when he was reinstated as CEO in 2015. Dorsey's

original objective was to enable communication and connect individuals globally, a goal that has

been mostly achieved. While acknowledging that certain negative elements have emerged on the

platform, this thesis aims to demonstrate that Dorsey's vision has brought forth positive

outcomes as well. In essence, Dorsey's actions have resulted in an unexpected social experiment

that has brought about new publics through the use of technologies that promote open and

expansive dialogue. Thus, it can be posited that Dorsey's objectives have been largely successful,

despite some unintended consequences.

Although Jack Dorsey founded Twitter with the goal of facilitating communication and bringing

people together, Elon Musk's vision for the platform differs significantly. In 2022, Musk acquired

Twitter in an unconventional and dramatic manner, and since then has been accused of grossly

mishandling the site (Clayton and Hoskins 2022). Moreover, Musk's alleged violation of German

hate speech laws could result in a fine of up to $33 billion, an amount greater than the company's

current worth (Palli 2023). Musk overplayed his hand in acquiring Twitter, and has since lost a
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considerable amount of money, with the site now worth less than half of what he bought it for

(Palli 2023). As previously noted, Musk has a history of making disruptive claims that challenge

economic order, and Twitter has been a platform where many recent crypto trends, such as the

proliferation of NFT profile pictures, have gained traction. Additionally, Musk's economic

interests in China due to Tesla may motivate him to control the narrative on his platform. Musk's

complex character looms over this event and the discourse on his site.

As mentioned in the introduction, an additional prominent figure in Twitter's history is former

President Donald Trump. Trump's tweets gained notoriety and attracted a wide range of

reactions, from amusement and insight to dismay. People became engrossed with Trump's tweets,

and political journalists were drawn to Twitter during his administration since Trump's tweets

frequently dominated the daily news cycle. Although it remains to be determined how Twitter

will fare under Musk's stewardship, it is evident that Trump's use of the platform had a

significant impact on the media landscape (Robertson 2021).

The collection of data from Twitter poses a significant challenge, as the platform is vast, public,

and difficult to constrain, let alone identify the subjects of study at any given time (Marwick,

2013; Alshaabi et al., 2021). Thus, the concept of an "echo chamber" on Twitter is brought into

question: Can such a chamber exist on a platform that is inherently open? This question will be

revisited later. Much of the research on Twitter to date has focused on analyzing hashtags, which

offer a popular and straightforward way of mapping discourse. Hashtags create communities

around them, providing a cohesive space for producing and exchanging ideas (Bruns and

Burgess, 2012; Maireder and Schlogl, 2014; Bonilla and Rosa, 2015; Jackson and Foucault
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Welles, 2015; Williams et al., 2015; Storniauolo and Thomas, 2017). However, hashtags are only

used in a small fraction of tweets, ranging from 5% to 11% (Suh, Hong, Piroli, & Chi, 2010, as

cited in Marwick, 2013), making them an unrepresentative method for mapping discourse.

Rather than limiting discourse to clunky, unrepresentative hashtags, this study considers all

tweets related to the incident, regardless of whether it fits in neatly or wishes to fit in at all.

Through this approach, a contested space of ideology emerges, where various camps, which may

or may not interact with one another, represent diverse talking points that fall under the

ideological and discursive umbrella of the unmediated internet environment.

The incident discussed in this study goes beyond the realm of online social media discourse. The

involvement of key actors with past prejudices and the political and economic implications

elevate it to a matter of national security, with implications for national sovereignty. While these

actors may perceive themselves as owning Twitter and controlling discourse on it, this

perspective raises a critique of top-down ideology dissemination. In this context, it is useful to

consider the concept of the echo chamber, which will be explored in detail below.

C. Echo Chambers

The term ‘echo chamber’ is a well-established concept with a rich history dating back to 1842

when it was first coined in its literal sense to denote a room with sound-reflecting walls. In

contemporary usage, however, it has acquired several figurative meanings. Cass R. Sunstein is

widely recognized for introducing the modern definition of this term in his book, Echo

Chambers, published in 2001. According to Sunstein, an echo chamber refers to a virtual space

where individuals tend to engage solely with like-minded individuals, thereby limiting exposure
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to diverse perspectives. Echo chambers have been described in academic literature as spaces that

reinforce pre-existing beliefs, leading to the intensification of opinions and expressions (Du and

Gregory 2016). The concept of echo chambers has gained immense currency in academic

research and serves as a conceptual anchor for investigating a variety of phenomena (Du and

Gregory 2016; Hong and Kim 2016; Michailidou 2017; Bouvier 2020; Geiss et al. 2021).

The diverse range of contexts in which echo chambers have been examined has resulted in a

range of perspectives regarding their validity. Some scholars, such as Du and Gregory (2016) and

Hong and Kim (2016), have found evidence to support the idea that Twitter fosters echo

chambers, while others, including Shore et al. (2016), Vaccari et al. (2016), Dubois and Blank

(2018), and Geiss et al. (2021), have found this to be impossible or at least improbable. The lack

of a standardized definition for the term echo chamber has resulted in varying methodologies for

its study, providing researchers with the freedom to define and measure the phenomenon in their

own ways. This has allowed for a more quantitative approach to be taken in the present study.

Network analysis is a popular method for studying the existence of echo chambers in social

media platforms (Nikolov et al. 2015; Hong and Kim 2016; Quattrociocchi et al. 2016; Törnberg

2018; Wang and Qian 2021). In particular, researchers often use social media connection

networks to measure closeness, assign various ideologies to users, and then measure the purity of

networks. In addition to these network analysis methods, there are other approaches researchers

have used to investigate the phenomenon of echo chambers in social media. These methods

include analyzing the content shared on social media, as well as examining the activity and

engagement levels of users.
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In addition to these network analysis methods, there are also qualitative approaches to studying

echo chambers. For example, Bouvier (2020) conducted in-depth interviews with #MeToo

movement participants and found that participants experienced a sense of community and

support within the movement but also acknowledged that the movement could be an echo

chamber, limiting exposure to alternative viewpoints. Similarly, Michailidou (2017) conducted

qualitative content analysis of Greek referendum tweets and found that while echo chambers

existed, they were not as extreme as some previous studies had suggested.

It is important to note that these various methods have their own limitations and biases, and it is

challenging to fully capture the complex and dynamic nature of echo chambers. The challenges

of studying echo chambers on social media platforms are compounded by the difficulty of

identifying users' ideological preferences, which are often multifaceted and constantly evolving

in the online space. While some users may openly self-identify with a particular political or

social ideology, others may be less explicit or actively attempt to conceal their views. Moreover,

the same user may express different opinions on different topics or in different contexts, making

it difficult to assign them to a single ideological category.

Even when users do openly express their ideological preferences, it can be challenging to

determine the degree to which they hold those beliefs or how influential they are within their

networks. Additionally, users may engage in strategic behavior, such as following or retweeting

accounts that represent opposing views, in order to appear more moderate or to gain attention.

All of these factors make it challenging to accurately capture and measure users' ideological
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preferences on social media platforms, and raise questions about the validity of the methods used

to study echo chambers. Despite these challenges, continued research on echo chambers is

important as they can have significant implications for public discourse and democracy. It is

essential to recognize, however, that the semi-popular construction of ideology is found in the

everyday and is inherently iterative and transformative. I aim to demonstrate this by using

computational linguistic methods to identify linguistic qualities that reveal whether the online

platform promotes creative divergence or whether there is a gradual coming together and echoing

of opinions. Ultimately, my goal is to challenge studies that imbue alarming sincerity to online

interactions in order to provide a social framework for connections that may be far more casual.

Echo chambers, as commonly understood, suggest the amplification of preexisting ideas (Geiss

et al. 2021). It is worth exploring whether a figure with top-down influence like Trump can

propagate an idea to such an extent that it is echoed by the masses, resulting in ideological

reproduction. However, this phenomenon has yet to be rigorously investigated. To address this

gap, a new approach to studying echo chambers is proposed, drawing upon the literal definition

of echoing and reverberation. Echoes are not exact repetitions; they involve slight distortions.

Specifically, computational linguistic methods are employed to identify instances of linguistic

coalescence or divergence. This linguistic analysis provides a unique perspective on the

evolution of language and opinion in online political discussions, exploring whether the online

platform promotes creative divergence or a gradual coming together and echoing of opinions.

This approach moves beyond traditional analyses focused on social network structure and static

ideological orientation, instead examining the linguistic characteristics of online political

discourse.
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At the core of the concept of ‘echo chambers’ lies the closely associated idea of homophily,

which suggests that people tend to form connections with those who are similar to them

(McPherson et al. 2001). McPherson et al. (2001) discussed the concept of homophily in social

networks in their seminal work “Birds of a Feather,” which was published before the advent of

Twitter. This raises the question of what sets the internet apart from offline networks, and why

we should not expect similar homogeneity in personal networks online, given that people's

networks offline tend to be homogeneous with respect to various sociodemographic, behavioral,

and intrapersonal characteristics (Granovetter 1973; McPherson and Smith-Lovin 1987;

McPherson et al. 2001; Schmitt et al. 2008; Shalizi and Thomas 2011; Susarla et al. 2012).

Homophily is known to constrain people's social circles, and this has significant implications for

the information they receive, the attitudes they form, and the interactions they experience. Thus,

the same fears that underlie the concept of the modern-day, technologized ‘echo chamber’ are

embodied in homophily (McPherson et al. 2001).

Sunstein (2001) was one of the first to suggest that social media platforms encourage a lack of

exposure to contrary perspectives, which is synonymous with echo chambers. Indeed, social

media has been criticized for exacerbating political polarization and encouraging echo chambers

(Du and Gregory 2016), with some researchers accusing social media of promoting social

extremism (Barbera et al. 2015). There is a widespread belief that social media users are

particularly vulnerable to echo chambers since they are able to selectively choose the

information to which they are exposed, which can result in self-isolation from viewpoints with

which they disagree, leading to a constant positive feedback loop (Vaccari et al. 2016).
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Consequently, users are often segregated into self-selecting bubbles that can create an

information and knowledge gap (Dubois and Blank 2018). Despite the prevalence of research on

echo chambers and polarization, there is still a lack of accurate data to support the claim that

these phenomena are taking place on social media beyond superficial measures of homophily,

which has existed well before the advent of social media.

This study seeks to explore the possibility that the term "echo chamber" may, in fact, be an

instance of its own namesake, wherein a particular bias is repeatedly echoed and perpetuated.

However, the bias being examined is not one that necessarily manifests exclusively within virtual

spaces, but rather may reflect a broader societal fear and misunderstanding of the potential

impact and implications of these spaces. By interrogating this phenomenon, this research aims to

provide a nuanced understanding of the role and influence of virtual spaces in shaping

contemporary discourse and media consumption.

Despite being often characterized as a threat to democracy (Sunstein 2001; Pariser 2011; Tufekci

2017), the effects of echo chambers are rarely studied in depth. While the establishment of echo

chambers is typically based on metrics of homophily, little attention is given to what actually

occurs within these echo chambers on a day-to-day basis. This raises the question of whether it is

even appropriate to call them echo chambers if there is no evidence of echoing taking place.

Furthermore, if we find that language, thought, or opinion are not being stifled, but rather

creatively blossoming among like-minded individuals, is it still accurate to label the phenomenon

as an echo chamber? The current understanding of echo chambers is limited in this regard and
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there is a need for further research to better understand the dynamics and effects of echo

chambers in online spaces.

D.Citizen Journalism

Despite the lack of conventional association, it is imperative to incorporate the concept of citizen

journalism in conjunction with echo chambers. While the latter embodies many apprehensions

concerning the internet, the former provides a sanguine trajectory for leveraging online

communication to fortify democracy. If echo chambers have the proclivity to constrict exposure

to heterogeneous perspectives and foster societal polarization, citizen journalism has the

potential to widen the range of voices and perspectives that are expressed, which can culminate

in a more variegated and all-encompassing public discourse. Consequently, examining the

interplay between citizen journalism and echo chambers is crucial in comprehending the

internet's potential to impede or amplify democratic participation and dialogue.

The internet's ability to transcend nation-state borders poses a challenge to the concept of citizen

journalism. The notion of citizenship itself is in question when users are citizens of the internet

rather than any particular nation-state. Is this distinction a helpful one? The emergence of this

"new citizenship" sheds light on the new public sphere that has arisen through technologized

mediated environments. This novel public sphere exists beyond traditional publics, which are

often founded on nationalist beliefs and rhetoric (Anderson 1983). Instead, it represents a global

citizenship, wherein discourse and ideology are free to flow unencumbered, though we know that

censorship laws, copyright, and algorithms complicate this utopian narrative.
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Atton (2009) characterizes citizen journalism as a burgeoning phenomenon of user-generated

content or homemade media, whereby ordinary citizens produce journalism from their homes.

Brigadir (2016) contends that this process entails a transformation of news consumers into

producers, whereby citizens become actively involved in the observation, selection, filtering,

distribution, and interpretation of events in unprecedented ways. According to Hermida (2010),

many scholars have linked the rise of citizen journalism to social media platforms like Twitter.

Hermida (2010), Bruns (2011), and Zubiaga (2019) have explored this connection in their work.

Hermida (2010) introduces the concept of 'ambient journalism' as a related phenomenon to echo

chambers, underscoring how the continuous consumption of news, or 'ambient news,' has

evolved into 'ambient journalism' through the increased capacity for individuals to partake in the

news production process.

Social media has enabled individuals to frame conversations, set agendas, and disseminate

information, thus creating a more level playing field (Lin et al. 2014). As Murthy (2013)

suggests, Twitter has led to a significant 'demotic turn,' providing ordinary people with the ability

to break news, produce media content, and express their opinions publicly. This newfound

autonomy has been harnessed for social causes and activism, as evidenced by its prominent role

in the Arab Spring of 2011, #MeToo, the Black Lives Matter movement, and more (Lindgren

2013; Tufekci 2017).

The interplay between citizen journalism and echo chambers raises questions about agency in

online discourse. Scholars such as Baker and McEnergy (2015) and Ulbricht (2020) argue that

Twitter has the potential to democratize discourse by enabling ordinary users to engage with and

19



contribute to online discussions. Cha et al. (2012) note that grassroots users can trigger the initial

discussion and dissemination of news stories. However, Wihbey (2014) questions the internet's

transformative potential for democratizing discourse, pointing to the reassertion of legacy media

patterns. Despite the internet's supposed freedom from real-world hierarchies, research has

identified the emergence of "opinion leaders" on social media (Bergstrom and Belfrage 2018)

and the creation of online social hierarchies through "celebrity practice" (Marwick and boyd

2011). These studies illustrate that political figures and corporations can wield disproportionate

influence on Twitter and speak to, rather than with, their followers.

The issue of communication flow in news dissemination is a recurring theme in the literature.

Katz (1957) outlines the conventional flow of ideas from radio and print media to opinion

leaders, who then disseminate them to less active segments of the population. However, social

media has disrupted this traditional model, enabling individuals to create and share content

without the need for institutional gatekeepers. Despite this, Bergstrom and Belfrage (2018)

contend that established news media still dominate the news content circulated on social media

platforms. Given Twitter's algorithmic complexity, the potential for citizen journalism to thrive

and promote original, divergent thought remains a question that this thesis seeks to address.

Furthermore, the issue of the visibility of divergent thought on social media platforms such as

Twitter cannot be ignored. While there may be a plethora of content available, it is possible that

only a select few accounts have a significant impact on others' news consumption (Bergstrom

and Belfrage 2018). Consequently, the relevance and significance of free-flowing content on

Twitter may be limited if it is not being seen or shared widely. Despite this, prior studies have
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tended to focus on user influence and reach (Cha et al. 2010), rather than language and opinion

production, which warrants further investigation. In other terms, there has been an overreliance

on figuring out methods of transmission that has led to ideology being treated as static, rather

than a metapragmatically re/shaped series of statements and claims (Barthes 1972).

It is important to recognize that not all tweets are created equal, and hence, it is necessary to

track the development of language and discourse even if it does not have a high level of reach or

status. By integrating computational linguistic methods into the conversation, this study aims to

contribute to the discourse on the democratization of media ecosystems (Wihbey 2014). The

question of whether social media can lead to a more radically democratized media landscape

remains open, and this research seeks to provide insights into this topic through an examination

of language and opinion production on Twitter.

As a result, this thesis seeks to address the question of whether a new public sphere has emerged,

distinct from the public sphere envisioned by Habermas in The Structural Transformation of the

Public Sphere: An Inquiry into a Category of Bourgeois Society (1962). This new public sphere

is characterized by its own centers, focus points, and accessory points, and raises the possibility

of reemergent techno-liberalisms. Through the agency of the digital citizen, this emerging public

sphere enables discourse and ideological developments to evolve in new and potentially

transformative ways. By examining the distinctive features of this new public sphere, this thesis

contributes to a deeper understanding of the ways in which technology is reshaping the contours

of public life (Fraser 2017). This thesis considers the role of the digital citizen as an active

participant in this emerging public sphere, reclaiming agency over evolving discourse and
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enabling new forms of political engagement (Bimber et al. 2012). By exploring the contours of

this new public sphere, this thesis seeks to illuminate the evolving relationship between

technology, politics, and society, offering insights into the complex ways in which digital media

are transforming the nature of public life in the 21st century.

E. Tracking Events Over Time

Over the past few decades, there has been a growing body of literature dedicated to digitally

tracking events over time. Starting with Allan et al. (1998), this literature has continued to grow

and develop up to the present day. While many of these studies focus on tracking news events,

there has been a lack of attention paid to the political and social contexts that surround them.

Some studies approach event tracking from a purely computational perspective, while others use

more specialized approaches informed by journalism or discourse studies (Bouvier 2015; Chen et

al. 2020; KhosraviNik 2020; Peng et al. 2021).

In the context of online event tracking over time, Brigadir (2016) and Lin et al. (2014) have

approached the topic in a manner similar to the one I have conceptualized. However, their

methods and analyses differ from mine, and their studies focus on different aspects of event

tracking. Brigadir (2016) looks at qualitatively tracking events through social media platforms

such as Twitter, while Lin et al. (2014) examine the ability of social media to level the playing

field and empower ordinary individuals to contribute to mass events.

In contrast, my approach seeks to integrate computational linguistic methods into the event

tracking process, with a focus on the language and opinions expressed during the events. By
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analyzing the language used in social media conversations surrounding events over time, my aim

is to gain a deeper understanding of the ways in which public discourse is shaped and how social

relations and politics are implicated in this process. This approach has the potential to shed new

light on the complex interplay between language, power, and social change in contemporary

society.

III. Methods

This study adopted a data collection methodology utilizing the web scraper tool, snscraper in

Python, with the aim of extracting all tweets that referenced the term "Chinese balloon" to

investigate the discourse surrounding this event on Twitter. The snscraper tool is a robust social

media scraper capable of bypassing API limitations and effectively collecting hundreds of

thousands of social media contents. The scraping process resulted in a total of 428,789 tweets,

and subsequently, a subset of 413,249 tweets was selected for analysis. The subset was chosen to

cover the period from when the event broke to the public and the two weeks that ensued, which

is a critical time frame for examining the discourse and reactions related to the event.

The utilization of web scraper tools like snscraper in research is increasingly popular, allowing

researchers to gather significant amounts of data from social media platforms, such as Twitter,

without relying on the platform's API. However, ethical concerns relating to data privacy and

ownership, as well as potential data misuse, emerge from this practice. Therefore, it is vital for

researchers to consider the ethical implications of using such tools and abide by ethical

guidelines when collecting and utilizing data from social media platforms. Adhering to these

ethical considerations is paramount for ensuring that research methods are responsible and
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respectful of the individuals and communities represented in the data. Ethics is discussed further

in Section V.

Fig. 3: Num. of tweets that include ‘chinese balloon’ across all time

As demonstrated in Fig. 3, it is evident that the overwhelming majority of tweets containing the

term "Chinese balloon" from 2007 to 2023 were posted during the month of February 2023,

following the occurrence of the Chinese Balloon Incident. Collecting data from only the month

of February 2023 as opposed to all-time data had little impact on the computational results as

99% of the tweets were posted during this period. Notably, on February 1, there were only a

handful of tweets containing the term, but this number skyrocketed to over 3,000 on February 2

and to nearly 70,000 by February 3, underscoring the rapidity and magnitude with which this

event gained public attention. While it would have been desirable to analyze data beyond the two

weeks immediately following the incident, Fig. 4 illustrates that tweet volume rapidly declined in

the aftermath of the initial surge and continued to decrease over time.
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Fig. 4: Num. of tweets that include ‘chinese balloon’ from ~ mid Jan. to mid Feb. 2023

After acquiring the data, I grouped the tweets by the day on which they were posted. Since the

discourse began on February 2, I used that as the starting point and categorized the tweets by day

from February 2 to February 16. I then preprocessed the tweets by removing URLs, stop words

(common, unnecessary terms), punctuation, and converting all text to lowercase to account for

noise in the data. I also tokenized and lemmatized the data. Tokenization involves splitting

sentences into lists of words, while lemmatization involves reducing each word to its simplest

form to standardize language and account for variations in syntax. For example, “leaves” would

become “leaf”, “is” would become “be”, and “better” would become “good.”

To analyze the tweets, a combination of natural language processing techniques were employed.

Similarity metrics were calculated to test for similarities between tweets tweeted on each day,

and these metrics were compared across days to detect changes in similarity over time. The

presence, meaning, and connections of words were also analyzed, providing an interpretive

methodology to complement the quantitative approach. The combination of qualitative content

analysis and computational methodologies enabled a more comprehensive understanding of the

discourse surrounding the Chinese Balloon Incident. Although the social science literature on

ideological circulation has long employed qualitative arguments (Baudrillard 1968; Foucault
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1969), the availability of quantitative data is now an essential tool for providing a more precise

understanding of the scale and scope of these processes.

The techniques employed in this study include: (a) string comparison methods such as

Levenshtein and Jaro-Winkler distance measures, (b) diachronic word embedding analysis, (c)

identification of top terms, (d) sentiment analysis, and (e) dynamic topic modeling. In the

forthcoming section, an introduction to each of the methods will be provided, followed by a

detailed exposition of their respective interpretative frameworks in Section IV.

A.String Comparisons

In this study, string comparisons were employed using two distinct methods, namely

Jaro-Winkler and Levenshtein. These techniques involve a character-by-character or

word-by-word comparison of textual data, allowing for the calculation of similarity scores

between tweets. Specifically, the tweets that were tweeted on the same day were compared with

one another, and an average similarity score was obtained for each day. This approach enabled an

assessment of the degree to which tweets on each day were similar to one another in terms of

their syntactic makeup. By examining how these similarity scores evolved over time, it was

possible to determine whether there was evidence of increasing homogeneity in the discourse,

which may support allegations of an echo chamber effect.

B. Diachronic Word Embedding

Diachronic word embedding is a method developed by Hamilton et al. (2016) that encodes

unique words in a high-dimensional semantically-represented vector space. This allows for
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comparison of words based on their co-occurrence with other semantically-similar terms. By

encoding words as vectors, we can examine the similarity or difference between certain terms

using metrics such as cosine distance. This method provides both a quantitative perspective, with

scores indicating how similar the terms are, which can then be averaged and compared across

dates to determine the prevalence of certain terms on particular days. Additionally, it provides a

qualitative lens through which to analyze the associated meaning of these terms.

C. Top K Terms

To ascertain the most frequently occurring terms, I implemented a methodology in which the top

k terms were calculated for each day, where k represents the number of terms. Specifically, I

selected ten as k for the purpose of my analysis. The percentage of the total text occupied by the

top k terms was then determined, and these scores were compared over time. This methodology

not only allowed for a qualitative examination of popular terms and their meanings over time,

but also provided a quantitative measure of "cohesion" and the level of frequency in the

discourse on a daily basis.

D.Sentiment Analysis

Sentiment analysis is a computational linguistic method that quantifies the subjective emotions

and attitudes expressed within a given text. The process involves generating a score that reflects

the text's positivity or negativity, with a neutral sentiment score of 0, peak positivity represented

by a score of 1, and peak negativity represented by a score of -1. In my analysis, I compared the

average daily sentiment scores over time and examined the standard deviation of each day's data

to determine the amount of variance present. To perform sentiment analysis on the tweets, I
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utilized the Valence Aware Dictionary and sEntiment Reasoner (VADER), a rule-based model

designed for social media text that is pre-trained and can be applied to unlabeled data. Given the

subjective nature of sentiment analysis and the inherent challenge of distinguishing between

sincere and ironic tweets, this study acknowledges the potential for errors associated with the use

of sentiment analysis as a standalone tool. Therefore, in order to mitigate these limitations,

sentiment analysis is employed as one component among several in this investigation.

E. Dynamic Topic Modeling

The final methodology that I employ to analyze my data is the continuous time dynamic topic

model (cDTM), which was first introduced by Wang et al. (2012). Topic modeling is a powerful

approach for uncovering underlying themes that give structure to a body of text. The most

commonly used technique for topic modeling is Latent Dirichlet Allocation (LDA), which

involves stochastic updates of topic-document and topic-word distributions to minimize

within-topic variance and maximize between-topic variance. The cDTM, building upon LDA, is

a model that analyzes similarities and differences in corpora over time, giving a sense of how

topic discussion is evolving during a given period. It is an extension of the dynamic topic model

(DTM), which is a family of probabilistic time series models developed to analyze the time

evolution of topics in large document collections, such as tweets (Blei and Lafferty, 2006). The

cDTM offers both quantitative and qualitative insights into the contents of a large document

collection, making it an ideal model for my mixed-method analysis. While de Melo and

Figueiredo (2021) present a similar model for using topic modeling to track COVID-19

discourse, they use a different analytical framework.
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Ultimately, a variety of methods are employed to test the robustness of using similarity metrics

like these and to identify patterns that emerge with all of these textual analytical methods. The

analysis exclusively focuses on textual Twitter data to apply computational linguistic models.

However, it is important to note that certain limitations arise from omitting other media forms

such as gifs, images, and emojis, which are integral to communication on Twitter. These

limitations should be taken into account when interpreting the findings.

IV. Findings

A.String Comparisons
a. Levenshtein

Fig. 5: Levenshtein distance scores over time

According to the Levenshtein distance metric, a higher score indicates greater dissimilarity

between texts. Therefore, a visual inspection of Fig. 5 reveals that the average similarity score on

February 2 ranged between 135 and 140, while on February 16, it was between 165 and 170.

This indicates that, on average, the tweets became increasingly different over time. Notably,

there is a spike in the maximum similarity score around February 5, 6, and 7, which coincides

with the period when the corpus received the most tweets. Conversely, an anomaly appears on

February 12. Explanations for why that may be the case include: news articles or tweets that used
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similar wording or phrasing about the Chinese balloon incident were published on February 12,

causing a temporary convergence in language; a prominent figure or organization tweeted or

commented on the incident using specific language that was picked up and repeated by others,

leading to a temporary increase in similarity of tweets; a Twitter algorithm change or bug on

February 12 caused tweets to be categorized or recommended using certain keywords or phrases

related to the Chinese balloon incident, resulting in an increase in similarity of language across

tweets; and, other unrelated events on February 12 could have influenced the language used in

tweets about the Chinese balloon incident. Unfortunately, subsequent research did not expose a

clear candidate for this anomaly, perhaps suggesting an algorithmic explanation.

b. Jaro-Winkler

Fig. 6: Jaro-Winkler distance scores over time

The Jaro-Winkler similarity metric differs from Levenshtein in that the lower the score, the

greater the difference between the strings, as the score ranges between 0 and 1 and can be

interpreted as a percentage of the similarity between the strings. Thus, although Fig. 6 appears to

convey a different story than Fig. 5, when imagined in reverse, they share a similar trend,

although it is less evident than in the Levenshtein visualization. Notably, we observe a
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comparable peak in similarity scores on February 5, 6, and 7, but unlike the Levenshtein

visualization, there are no anomalies present in this graph.

B. Diachronic Word Embedding

Fig. 7: Average vector scores for top 5 most similar terms to ‘balloon’

In the diachronic word embedding analysis, I focused on examining the word vectors for the

term 'balloon' in the corpus. Notably, this approach proved to be more successful in capturing the

dynamics of discourse surrounding the Chinese balloon incident than searching for the term

'Chinese'. As depicted in Fig. 7, the results of this quantitative analysis reveal a significant shift

in the usage of the word 'balloon' over time. The graph portrays a decreasing trend in the average

daily vector scores for the terms most similar to ‘balloon’, which can be interpreted as a

decreasing similarity between the term 'balloon' and its related terms. In other words, the lower

the score, the greater the variance or dissimilarity, whereas the higher the score, the less variance

or more similarity. Notably, the results reveal that the discourse around the event initially

exhibited a high degree of variance, as evidenced by the lowest point in Figure 7, but

subsequently peaked in homogeneity, resembling an echo chamber. This was followed by a

downward trend in similarity, suggesting a diversification in the discourse surrounding the event.
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Fig. 8, on the other hand, provides a more qualitative perspective, showcasing how the context of

the word 'balloon' evolves and changes over time. In the early days of the incident (February

2-4), the top associated words were generally related to transportation (traffic), energy (carbon,

hydrogen), and technical issues (reedtimmeraccu - a meteorologist Twitter account). This may

suggest that people were focused on the logistics and technical aspects of the incident, such as

how the balloon was powered and how it affected transportation. On February 5-6, the top words

shifted to topics like social media (vid), foreign policy (Quincyinst), and politics (Dinesh

D’Souza). This may suggest that people were starting to discuss the broader implications of the

incident, such as its impact on relations between China and the US.

On February 7-8, the top words shifted again to more general topics like memory (remember),

politics (Bullschiff, Zelenski), and pets (dog), perhaps suggesting that public attention on the

incident was starting to wane. On February 9-10, the top words included profanity (shit), and

topics like defense (Raytheon) and writing (written). This may suggest that people were starting

to express frustration with the incident and the response to it. On February 12, humor was

introduced (lmfao), suggesting that people were starting to joke about the incident, or that it had

become less of a major concern for many. On February 13-15, the top words shifted again to

more general topics like security (secure), animals (bird), and family (mother). This may suggest

that the incident was no longer a major topic of conversation, or that people were trying to move

on from it. Overall, these changes in associated words may reflect the evolving attitudes and

perceptions of the public towards the Chinese balloon incident, and may be useful for

understanding how events like this are discussed and processed in real-time.
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Fig. 8: The five most similar terms to ‘balloon’ over the two weeks

C. Top K Terms

Fig. 9: Top 10 terms as percent of total text over time

The visualization presented in Fig. 9 allows us to interpret that a lower score indicates a lesser

amount of text space occupied by the top terms in the entire corpus, leaving room for other terms

to surface. The visual depicts a discernible negative trend, indicating that the top terms occupied

a significant portion of the corpus on February 2, implying that individuals were initially reacting
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to the event without many distinct opinions or thoughts. Moreover, it is crucial to note that while

the analysis commenced on February 2, the shooting incident occurred on February 4, and

several other significant developments ensued, which may have resulted in an increase in content

to discuss in the subsequent days. Consequently, it is plausible that the top k terms could only

cover a limited amount of space in the corpus.

Looking at the daily top 10 most common terms from Feb. 2 to Feb. 16 about the Chinese

balloon incident (Fig. 10), we can observe a few general trends. There seems to be a shift in

focus from the initial sighting of the balloons on Feb. 2 towards a focus on political figures and

military action in the following days. The term ‘biden’ appears more frequently starting on Feb.

3 and ‘trump’ also begins to appear on Feb. 5. Additionally, as expected, the terms ‘shoot’ and

‘shot’ become more common in the days following the initial sighting. This suggests that the

incident was becoming increasingly politicized and viewed through a lens of potential military

action.

Throughout the time period, the term ‘China’ also remains a prominent topic of discussion,

suggesting a broader interest in China’s actions and intentions beyond just the specific incident

with the balloons. Overall, the top 10 most common terms suggest a complex web of topics and

themes surrounding the Chinese balloon incident, including military surveillance, political

implications, and broader concerns about China’s actions.
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Fig. 10: The top ten terms daily

D. Sentiment Analysis

Fig. 11: Average sentiment score over time

Here, I present the results of analyzing the average sentiment score over time. The sentiment

score is a measure of the overall positivity or negativity of the tweets, with higher scores

indicating more positive sentiment. In Fig. 11, we can observe a peak in positivity on February 9.

However, it is important to note that throughout the two-week period, the sentiment scores

remain around neutral (0). Thus, it appears that there is not much meaningful information to be

gained from this analysis compared to the other methods employed.
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E. Dynamic Topic Modeling

Fig. 12: Topic coherence scores over time

Fig. 12 charts topic coherence scores over time. The interpretation of topic coherence scores is

that the more negative the score, the less coherent the topics are, and therefore the more

differentiated and less resembling of an echo chamber for each topic. In contrast to the anomaly

noted on February 12 in the Levenshtein graph, we observe an anomaly on February 11. These

differences suggest that perhaps these findings should not be viewed as synonymous and placed

under the same umbrella of simple similarity measurements.

Fig. 13 is an example of the pyLDAvis visualization that accompanied the topic modeling

analysis for each day. It includes an intratopic distance map, or how far in similarity/difference

each topic is from each other. By observing these differences, we can also get a sense of how

varied the discourse is for each day. The visualization also provides a qualitative glimpse into

this issue, showing on the right the most common terms for the event that you are currently

hovering over, and also how common those terms are in the overall corpus.

36



Fig. 13: pyLDAvis visualization for topic modeling for Feb. 8

V. Discussion

This study focuses on examining the dynamics of online discourse pertaining to a particular

event. It addresses the issue of echo chambers, which are often characterized as online spaces

where discussion becomes stagnant and unproductive. To investigate the possibility of echo

chambers, we utilize natural language processing models to measure similarity and dissimilarity

in discourse over time. The results reveal that there is no evidence of a general convergence of

discourse on Twitter. While the volume of discussion may decrease over time, there is no

observable trend towards greater syntactic or semantic similarity. This finding suggests that

online discourse can remain diverse and dynamic even in the face of a common event. The study
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sheds light on the importance of examining the speed and amplification of discourse online and

its potential impact on shaping public opinion and understanding.

This research presents a novel perspective on the concept of echo chambers and raises questions

about the validity of existing methods to capture them. However, several limitations can be

identified that could be addressed in future work to further strengthen the findings. One of the

primary limitations is the challenge of determining whether the observed patterns of similarity

and dissimilarity represent meaningful coalescence or simply reflect the inherent variability of

discourse on Twitter. Additionally, the focus on the internet as a whole may obscure important

differences in sub-communities and the ways in which their language use may or may not

coalesce over time. This limitation raises questions about the extent to which the current study

captures the phenomenon of echo chambers, which is itself a complex and multifaceted concept.

Overall, while the present study provides valuable insights into the dynamics of online discourse,

future research could address these limitations to further refine our understanding of echo

chambers and their impact on public discourse.

It is essential to consider the nonhuman technological actants that engage with the actors in the

analysis, as highlighted by Lewis and Westlund (2014). Additionally, Woolley and Guilbeault

(2017) have emphasized the significant role that bots play in Twitter discourses. Therefore, while

not explicitly coding for bots in the data, it is important to acknowledge their potential impact on

the results and their ability to exacerbate the effects of echo chambers. As such, the role of bots

should be considered when interpreting the findings and identifying potential limitations of the

study.
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It is important to acknowledge the ethical implications of this research, as it is situated in the

realm of digital communication and social media. The work draws upon the seminal work of

boyd and Crawford (2012), who highlighted the ethical challenges surrounding big data research,

including issues of informed consent, privacy, and data protection. In addition, Salganik (2019)

has argued that ethical considerations should be an integral part of the research design process, as

it is critical to ensure that researchers are aware of the potential risks and benefits of their work.

As such, this research adheres to strict ethical guidelines in order to protect the privacy and

confidentiality of the individuals involved in the Twitter corpus. The data has been anonymized

and no personally identifiable information has been collected. In addition, this research

recognizes the limitations of relying on social media data, as it is a highly curated and mediated

environment that may not reflect the broader population. As such, it is critical to consider the

representativeness of the data and to be cautious in drawing generalizations from it. Overall, this

research is committed to responsible and ethical data practices, and aims to contribute to the

ongoing conversations around ethical considerations in digital research.

The present study emphasizes the significance of diverse and dynamic online discourse. The

findings suggest that even in the presence of a common event, online discourse can remain

heterogeneous and dynamic, which challenges the popular notion of echo chambers. This

outcome carries critical implications for democratic societies, where diverse viewpoints and

perspectives are vital for informed decision-making and a flourishing public sphere.

Furthermore, this research highlights the pivotal role that social media platforms play in shaping

39



public discourse. These platforms can influence the structure of discourse and potentially

amplify certain viewpoints, which could have significant implications for public opinion and

political decision-making.

Utilizing natural language processing models to measure similarity and dissimilarity in discourse

over time could advance the field of computational linguistics and contribute to the development

of more accurate and effective methods for analyzing public discourse. By providing a new

perspective on the concept of echo chambers and highlighting the limitations of existing methods

to capture them, this research adds to the ongoing efforts to promote healthy and diverse public

discourse. The findings also raise important questions about the role of social media platforms in

shaping public discourse and the ethical considerations associated with big data research,

including issues of informed consent, privacy, and data protection.

The remarks made by elite figures such as Trump and Musk regarding China have been noted as

xenophobic (Rogers et al. 2020), suggesting that their economic engagements with China have

had a significant impact on their discourse. Despite this, it is important to note that discourse on

Twitter was not tightly controlled and did not coalesce around a single talking point. This raises

questions about the power of elites to manipulate discourse on the platform, as it appears that

they are not the only ones with such influence. In fact, the evolution of Chinese balloon

discourse did not necessarily align with the interests of Trump or Musk, despite their economic

engagements with China. These findings highlight the need for further investigation into the

power dynamics of Twitter and the potential for grassroots movements to challenge elite

discourse.
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VI. Conclusion

In conclusion, this paper has presented a new methodology for studying echo chambers through

the analysis of social media text data using natural language processing techniques. By

investigating the 2023 Chinese Balloon Incident on Twitter, the study finds no evidence of

coalescence or echoing of language, either quantitatively or qualitatively. While the results are

inconclusive regarding the presence of meaningful divergence over time, the study provides a

framework for future research that seeks to investigate echo chambers using natural language

processing methods. Moving forward, this approach allows us to move away from opaque

ideology and focus on everyday language practices as a means of studying the actual effects of

echo chambers on online discourse. Through this research, we can track discourse around events

over time and gain insights into the political makeup of online conversations. Overall, this study

contributes to our understanding of political discourse on social media and the limitations, or

lack thereof, that it places on it.
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