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ABSTRACT

Let G be a p-adic Lie group associated to associated to a connected reductive group over Qp.

Let P be a parabolic subgroup of G and let M be a Levi quotient of P . In this paper, we

define a δ-functor H⋆JP from the category of admissible locally analytic G-representations

to the category of essentially admissible locally analytic M -representations that extends the

Jacquet-Emerton module functor JP defined in [7].
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CHAPTER 1

INTRODUCTION

Let G be a connected reductive algebraic group over Qp. Let P be a parabolic subgroup of

G with unipotent radical N and let M be a Levi quotient of P. Let G = G(Qp), P = P(Qp),

N = N(Qp) and M = M(Qp). In [7], Emerton introduced the theory of the Jacquet-Emerton

module functor JP , which extends the theory of the classical Jacquet module functor on

smooth G-representations to essentially admissible locally analytic G-representations. The

goal of this paper is to introduce a δ-functorH⋆JP extending JP on the category of admissible

locally analytic G-representations, which we hope to be universal, in some suitable sense.

Some of the difficulties with such a theory of derived Jacquet-Emerton modular functor lie

in the deficiencies in the various important subcategories of locally analyticG-representations

one might want to consider. This is also why the notion of universality is difficult to pin down.

For example, the full subcategories of essentially admissible and admissible G-representations

are abelian [25], but do not have enough injectives. Meanwhile, the full subcategory of

strongly admissible G-representations is not abelian. We attempt to remedy this problem

by computing homology groups in the category of coherent modules on certain distribution

algebras, which has the benefit that all linear maps are automatically continuous and strict

(see [8, Appendix A]). In this way, we can retain various topological properties while working

in the context of abstract homological algebra.

More specifically, let V be an admissible locally analytic G-representation over a finite

extension K of Qp. Fix a compact open subgroup N0 of N , and H0 of G containing N0. Let

{Hn}n≥0 be a choice of decreasing sequence of rigid analytic open normal subgroups of H0

satisfying some nice properties. In particular, we assume that these subgroups form a basis

of open neighbourhoods of the identity. For each n ≥ 0, let Hn denote the rigid analytic

group underlying Hn in G and let H◦n = ∪m>nHm. Let VH◦n-an be the subset of V consisting

of H◦n-analytic vectors. There is then a topological isomorphism lim
→
n

VH◦n
∼= V .
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Define D(H0,H◦n) to be the strong dual of C la(H0, K)H◦n-an, which is the set of K-valued

locally analytic functions of H0 that are analytic on H◦n. For a well-chosen sequence of rigid

analytic subgroups {Hn}n≥0, the distribution algebras D(H0,H◦n) are coherent rings of com-

pact type. The strong duals (VH◦n-an)
′
b of VH◦n-an are finitely presented D(H0,H◦n)-modules.

Furthermore, finitely presented modules over D(H0,H◦n)-modules have a unique structure

of a compact type space making it a topological D(H0,H◦n)-module, and the D(H0,H◦n)-

linear maps between finitely presented modules are automatically continuous and strict with

respect to this topology [8, Prop. A.10].

We defineH⋆(N0, (VH◦n-an)
′
b) to be the usual group homology ofN0-coinvariants computed

in the abelian category of abstract coherent D(H0,H◦n)-modules. Let H⋆(N0, VH◦n-an) be the

strong dual of H⋆(N0, (VH◦n-an)
′
b). Define H⋆JP (V ) to be

H⋆JP (V ) = (lim
→
n

H⋆(N0, VH◦n-an))fs,

where (·)fs denotes the finite slope part functor introduced in [7]. The family of functors

H⋆JP is a δ-functor from the category of admissible locally analytic G-representations to

the category of essentially admissible locally analytic G-representations. In degree zero,

H0JP (V ) = (V N0)fs, which is exactly the definition of the Jacquet-Emerton module functor.

Additionally, we prove in Theorem 3.2.5 that there is a natural isomorphism

lim
→
n

H⋆(N0, VH◦n-an) ∼= H⋆(n, V )N0 , (1.0.1)

whereH⋆(n, V ) is the Lie algebra cohomology. This suggests that our construction is natural.

Using the formula (1.0.1), we demonstrate how one can more easily compute the derived

Jacquet-Emerton modules of Orlik-Strauch representations in the case G = SL2(Qp). Sup-

pose M is an object in the category Op and ψ is a smooth character of the torus T . The

Orlik-Strauch representation FG
P
(M,ψ) is a closed subspace of a locally analytic induction
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from P to G of a representation of P . As such, we can view elements of FG
P
(M,ψ) as locally

analytic functions on G satisfying some conditions. Let FG
P
(M,ψ)(N) be the subspace of

functions supported on PN and let FG
P
(M,ψ)e be the stalk of FG

P
(M,ψ)(N) at the identity

as defined in [8]. The key fact is that

Hi(n,FG
P
(M,ψ)(N)) = Hi(n,FG

P
(M,ψ)lp(N)) and

Hi(n,FG
P
(M,ψ)e) = Hi(n,FG

P
(M,ψ)

pol
e )

for each i, where the superscript lp denotes the locally polynomial part, and the superscript

pol denotes the polynomial part (see [8]). This can be seen as a generalization of the IG
P

functor introduced in [8]. In the proof of [4, Prop. 4.2], Breuil proved that there are

isomorphisms

FG
P
(M,ψ)lp(N) ∼= homK(M,K)n

∞
p ⊗K Csm

c (N,ψ) and

FG
P
(M,ψ)

pol
e
∼= homK(M,K)n

∞
p ⊗K ψ.

The dual vectors of M generate the space homK(M,K)n
∞
p . In summary, these observations

allow us to reduce the problem of computing the n and n cohomology of the Orlik-Strauch

representation FG
P
(M,ψ) to computing the n and n cohomology of the dual of M in the

category Op, which is often simple. It seems likely that this formalism should hold for

general p-adic reductive groups as well.

The arrangement of the paper. In Section 2, we recall the definition of some important

distribution algebras introduced in [25] and [11]. The main results are Lemma 2.2.3 and The-

orem 2.2.5. In Section 3, we define the δ-functor H⋆JP (V ). Section 4 presents the proof that

H⋆JP (V ) is a δ-functor from the category of admissible locally analytic G-representations

to the category of essentially admissible locally analytic M -representations. In section 5, we

explicitly compute the derived Jacquet-Emerton modules of some Orlik-Strauch representa-
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tions in the case of G = SL2(Qp). In the final section, we compute some extension classes

using derived Jacquet-Emerton modules and the adjunction formula of [8, Lem. 0.3].

Notation and conventions. We fix some notation that will be used throughout the whole

paper. Let p be a fixed prime number. Let G be a connected reductive linear algebraic

group over Qp. Let P be a parabolic subgroup of G, and P a choice of opposite parabolic.

Let N and N be their respective unipotent radicals. Let M = P ∩ P, which is a lift of the

Levi quotient of P. Let G = G(Qp), P = P(Qp), P = P(Qp), N = N(Qp), N = N(Qp)

and M = M(Qp). Let g, n, n and m denote the Lie algebras associated to G, N , N and M

respectively. Let K be a finite extension of Qp.
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CHAPTER 2

LOCALLY ANALYTIC REPRESENTATIONS

In this chapter, we present an introduction to the theory of locally analytic representations

as well as explicit descriptions various distribution algebras following [11] and [25]. Then

we prove two main results: that the coinvariants and the Hausdorff coinvarince of certain

distribution algebras by an open compact subgroup of N coincides; as well as showing that

a natural morphism between distribution algebras is flat. We continue to use the notation

established at the end of section 1.

2.1 Fréchet spaces and Compact type spaces

A convex space V is a topological K-vector space V whose topology can be defined by a

basis of open neighbourhoods of the origin that are also OK -submodules. A complete convex

space is a Fréchet space if its topology can be defined by a countable set of seminorms. A

Fréchet space is a Banach space if its topology can be defined by a single norm. The theory

of non-archimedean functional analysis is similar to that of the archimedean setting. In

particular, we still have opening mapping theorem [23, Prop. 8.6], closed graph theorem

[23, Prop. 8.5] and Hahn-Banach Theorem [23, Prop. 9.2] on Fréchet spaces.

Let V be a Fréchet space. By completing V with respect to the increasing countable

family of semi-norms that define its topology, we obtain a projective family of K-Banach

spaces {Vn}n. There is an isomorphism of topological K-vector spaces

V ∼= lim
←
n

Vn, (2.1.1)

where the target is equipped with the projective limit topology. Conversely, any such pro-

jective limit defines a Fréchet space. We say that V is a nuclear Féchet space if V admits
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a topological isomorphism of the form (2.1.1) where the transition maps are compact. A

convex K-space W is said to be of compact type if there is an isomorphism of topological

K-vector spaces

W ∼= lim
→
n

Wn, (2.1.2)

where {Wn}n is an inductive system of K-Banach spaces, the transition maps are compact

and injective, and the target is equipped with the inductive limit topology.

Proposition 2.1.1. Suppose V is a nuclear Fréchet space (resp. of compact type).

1. V is reflective

2. Any closed subspace or Hausdorff quotient of V is also a nuclear Fréchet space (resp.

of compact type).

Additionally, taking strong duals yields an anti-equivalence between the category of nuclear

Fréchet spaces and the category of spaces of compact type.

Proof. See [9, Prop. 1.2, 1.4, 1.5].

Definition 2.1.2. A topological K-algebra A is nuclear Fréchet-Stein if there is an isomor-

phism A ∼= lim
←
n

An, where {An}n is a projective system of Noetherian K-Banach spaces and

the transition maps are compact, flat and with dense image.

Example 2.1.3. [9, Ex. 1.7] Here is an example of a nuclear Fréchet-Stein algebra. Sup-

pose X is a rigid analytic space over K, that is also an increasing union X =
⋃∞

n=0Xn

of an increasing sequence of open affinoids, where the inclusion maps Xn → Xn+1 are ad-

missible open and relatively compact. Let Can(Xn, K) denote the Tate algebra of rigid

analytic K-valued functions on Xn. We assume additionally that each of the restriction

maps Can(Xn+1, K) → Can(Xn, K) have dense image. The admissible open and relatively

compact assumption on the injections Xn → Xn+1 further implies that the restriction maps
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are flat and compact. Hence, the space of rigid analytic functions on X

Can(X, K) ∼= lim
←
n

Can(Xn, K)

is a nuclear Fréchet-Stein algebra. Such a rigid analytic space X is said to be strictly quasi-

stein.

Definition 2.1.4. Suppose A is a nuclear Fréchet-Stein K-algebra, with nuclear Fréchet-

Stein structure A ∼= lim
←
n

An as in definition 2.1.2. A convex A-module M is coadmissible if

the following holds:

1. For each n, Mn := An ⊗A M is a finitely generated An-Banach module (where the

topology on Mn is the quotient topology induced from the projective tensor product

topology on An ⊗K M).

2. The natural map M → lim
←
n

Mn is an isomorphism of topological A-modules.

Proposition 2.1.5. Suppose A is a nuclear Fréchet-Stein K-algebra. Then

1. Any coadmissible A-module is also a nuclear Fréchet space

2. Any A-linear map between coadmissible A-modules is automatically continuous with

closed image

3. The category of coadmissible A-modules is abelian.

Proof. See [25, Section 3].

Definition 2.1.6. A topological module M of a nuclear Fréchet-Stein K-algebra A is

strongly coadmissible if M is the Hausdorff quotient of An for some n ≥ 0.

7



2.2 Distribution Algebras

In this section, we present the definition of various distribution algebras and their explicit

descriptions following [11, 25]. Then we prove two main results: that the coinvariants and

the Hausdorff coinvarince of certain distribution algebras by an open compact subgroup of

N coincides; as well as showing that a natural morphism between distribution algebras is

flat. We continue to use the notation established at the end of section 1.

Let g denote the Lie algebra of G. Let h be a Zp-lattice in g, which is a free Zp-module

of finite rank that spans g over Qp. By replacing h by ch for some c ∈ Q×p of large enough

valuation, we can assume that the Baker-Campbell-Hausdorff formula converges on h. This

defines a rigid analytic group H [28, LG Ch. V, §4]. Let H = H(Qp); then there is an

embedding of Qp-analytic groups H → G, realizing H as an analytic open subgroup of G.

The subgroups H of G arising in this way are called good analytic open subgroups. They

form a basis of open neighbourhoods of the identity of G.

For the purpose of this paper, we want to work with a decreasing sequence {Hn}n≥0 of

good analytic open subgroups satisfying Proposition 4.1.6 of [7], which we will now describe.

Suppose Hn is a good analytic open subgroup of G and let hn be the corresponding Zp-

sublattice of g. Let nn = hn ∩ n, mn = hn ∩ m and nn = hn ∩ n. Let Nn = Hn ∩ N ,

Mn = Hn ∩M and Nn = Hn ∩ N . Let Nn, Mn and Nn be their respective rigid analytic

Zariski closures in Hn.

Definition 2.2.1. The good analytic open subgroup Hn is said to admit a rigid analytic

Iwahori decomposition with respect to P and P if:

1. Under the exponential map hn → Hn, the rigid analytic groups Nn, Mn and Nn are

identified with nn, mn and nn respectively. Additionally, the Qp-points of Nn, Mn and

Nn are exactly Nn, Mn and Nn respectively.
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2. The multiplication map

Nn ×Mn × Nn → Hn

induces a rigid analytic isomorphism.

Let ZG and ZM be the centres of G and M respectively. Let ZG = ZG(Qp) and ZM =

ZM(Qp). Let

M+ =
{
m ∈M : mN0m

−1 ⊆ N0

}
.

Let Z+
M = M+ ∩ ZM , which is a submonoid of ZM that generates ZM as a group [7, Cor.

3.3.3].

Proposition 2.2.2. [7, Prop. 4.1.6] There is a decreasing sequence of good analytic open

subgroups {Hn}n≥0 of G satisfying:

1. The subgroups form a basis of open neighbourhoods of the identity.

2. Suppose H0 is obtained from exponentiating a Zp-lattice h, then Hn is obtained from

exponentiating pnh for all n ≥ 0.

3. For all n ≥ 0, the natural map Hn+1 → Hn induced by the inclusion Hn+1 → Hn is

relatively compact.

4. Each of the subgroups Hn is normal inside H0.

5. Each of the subgroups Hn admits a rigid analytic Iwahori decomposition with respect

to P and P.

6. Suppose z ∈ ZM and zN0z
−1 ⊆ N0 (ie. z ∈ Z+

M ), then zNnz
−1 ⊆ Nn for all n ≥ 0.

7. Suppose z ∈ ZM and z−1N0z ⊆ N0, then z−1Nnz ⊆ Nn for all n ≥ 0.

8. There exists z ∈ ZM such that z−1N0z ⊆ N0 and zN0z
−1 ⊆ N0, and for each n ≥ 0,

the inclusions z−1Nnz ⊆ Nn given by condition (7) factor through Nn+1 ⊆ Nn.
9



We now describe some distribution rings introduced in [11], [25] and [24] along with some

important properties. Let H be a rigid analytic subgroup of G and let H = H(Qp). Let

Can(H, K) be the space of K-valued rigid analytic functions on H, and let C la(H,K) be the

set of K-valued locally analytic functions on H as defined in [11]. Equip these spaces with

the right regular action of H, which is a locally analytic action.

Suppose {Hn}n≥0 is a decreasing sequence of good analytic open subgroups of G satis-

fying Proposition 2.2.2. For each n ≥ 0, let H◦n =
⋃

m>nHm, which is a strictly σ-affinoid

rigid analytic open subgroup of G.

Let X1, ..., Xd be a fixed Zp-basis of h. There is an isomorphism ψ : Zd
p → H0 given by

ψ(t1, ..., t2) = exp(t1X1)... exp(tdXd). (2.2.1)

By the theory of Mahler expansions [20], the space of K-valued continuous functions on Zd
p,

denoted by C(Zd
p, K), is the space of all series of the form

f(x) =
∑

I∈Zd
≥0

cI

(
t

I

)
=
∑

I∈Zd
≥0

cI

d∏
j=1

(
tj
ij

)

where cI → 0 as |I| → ∞. Here, I runs over all d-tuples of non-negative integers (i1, ..., id)

and |I| = i1 + ... + id. By pulling back via the isomorphism ψ, there is an analogous

description of the space of continuous functions on H, which we denote by C(H, K). For

each n ≥ 0, a theorem of Amice [1, III.1.3.9] shows that there is an isomorphism of K-Banach

spaces

Can(Hn, K) ∼=


∑

I∈Zd
≥0

cI

(
t

I

)
: |cI | ·

∣∣∣∣[ |I|p−n

]
!

∣∣∣∣−1 → 0 as |I| → ∞

 .

Let Dan(Hn, K) be the strong dual of Can(Hn, K), which is also a K-Banach algebra.

The space Can(Hn, K) admits a continuous action of the universal enveloping algebra U(g)

10



coming from differentiating the right regular action of Hn. This induces a continuous K-

linear map U(g)→ Dan(Hn, K) defined by

⟨t, f⟩ = (tf)(e)

where e is the identity element of the group Hn. Let αj = exp(Xj)− 1. The theory of finite

differences shows that the dual of
(tj
ij

)
is exactly αijj . Thus we get an isomorphism of Banach

K-algebras

Dan(Hn, K) ∼=


∑

I∈Zd
≥0

bIα
I : |bI | ≤ L ·

∣∣∣∣[ |I|p−n

]
!

∣∣∣∣−1 for some constant L > 0

 , (2.2.2)

where α(i1,...,id) is defined to be the product
∏d

j=1 α
ij
j .

Following [11], define Can(H◦, K) to be the projective limit lim
←
n
Can (Hn, K), which is a

nuclear Fréchet space (see [9, Def. 1.1]). We denote its strong dual by Dan(H◦, K), which

is a coherent ring of compact type and is isomorphic to the direct limit lim
→
n
Dan (Hn, K)

[11, Cor. 5.3.12]. The isomorphisms above show that

Dan(H◦0, K) ∼=


∑

I∈Zd
≥0

bIα
I : |bI | ≤ L ·

∣∣∣∣[ |I|p−n

]
!

∣∣∣∣−1 for some constant L > 0 and n ≥ 0

 .

(2.2.3)

Compare this to the descriptions found in [11], [25, §4] and [24, §2].

By our choice of good analytic open subgroups {Hn}n≥0 of G, every Hn is a normal

subgroup of H = H0. There is an isomorphism

C la(H0, K)Hn-an ∼=
⊕

g∈H0/Hn

Can(gHn, K).

11



Following the notation established in [11], we define

C la(H0, K)H◦n-an = lim
←

m>n

C la(H0, K)Hm-an ∼= lim
←
m

⊕
g∈H0/Hm

Can(gHm, K),

which is a nuclear Fréchet space. Let D(H0,H◦n) be the strong dual of C la(H0, K)H◦n-an.

Then there is an isomorphism of topological K-algebras

D(H0,H◦n) ∼= lim
→

m>n

D(H0,Hn) ∼= lim
→
m

⊕
g∈H0/Hm

δg ⋆ D
an(Hm, K). (2.2.4)

This isomorphism shows that D(H0,H◦n) is a coherent ring of compact type.

For each n ≥ 0, there is a continuous injection

C la(H0, K)H◦n-an → C la(H0, K)H◦n+1-an

which induces an isomorphism

C la(H0, K) ∼= lim
→
C la(H0, K)H◦n-an.

Let Dla(H0, K) be the strong dual of C la(H0, K). There is an isomorphism of topological

K-algebras

Dla(H0, K) ∼= lim
←
D(H0,H◦n).

It was shown in [11, §5] that this isomorphism induces a weak Fréchet-Stein algebra structure

on Dla(H0, K), in the sense of [11, Def. 1.2.6].

There are natural injections of K[H0] into each of the distribution algebras D(H0,H◦n) for

all n ≥ 0 andDla(H0, K), by mapping h ∈ H0 to the dirac distribution δh. The image of both

of these injections are dense. By Theorem 6.3 of [25], there is an anti-equivalence between the

category of admissible G-representations over K and left coadmissible Dla(H0, K)-modules.
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The anti-equivalence is by sending an admissible G-representation V to its strong dual V ′b ,

where h ∈ H0 acts on V ′b via the contragradient action associated to h−1 (this is so that

V ′b is a left Dla(H0, K)-module). This action of H0 on V ′b is compatible with the natural

injection K[H0] ↪→ Dla(H0, K) described earlier; that is, δh ⋆ v′ = h−1v′ for all h ∈ H0 and

v′ ∈ V ′b . Taking V = C la(H0, K), then the contragradient action of h ∈ H0 on Dla(H0, K)

(coming from the right regular action on C la(H0, K)) is the same as convolution on the left

with δh (but note that δh ⋆ δg = δgh).

Lemma 2.2.3. The space of N0-coinvariants of D(H0,H◦n), denoted by D(H0,H◦n)N0
, coin-

cides with the Hausdorff N0-coinvariants. Additionally, there is an isomorphism of

D(M0,M◦n)-algebras

D(H0,H◦n)N0
∼= D(P 0,P

◦
n)
∼= D(N0,N

◦
n)⊗̂KD(M0,M◦n),

where D(M0,M◦n) acts on the target by its usual left module structure on the second factor.

Proof. By the choice of the good analytic open subgroups {Hn}n≥0, there is an isomorphism

of rigid analytic groups

nn ⊕mn ⊕ nn = hn
exp∼= Hn.

Let {Xj}ℓj=1, {Xj}dj=ℓ+1 be a choice of Zp-basis for nn ⊕ mn and nn respectively. Then

their union forms a basis of hn. Define ψ : Zd
p
∼= Hn as in equation (2.2.1).

The action of n ∈ Nn on Dan(H◦n, K) is that of convolution with δn. Suppose n = ψ(t)

is an element of Nn, for some t = (0, ..., 0, tℓ+1, ..., td) ∈ Zd
p. Then

δn (ψ
⋆(f)) = f(t̄)

13



and an easy computation shows that

δn

(
ψ⋆(t

kj
j )
)
= t

kj
j (t̄) =


t̄
kj
j if ℓ+ 1 ≤ j ≤ d

0 else
.

Since the dual of tkjj is
X

kj
j

kj !
, we see that under isomorphism (2.2.2), δn is identified with the

power series ∑
I

t̄
kℓ+1
ℓ+1 ...t̄

kd
d

X
kℓ+1
ℓ+1

kℓ+1!
...
X

kd
d

kd!
.

In particular, for all ℓ+1 ≤ j ≤ d, the elements δexp(Xj)
−1 correspond to exp(Xj)−1 = αj .

Equations (2.2.2) and (2.2.3) combine to show that Dan(H◦n, K)Nn
can be identified with

the subalgebra generated by αj for all j ≤ ℓ. This is isomorphic to Dan(P◦n, K). Equation

(2.2.4) implies that

D(H0,H◦n)N0
∼= D(P 0,P

◦
n)

which is Hausdorff.

The second assertion of the lemma follows from the Iwahori decomposition of H0 and Hn

and the proof of [7, Prop. 4.2.22] using the untwisting Lemma [11, Lem. 3.6.4].

Suppose H is an analytic open subgroup of G obtained by exponentiating a Zp-Lie

sublattice h of g, where [h, h] ⊆ ah for some ap−1 ∈ pZp. Suppose L is an analytic open

subgroup of H of finite index, obtained by exponentiating a Zp-Lie sublattice l ⊆ h. By the

theory of elementary divisors, there exists a Zp-basis {Xj} of h and elements αj ∈ Zp, such

that
{
αjXj

}
is a basis of l.

Let A(m) (resp. C(m)) be the OK -subalgebra of U(g) generated by
Xi

j
i! (resp. (αjXj)

i

i! )

14



for all 0 ≤ i ≤ pm and 0 ≤ j ≤ d. More explicitly,

A(m) =

{∑
I

aI
q(i1)!...q(id)!

i1!...id!
Xi1
1 ...X

id
d : aI ∈ OK and aI = 0 for almost all I

}
and

C(m) =

{∑
I

bI
q(i1)!...q(id)!

i1!...id!
(α1X1)

i1 ...(αdXd)
id : bI ∈ OK and bI = 0 for almost all I

}
,

(2.2.5)

where q(ij) is the integral part of ij
pm . Let Â(m) (resp. Ĉ(m)) denote the p-adic completion

of A(m) (resp. C(m)). Let Dan(H◦, K)(m) = K ⊗OK
Â(m) (resp. Dan(L◦, K)(m) = K ⊗OK

Ĉ(m)), which is naturally a K-Banach algebra. There is an isomorphism of compact type

K-algebras

Dan(H◦, K) ∼= lim
→
m

Dan(H◦, K)(m) (resp. Dan(L◦, K) ∼= lim
→
m

Dan(L◦, K)(m)) (2.2.6)

whose transition maps are flat and dense [11, Prop. 5.2.6, Prop. 5.3.11]. Let A(m)
≤i =

A(m) ∩ U(g)≤i (resp. C(m)
≤i = C(m) ∩ U(g)≤i).

Proposition 2.2.4. Suppose [h, h] ⊆ ah for some ap−1 ∈ pZp and m,m′ ≥ 0, then

[
C(m′), A

(m)
≤i

]
⊆ C(m′)A

(m)
≤i−1

for all i > 0.

Proof. This is a slight generalization of [11, Prop. 5.2.17], where the only difference is that

all the αj ’s are all equal. The same proof applies to the case where the αj ’s may differ from

one another.

Theorem 2.2.5. Let H and L be rigid analytic groups satisfying all the hypothesis described

15



above. If m is a sufficiently large integer, then the natural map

Dan (L◦, K)→ Dan (H◦, K)

induced by the rigid analytic inclusion L ⊆ H factors through the natural map

Dan (H◦, K)(m) → Dan (H◦, K)

and the resulting map

Dan (L◦, K)→ Dan (H◦, K)(m)

is flat.

Proof. The proof is similar to that of [11, Prop. 5.3.13]. We would like point out that there

is a small error in the proof of [11, Prop. 5.3.13] (the equation after (5.3.15)), which can be

fixed in a similar way to the proof given here.

For each natural number i, let s(i) be the sum of digits in the p-adic expansion of i. Let

i be a fixed integer, and write i = pmq+ r (resp. i = pm
′
q′+ r′) for some q′ and 0 ≤ r < pm

(resp. q′ and 0 ≤ r′ < pm
′
). Then

ordK(q!) = ordK

(
i− r
pm

!

)
=

i− r
pm(p− 1)

− s(i− r)
p− 1

.

Choose m large enough so that

ordK(αj) ≥
1

pm(p− 1)

for all j. The inequality ordK(αj)i ≥ ordK(q!) implies that

ordK
(
αijq
′!
)
= ordK(αj)i+ ordK(q′!) ≥ ordK(q!)
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independently of m′. Taking into account of equation (2.2.5), this shows that C(m′) ⊆ A(m)

for every m′. After taking p-adic completion and tensoring with K, we see that there is a

factorization

D(L◦, K)(m
′) → Dan (H◦, K)(m) → Dan (H◦, K)

for every m′. Therefore, there is a factorization

D(L◦, K)→ Dan (H◦, K)(m) → Dan (H◦, K) .

Let B = C(m′)A(m), which by Proposition 2.2.4 is an OK -subalgebra of U(g). In fact, since

C(m′) ⊆ A(m), B = A(m). Equip B with the filtration FiB = C(m′)A
(m)
≤i . By Proposition

2.2.4 again, B satisfies the all the assumptions of [11, Lem. 5.3.9] (by taking A = C(m′)).

Proposition 5.3.10 of [11] shows that

D(L◦, K)(m
′) = K ⊗OK

Ĉ(m′) → K ⊗OK
B̂ ∼= K ⊗OK

Â(m) = Dan (H◦, K)(m)

is flat as required.

Suppose additionally that {Hn}n≥0 is sequences of good analytic open subgroups of G

satisfying proposition 2.2.2, where H = H0. For each n ≥ 0, let Ln = Hn∩L. The inclusions

L0 ⊆ H0 and Ln ⊆ Hn induce a continuous homomorphism of Fréchet K-algebras

Dla(L0, K)→ Dla(H0, K),

as well as a continuous homomorphism of compact type K-algebras

D(L0,L◦n)→ D(H0,H◦n).

17



Furthermore, there is an isomorphism of topological K-algebras

Dla(H0, K) ∼=
⊕

x∈H0/L0

δx ⋆ D
la(L0, K).

For each n ≥ 0, define

D(H0,L◦n) := D(L0,L◦n) ⊗
Dla(L0,K)

Dla(H0, K)

∼=
⊕

x∈H0/L0

δx ⋆ D(L0,L◦n).

For all n sufficiently large, there are also inclusions Hn ⊆ L0. Since Hn is a normal

subgroup of the bigger group H0, Hn is also a normal subgroup of L0. Define the compact

type K-algebra D(L0,H◦n) to be the strong dual of C la(L0, K)H◦n-an. Similar to equation

(2.2.4), there is an isomorphic of K-algebras

D(L0,H◦n) ∼= lim
→

m>n

⊕
g∈L0/Hm

δg ⋆ D
an(Hm, K).

Corollary 2.2.6. Let n be an integer large enough so that Hn ⊆ L0. Then the continuous

K-linear morphism between compact type K-algebras

D(L0,L◦n)→ D(L0,H◦n)

is flat.

Proof. By dualizing the natural map C la(H◦n, K)H◦n-an → C la(H◦n, K)L◦n-an, we obtain a map

D(H◦n,L◦n)→ Dan(H◦n, K). (2.2.7)

Since D(H◦n,L◦n) is a free Dan(L◦n, K)-module of finite rank, by Theorem 2.2.5, the above
18



morphism factors through some Dan(H◦n, K)(m).

By the same argument as [11, Prop. 5.3.18], the induced map D(H◦n,L◦n) →

Dan(H◦n, K)(m) is flat. By [25, Rem. 3.2] applied to (2.2.6), the map Dan(H◦n, K)(m) →

Dan(H◦n, K) is also flat. Therefore, equation (2.2.7) is flat. The corollary then follows from

tensoring equation (2.2.7) by Dla(L0, K) over Dla(H◦n, K).

2.3 Locally Analytic Representations

Let G be a locally Qp-analytic group. In this section, we study the various subcategories of

the category of locally analytic representations of G.

Definition 2.3.1. Let V be a compact type convex space over K, equipped with an action

of G. Then V is said to be a locally analytic representation of G if for any v ∈ V , the orbit

map ov : G→ V given by g 7→ gv is locally analytic (see [9, Prop. 2.2] for other equivalent

definitions). We let Repla.c(G) denote the category of locally analytic representations of G

on compact type convex spaces.

Let Z be an abelian locally Qp-analytic group. For any finite extension E of Qp, let

Ẑ(E) denote the group of locally Qp-analytic characters on Z with values in E×.

Proposition 2.3.2. Let V be a compact type space over K with topological action of a topo-

logically finitely generated and locally Qp-analytic group Z. Then the following are equivalent:

1. The Z-action on V extends to give V a module structure of the nuclear Fréchet-Stein

algebra Can(Ẑ,K) for which the multiplication map

Can(Ẑ,K)× V → V

is separately continuous.
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2. The contragradient Z-action on V ′b extends to a topological Can(Ẑ,K)-module structure

on V ′b .

Definition 2.3.3. Suppose G is a locally Qp-analytic group, whose centre Z is topologically

finitely generated. Let Repzla.c(G) be the full subcategory of Repla.c(G) consisting of objects

that satisfy the equivalent conditions of proposition 2.3.2.

Let V be an object of Repzla.c(G). Since Z is central, the action of Dla(G,K) and

Can(Ẑ,K) on V ′b commute with one another to induce a topological module structure of the

Fréchet-Stein algebra Can(Ẑ,K)⊗̂KD
la(G,K).

Definition 2.3.4. Let V be an object of Repzla.c(G). Then

1. V is said to be essentially admissible if V ′b is a coadmissible Can(Ẑ,K)⊗̂KD
la(H,K)-

module for some (equivalently, for every) compact open subgroup H of G.

2. V is said to be admissible if V ′b is a coadmissible Dla(H,K)-module for some (equiva-

lently, for every) compact open subgroup H of G.

3. V is said to be strongly admissible if V ′b is a strongly coadmissible Dla(H,K)-module

for some (equivalently, for every) compact open subgroup H of G. That is, V ′b is

Hausdorff quotient of Dla(H,K)n for some n.

The equivalence of "for some" and "for every" in the definition follows from the fact that if

H ′ ⊆ H is an inclusion of compact open subgroups of G, thenDla(H,K) is a freeDla(H ′, K)-

algebra of finite rank. We let Repes(G), Repad(G) and Repsa(G) denote the full subcategory

of Repzla.c(G) consisting of essentially admissible, admissible and strongly admissible repre-

sentations of G respectively.

Theorem 2.3.5. There are full embeddings of categories

Repsa(G) ⊆ Repad(G) ⊆ Repes(G) ⊆ Repzla.c(G) ⊆ Repla.c(G).
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The categories Repzla.c(G) and Repla.c(G) are closed under passing to countable direct sums,

closed subrepresentations, Hausdorff quotients, and completed tensor products. The cate-

gories Repes(G) and Repad(G) are abelian categories and closed under passage to closed

G-subrepresentations and Hausdorff quotient G-representations.

Proof. See [7, Lem 3.1.2, 3.1.4] and [25].

Remark 2.3.6. The category of strongly admissible representations Repsa(G) is closed

under passing to finite direct sums and closed subrepresentations, but it is not closed under

passing to Hausdorff quotients.
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CHAPTER 3

DERIVED JACQUET-EMERTON MODULE

3.1 Jacquet-Emerton Module Functor

In this section, we recall the construction of the Jacquet-Emerton functor found in [7] and

prove a theorem involving the exactness of the functor IG
P

introduced in [8].

Keep all the notation established in Section 1 and 2.2. Following the notations established

in [7], let Reptop.c(G) denote the category of topological G-representations on Hausdorff lo-

cally convex K-vector spaces of compact type. The morphisms are continuous G-equivariant

K-linear maps. Let Repla.c(G) be the full subcategorry of Reptop.c(G) consisting of locally

analytic representations of G. Let Repes (resp. Repad) be the full subcategory of Repla.c(G)

consisting of essentially admissible (resp. admissible) locally analytic G-representations over

K. Let Repzla.c(G) be the full subcategory of Repla.c(G) consisting of objects that satisfy

the equivalent conditions of [11, Prop. 6.4.7].

Let ẐM be the rigid analytic space of locally Qp-analytic characters on ZM . Suppose V

is an object of Reptop.c(Z
+
M ). Define the finite slope part of V to be

Vfs = Lb,Z+
M
(Can(ẐM , K), V ).

According to [7, Lem. 3.2.3], there is a natural isomorphism

(Vfs)
′
b
∼= Can(ẐM , K) ⊗̂

K[Z+
M ]
V ′b . (3.1.1)

Let δP : P → K× be the modulus character of the parabolic subgroup P . This is a
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smooth character that factors through the Levi quotient M . Explicitly,

δP (m) =
1[

N0 : mN0m−1
]

for all m ∈M and any compact open subgroup N0 of N . Suppose V is a locally Qp-analytic

representation of P on a locally convex K-vector space. For each z ∈ Z+
M , define the Hecke

operator πN0,z : V N0 → V N0 to be the endomorphism

πN0,z(v) = δP (z)
∑

x∈N0/zN0z−1

xzv =
1[

N0 : zN0z−1
] ∑
x∈N0/zN0z−1

xzv. (3.1.2)

Definition 3.1.1. The Jacquet-Emerton module functor JP : Repes(G) → Repes(M) is

defined to be

V 7→ (V N0)fs = Lb,Z+
M
(Can(ẐM , K), V N0).

We end this subsection with a theorem that will be useful for a computation in section

6. Let U be an object of Repzla,c(M). Following [8], we define IG
P
(U) to be the closed

G-subrepresentation of IndG
P
(U) generated by the image of U(δP ) under the canonical lift

JP (IndG
P
U)→ IndG

P
U defined in [7, (3.4.8)]. For more properties of IG

P
(U), see [8, §2].

Theorem 3.1.2. Suppose 0→ U → V → W → 0 is a strict exact sequence in Repzla,c(M).

Suppose U(g)⊗U(p) U is irreducible. Then

0→ IG
P
(U)→ IG

P
(V )→ IG

P
(W )→ 0

is a strict exact sequence in Repzla,c(G).

Proof. By Corollary 4.14 of [27], the following is a strict short exact sequence of locally

analytic G-representations

0→ IndG
P
U → IndG

P
V → IndG

P
W → 0. (3.1.3)
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Since IndG
P
U → IndG

P
V is a closed embedding, it follows immediately that IG

P
(U)→ IG

P
(V )

is also a closed embedding. On the other hand, there is a commutative diagram

V (δP ) W (δP )

IndG
P
V IndG

P
W

. (3.1.4)

The image of the left vertical arrow surjects onto the image of the second vertical arrow.

Since the bottom horizontal arrow is G-equivariant and strict, we have just shown that there

is a G-equivariant strict surjection IG
P
(V ) → IG

P
(W ). It now suffices to check exactness in

the middle.

The kernel of IG
P
(V )→ IG

P
(W ) is exactly the intersection

X := IG
P
(V ) ∩ IndG

P
U (3.1.5)

inside IndG
P
V . It suffices to show that this is exactly IG

P
(U). The space X is a local closed

subrepresentation of IndG
P
V in the sense of [8, Def. 2.4.1]. Let e be the image of the

identity of G in P\G. The remark following [8, Prop. 2.4.9] implies that there is an one

to one correspondence between local closed G-invariant subspaces of IndG
P
V and the closed

(g, P )-invariant subspaces of (IndG
P
V )e, by mapping a local closed subspace to its stalk at

e, as defined by [8, Def. 2.4.2]. Our goal is to show that there is an equality on the stalks

Xe = IG
P
(U)e. Since both of these spaces are polynomially generated, in the sense of [8, Def.

2.7.15], it also suffices to show that Xpol
e = IG

P
(U)

pol
e .

From the proof of Proposition 2.8.10 in [8], the space IG
P
(U)

pol
e is exactly the image of

U(g) ⊗U(p) U → Cpol(N,U). By [2, Prop. 3.26], the spaces U(g) ⊗U(p) U and Cpol(N,U)
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are in fact isomorphic. Meanwhile,

X
pol
e = IG

P
(V )

pol
e ∩ (IndG

P
U)

pol
e

= IG
P
(V )

pol
e ∩ Cpol(N,U)

= im
(
U(g)⊗U(p) V → Cpol(N, V )

)
∩ Cpol(N,U),

(3.1.6)

which is exactly IG
P
(U)

pol
e as required.

Remark 3.1.3. The assumption that G is a locally Qp-analytic group is only being used to

show that (3.1.3) is a strict short exact sequence. Suppose L is a finite extension of Qp, and

G is a connected locally L-analytic reductive group. Then the theorem still holds with the

additional assumption that (3.1.3) is a strict short exact sequence.

3.2 Homology groups

For this section, fix an admissible locally analytic G-representation V ∈ Repad(G). Fix a

decreasing sequence of good analytic open subgroups {Hn}n≥0 of G satisfying Proposition

2.2.2. For any ring R, let CohR denote the abelian category of coherent R-modules [29, Thm.

2.3]. If R is a coherent ring, then CohR coincides with the category of finitely presented

R-modules [29, Cor. 2.7].

It is shown in [11, Prop. 5.3.1] that the isomorphism of topological K-algebras

Dla(H0, K) ∼= lim
←
D(H0,H◦n)

induces a weak Fréchet-Stein algebra structure on Dla(H0, K). By Theorem 1.2.11 of [11],

(VH◦n-an)
′
b is a finitely generated module of the coherent ring D(H0,H◦n), for each n ≥ 0.

Small augmentations to the proof of Proposition A.1 and Lemma A.11 of [8] show that there
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are topological isomorphisms

(VH◦n-an)
′
b
∼= D(H0,H◦n)⊗̂Dla(H0,K)V

′
b
∼= D(H0,H◦n)⊗Dla(H0,K) V

′
b (3.2.1)

and (VH◦n-an)
′
b is finitely presented as a module over the coherent ring D(H0,H◦n) for all

n ≥ 0.

Lemma 3.2.1. Suppose M is a finitely presented module of a coherent ring R. Then there

is a projective resolution of M consisting of free R-modules of finite rank.

Proof. This is [14, Cor. 2.5.2] or [13, Rem. 1.4].

Let Pn,⋆ → (VH◦n-an)
′
b be a projective resolution of (VH◦n-an)

′
b in the category CohD(H0,H◦n).

The existence of such a resolution is guaranteed by the previous lemma. Proposition A.10 of

[8] shows that each term Pn,⋆ has a unique topology making them compact type D(H0,H◦n)-

modules. Additionally, the boundary maps are automatically continuous and strict. For

each n ≥ 0, let

H⋆(N0, (VH◦n-an)
′
b) = H⋆((Pn,⋆)N0

)

be the usual group homology of N0-coinvariants. It is important to note that by Lemma

2.2.3, the Hausdorff N0-coinvariants of each Pn,⋆ coincides with the usual N0-coinvariants,

and so each term (Pn,⋆)N0
of the complex is a compact type K-algebra. For each n, k ≥ 0,

let ∂n,k : (Pn,k)N0
→ (Pn,k−1)N0

be the boundary operators. Let Ĥ⋆(N0, (VH◦n-an)
′
b) be the

Hausdorff completion of H⋆(N0, (VH◦n-an)
′
b). It can also be identified with the quotient of

ker(∂k) by the closure of im(∂k+1) and is a K-algebra of compact type. Let H⋆(N0, VH◦n-an)

denote the strong dual of Ĥ⋆(N0, (VH◦n-an)
′
b), which is a nuclear Fréchet space.

Suppose Qn,⋆ → (VH◦n-an)
′
b is another projective resolution in the category CohD(H0,H◦n).

The identity map on (VH◦n-an)
′
b induces maps between complexes Pn,⋆ → Qn,⋆ and Qn,⋆ →

Pn,⋆, which induces isomorphisms on the homology groups. Each of these maps are auto-
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matically continuous and strict [8, Prop. A.10]. Therefore, the induced topology on the

homology groups H⋆(N0, (VH◦n-an)
′
b) does not depend on the choice of resolutions.

Proposition 3.2.2. Suppose L0 ⊆ H0 is a good analytic open subgroup. For each n ≥ 0,

let Ln = Hn ∩L0, M ′n =M ∩Ln, P ′n = P ∩Ln, N ′n = N ∩Ln and let Ln, M′n, P′n and N′n

be their respective rigid analytic Zariski closures in Ln. Let m,n be integers large enough so

that Hn ⊆ L0 and Lm ⊆ Hn. Then there is a natural continuous K-linear map

H⋆(N
′
0, (VL◦m-an)

′
b)→ H⋆(N0, (VH◦n-an)

′
b) (3.2.2)

which is induced by the natural continuous map ((VL◦m-an)
′
b)N ′0

→ ((VH◦n-an)
′
b)N0

. In addition,

there is an isomorphism between topological D(M ′0,M
′,◦
n )-modules

D(P
′
0,P
◦
n) ⊗

D(P
′
0,P
′,◦
m )

H⋆(N
′
0, (VL◦m-an)

′
b)
∼= H⋆(N

′
0, (VH◦n-an)

′
b). (3.2.3)

Proof. Since

D(H0,H◦n) =
⊕

x∈H0/L0

δx ⋆ D(L0,H◦n) (3.2.4)

is a free D(L0,H◦n)-module of finite rank, finitely presented projective D(H0,H◦n)-modules

are also finitely presented projective D(L0,H◦n)-modules. This means that the homology

group H⋆(N0, (VH◦n-an)
′
b) can be computed by viewing (VH◦n-an)

′
b as a D(H0,H◦n)-module or

as a D(L0,H◦n)-module.

Let Q⋆ → (VL◦m-an)
′
b be a projective resolution of (VL◦m-an)

′
b by finite free D(L0,L◦m)-

modules. Similar to equation (3.2.1), there are isomorphisms

(VH◦n-an)
′
b
∼= D(L0,H◦n)⊗Dla(L0,K) V

′
b and

(VL◦m-an)
′
b
∼= D(L0,L◦m)⊗Dla(L0,K) V

′
b .

(3.2.5)

Let P⋆ be the base change of Q⋆ to D(L0,H◦n) over D(L0,L◦m). By Corollary 2.2.6 and equa-
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tion (3.2.5), P⋆ → (VH◦n-an)
′
b is a projective resolution of (VH◦n-an)

′
b by finite free D(L0,H◦n)-

modules. By construction, there is a natural map of complexes (Q⋆)N ′0
→ (P⋆)N0

and the

first assertion of the proposition follows.

We can compute H⋆(N
′
0, (VH◦n-an)

′
b) by taking the N ′0-coinvariants from the resolution

P⋆ → (VH◦n-an)
′
b. By the same argument as before, H⋆(N

′
0, (VH◦n-an)

′
b) is naturally a K-

vector space of compact type. It follows from the flatness of D(P
′
0,P
′,◦
m ) → D(P

′
0,P
◦
n)

(Corollary 2.2.6) that there is an isomorphism of topological D(M ′0,M
◦
n)-modules

D(P
′
0,P
◦
n) ⊗

D(P
′
0,P
′,◦
m )

H⋆((Q⋆)N ′0
) ∼= H⋆

(
D(P

′
0,P
◦
n) ⊗

D(P
′
0,P
′,◦
m )

(Q⋆)N ′0

)
∼= H⋆((P⋆)N ′0

).

This completes the proof of the proposition.

Remark 3.2.3. In the special case where {Ln}n≥0 = {Hn}n≥0 and m = n + 1, we have

defined a natural transition map

H⋆(N0, (VH◦n+1-an)
′
b)→ H⋆(N0, (VH◦n-an)

′
b)

which is additionally D(M0,M◦n+1)-linear, because the natural map D(H0,H◦n+1)N0
→

D(H0,H◦n)N0
is D(M0,M◦n+1)-linear.

Corollary 3.2.4. Suppose {Hn}n≥0 and {H̃n}n≥0 are two sequences of good analytic open

subgroups of G satisfying Proposition 2.2.2. Assume that H0 ∩ N = N0 = H̃0 ∩ N . Let

M ′0 = H0∩H̃0∩M . Then there is a natural isomorphism of topological Dla(M ′0, K)-modules

lim
←
n

Ĥ⋆(N0, (VH◦n-an)
′
b)
∼= lim
←
n

Ĥ⋆(N0, (VH̃◦n-an)
′
b). (3.2.6)

Proof. Let L0 = H0∩H̃0, and define Ln, M ′n, P ′n, N ′n, Ln, N′n, P′n and N′n as in the statement

of the previous proposition. By taking the Hausdorff completion followed by projective limit
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of (3.2.3), there is an isomorphism of topological Dla(M ′0, K)-modules

lim
←
n

Ĥ⋆(N0, (VH◦n-an)
′
b)
∼= lim
←
n

Ĥ⋆(N0, (VL◦n-an)
′
b).

The corollary follows from composing with the inverse of the analogous isomorphism derived

using H̃0 in place of H0.

We close this subsection with an important theorem that is critical for computing these

homology groups. The reader can compare the similarity of this result to [18, Thm. 4.10,

Thm. 7.1].

Theorem 3.2.5. Let n denote the Lie algebra of N and suppose V is an admissible locally

analytic G representation. Then there is a natural isomorphism

lim
→
n

H⋆(N0, VH◦n-an) ∼= H⋆(n, V )N0 . (3.2.7)

Proof. Let Csm(N0, K) be the space of locally constant functions on N0. Let Dsm(N0, K)

and Dsm(N0,N◦n) be the strong duals of Csm(N0, K) and Csm(N0, K)N◦n-an respectively.

These can be identified with the n-coinvariants of Dla(N0, K) and D(N0,N◦n) respectively.

There is an isomorphism

D(N0,N◦n)⊗Dla(N0,K) D
sm(N0, K) ∼= D(N0,N◦n)⊗Dla(N0,K) D

la(N0, K)/Dla(N0, K)n

∼= D(N0,N◦n)/D(N0,N◦n)n ∼= Dsm(N0,N◦n).

From [18, (47)] and [26, pg. 306], there is an isomorphism

TorD
la(N0,K)

⋆ ((VH◦n-an)
′
b, D

sm(N0, K)) ∼= H⋆(n, (VH◦n-an)
′
b), (3.2.8)

where the torsion group is computed in the category of abstract Dla(N0, K)-modules. This
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is further isomorphic to

TorD(N0,N◦n)
⋆ ((VH◦n-an)

′
b,D(N0,N◦n)⊗Dla(N0,K) D

sm(N0, K))

∼= TorD(N0,N◦n)
⋆ ((VH◦n-an)

′
b, D

sm(N0,N◦n)).
(3.2.9)

Suppose Pn,⋆ is a finite free resolution of (VH◦n-an)
′
b by D(H0,H◦n)-modules, which can

be viewed as a free resolution of abstract D(N0,N◦n)-modules. Equation (3.2.9) shows the

homology of the complex (Pn,⋆)n can be identified with H⋆(n, (VH◦n-an)
′
b). Recall that taking

N0-coinvariants is exact on smooth N0 representations [6, Prop 3.2.3]. Taking into account

of the fact that (Pn,⋆)N0
= ((Pn,⋆)n)N0

, we see that

H⋆(N0, (VH◦n-an)
′
b)
∼= H⋆(n, (VH◦n-an)

′
b)N0

. (3.2.10)

The theorem follows upon applying Poincaré duality [17, Thm 6.10], and the exactness of

direct limits.

3.3 Hecke action

Let Z+ be the submonoid of Z+
M consisting of elements z satisfying z−1N0z ⊆ N0 and

zN0z
−1 ⊆ N0. A variant of [7, Prop. 3.3.2 (i)] show that Z+ generates ZM as a group.

Let z be a fixed element of Z+. The goal of this subsection is to define a D(M0,M◦n)-linear

action on the homology groups H⋆(N0, (VH◦n-an)
′
b), which extends the Hecke operator πN0,z

on V N0 given by (3.1.2).

Let z ∈ Z+. For each n ≥ 0, let H(z)n and H(z−1)n be the rigid analytic subgroups of

H corresponding to the Zp-sublattices Adz−1(hn) ∩ hn and Adz(hn) ∩ hn respectively. Let

H(z)n = H(z)n(Qp) and H(z−1)n = H(z−1)n(Qp). By considering the Iwahori decomposi-
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tions of rigid analytic groups

z−1Hnz = z−1Nnz ×Mn × z−1Nnz and

zHnz
−1 = zNnz

−1 ×Mn × zNnz
−1,

and conditions (5) and (6) of Proposition 2.2.2, the rigid analytic groups H(z)n and H(z−1)n

admit Iwahori decompositions

H(z)n = z−1Nnz ×Mn × Nn and

H(z−1)n = Nn ×Mn × zNnz
−1.

(3.3.1)

Similarly, there are Iwahori decompositions

H(z)n = z−1Nnz ×Mn ×Nn and

H(z−1)n = Nn ×Mn × zNnz
−1.

Let n ≥ 0 be large enough so that Hn ⊆ H(z)0 and Hn ⊆ H(z−1)0. Define the restriction

map to be the composition

res : H⋆(N0, (VH◦n-an)
′
b)→ H⋆(N0, IndK[N0]

K[zN0z−1]
(VH◦n-an)

′
b)

∼= H⋆(N0, K[N0]⊗K[zN0z−1]
(VH◦n-an)

′
b)

∼= H⋆(zN0z
−1, (VH◦n-an)

′
b).

(3.3.2)

Proposition 3.3.1. There is an isomorphism of topological D(M0,M◦n)-modules

H⋆(zN0z
−1, (VH◦n-an)

′
b)
∼= H⋆(zN0z

−1, (VH(z−1)◦n-an)
′
b).

Proof. This follows from the second assertion of Proposition 3.2.2 with the observation that
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Hn and H(z−1)n have the same “opposite parabolic part".

The Iwahori decomposition of the rigid analytic groups H(z)n and H(z−1)n show that

there is a D(M0,M◦n)-linear isomorphism

z−1D(H(z−1)0,H(z−1)◦n)z ∼= D(H(z)0,H(z)◦n).

A simple argument on the resolution level then shows that conjugation by z−1 induces a

topological D(M0,M◦n)-module isomorphism

H⋆(zN0z
−1, (VH(z−1)◦n-an)

′
b)
∼= H⋆(N0, (VH(z)◦n-an)

′
b). (3.3.3)

For each n large enough so that Hn ⊆ H(z)0 and Hn ⊆ H(z−1)0, let π′N0,n,z
be the

D(M0,M◦n)-linear endomorphism of H⋆(N0, (VH◦n-an)
′
b) defined by composing the following

H⋆(N0, (VH◦n-an)
′
b)

res, (3.3.2)
−→ H⋆(zN0z

−1, (VH◦n-an)
′
b)

Prop. 3.3.1∼= H⋆(zN0z
−1, (VH(z−1)◦n-an)

′
b)

(3.3.3)
∼= H⋆(N0, (VH(z)◦n-an)

′
b)

Prop.3.2.2−→ H⋆(N0, (VH◦n-an)
′
b)

(3.3.4)

with the multiplication by δP (z) map on H⋆(N0, (VH◦n-an)
′
b). It is not hard to check that the

natural transition maps H⋆(N0, (VH◦n+1-an)
′
b)→ H⋆(N0, (VH◦n-an)

′
b) are Z+-equivariant.

Remark 3.3.2. By our construction, we can actually define π′N0,n,z
on the terms of the com-

plex computing the homology group. More specifically, suppose D(H0,H◦n)rn,⋆ → (VH◦n-an)
′
b

is a free resolution of (VH◦n-an)
′
b. By the Iwahori decomposition of H(z)0 and H(z−1)0 (see

(3.3.1)), all of the following indices are equal

[
H0 : H(z−1)0

]
=
[
N0 : zN0z

−1
]
= [H0 : H(z)0] .
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Let u be this constant integer. Let π̃′N0,n,z
be the following composition of maps

π̃′N0,n,z
: D(H0,H◦n)

rn,⋆
N0

res−→D(H0,H◦n)
rn,⋆
zN0z−1

∼= D(H(z−1)0,H◦n)
rn,⋆u

zN0z−1

Prop.3.3.1∼= D(H(z−1)0,H(z−1)◦n)
rn,⋆u

zN0z−1

z−1(·)z
∼= D(H(z)0,H(z)◦n)

rn,⋆u
N0

−→D(H(z)0,H◦n)
rn,⋆u
N0

∼= D(H0,H◦n)
rn,⋆
N0

.

(3.3.5)

Then π̃′N0,n,z
induces 1

δP (z)
π′N0,n,z

on the homology groups H⋆(N0, (VH◦n-an)
′
b).

The rest of the subsection is devoted to checking that π′N0,0,z
is compatible with π′N0,z

(the dual of (3.1.2)) in degree 0. More specifically, we would like to check that the following

diagram commutes

(V N0)′b (V ′b )N0
(D(H0,H◦n)⊗Dla(H0,K) V

′
b )N0

((VH◦n-an)
′
b)N0

(V N0)′b (V ′b )N0
(D(H0,H◦n)⊗Dla(H0,K) V

′
b )N0

((VH◦n-an)
′
b)N0

∼=

π′N0,z

v′ 7→1⊗v′ ∼=

π′N0,0,z

∼= v′ 7→1⊗v′ ∼=

.

(3.3.6)

We use some ideas similar to [11, Lem. 4.2.19, Lem. 4.2.21].

Let

λ : H0 → N0 ×M0 = P 0 and ρ : H0 → N0

and be the natural projections coming from the Iwahori decomposition of H0. Recall that

the map K[H0]→ D(H0,H◦n) by sending an element h ∈ H0 to the dirac distribution δh is

dense. The Hecke operator π′N0,0,z
acts on an element δh⊗v′ ∈ (D(H0,H◦n)⊗Dla(H0,K)V

′
b )N0
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by the following composition:

δh ⊗ v′
res7→ δP (z) Σ

x∈N0/zN0z−1
δx−1h ⊗ x

−1v′
Prop.3.3.1−→ δP (z) Σ

x∈N0/zN0z−1
δλ(x−1h) ⊗ x

−1v′

z→ δP (z) Σ
x∈N0/zN0z−1

δz−1λ(x−1h)z ⊗ z
−1x−1v′.

(3.3.7)

It now suffices to check that the following diagram commutes:

K[H0]⊗K V ′b (V ′b )N0
(V N0)′b

K[H0]⊗K V ′b (V ′b )N0
(V N0)′b

h⊗v′ 7→hv′

π′N0,0,z

∼=

π′N0,z

h⊗v′ 7→hv′ ∼=

. (3.3.8)

Let ⟨·, ·⟩ denote the duality pairing between V and V ′b . The goal is to prove that there is

an equality

〈
δP (z) Σ

x∈N0/zN0z−1
δz−1λ(x−1h)z ⊗ z

−1x−1v′, v

〉
=
〈
h−1v′, πN0,z(v)

〉

for all h ∈ H0, v ∈ V N0 and v′ ∈ V ′b . A simple computation shows that

〈
δz−1λ(x−1h)z ⊗ z

−1x−1v′, v
〉
=
〈
z−1λ(x−1h)−1zz−1x−1v′, v

〉
=
〈
z−1λ(x−1h)−1x−1v′, v

〉
=
〈
v′, xλ(x−1h)zv

〉
=
〈
h−1v′, h−1xλ(x−1h)zv

〉
.

(3.3.9)

The following lemma then finishes the proof.

Lemma 3.3.3. As x ranges over the right coset representatives of zN0z
−1 in N0, the ele-

ments h−1xλ(x−1h) ranges through a set of right coset representatives of zN0z
−1 in N0 as
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well.

Proof. By definition, h = λ(h)ρ(h) for all h ∈ H0. In particular,

h−1xλ
(
x−1h

)
= ρ

(
x−1h

)−1
is indeed an element of N0. Additionally, given x, y ∈ N0, there is an identity

ρ
(
y−1h

)
ρ
(
x−1h

)−1
= λ

(
y−1h

)−1
y−1xλ

(
x−1h

)
. (3.3.10)

Claim 3.3.4. For any p, p′ ∈ P 0, there is an inclusion p
(
zN0z

−1) p′ ∩N0 ⊆ zN0z
−1.

Proof. This follows from the fact that p
(
zN0z

−1) p′ is element of H0 and H(z−1)0. From

the Iwahori decomposition of these two groups, H0 ∩H(z−1)0 ∩N0 = zN0z
−1.

Looking back at equation (3.3.10), we see that if y−1x ∈ zN0z
−1 then the claim shows

that ρ
(
y−1h

)
ρ
(
x−1h

)−1 ∈ zN0z
−1. Conversely, if ρ

(
y−1h

)
ρ
(
x−1h

)−1 ∈ zN0z
−1 then

y−1x ∈ λ
(
y−1h

)(
zN0z

−1
)
λ
(
x−1h

)−1
⊆ zN0z

−1

as well.

3.4 Definition of H⋆JP (V )

Lemma 3.4.1. Suppose f : V → W is a compact continuous linear map between Hausdorff

locally convex K-vector spaces (in the sense of [23, §16]). Suppose there is a commutative

diagram of Hausdorff locally convex K-vector spaces

V W

Y Z

f

p q

f̄

,
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where p is a quotient map. Then f is compact.

Proof. Let L be an open lattice of V such that f(L) is bounded and c-compact. By Lemma

12.1, Lemma 12.4 and Proposition 12.7 of [23], the image q
(
f(L)

)
is closed, bounded and c-

compact. Therefore, p(L) is an open lattice in Y such that f (p(L)) = q
(
f(L)

)
= q

(
f(L)

)
is bounded and c-compact, and so f is compact.

By the choice of good analytic open subgroups {Hn}n≥0 of G, each of the rigid analytic

inclusion Hn+1 ⊆ Hn is relatively compact. Therefore, the natural map D(H0,H◦n+1) →

D(H0,H◦n) is compact. Lemma 3.4.1 and [23, Rem. 16.7] show that the transition maps

Ĥ⋆(N0, (VH◦n+-an)
′
b) → Ĥ⋆(N0, (VH◦n-an)

′
b) defined via proposition 3.2.2 are also compact.

Hence, lim
←
n

Ĥ⋆(N0, (VH◦n-an)
′
b) is a nuclear Fréchet space. It also comes equipped with an

action of Z+ (defined in §3.3) induced from the operators π′N0,n,z
for each z ∈ Z+

M and n

large enough. Lemma 3.2.29 of [7] and the discussion following the lemma show that the

strong dual of lim
←
n

Ĥ⋆(N0, (VH◦n-an)
′
b) is an object of Repzla,c(Z

+).

Motivated by equation (3.1.1) and [7, Lem. 3.2.19], for an admissible locally analytic

G-representation V ∈ Repad(G) we make the following definition.

Definition 3.4.2. We define the derived Jacquet-Emerton moduleH⋆JP (V ) to be the strong

dual of

(H⋆JP (V ))′b := Can(ẐM , K) ⊗̂
K[Z+]

lim
←
n

Ĥ⋆(N0, (VH◦n-an)
′
b). (3.4.1)

For this definition to be reasonable, we need to show that the right hand side of (3.4.1)

is reflexive. This is true, as we show in Section 4 that H⋆JP is a family of functors from

Repad(G) to Repes(M). By [11, Prop. 1.1.32] there is an isomorphism

H⋆JP (V ) ∼=

(
lim
→
n

H⋆(N0, VH◦n-an)

)
fs

.
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In degree zero, we observe that

(
H0JP (V )

)′
b
∼= Can(ẐM , K) ⊗̂

K[Z+]
lim
←
n

((VH◦n-an)
′
b)N0

∼= Can(ẐM , K) ⊗̂
K[Z+]

(V ′b )N0
.

Therefore, there is an isomorphism H0JP (V ) ∼= (V N0)fs ∼= JP (V ).

Let u ∈ Z+ be an element satisfying the properties that u−1Nnu ⊆ Nn+1 for all n ≥ 0,

and that u−1 and Z+ generates ZM . Define Y + (resp. Y ) to be the submonoid (resp.

subgroup) of ZM generated by u. Fix an exhaustive increasing sequence {Ŷn}n≥0 of ad-

missible open affinoid subdomains of ŶM with the property that the inclusions Yn ⊆ Yn+1

are relatively compact. Let Can(Ŷn, K)† denote the space of overconvergent rigid analytic

functions on Ŷn. Then there is a topological isomorphism

Can(Ŷ ,K) ∼= lim
←
n

Can(Ŷn, K)†. (3.4.2)

Proposition 3.2.28 of [7], Proposition 1.1.29 of [11] and Lemma 19.10 of [23] show that there

is an isomorphism

(H⋆JP (V ))′b := lim
←
n

Can(Ŷn, K)† ⊗̂
K[u]

H⋆(N0, (VH◦n-an)
′
b), (3.4.3)

where the limit is over all n ≥ 0 large enough so that Hn ⊆ H(z)0 and Hn ⊆ H(z−1)0.

Proposition 3.4.3. Suppose V ∈ Repad(G). Then the assignment V 7→ H⋆JP (V ) is a

family of functors from Repad(G) to Repzla,c(M).

Proof. Suppose f : V → W is a continuous map between admissible locally analytic G-

representations. Then for each n ≥ 0, there is a continuous map between finitely presented

topological D(H0,H◦n)-modules

f ′n : (WH◦n-an)
′
b → (VH◦n-an)

′
b.
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Passing to homology, there are continuous D(M0,M◦n)-linear maps

(f ′n)⋆ : H⋆(N0, (WH◦n-an))
′
b → H⋆(N0, (VH◦n-an)

′
b)

which can easily be checked to be u-equivariant. Since the action of u commutes with

D(M0,M◦n), after taking limits and Y -finite slope parts, there are continuous Dla(M0, K)-

linear maps (H⋆JP (W ))′b → (H⋆JP (V ))′b. This proves that H⋆JP (V ) is a family of functors.

Suppose V ∈ Repad(G), then H⋆JP (V ) ∈ Repzla,c(ZM ) [7, Prop. 3.2.4]. Fix m ∈ M+.

For each n ≥ 0, let H(m−1)n (resp. H(m)n) be the good analytic open subgroup of G

associated to the Zp-lattice nn ⊕mn ⊕ Adm(nn) (resp. Adm−1(nn ⊕mn)⊕ nn). For each n

large enough so that Hn ⊆ H(m−1)0 and Hn ⊆ H(m)0. Define ψn,m to be the composition

ψn,m : Ĥ⋆(N0, (VH◦n-an)
′
b)

res, (3.3.2)
−→ Ĥ⋆(mN0m

−1, (VH◦n-an)
′
b)

Prop. 3.2.2∼= Ĥ⋆(mN0m
−1, (VH(m−1)◦n-an)

′
b)

m−1∼= Ĥ⋆(N0, (VH(m)◦n-an)
′
b).

By taking projective limit and composing with the isomorphism coming from Corollary 3.2.4

as well as the multiplication by δP (m)-endomorphism, there is a map

ψz : lim
←
n

Ĥ⋆(N0, (VH◦n-an)
′
b)→ lim

←
n

Ĥ⋆(N0, (VH◦n-an)
′
b).

We define this to be the action of M+ on lim
←
n

Ĥ⋆(N0, (VH◦n-an)
′
b).

Notice that if z ∈ Z+, then the Hecke action π′N0,n,z
is exactly the composition of ψn,z

with the map Ĥ⋆(N0, (VH(z)◦n-an)
′
b) → Ĥ⋆(N0, (VH◦n-an)

′
b) and the multiplication by δP (z)-

endomorphism. Thus, the action of z on lim
←
n

Ĥ⋆(N0, (VH◦n-an)
′
b) coming from π′N0,z

and ψz

agree. Proposition 3.3.2 and Proposition 3.3.6 of [7] imply that this defines an action of M

on H⋆JP (V ).

It remains to show that the action of M on H⋆JP (V ) is locally analytic. Since M0 is a
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compact open subgroup of M , it is equivalent to showing that the action of M0 is locally

analytic. Since M0 normalizes N0 and N0, it is easy to see that for all m ∈M0, the action of

m given by ψm is simply the multiplication by m map on lim
→
n

Ĥ⋆(N0, VH◦n-an) and the multi-

plication by the dirac distribution δm on lim
←
n

Ĥ⋆(N0, (VH◦n-an)
′
b). Since lim

←
n

Ĥ⋆(N0, (VH◦n-an)
′
b)

is a topological Dla(M0, K)-module, the action of M0 on lim
→
n

Ĥ⋆(N0, VH◦n-an) is locally ana-

lytic [9, Prop. 2.2]. Since the Hecke action of Z+ is M -linear, it follows from [7, Lem. 3.2.7]

that the action of M on H⋆JP (V ) is also locally analytic.

The rest of the section is dedicated to showing that the definition of the functor H⋆JP is

invariant of the various choices we have made in its construction. A number of the arguments

are similar to those used in [7].

Suppose M ′ is another choice of lift of the Levi quotient of P . Then there is some x ∈ N

such that M ′ = xMx−1. For all n ≥ 0, let H′n = xHnx
−1 M′n = xMnx

−1, N′n = xMnx
−1,

H ′n = H′n(Qp), M ′n = M′n(Qp) and N ′n = N′n(Qp). Let (M+)′ = xM+x−1, then

(M+)′ = {m′ ∈M ′ : m′N ′0(m
′)−1 ⊆ N ′0}.

Given V ∈ Repad(G), we can define lim
←
n

Ĥ⋆(N
′
0, (VH′,◦n -an)

′
b) and an action of (M+)′ on the

space in an analogous way.

Proposition 3.4.4. Suppose V ∈ Repad(G). Multiplication by x induces an isomorphism

(
lim
→
n

H⋆(N0, VH◦n-an)
′
b)

)
fs

∼=

(
lim
→
n

H⋆(N ′0, VH′,◦n -an)
′
b)

)
fs

(3.4.4)

in the category Repzla,c(M) (where M ′ is identified with M via conjugation by x).

Proof. Multiplication by x induces isomorphisms of compact type K-algebras

D(H0,H◦n) ∼= D(H ′0,H
′,◦
n ) and D(H0,H◦n)N0

∼= D(H ′0,H
′,◦
n )N ′0

.
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Therefore, all the homology groups are naturally identified and the proposition follows im-

mediately.

Proposition 3.4.5. Suppose L0 is a good analytic open subgroup of H0. For each n ≥ 0, let

Ln = Hn ∩ L0, M ′n =M ∩ Ln, P ′n = P ∩ Ln, N ′n = N ∩ Ln and let Ln, N′n, P′n and N′n be

their respective rigid analytic Zariski closures in Ln. Then there is a natural M-equivariant

topological isomorphism

(
lim
→
n

H⋆(N0, VH◦n-an)
′
b)

)
fs

∼=

(
lim
→
n

H⋆(N ′0, VL◦n-an)
′
b)

)
fs

(3.4.5)

Proof. Let (M+)′ be the submonoid of M that conjugates N ′0 into itself. Let Z+
M ′ = (M+)′∩

ZM . Let (Z+)′ be the submonoid of Z+
M ′ consisting of elements z such that z−1N ′0z ⊆ N

′
0.

Let u′ ∈ (Z+)′ be an element satisfying the properties that (u′)−1N ′nu′ ⊆ N
′
n+1 for all n ≥ 0,

and that (u′)−1 and (Z+)′ generates ZM . Define (Y +)′ (resp. Y ′) to be the submonoid (resp.

subgroup) of ZM generated by u′.

Choose α ∈ Y + such that αN0α
−1 ⊆ N ′0. For each n large enough so that Hn ⊆ L0,

define φn to be the following composition of continuous D(M ′0,M
′,◦
n )-linear maps

φn :H⋆(N0, (VH◦n-an)
′
b)

res, (3.3.2)
−→ H⋆(N

′
0, (VH◦n-an)

′
b)

Prop. 3.2.2∼= D(P
′
0,P
◦
n) ⊗̂

D(P
′
0,P
′,◦
n )

H⋆(N
′
0, (VL◦n-an)

′
b).

For each n large enough so that Hn ⊆ H(α)n and Hn ⊆ H(α−1)n, let ψn be the continuous

D(M ′0,M
′,◦
n )-linear map defined by the composition

ψn :H⋆(N
′
0, (VL◦n-an)

′
b)

Prop. 3.2.2−→ H⋆(αN0α
−1, (VH◦n-an)

′
b)

Prop. 3.3.1∼= H⋆(αN0α
−1, (VH(α−1)◦n-an)

′
b)

(3.3.3)
∼= H⋆(N0, (VH(α)◦n-an)

′
b)

Prop. 3.2.2−→ H⋆(N0, (VH◦n-an)
′
b).
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Upon passing to Hausdorff completion and projective limits, the φn’s and ψn’s define con-

tinuous D(M ′0,M
′,◦
n )-linear maps

φ : lim
←
n

Ĥ⋆(N0, (VH◦n-an)
′
b)→ lim

←
n

Ĥ⋆(N
′
0, (VL◦n-an)

′
b)

ψ : lim
←
n

Ĥ⋆(N
′
0, (VL◦n-an)

′
b)→ lim

←
n

Ĥ⋆(N0, (VH◦n-an)
′
b).

(3.4.6)

Let C+ = Z+ ∩ (Z+)′ and D+ = M+ ∩ (M+)′, then C+ generates ZM as a group and

D+ generates M as a group [7, Prop. 3.3.2]. It is not hard to check that φ and ψ are both

C+-equivariant. Their compositions ψ ◦φ and φ ◦ψ are exactly 1
δP (α)

π′N0,α
and 1

δP (α)
π′
N ′0,α

respectively. Proposition 3.2.20 of [7] shows that (3.4.5) is an ZM -equivariant topological

isomorphism. Furthermore, φ and ψ intertwines the M+ ∩ (M+)′-action on the source and

target of (3.4.6). Thus, (3.4.5) is in fact M -equivariant.
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CHAPTER 4

PROPERTIES OF H⋆JP

In this chapter, we prove that H⋆JP (V ) is a δ-functor from Repad(G)→ Repes(M).

4.1 Essential Admissibility

The goal of this section is to prove that H⋆JP (V ) is an essentially admissible locally analytic

M -representation. We use a number of ideas introduced in [7]. In particular, we want to

show that H⋆JP (V ) satisfies the hyptheses of [7, Prop. 3.2.24], which are:

1. There is an element z ∈ Z+ such that for all n ≥ 0 sufficiently large, the Hecke operator

π′N0,n,z
: Ĥ⋆(N0, (VH◦n-an)

′
b)→ Ĥ⋆(N0, (VH◦n-an)

′
b) factors through

D(M0,M◦n) ⊗̂
D(M0,M◦n+1)

Ĥ⋆(N0, (VH◦n+1-an)
′
b)→ Ĥ⋆(N0, (VH◦n-an)

′
b)

to give a commutative diagram

D(M0,M◦n) ⊗̂
D(M0,M◦n+1)

Ĥ⋆(N0, (VH◦n+1-an)
′
b Ĥ⋆(N0, (VH◦n-an)

′
b)

D(M0,M◦n) ⊗̂
D(M0,M◦n+1)

Ĥ⋆(N0, (VH◦n+1-an)
′
b Ĥ⋆(N0, (VH◦n-an)

′
b)

id⊗̂π′N0,n,z
π′N0,n,z .

2. For all n ≥ 0 sufficiently large, the induced D(M0,M◦n)[Z+]-linear map

D(M0,M◦n) ⊗̂
D(M0,M◦n+1)

Ĥ⋆(N0, (VH◦n+1-an)
′
b)→ Ĥ⋆(N0, (VH◦n-an)

′
b)

is D(M0,M◦n)-compact in the sense of [7, Def. 2.3.3].

Fix z ∈ Z+ satisfying the condition that for all n ≥ 0, the inclusions z−1Nnz ⊆ Nn
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given by condition (7) factor through Nn+1 ⊆ Nn. For each n ≥ 0, let H(z)n,n+1 be the

good analytic open subgroup of G corresponding to the Zp-Lie lattice Adz−1(hn) ∩ hn+1.

The choice of z and the sequence of good analytic open subgroups {Hn} imply that each

H(z)n,n+1 admits a rigid analytic Iwahori decomposition

H(z)n,n+1
∼= z−1Nnz ×Mn+1 × Nn+1.

Since H(z)n,n+1 is a normal subgroup of H(z)0, we can define the topological K-algebra

D(H(z)0,H(z)◦n,n+1) to be the strong dual of C la(H(z)0, K)H(z)n,n+1-an.

Recall that in the construction of the endomorphism π′N0,n,z
of H⋆(N0, (VH◦n-an)

′
b), it

factors through H⋆(N0, (VH(z)◦n-an)
′
b). To show that condition (1) is satisfied, it suffices to

show that there is a commutative diagram

Ĥ⋆(N0, (VH◦n-an)
′
b)

D(M0,M◦n) ⊗̂
D(M0,M◦n+1)

Ĥ⋆(N0, (VH(z)◦n,n+1-an)
′
b) Ĥ⋆(N0, (VH(z)◦n-an)

′
b)

D(M0,M◦n) ⊗̂
D(M0,M◦n+1)

Ĥ⋆(N0, (VH◦n+1-an)
′
b) Ĥ⋆(N0, (VH◦n-an)

′
b)

(4.1.1)

such that the middle horizontal map is an isomorphism. This is exactly the second assertion

of Proposition 3.2.2 with the observation that the completed tensor products

D(H(z)0,H(z)◦n)N0
⊗̂

D(H(z)0,H(z)◦n,n+1)N0

and D(M0,M◦n) ⊗̂
D(M0,M◦n+1)

agree by the Iwahori decomposition of H(z)n and H(z)n,n+1.

The left vertical and the bottom horizontal D(M0,M◦n)-linear morphisms of (4.1.1) are

defined by Proposition 3.2.2. The commutativity of the diagram follows from the fact that
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the rigid analytic inclusion H(z)n,n+1 ⊆ Hn factors through Hn+1 by our choice of z.

It remains to show that hypothesis (2) holds. Fix n ≥ 0 sufficiently large. Since

D(H0,H◦n+1)→ D(H0,H◦n) is flat, we can find finite free resolutions Pn,⋆ → (VH◦u-an)
′
b (resp.

Pn+1,⋆ → (VH◦n+1-an)
′
b) by D(H0,H◦u)-modules (resp. D(H0,H◦n+1)-modules), where Pn,⋆

and Pn+1,⋆ have the same respective ranks. For each k ≥ 0, let ∂ℓ,k : (Pℓ,k+1)N0
→ (Pℓ,k)N0

be the boundary map for each ℓ = n, n + 1 and all k ≥ 0. Recall that the transition maps

Pℓ,k+1 → Pℓ,k as well as the boundary maps ∂ℓ,k are automatically continuous and strict for

each ℓ = n, n+ 1 and k ≥ 0 [8, Prop. A.10].

By [7, Prop. 4.2.22], the continuous D(M0,M◦n)-linear map

D(M0,M◦n) ⊗̂
D(M0,M◦n+1)

(Pn+1,k)N0
→ (Pn,k)N0

induced by the natural map D(H0,H◦n+1) → D(H0,H◦n) is D(M0,M◦n)-compact for each

k ≥ 0. Furthermore,

D(M0,M◦n) ⊗̂
D(M0,M◦n+1)

ker(∂n+1,k)→ ker(∂n,k)

is compact [7, Lem. 2.3.4]. There is a natural commutative diagram

D(M0,M◦n) ⊗̂
D(M0,M◦n+1)

ker(∂n+1,k) ker(∂n,k)

D(M0,M◦n) ⊗̂
D(M0,M◦n+1)

Ĥ⋆(N0, (VH◦n+1
)′b) Ĥ⋆(N0, (VH◦n)

′
b)

. (4.1.2)

Applying [7, Lem. 2.3.4] again, we see that the bottom horizontal arrow is D(M0,M◦n)-

compact. Proposition 3.2.24 of [7] completes the proof of the essential admissibility of

H⋆JP (V ) as a locally analytic M -representation.
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4.2 Delta Functor

In this subsection, we present the proof that H⋆JP (V ) is a δ-functor.

For each n ≥ 0, let Pn,⋆ = D(H0,H◦n)rn,⋆ → (VH◦n-an)
′
b be a free resolution of (VH◦n-an)

′
b

consisting of finitely generated D(H0,H◦n)-modules and let ∂n,k : (Pn,k)N0
→ (Pn,k−1)N0

be the boundary maps. For each n ≥ 0,

P̃n+1,⋆ := D(H0,H◦n) ⊗
D(H0,H◦n+1)

Pn+1,⋆ = D(H0,H◦n)rn+1,⋆ → (VH◦n-an)
′
b

is also a projective resolution of (VH◦n-an)
′
b by free D(H0,H◦n)-modules. The identity map on

((VH◦n-an)
′
b)N0

induces chain maps

in,⋆ : (P̃n+1,⋆)N0
→ (Pn,⋆)N0

. (4.2.1)

Define the transition map Pn+1,⋆ → Pn,⋆ to be the composition of the natural map Pn+1,⋆ →

P̃n+1,⋆ induced by the rigid analytic inclusion Hn+1 → Hn with (4.2.1). Since the rigid ana-

lytic inclusion Pn+1 ⊆ Pn is relatively compact, the natural map D(P 0,P
◦
n+1)→ D(P 0,P

◦
n)

is compact as a map between locally convex K-vector spaces. Then the transition maps

(Pn+1,⋆)N0
→ (Pn,⋆)N0

are also compact, since it factors through

(Pn+1,⋆)N0
= D(P 0,P

◦
n+1)

rn+1,⋆ → D(P 0,P
◦
n)

rn+1,⋆ = (P̃n+1,⋆)N0
.

Therefore, the projective limit lim
←
n

(Pn,⋆)N0
is a nuclear Fréchet space.

For each ℓ = n, n + 1 and z ∈ Z+, let Rℓ,⋆ = D(H(z)0,H(z)◦ℓ)
sℓ,⋆ → (VH(z)◦ℓ -an)

′
b be

a free resolution of (VH(z)◦ℓ -an)
′
b by finitely generated D(H0,H(z)◦ℓ)-modules. By replacing

Pℓ,⋆, we can assume that Pℓ,⋆ is the base change of Rℓ,⋆ to D(H0,H◦ℓ) over D(H(z)0,H(z)◦ℓ).

Then sℓ,⋆ · [N0 : zN0z
−1] = rℓ,⋆. Let R̃n+1,⋆ be the base change of Rn,⋆ to D(H(z)0,H(z)◦n)
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over D(H(z)0,H(z)◦n+1). The identity map on ((VH(z)◦n-an)
′
b)N0

induces chain maps

jn,⋆ : (Rn,⋆)N0
→ (R̃n+1,⋆)N0

. (4.2.2)

By Remark 3.3.2, there is an action of z ∈ Z+ on each Pn,⋆. However, we need to use a

slightly different action of z. Define π̃′N0,n,z
to be the composition

(Pn,⋆)N0
=D(H0,H◦n)

rn,⋆
N0

res−→ D(H0,H◦n)
rn,⋆
zN0z−1

∼= D(H(z−1)0,H◦n)
sn,⋆
zN0z−1

Prop.3.3.1∼= D(H(z−1)0,H(z−1)◦n)
sn,⋆
zN0z−1

z−1(·)z
∼= D(H(z)0,H(z)◦n)

sn,⋆
N0

= (Rn,⋆)N0

jn,⋆→D(H(z)0,H(z)◦n)
sn+1,⋆

N0
= (R̃n,⋆)N0

→ D(H0,H◦n)
rn+1,⋆

N0
= (P̃n+1,⋆)N0

in,⋆−→D(H0,H◦n)
rn,⋆
N0

= (Pn,⋆)N0
.

(4.2.3)

The only difference to Remark 3.3.2 is the additional intertwining of in,⋆ and jn,⋆, so it

induces the same Hecke operator upon passing to homology.

Lemma 4.2.1. For each k ≥ 0,

Can(ẐM , K)⊗̂K[Z+]lim←
n

(Pn,k)N0

is a coadmissible Can(ẐM , K)⊗̂KD
la(M0, K)-module.

Proof. Similar to section 4.1, we wish to show that the hypotheses of [7, Prop. 3.2.24] hold.

The D(M0,M◦n)-compactness of

D(M0,M◦n)⊗̂D(M0,M◦n+1)
(Pn+1,k)N0

→ (Pn,k)N0

follows from [7, Lem. 2.3.4] and [7, Prop. 4.2.22].

Let z ∈ Z+ be an element satisfying the properties that z−1Nnz ⊆ Nn+1 for all n ≥ 0.
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By the choice of z, there is a commutative diagram

D(M0,M◦n) ⊗̂
D(M0,M◦n+1)

(Pn+1,⋆)N0
(Pn,⋆)N0

D(M0,M◦n) ⊗̂
D(M0,M◦n+1)

(Rn+1,⋆)N0
(Rn,⋆)N0

D(M0,M◦n) ⊗̂
D(M0,M◦n+1)

D(H(z)0,H(z)◦n,n+1)
sn+1,⋆

N0
(R̃n+1,⋆)N0

D(M0,M◦n) ⊗̂
D(M0,M◦n+1)

(Pn+1,⋆)N0
(Pn,⋆)N0

id⊗̂z zjn,⋆

φ

. (4.2.4)

To satisfy hypothesis (ii) of [7, Prop. 3.2.24], it suffices to show that φ is an isomorphism.

This follows from a consideration of the Iwahori decomposition of the relevant distribution

algebras.

Proposition 4.2.2. There is a topological isomorphism

(H⋆JP (V ))′b
∼= H⋆

(
Can(ẐM , K)⊗̂K[Z+]lim←

n

(Pn,k)N0

)
(4.2.5)

of coadmissible Can(ẐM , K)⊗̂KD
la(M0, K)-modules.

Proof. First, recall that the category of coadmissible Can(ẐM , K)⊗̂KD
la(M0, K)-modules

is abelian [25], and so the target of the isomorphism is also coadmissible. Similar to (3.4.3),

it follows from [7, Prop. 3.2.28] and [11, Prop. 1.1.32] that there is an isomorphism of

coadmissible Can(ẐM , K)⊗̂KD
la(M0, K)-modules

H⋆

(
Can(ẐM , K)⊗̂K[Z+]lim←

n

(Pn,k)N0

)
∼= H⋆

(
lim
←
n

Can(Ŷn, K)†⊗̂K[u](Pn,k)N0

)
. (4.2.6)

It suffices to show that the targets of (3.4.3) and (4.2.6) agree. For each k ≥ 0, there is a
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topological K-linear isomorphism

Hk

(
lim
←
n

Can(Ŷn, K)†⊗̂K[C+](Pn,⋆)N0

)
∼= lim
←
n

ker(id⊗̂∂k)
im(id⊗̂∂k+1)

,

where im(id⊗̂∂k+1) denotes the closure of the image of id⊗̂∂k+1 inside

Can(Ŷn, K)†⊗̂K[u](Pn,k)N0
[19, Thm. 3]. In fact, a similar proof to [8, Lem. A.11]

show that Can(Ŷn, K)†⊗̂K[C+](Pn,⋆)N0
is a finitely presented module over the coherent ring

Can(Ŷn, K)†⊗̂K[u]D(M0,M◦n). Additionally, the boundary maps id⊗̂∂k are automatically

strict with closed image [8, Prop A.10] [3, Cor 3, p. IV.28].

Since K[u] → Can(Ŷn, K)† is flat, Can(Ŷn, K)†⊗̂K[u]H⋆(N0, (VH◦n-an)
′
b) is exactly the

completion of ker(id⊗∂k)
im(id⊗∂k+1)

. The spaces ker(id⊗∂k) and im(id⊗∂k+1) are dense in the closed

subspaces ker(id⊗̂∂k) and im(id⊗̂∂k+1) respectively. The proposition follows immediately.

Since the definition of (H⋆JP (V ))′b is independent of the choice of resolution of (VH◦n-an)
′
b

for all n ≥ 0, the same is true of the source of (4.2.5). Suppose 0→ U → V → W → 0 is a

strict short exact sequence in Repad(G). For all n ≥ 0, the sequence

0→ (WH◦n-an)
′
b → (VH◦n-an)

′
b → (UH◦n-an)

′
b → 0

is also strict exact [24, Cor. 1.4] [3, Thm. 1, p. IV.28] [8, Cor. A.13]. Recall that taking

N0-coinvariants and finite slope part on the dual side are both right exact (in the strong

sense that strict right exact sequences remain strict right exact) [7, Prop. 3.2.6]. Then

[25, Thm. B], Proposition 4.2.2 and usual homological algebra show that there is a strict

long exact sequence of coadmissible Can(ẐM , K)⊗̂KD
la(M0, K)-modules

0←
(
H0JP (W )

)′
b
←
(
H0JP (V )

)′
b
←
(
H0JP (U)

)′
b
←
(
H1JP (W )

)′
b
← ....
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By taking the strong dual, we have just shown that H⋆JP is a δ-functor.

Remark 4.2.3. An alternative approach to proving that H⋆JP is a δ-functor is to prove

that taking finite slope part is exact. This is done in [12, Thm. 4.5].
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CHAPTER 5

DERIVED JACQUET-EMERTON MODULE OF

ORLIK-STRAUCH REPRESENTATIONS

In this chapter, we present a method of computing the derived Jacquet-Emerton modules of

Orlik-Strauch representations in the case G = SL2(Qp), along with some explicit examples.

Let T be the subgroup of G consisting of diagonal matrices and let P be the standard

Borel subgroup of upper triangular matrices and P be the opposite Borel subgroup of lower

triangular matrices. Let w =

 0 1

−1 0

 be our choice of the non-trivial element of the Weyl

group of G. Let N0 be a maximal compact subgroup

1 Zp

0 1

 of N . Let z =

p 0

0 p−1

 ∈
Z+
T , X =

0 1

0 0

 ∈ n, Y =

0 0

1 0

 ∈ n and H =

1 0

0 −1

 ∈ t. For a representation σ of

P , define

IndG
P
σ =

{
f ∈ C la(G, σ) | f(pg) = σ(p)f(g)∀ p ∈ P , and g ∈ G

}
.

Let M be an object in the category Op as defined in [21]. Suppose ψ is a smooth character

of T . Let W be a U(p)-invariant K-subspace of M that generates M as a U(g)-module. Then

there is a short exact sequence of U(g)-modules

0→ d→ U(g)⊗U(p) W →M → 0.

Define a left action of g on C la(G,W ′ ⊗ ψ) by

(τ · f)(g) = d

dt
|t=0 f (exp(−tτ)g) ,
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which extends to an action of U(g). Each τ ⊗w ∈ U(g)⊗KW defines a K-linear continuous

map

C la(G,W ′ ⊗ ψ)→ C la(G,ψ)

f 7→ (τ ⊗ w) · f : g 7→ (τ · f)(g)(w).

As in [21], the Orlich-Strauch representation FG
P
(M,ψ) is defined as the subspace of IndG

P
W ′⊗

ψ consisting of functions f such that s · f = 0 for all s ∈ d.

For each k ∈ 2Z, let χk be the algebraic character of T of weight k. Let M(k) be

the Verma module U(g) ⊗U(p) χk associated to χk and L(k) its simple quotient. Then

FG
P
(M(−k), ψ) is the locally analytic principal series representation IndG

P
χkψ and for k ≥ 0,

FG
P
(L(−k), ψ) is the locally algebraic representation L(−k)⊗K sm-IndG

P
ψ.

In fact, for each k ≥ 0, by applying the contravariant exact functor FG
P
(·, ψ) to the BGG

resolution

0→M(k + 2)→M(−k)→ L(−k)→ 0,

there is a short exact sequence

0→ L(−k)⊗K sm-IndG
P
ψ → IndG

P
χkψ → IndG

P
χ−k−2ψ → 0 (5.0.1)

(see also [22]). We now compute the derived Jacquet modules of each term of this exact

sequence.

Evaluation at w induces a P -invariant surjection

FG
P
(M,ψ) ↠ FG

P
(M,ψ)w,

where FG
P
(M,ψ)w is the stalk of FG

P
(M,ψ) at w [8, Def. 2.4.2]. The kernel of this map is the

subspace FG
P
(M,ψ)(N) of FG

P
(M,ψ) consisting of locally analytic functions with support
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in PN . Taking n-cohomology followed by N0-invariants (keeping in mind the exactness of

N0-invarince on smooth representations) produces a long exact sequence

0→ H0(n,FG
P
(M,ψ)(N))N0 → H0(n,FG

P
(M,ψ))N0 → H0(n,FG

P
(M,ψ)w)

N0

→ H1(n,FG
P
(M,ψ)(N))N0 → H1(n,FG

P
(M,ψ))N0 → H1(n,FG

P
(M,ψ)w)

N0 → 0.

(5.0.2)

Under the canonical identification N =

1 Qp

0 1

 ∼= Qp, the space FG
P
(M,ψ)(N) can

be viewed as the subspace of C la
c (Qp,W

′ ⊗ ψ) on which d · f = 0, which we denote by

C la
c (Qp,W

′ ⊗ ψ)d [8, Lem. 2.3.3]. The action of X on FG
P
(M,ψ)(N) is the derivative map

d
dx .

Lemma 5.0.1. For each i, the cohomology groups Hi(n,FG
P
(M,ψ)(N)) and

Hi(n,FG
P
(M,ψ)lp(N)) coincide.

Proof. Since n is one dimensional, it suffices to check this for i = 0, 1. The action of n

is differentiation, so the 0-th cohomology consists of locally constant functions, which are

locally polynomials.

For a n-module V , let Vn denote the space of n-coinvariants V/nV . Since n is one

dimensional,

H1(n, V ) ∼= Vn ⊗ n⋆. (5.0.3)

To show that the first n-cohomology coincides, it suffices to show that the natural map

FG
P
(M,ψ)lp(N))n ↪→ FG

P
(M,ψ)(N)n

is an isomorphism. Injectivity is clear, as the anti-derivative of a polynomial is a polynomial.

For surjectivity, it suffices to show that any element of (C la
c (Qp,W

′ ⊗ ψ)d)n has a locally
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polynomial representative.

Suppose f is an analytic function from a compact open subset Ω ⊆ N to K. Then there

is a finite compact open cover (Ωi)
ℓ
i=1 of Ω on which the formal integral of f converges on

each Ωi. This shows that

C la
c (Qp,W

′ ⊗ ψ)n :=
C la
c (Qp,W

′ ⊗ ψ)
nC la

c (Qp,W ′ ⊗ ψ)
= 0.

Now suppose f ∈ C la
c (Qp,W

′ ⊗ ψ)d, and suppose h ∈ C la
c (Qp,W

′ ⊗ ψ) is the formal

integral of f , that is f = Xh. Assume f is non-trivial in (C la
c (Qp,W

′ ⊗ ψ)d)n, that is,

d·h ̸= 0. For a vector v ∈ W , let v̂⊥ be the kernel of the evaluation at v map on W ′. Let v̂ be

a basis element of the complement of v̂⊥, so that W ′ = v̂⊥⊕Kv̂. The projections of W ′ onto

Kv̂ and v̂⊥ induces projection of C la
c (Qp,W

′⊗ψ) onto C la
c (Qp, Kv̂⊗ψ) and C la

c (Qp, v̂
⊥⊗ψ)

respectively. Let fv̂ and fv̂⊥ be the image of f under the respective projections, and similarly

for hv̂ and hv̂⊥ .

By definition, the action of Xn ⊗ v ∈ d ⊆ U(n)⊗K W acts on f by the formula

((Xn ⊗ v) · f)(x) = (−1)n
(
dnf

dxn
(x)

)
(v).

It is easy to see that (Xn⊗v)·fv̂⊥ and (Xn⊗v)·hv̂⊥ are zero. By assumption, (Xn⊗v)·fv̂ = 0

and (Xn ⊗ v) · hv̂ ̸= 0. Since fv̂ is simply the derivative of hv̂, we see that (1 ⊗ v)fv̂ must

be a polynomial of degree n− 1 in C la
c (Qp, Kv̂ ⊗ ψ).

Since U(g) is Noetherian, M is finitely generated (and hence finitely presented), and so

d is also finitely generated. By repeating the above argument on the generators of d, we can

decompose f = f1 + f2 where f1 ∈ C lp(Qp,W
′ ⊗ ψ)d and f2 ∈ nC la

c (Qp,W
′ ⊗ ψ)d. This

shows that f has a locally polynomial representative in C lp(Qp,W
′ ⊗ ψ)dn as required.

We prove a similar result for the stalk at w. By [8, Lem. 2.3.5], right translation by w
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induces a topological isomorphism

(IndG
P
W ′ ⊗ ψ)w ∼= (IndG

P
W ′ ⊗ ψ)e (5.0.4)

where e is the identity element of N . The isomorphism interpolates the (g, P )-action on the

source with the (Adw(g), P )-action on the target. Therefore, there is a K-linear isomorphism

Hi(n, (IndG
P
W ′ ⊗ ψ)w) ∼= Hi(n, IndG

P
W ′ ⊗ ψ)e)

for all i, and similarly for the cohomology groups of FG
P
(M,ψ)w.

Lemma 5.0.2. For each i, the cohomology groups Hi(n,FG
P
(M,ψ)e) and

Hi(n,FG
P
(M,ψ)

pol
e ) coincide.

Proof. Suppose Ω ⊆ N is a compact open neighbourhood of e. Since

1 x

0 1


1 0

t 1

 =

1 + xt x

t 1

 =

1 + xt 0

0 (1 + xt)−1


 1 0

t(1 + xt) 1


1 x

1+xt

0 1

 ,

under the identification N ∼= Qp, the action of Y on C la(Ω,W ′i ⊗ ψ) is given by the formula

(Y f)(x) = xHf(x) + Y f(x)− x2f ′(x). (5.0.5)

By the definition of M , the action of H on M is semisimple and algebraic. Additionally,

there is a Jordan-Holder series in Op
alg

M =Mr ⊋Mr−1 ⊋ ...M0 = 0,

where YMi ⊆ Mi−1 for all i ≥ 1. For each i, let Wi = W ∩Mi. This induces a filtration

on W ′, where YW ′i ⊆ W ′i+1 for all i ≥ 1, with W ′r+1 taken to be zero. In fact, Y ker(W ′i →
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W ′i−1) ⊆ ker(W ′i+1 → W ′i ).

Let p(x) ∈ C la(Ω, ψ) and v ∈ W ′i . Suppose Hv = cv for some c ∈ Z. Then the action of

Y on p(x)⊗ v ∈ C la(Ω, ψ)⊗K W ′i = C la(Ω,W ′i ⊗ ψ) is given by

Y (p(x)⊗ v) = (cxp(x)− x2p′(x))⊗ v + p(x)⊗ Y v.

This is zero if and only if p(x) = xc and v ∈ ker(W ′ → W ′r−1). This holds true for all Ω,

thus

C la(N,W ′ ⊗ ψ)Ye = Cpol(N,W ′ ⊗ ψ)Ye .

The same holds true when restricting to the subspace of elements annihilated by d, which

proves the claim for the 0-th cohomology group.

Claim 5.0.3. Let Ω be a compact open neighbourhood of N and for each i let Ci =

ker(W ′ → W ′i−1). Then for all 1 ≤ i ≤ r, there is a positive integer ni such that p(x)⊗ v ∈

C la(Ω, Ci ⊗ ψ) is in Y C la(Ω, Ci ⊗ ψ) if all monomials of p(x) are of degree greater than ni.

Proof. We induct backwards on i. Starting from i = r, since Y ker(W ′ → W ′r−1) = 0,

Y (xn ⊗ v) = (cr − n)xn+1 ⊗ v,

where v ∈ Cr and Hv = cr. Therefore, Y C la(Ω, Cr ⊗ ψ) is the complement of the span of

the monomials xc+1 ⊗ v and x0 ⊗ v. This establishes the claim in the base case.

Assume the claim is true for i. Suppose n > ni, v ∈ Ci−1 and Hv = cr−1v, then

Y (xn ⊗ v) = (cr−1 − n)xn+1 ⊗ v + xn ⊗ Y v.

By assumption, xn ⊗ Y v ∈ C la(Ω, Ci ⊗ ψ). Hence, xn ⊗ v ∈ C la(Ω, Ci−1 ⊗ ψ) for all
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n > max(ni, cr−1 + 1) and the claim follows.

Applying the claim to i = 1, with C1 = W ′, we deduce that every element of C la(Ω,W ′⊗

ψ)n has a coset representative in Cpol(Ω,W ′⊗ψ). The same is true for (C la(N,W ′⊗ψ)e)n.

A similar argument as the one used at end of the proof of Lemma 5.0.1 allow us to deduce

the same result on the subspace of elements annihilated by d. That is, every element of

FG
P
(M,ψ)e has a coset representative in FG

P
(M,ψ)

pol
e . This completes the proof of the

lemma.

Define an action of U(g) on homK(M,K) via the formula

(τ · f)(m) = f(τ̇m) for all τ ∈ U(g) and m ∈M,

where τ 7→ τ̇ is the involution on U(g) induced by the multiplication by −1 map on g. Let

homK(M,K)n
∞

denote the subspace of homK(M,K) consisting of functions annihilated by

a finite power of n. From the proof of [4, Prop. 4.2], there are g-equivariant isomorphisms

FG
P
(M,ψ)lp(N) = homK(M,K)n

∞
⊗K Csm

c (N,ψ) and

FG
P
(M,ψ)

pol
e
∼= homK(M,K)n

∞
⊗K ψ.

(5.0.6)

For each m ∈ M , let m̂ denote the dual of m. Since m is n-finite, each m̂ is n-finite and

are elements of homK(M,K)n
∞

. It is clear that these dual elements generate the space

homK(M,K)n
∞

. Computing the n-cohomology of this space is then much simpler, and

makes no references to W . This result also holds when G = GL2(Qp).

In summary, we can compute the derived Jacquet-Emerton modules of Orlich-Strauch

representations through their locally polynomial parts. This can be seen as a generalization

of the role that IG
P

plays for JP [8]. A similar result should also hold for general p-adic

reductive groups.
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We finish this section with some explicit calculations of the derived Jacquet-Emerton

modules of the Orlik-Strauch representations introduced at the beginning of this section.

Example 5.0.4. We first consider the case M =M(−k). Let e0 be a basis vector of K(χ−k)

and let ei = Xie0. For each i, let êi be the dual basis vector to ei. A simple computation

shows that each êi has weight k − 2i and

Xêi = −êi−1

with ê−1 taken to be zero. Then

H0(n, (IndG
P
χkψ)(N)) ∼= ê0 ⊗ Csm

c (N,ψ) and

H1(n, (IndG
P
χkψ)(N)) ∼= 0.

The action of N0 is via translation by Zp. The N0-invariant element of Csm
c (N,ψ) is exactly

the constant K(ψ)-valued functions on Zp, where Z+
T acts via the character ψδP . Therefore,

as Z+
T -representations

H0(n, (IndG
P
χkψ)(N))N0 ∼= χkψδP and

H1(n, (IndG
P
χkψ)(N))N0 ∼= 0.

On the other hand, since
[
Y,Xi

]
= i(i− 1)Xi−1 − iHXi−1,

Y ei = i(i− 1)ei−1 − i(−k + 2(i− 1))ei−1 = i(k − (i− 1))ei−1 and

Y êi = −(i+ 1)(k − i))êi+1.
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Therefore,

H0(n, (IndG
P
χkψ)e)

∼=


êk ⊗K ψ if k ≥ 0

0 else
, and

H1(n, (IndG
P
χkψ)e)

∼=


(ê0 ⊕ êk+1)⊗K ψ if k ≥ 0

ê0 ⊗K ψ else
.

Since n is unipotent, the exponential map exp : n → N is an isomorphism. The above

cohomology groups are finite dimensional, so the action of n on these groups comes from the

exponential of the n-action. The lie algebra n annihilates these spaces, so the N -action must

be trivial. In particular, N0 = wN0w
−1 must also act trivially on this space. To summarize,

taking into account of the interpolation of the P -action with the P -action of (5.0.4) as well

as (5.0.3), we find that as T -representations

H0(n, (IndG
P
χkψ)w)

N0 ∼=


χkψ

w if k ≥ 0

0 else
, and

H1(n, (IndG
P
χkψ)w)

N0 ∼=


(χ−(k+2) ⊕ χk)⊗K ψw if k ≥ 0

χ−(k+2)ψ
w else

.

Here, ψw is the smooth character of T defined by ψw(x) = ψ(w−1xw).
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From (5.0.2), we deduce that as Z+
T -representations:

Hi(n, (IndG
P
χkψ))

N0 ∼=



a class in Ext1(χkψw, χkψδP ) if k ≥ 0, i = 0

(χ−(k+2) ⊕ χk)⊗K ψw if k ≥ 0, i = 1

χkψδP if k < 0, i = 0

χ−(k+2)ψ
w if k < 0, i = 1

. (5.0.7)

In all of these cases, the action of Z+
T is invertible. Therefore, they coincide with their finite-

slope parts. Hence, these are also the derived Jacquet-Emerton modules Hi(JP (IndG
P
χkψ)).

The reader can compare this result to the computation of section 5 of [8].

Example 5.0.5. Suppose k ≥ 0. In the beginning of this section, we see that FG
P
(L(−k), ψ)

∼= L(−k)⊗K sm-IndG
P
ψ. We can compute its derived Jacquet-Emerton modules in the same

manner as above with M = L(−k). Here is an alternative approach. Since FG
P
(M,ψ) coin-

cides with the representation IG
P
(χkψ) defined in [8], JP (IGP (χkψ)) is equal to JP (IndG

P
χkψ),

which by the previous example, is an extension of χkψw by χkψδP (or see example 5.1.9 of

[8]). Kostant’s theorem [17, VI Thm 6.12] implies that H1(n, sm-IndG
P
ψ))N0 is isomorphic

to (χ−(k+2) ⊗K sm-IndG
P
ψ)N0 . Theorem 3.2.5, Proposition 4.3.5 of [8] and Theorem 6.3.5

of [6] combine to imply that H1JP (sm-IndG
P
ψ)) ∼= χλ′ ⊗K (sm-IndG

P
ψ)N has Jordan-Holder

factors χ−(k+2)ψδP and χ−(k+2)ψ
w. This result also agrees with the long exact sequence

obtained from applying the Jacquet-Emerton functor to the short exact sequence (5.0.1) and

applying the results of the previous example.

Example 5.0.6. Suppose k ≥ 0. In this example, we compute the derived Jacquet-Emerton

modules of FG
P
(M(−k)∨, ψ), where (·)∨ denotes the duality functor in category O (see [16]).

We can describe M(−k)∨ in the following way. It has a basis e0, e1, ... where ei has

weight −k + 2i, Y ei = ei−1 and Xei = (i + 1)(−k + i)ei+1. For each i, let êi be the dual

basis of ei. By definition, êi has weight k−2i, Xêi = −i(−k+(i−1))êi−1 and Y êi = −êi+1.
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A simple computation shows that

H0(n,FG
P
(M(−k)∨, ψ)(N)) ∼= (ê0 ⊕ êk+1)⊗ Csm

c (N,ψ) and

H1(n,FG
P
(M(−k)∨, ψ)(N)) ∼= êk ⊗ Csm

c (N,ψ).

The N0-invariant elements are simply the constant functions on N0. Taking (5.0.3) into

account, as Z+
T -representations

H0(n,FG
P
(M(−k)∨, ψ)(N))N0 ∼= (χk ⊕ χ−(k+2))ψδP and

H1(n,FG
P
(M(−k)∨, ψ)(N))N0 ∼= χ−(k+2)ψδP .

Furthermore,

H0(n,FG
P
(M(−k)∨, ψ)e) = 0, and

H1(n,FG
P
(M(−k)∨, ψ)e) ∼= ê0ψ.

By the same argument as in example 5.0.4, the group N0 acts trivially. Taking into account

of (5.0.4) and (5.0.3), as T -representations

H0(n,FG
P
(M(−k)∨, ψ)w)N0 = 0 and

H1(n,FG
P
(M(−k)∨, ψ)w)N0 ∼= χ−(k+2)ψ

w.

From (5.0.2), we deduce that as Z+
T -representations:

H0(n,FG
P
(M(−k)∨, ψ))N0 ∼= (χk ⊕ χ−(k+2))ψδP and

H1(n,FG
P
(M(−k)∨, ψ))N0 ∈ Ext1(χ−(k+2)ψ

w, χ−(k+2)ψδP ).

(5.0.8)

In all of these cases, the action of Z+
T is invertible. Therefore, they coincide with their
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finite-slope parts. Hence, these are also the derived Jacquet-Emerton modules.

Remark 5.0.7. There is a short exact sequence

0→ L(−k)→M(−k)∨ →M(k + 2)→ 0.

Applying the Orlik-Strauch functor FG
P
(·, ψ), we deduce that there is a short exact sequence

0→ IndG
P
χ−(k+2)ψ → F

G
P
(M(−k)∨, ψ)→ L(−k)⊗K sm-IndG

P
ψ → 0.

Applying the Jacquet-Emerton functor gives us a long exact sequence of T -modules, which

is consistent with the results of the examples above.
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CHAPTER 6

APPLICATIONS AND CONJECTURES

We use the notation established at the end of section 1. Let U be an allowable object of

Repzla,c(M) and let V be a very strongly admissible G-representation. Theorem 0.13 of [8]

states that there is an isomorphism

LG(IGP (U), V ) ∼= LM (U(δP ), JP (V ))bal. (6.0.1)

From this adjunction formula, one may expect that there is a spectral sequence of the form

ExtiM (U(δP ), R
jJP (V )) =⇒ Exti+j

G (IG
P
(U), V ),

especially in the case where M -equivariant linear maps from U(δP ) to JP (V ) are automati-

cally balanced. Here, RjJP (·) is the universal derived Jacquet-Emerton functor. The edge

morphisms associated to the spectral sequence give rise to an exact sequence

0→ Ext1M (U(δP ), JP (V ))→ Ext1G(I
G
P
(U), V )→ LM (U(δP ), R

1JP (V ))

→ Ext2M (U(δP ), V )→ Ext2G(I
G
P
(U), V )→ ...

. (6.0.2)

We do not know if the δ-functor H⋆JP is universal; however, there is an injection of nat-

ural transformations R⋆JP ↪→ H⋆JP . Thus, if we replace R⋆JP with H⋆JP in (6.0.2), then

only the first row will remain exact. We conjecture that under certain suitable assumptions,

there is a short exact sequence of the form

0→ Ext1M (U(δP ), JP (V ))
α→ Ext1G(I

G
P
(U), V )

β→ LM (U(δP ), H
1JP (V )). (6.0.3)

Some similar exact sequences could potentially be derived from the adjunction formulas of

[4, Rem. 4.4] or [2, Thm. A, Thm. B] as well.
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We close this section with some results on various weaker versions of (6.0.3). The common

theme is that we need some additional assumptions to ensure certain maps between allowable

objects of Repzla,c(M) are balanced.

Proposition 6.0.1. Suppose Ext1M (U(δP ), JP (V )) = 0, JP (IGP (U)) = U(δP ) and U(g)⊗U(p)

U is irreducible. Then applying the Jacquet-Emerton functor JP induces an injective map

Ext1G(I
G
P
(U), V ) ↪→ LM (U(δP ), H

1JP (V )).

Proof. Suppose [C] is a class in Ext1G(I
G
P
(U), V ) that is trivial in LM (U(δP ), H

1JP (V )). By

assumption, there is a short exact sequence

0→ JP (V )→ JP (C)→ U(δP )→ 0

that splits. Since U(g) ⊗U(p) U is assumed to be irreducible, the splitting U(δP ) → JP (C)

is trivially balanced. The adjunction formula (6.0.1) gives us a G-equivariant linear map

IG
P
(U)→ C, which splits the class [C].

Corollary 6.0.2. Suppose G = SL2(Qp). We adopt the notation established in the beginning

of section 5. Suppose ψ, φ are smooth characters of T . Let k be a negative even integer and

let ℓ be any even integer, where k ̸= ℓ. Then Ext1G(IndG
P
χkψ, I

G
P
(χℓϕ)) is trivial unless

k = −(ℓ+ 2) and

• ϕδP ̸= ϕw and ψ = ϕ (in which case it is one dimensional),

• ϕδP ̸= ϕw and ψδP = ϕw (in which case it is at most one dimensional),

• ϕδP = ϕw and ψ = ϕ (in which case it is one or two dimensional),

• ψδP = ϕw (in which case it is at most one dimensional).
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Proof. The fact that k is negative, together with example 5.0.4 show that U = χkψ satisfies

the conditions of the previous proposition (also note that IG
P
(χkψ) = IndG

P
χkψ [8, Ex.

5.1.9]). From example 5.0.4 and 5.0.5,

H1JP (I
G
P
(χ−(ℓ+2)ϕ)) =


an extension of χ−(ℓ+2)ϕ

w by χ−(ℓ+2)ϕδP if ℓ ≥ 0

χ−(ℓ+2)ϕ
w if ℓ < 0

.

The rest follows from Corollary 8.8 and Theorem 8.9 of [18] along with the observation that

FG
P
(M(−(k + 2)), ψ) is a non-trivial class in Ext1G(IndG

P
χkψ, I

G
P
(χ−(k+2)ϕ)).

Proposition 6.0.3. Suppose JP (I
G
P
(U)) = U(δP ), U(g) ⊗U(p) U is irreducible and the

identity map on JP (V ) is balanced. Then there is a natural injective map

α : Ext1M (U(δP ), JP (V ))→ Ext1G(I
G
P
(U), V ).

Proof. First, we give the construction of the map α. Given a class [C] inside

Ext1M (U(δP ), JP (V )), we can twist by δ−1P and apply the functor IG
P

to obtain a short

exact sequence (see Theorem 3.1.2)

0→ IG
P
(JP (V )(δ−1P ))→ IG

P
(C(δ−1P ))→ IG

P
(U)→ 0. (6.0.4)

Our assumption on JP (V ) ensures that the identity map on JP (V ) corresponds to a G-

equivariant linear map IG
P
(JP (V )(δ−1P ))→ V through the adjunction formula (6.0.1). Push-

ing forward the exact sequence (6.0.4) along this map gives us a class in Ext1G(I
G
P
(U), V ),

which we define to be α([C]).

By applying the Jacquet-Emerton functor JP on (6.0.4) and the exact sequence defining
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α([C]), together with Lemma 0.3 of [8], there is a commutative diagram of the form

0 JP (V )(δP ) C(δP ) U(δP ) 0

0 JP

(
IG
P
(JP (V )(δP ))

)
JP (I

G
P
(C(δP ))) U(δP ) H1JP

(
IG
P
(JP (V )(δP ))

)
...

0 JP (V )(δP ) α(C) U(δP ) H1JP (δP )) ...

.

(6.0.5)

Here, the horizontal rows are exact. By construction, the composition of the vertical maps

on the very left is the identity map on JP (V )(δP ). The third vertical maps are all identity

as well. By five lemma, α(C) ∼= C(δ). Therefore, α([C]) splits if and only if C splits.

Remark 6.0.4. Suppose the hypotheses of Proposition 6.0.3 hold. Define the map β in

(6.0.3) to be applying the Jacquet-Emerton module functor, as in Proposition 6.0.1. The

proof of Proposition 6.0.3 also proves that the image of α is contained in the kernel of

β. In order to show the reverse inclusion, we would need to be able to compare [D] and

[IG
P
(JP (D))] for all [D] in the kernel of β. One possible comparison comes from using the

adjunction formula (6.0.1), but it would require the identity map on JP (D) to be balanced,

which may not be true.
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