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ABSTRACT

The three chapters of this dissertation are independent of one another.

Gender, Risk, and Signaling: Preferences and Beliefs

In many signaling environments, female senders take fewer risks than male senders. To what

extent are these different behaviors a result of different preferences versus different beliefs? In

this chapter I present an experiment which parses out the effect of preferences and beliefs on

risk taking by male and female senders in a signaling environment. In particular, I compare

risk preferences to three beliefs: confidence in one’s own abilities, general beliefs about risk,

and anticipation of discrimination. Consistent with previous findings, I find that women

take fewer risks than men in this signaling environment. However, there is no evidence for

differences in risk preferences between men and women. Instead, there is strong evidence for

differences in beliefs. In particular, women are less confident in their own abilities than men.

There is some evidence for more pessimistic beliefs about risk among women than men and

no evidence of anticipated discrimination.

Sense of Control and Willingness to Pay For Non-Instrumental

Control

Control can be desirable for two reasons: its instrumental value and its intrinsic value.

Separating the instrumental value of control from its intrinsic value can be difficult since

most control comes with both. But, it is important to distinguish between them since they

play very different roles in economic decision-making. To manage this problem, I focus on

control with no instrumental value, which I call non-instrumental control. In particular, in

this chapter I present an experiment in which I measure the effect of changes in participant’s

sense of control on their willingness to pay for non-instrumental control. The results are
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inconclusive. The sense of control manipulation did not significantly affect participants’ sense

of control or their willingness to pay for non-instrumental control. However, participants’

willingness to pay was significantly positive with notable and predictable heterogeneity.

The “Blue Wall of Silence” and Police Careers

Many police departments in the United States have an unwritten code “which prohibits

disclosing perjury or other misconduct by fellow officers, or even testifying truthfully if the

facts would implicate the conduct of a fellow officer” (Chin and Wells, 1997). In this chapter,

I use administrative data on Chicago police officers and the investigation of complaints

against them to create a proxy for instances of officers testifying for or against other officers.

I validate the proxy using a subset of data for which validation is possible, and test for

correlations between the proxy and important career outcomes: leaving the police force,

being promoted to higher pay grades, being accused in future complaints, and having those

complaints sustained in investigations. I find that officers who do not testify against other

officers are less likely to leave the force and more likely to be accused in future complaints,

and officers who do testify against other officers are more likely to have complaints sustained

against them.

ix



CHAPTER 1

GENDER, RISK, AND SIGNALING: PREFERENCES AND

BELIEFS

1.1 Introduction

In many signaling environments, female senders take fewer risks than male senders. Female

college students are more likely than male college students to change majors after a bad grade

in physical sciences (Rask and Tiefenthaler, 2008) and economics (McEwan et al., 2021).

Female surgeons take on less risky patients than their male peers (Sarsons, 2017). And,

female economists write their papers with clearer language than male economists (Hengel,

2022).

To what extent are these different behaviors a result of different preferences versus dif-

ferent beliefs? There is good reason to believe that both play a role, but distinguishing

between the two with observational data is challenging – especially if one allows beliefs to

be inaccurate or their updating to be biased.

So, in this chapter I present an experiment which parses out the effect of preferences and

beliefs on risk taking by male and female senders in a signaling environment. In particular,

I compare risk preferences to three beliefs: confidence in one’s own abilities, general beliefs

about risk, and anticipation of discrimination.

In the experiment, there are two groups of participants: senders and receivers that are

randomly paired together. The senders are randomly assigned to have their gender revealed

or hidden from their receiver. They take a multiple-choice quiz, and provide their beliefs

about their own performance and their second-order beliefs about how their receiver will

believe they performed. They learn that their receiver will get a signal of their performance

(results from a sub-sample of the quiz questions) and are given the choice between a flat

payment or a risky payment based off of the receiver’s beliefs about their performance after

1



the signal.

The preferences and beliefs are parsed as follows. A sender’s stated beliefs about their

quiz performance is their confidence in their own abilities. Any differences in second-order

beliefs among senders whose gender is hidden are attributed to general beliefs about risk.

Additional differences in second-order beliefs among senders whose gender is revealed are

attributed to anticipation of discrimination. Differences in sender risk taking conditional on

beliefs are attributed to differences in preferences.

Consistent with previous findings, I find that women take fewer risks than men in this

signaling environment. However, there is no evidence for differences in risk preferences

between men and women. Instead, there is strong evidence for differences in beliefs. In

particular, women are less confident in their own abilities than men. There is some evidence

for more pessimistic beliefs about risk among women than men and no evidence of anticipated

discrimination.

1.1.1 Motivation

Risk in signaling appears in many domains. Signals contain risk if they are noisy or if

the senders have imperfect information about themselves or the receivers of their signals.

Consider the examples from the introduction. College students have imperfect information

about their own ability in various subjects, and grades are a noisy signal of ability. Surgery

outcomes are subject to chance and thus a noisy signal of surgeon ability. Writers cannot

be certain how their writing will be interpreted by readers, so there is uncertainty about the

receiver’s response to signals from academic writing.

And, many behaviors normally thought of as risk contain signal value. For example,

drug use and crime are often cited as prototypical risky behaviors, but they can also signal

moral and ethical values to one’s social group (Gallupe and Baron, 2014; Wikström, 2010).

Even everyday risks like telling a joke or speaking up in class (Byrnes et al., 1999) signal a

2



person’s ability to be funny or scholarly.

Distinguishing preferences from beliefs matters a great deal when considering welfare. If

different preferences are the sole cause of differences in market outcomes, there is little scope

for inefficiency or welfare improvements (at least in this simple environment). For example,

economists often invoke differences in risk preferences as an explanation for differences in

labor market outcomes (Bertrand, 2011; Croson and Gneezy, 2009; Eckel and Grossman,

2008b; Lindquist and Säve-Söderbergh, 2011). If preferences are indeed the root of the

differences, markets are allocating efficiently, and policy intervention would be misguided.

However, if beliefs play a role, there could be major welfare losses. This is most obvious when

people’s beliefs are inaccurate, but accurate beliefs can lead to welfare losses, too: for example

with coordination failures in statistical discrimination models (Moro and Norman, 2004).

And there are equity concerns: if women expect discrimination and behave accordingly,

market outcomes may be unfair – even if the discrimination is accurate in equilibrium.

The potential for large welfare losses means that researchers and policy-makers would do

well to be skeptical about attributing differences in behavior to differences in preferences.

This is especially true as stereotyping claims such as “women are more risk averse than men”

can persist even without sufficient evidence due to bias in individuals like confirmation bias

and bias in groups such as publication bias (Nelson, 2014).

1.1.2 Related Literature

Risk preferences will influence signalling behavior if there is uncertainty as discussed in

the examples above. A large body of experimental (Croson and Gneezy, 2009; Eckel and

Grossman, 2008a) and observational (Bertrand, 2011) work purports to show that men and

women have “fundamental differences” in risk preferences (Croson and Gneezy, 2009): women

being more risk averse than men.1 And, as mentioned above, risk preferences are often

1. These preferences and beliefs do not always imply less risk taking by signal senders. For example, they
could affect the informativeness of the signal – perhaps so much so that populations with more risk-averse
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invoked as an explanation for gender differences in market outcomes.

However, reviews in psychology (Byrnes et al., 1999) and economics (Nelson, 2014, 2015)

find that this difference is actually quite varied and relatively small on average. The difference

may also be sensitive to framing (Schubert et al., 1999). And, even to the extent that there is

a difference in risk-taking behavior, these studies may not show differences in preferences as

they do not account for differences in the “background risk” in men and women’s lives (Guiso

and Paiella, 2008). In addition, if risk preferences were fundamentally connected to gender,

one would expect to find a biological connection.2 One attempt to find such a connection

is in hormone differences. For example (Sapienza et al., 2009) look at risk preferences and

testosterone. However, their analysis is correlational and the results are more nuanced than

simply more testosterone implying more risk seeking preferences. Experimental research finds

similarly nuanced results (Cueva et al., 2015) or no association at all (Zethraeus et al., 2009).

So, risk preferences alone are an imperfect explanation for gender differences in behavior.

Men and women may also differ in their beliefs about risk and signalling. I consider three

possible differences in beliefs: confidence in one’s own abilities, general beliefs about risks,

and anticipation of discrimination.

With regard to their own abilities, men may be more overconfident than women. This

has been found in both experimental (Niederle and Vesterlund, 2007) and observational

(Barber and Odean, 2001; Bengtsson et al., 2005; Huang and Kisgen, 2013) environments.

However, a recent meta-analysis finds no statistically distinguishable difference in overconfi-

dence between men and women (Bandiera et al., 2022), so this effect may not be particularly

robust.

General beliefs about risk are straightforward: women often perceive risks as more “risky”

preferences and beliefs take more risks in signaling. I rule out these effects in my experimental design, so I
do not discuss them further in the chapter, however the interested reader may see more detail in Appendix
1.A.

2. This is true even as gender is socially constructed since there is a high correlation between the social
constructs and biological features.
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than men (Gustafson, 1998; Slovic, 1999). In other words, women have a more negative

outlook about the potential outcomes of risk than men. This is typically shown with envi-

ronmental and health risks (Davidson and Freudenburg, 1996; Flynn et al., 1994), but many

of the proposed mechanisms (e.g. power, status, trust) apply to signaling, too.

Women may anticipate discrimination which dissuades risk in signaling.3 For example,

in many domains, women are praised less for good signals and/or punished more for bad

signals than men (punishment of misconduct by financial advisers in Egan et al., 2022; CEO

dismissal in Gupta et al., 2020; referrals to surgeons in Sarsons, 2017; and career benefits for

co-authored research in Sarsons et al., 2021), in which case women could correctly believe

that signaling is less valuable for them than for men. Then even if they have the same risk

preferences as men, women would take fewer risks. Expected discrimination in signaling has

been shown to deter women from sharing their true career aspirations (Bursztyn et al., 2017)

and negotiating wage increases (Exley et al., 2020).

Although it may be important, I do not directly investigate risk as feelings (Loewenstein

et al., 2001). Risk may induce more negative feelings for women and positive feelings for

men (for example due to a lifetime of experience with being praised less for successes and

punished more for failures as a woman or praised more and punished less as a man). It is

not totally clear how risk as feelings would show up in this experiment. It could show up in

participants’ general beliefs about risk, in which case I would attribute it to beliefs. Or it

could show up as excess risk avoidance or risk seeking conditional on beliefs, in which case

I would attribute it to preferences.

While I am focusing on signal senders, a number of experimental studies investigate the

beliefs and behaviors of signal receivers with regard to gender. They find that receivers

discriminate against women when they have less information (Bohren et al., 2019) and in

3. Experiencing discrimination can lead to anger, which can lead to more risk taking (Jamieson et al.,
2013). I will not consider this psychological response. Instead, I focus on forward-looking behavior of
economic agents.
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male-stereotyped topics (Bordalo et al., 2019); however with more information or in female-

stereotyped topics, men are discriminated against. Coffman et al. (2021) find that gender

per se does not appear to affect receiver beliefs, but rather average beliefs about groups.

To the extent that senders are aware of these beliefs and behaviors, they will affect their

behavior in the present experiment and inform its generalizability outside the lab.

1.2 Experimental Design

The experiment was conducted online using Qualtrics and the Prolific platform. The full

text of the experiment can be found in Appendix 1.C. There were two waves. In the first

wave, participants were signal senders. In the second wave, participants were signal receivers.

participants could not participate in both waves.

1.2.1 Senders

Sender participants were randomly assigned to either the “gender hidden” or “gender revealed”

group. Participants’ gender was determined from their self-identification on their Prolific

profile.

They were then given 7 minutes and 30 seconds to take a 10-question multiple choice

quiz. The quiz questions were based on middle school and high school level standardized

test mathematics questions – some were adapted from the questions in Bordalo et al. (2019).

The questions were written so that participants could not easily search for the answers using

a search engine (e.g. by finding questions with the same wording in an online study guide).

To incentivize effort, participants were told that they would be paid $0.10 per correct answer

with the possibility of getting another payment based on their performance. In addition,

they were told that their results would be shown to another participant.

After the quiz, participants were asked to state their beliefs about how many of the 10

questions they answered correctly. For this and all other belief questions, participants were

6



incentivized to accurately report their beliefs by offering them a payment of $0.10 if their

stated belief is correct.

The senders then learned that they would be paired with a receiver. Those in the gender

hidden group were told that the receiver initially knows “nothing about you or your answers,”

while those in the gender revealed group were told that the receiver knows “your gender and

nothing else about you or your answers.” The senders were asked to give their second order

beliefs about how many questions their receiver would believe they answered correctly.

They then learned about the quiz signal: 3 of the 10 questions would be randomly chosen,

and the number of these questions that they answered correctly would be reported to their

receiver. The senders did not learn which questions were chosen or what the realization of

their signal was. Senders in the gender revealed group were reminded that their receiver

would see their gender in addition to the quiz signal. They then reported their contingent

second order beliefs for each possible realization of the signal (i.e. how many of the remaining

7 questions the receiver would believe they answered correctly after seeing that they answered

0, 1, 2, or 3 of the 3 sample questions correctly).

Finally, the senders chose their payment. All senders were given $1.95 for completing

the survey plus any bonuses for correct quiz answers and correct beliefs. In addition, the

senders were offered a choice between an additional flat payment of $0.50 or a risky payment

of $0.20 per question that their partner believes they answered correctly after seeing the quiz

signal. The senders were told that their receiver would not see their choice of payment and

the payment would be received at the same time, regardless of their choice.

The experiment was presented to 350 sender participants, of whom 11 failed attention

checks. So, 339 participants completed the tasks. Table 1.1 breaks down the sample size by

group and gender. Table 1.2 summarizes the basic demographics in each group.
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Gender Gender
Revealed Hidden

Female 85 88
Male 84 82

Table 1.1: Sample size by group and gender

1.2.2 Receivers

The signal receivers are not the focus of analysis. They were included only so the senders

would be acting in a real signaling environment. As such, I will only briefly discuss them

here.

The receivers were randomly paired with senders. Receivers whose sender was in the

gender hidden group were told nothing about their sender, and those whose sender was in

the gender revealed group were told their sender’s gender. The receivers were shown the quiz

questions and asked to guess how many their sender answered correctly. The receivers were

then shown their sender’s signal (the number correct out of three randomly chosen sample

questions), and asked to guess how many of the remaining questions their sender answered

correctly.

1.2.3 Comments

I make a number of choices in the experimental design to simplify the decisions faced by

the participants with the hope that they will answer more accurately when the decisions are

easy to understand. For example, I offer a simple, flat reward for answering the questions

about beliefs correctly. This eschews more complicated but incentive compatible elicitation

methods like quadratic scoring (Brier, 1950) or binarized scoring (Hossain and Okui, 2013).

Given that the more complicated methods don’t always elicit true beliefs (Danz et al., 2022),

simplicity was preferred. The questions which ask for participants’ beliefs could be inter-

8



Gender Gender
Revealed Hidden

Age 26.8 27.2
(7.0) (8.4)

Employment status:
Full-time 0.32 0.32

(0.47) (0.47)
Part-time 0.18 0.17

(0.38) (0.37)
Not in paid work 0.05 0.03

(0.23) (0.17)
Unemployed 0.19 0.20

(0.39) (0.40)
Other/unknown 0.25 0.28

(0.44) (0.45)
N 169 170

Table 1.2: Sample demographics by group

preted differently by different people. The payoff-maximizing choice would be to report one’s

modal belief, but they could also be interpreted as the mean or median. The key assumption

I make is that this interpretation does not vary systematically by gender.

Similarly, I do not attempt to elicit the entire distribution of participants’ beliefs. People’s

ability to accurately report distributions of beliefs depends strongly on the elicitation method

used (Goldstein and Rothschild, 2014). While they can be accurate, I believe that the

additional information would be of limited value in this case.

To limit the effect of priming or experimenter demand, I attempt to limit the number of

times I mention gender to the participants so that it is brought up only when it is necessary to

fully inform them (it is mentioned twice to the gender revealed group and never to the gender

hidden group). Since the experiment was conducted online, I cannot use clever methods like

the sound of a person’s voice to signal gender as in (Bordalo et al., 2019). Benjamin et al.
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(2010) find that priming gender did not have a significant effect on risk-taking, so I expect

that it is not a major factor here.

To rule out time preferences, I explicitly told participants that their payment would arrive

at the same time regardless of whether they chose the partner payment or the flat payment.

Without this explicit statement, there might be some concern that participants believed that

choosing the partner payment would mean they had to wait until their partner saw their

results while the flat payment would arrive immediately.

During the experiment, senders do not learn the results of the quiz, which questions

would be chosen for the signal, or the realization of their signal. This means that they face

all of the types of uncertainty mentioned above: incomplete information about their own

skill, noise in the signal, and uncertainty about their receiver’s beliefs. This was done so

that I could evaluate participants’ belief about each type of uncertainty.

The structure of the signal (randomly picking a subset of questions and revealing to the

receiver how many of those questions the sender answered correctly) was chosen to make

the objective probabilities of each signal simple to calculate. This is used in the model in

Appendix 1.B.

1.3 Results

The risky choice in this context is the sender’s choice to base their payment on their partner’s

posterior belief about them. I confirm that women take significantly fewer risks than men in

this signaling environment. Figure 1.1 summarizes this result. In this and all other figures,

the black capped bars denote 95% confidence intervals.

To decompose this difference into preferences and beliefs, I perform a logistic regression of

choosing the risky payment on participants’ stated beliefs and a fixed effect for gender. The

results of this regression are presented in Table 1.3. The coefficient on gender is insignificant

indicating that there is no significant difference in risk-taking by gender conditional on
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Figure 1.1: Share choosing risky payment by gender

beliefs. In other words, there is no significant difference in risk preferences as measured by

this regression. I estimate simple utility functions by gender in Appendix 1.B and find the

same result.

Figure 1.2: Believed and actual quiz results by gender

While preferences do not differ significantly by gender, beliefs do. To compare differences

in participants’ beliefs about their own ability, I compare their stated beliefs about their own

score. Figure 1.2 shows the believed and actual quiz results by gender. Women are signif-

icantly less confident in their own abilities than men. However, in this case, the difference
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Risky
Payment

Female -0.19
(0.24)

Belief about own score 0.21
(0.06)

Contingent second order beliefs:
Signal = 0 0.07

(0.10)
Signal = 1 0.13

(0.17)
Signal = 2 0.01

(0.16)
Signal = 3 0.12

(0.12)

Table 1.3: Risky payment logistic regression results

Figure 1.3: Believed and actual quiz results

in beliefs largely matches difference in performance. On average, women are slightly under-

confident and men slightly overconfident relative to their true performances, but these beliefs

do not differ significantly from the true results. In addition to being accurate on average,

participants were reasonably accurate at the individual level. Figure 1.3 shows the scatter
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plot of true score versus believed score for the whole sample; they are highly correlated

(r = 0.74).

Figure 1.4: Contingent belief about partner’s guess by gender and signal (Gender hidden)

To compare general beliefs about risk, I compare participants’ beliefs about their re-

ceiver’s beliefs following each possible signal when their gender is hidden. Figure 1.4 shows

these contingent second-order beliefs. Women have lower beliefs for all possible signals, which

might indicate more pessimistic beliefs about risk. However, the differences are not individ-

ually statistically significant, nor are they significantly different in a joint test (p = 0.48).

Figure 1.5: Contingent belief about partner’s guess by group and signal (Females)
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Figure 1.6: Contingent belief about partner’s guess by group and signal (Males)

To identify anticipation of discrimination, I measure the difference in contingent second-

order beliefs between participants whose gender is hidden and those whose gender is revealed.

Figures 1.5 and 1.6 show these belief for females and males respectively. Women whose

gender is revealed have lower beliefs than those whose gender is hidden for 3 of the 4 signals,

and men whose gender is revealed have higher beliefs than those whose gender is hidden

for 3 of the 4 signals, which might indicate some anticipated discrimination against women

and towards men. However, these differences are small in magnitude and not individually

statistically significant or significantly different in a joint test for men (p = 0.96) or women

(p = 0.35).

Figure 1.7 shows the effect of anticipated discrimination on risk-taking. Women whose

gender is revealed take slightly fewer risks and men whose gender is revealed take slightly

more risks, however the difference between the hidden and revealed groups is not significant

in either case.
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Figure 1.7: Share choosing risky payment by gender and group

1.4 Conclusion

I find that women take fewer risks than men in this signaling environment; women are

significantly less likely to base their payment on their partner’s belief about them than men.

This difference is driven by differences in beliefs. Most importantly, women are less confident

in their own abilities than men as evidenced by their significantly lower belief in their own

quiz performance. There is some evidence for more pessimistic beliefs about risk among

women than men in their contingent second-order beliefs and no evidence of anticipated

discrimination. After accounting for beliefs, there is no significant different in risk taking

between men and women, so there is no evidence of difference in risk preferences by gender.

All told, the lack of difference in risk preferences by gender is intriguing and contrary to

the conventional wisdom in the economics literature. However, the results about beliefs are

more mixed and apply to a narrow domain. In this case, the difference in confidence between

men and women accurately reflects a true difference in scores, so these results do not shed

particular light on cases where men and women are known to be of equal ability (e.g. Sarsons

2017). And, women and men do not anticipate discrimination against themselves or in their

favor, so this is not informative about contexts in which discrimination is important. Future
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work remains to be done to evaluate risk-taking in a variety of signaling environments.
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APPENDICES

1.A Risk aversion and risk taking in signaling environments

It is often the case (as in this chapter) that choosing to send a signal is risky, either because

the signal is noisy or because the senders have imperfect knowledge about themselves. One

notable feature of signaling is that risk taking by senders could increase with the sender’s

risk aversion. Risk aversion could make the choice to send a risky signal more informative:

all else equal, more risk averse senders must have more confident beliefs to choose to signal,

and if those confident beliefs accurately reflect the sender’s type, this is informative for the

receiver. I rule this out in my experiment as the receivers do not learn whether or not

their sender chose to signal (and the senders are told their receivers will not learn this).

That said, this is an important fact when thinking about gender and risk taking in signaling

environments: more risk aversion alone does not imply less risk taking, so the differences

in risk taking between men and women are not necessarily explained even if one grants the

assertion that women have more risk averse preferences than men. Here I present a simple

model which illustrates this point.

A sender has type θ ∈ {0, 1} hidden from the receiver, and may choose to send a signal

S which is distributed

Pr(S = θ) = 1− Pr(S = 1− θ) = p

where p ∈ (1/2, 1). With slight abuse of notation, I will say that S = ∅ if the sender chooses

not to signal. If the sender chooses to signal, they receive a utility bonus or penalty of v with

CDF F . This cost is independent of θ and is known to the sender before choosing whether or

not to signal. Regardless of whether or not the sender chooses to signal, they receive utility

u(w) where w is the receiver’s posterior mean belief about θ after seeing the realization of

S. The receiver has the prior belief Pr(θ = 1) = π. The receiver does not observe v but

knows its CDF F .
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Consider a threshold strategy: senders of type θ = t signal if and only if v > vt. Let

v = (v0, v1). The receiver’s posteriors would be the following.

Pr(θ = 1|S = ∅) = F (v1)π

F (v1)π + F (v0)(1− π)
≡ w(∅,v)

Pr(θ = 1|S = 0) =
(1− F (v1))(1− p)π

(1− F (v1))(1− p)π + (1− F (v0))p(1− π)
≡ w(0,v)

Pr(θ = 1|S = 1) =
(1− F (v1))pπ

(1− F (v1))pπ + (1− F (v0))(1− p)(1− π)
≡ w(1,v)

If this is an equilibrium strategy, senders of type θ = t with v = vt will be indifferent between

signaling and not signaling. So, the equilibrium v∗ = (v∗0, v
∗
1) would solve the following.

u(w(∅,v∗)) = pu(w(0,v∗)) + (1− p)u(w(1,v∗)) + v∗0

u(w(∅,v∗)) = (1− p)u(w(0,v∗)) + pu(w(1,v∗)) + v∗1

The ex ante probability that a sender chooses to signal is (1−F (v∗0))(1−π)+ (1−F (v∗1))π.

The key takeaway from this example is that this probability is not always decreasing as

preferences u become more risk averse. For example, consider the following parameterization:

π = 1/2

F (v) = (v + 1)/2, v ∈ [−1, 1]

u(w) =


αw + (1− α)12 if w < 1

2

w if w ≥ 1
2

Where α ≥ 1 is a risk aversion parameter: α = 1 is risk neutrality, and risk aversion

increases with α. Figure 1.A.1 shows the ex ante probability that a sender chooses to signal
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as a function of α for two levels of p: 0.6 and 0.8.

Figure 1.A.1: Ex ante probability sender chooses to signal

For the less informative signal (p = 0.6), the standard intuition holds: more risk averse

senders (higher α) are less likely to choose to signal. However, for the more informative

signal (p = 0.8) more risk averse senders are more likely to choose to signal.

1.B Estimating a simple model of preferences

In this appendix, I identify preference parameters by gender and show that there is no

significant difference between men and women’s risk preferences.

For preferences, I assume that every member of gender g ∈ {female,male} has the same

isoelastic utility function

ug(x) =
x1−ρg − 1

1− ρg

where ρg > 0 and ρg ̸= 1. For beliefs, I assume that participant i is certain about the

number of quiz questions they answered correctly (confidencei) and about their receiver’s

posterior belief after signal s (posterioris).

Then person i with gender g(i) will choose the risky payment if

3∑
s=0

Pr(Si = s)ug(i)(0.20× posterioris) + ϵi > ug(i)(0.50)
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where ϵi ∼ N(0, σg(i)) is a random utility shock, 0.20 is the dollar reward to the sender per

question that the receiver believes they got correct, and 0.50 is the dollar reward for the flat

payment. The probability of a given signal Pr(Si = s) = Hypergeometric(10, confidencei, 3, s).

The likelihood of observation i is
Φ
(
u
diff
i /σg(i)

)
if riskyi = 0

1− Φ
(
u
diff
i /σg(i)

)
if riskyi = 1

where u
diff
i = ug(i)(0.50) −

∑3
s=0 Pr(Si = s)ug(i)(0.20 × posterioris) and riskyi is an

indicator for i choosing the risky payment. The maximum likelihood parameter estimates

are show in Table 1.B.1. The test of ρfemale = ρmale yields a p-value of 0.64. In other

words, there is no significant difference between the risk preference parameters for men and

women.

ρfemale 0.63
(0.28)

ρmale 0.14
(1.00)

σfemale 2.77
(1.67)

σmale 1.13
(0.34)

Table 1.B.1: MLE estimation results

1.C Experiment text

The full text of the experiment begins on the next page.
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CHAPTER 2

SENSE OF CONTROL AND WILLINGNESS TO PAY FOR

NON-INSTRUMENTAL CONTROL

2.1 Introduction

For the most part, people want to have control over their outcomes. However, there are

exceptions to this rule, and the strength of this desire varies (Burger, 1992). Mismatch

between a person’s desire for control and actual (or perceived) level of control can lead

to an array of negative consequences: psychological distress, physiological stress, and poor

performance (Evans et al., 1993).

When thinking about control as “the extent to which an agent can intentionally produce

desired outcomes and prevent undesired ones” (Skinner, 1996), desire for the right amount

of control should not be surprising to economists: the ability to determine one’s outcomes

or allow outcomes to be determined by someone or something else is instrumental to utility

maximization. However, people also desire control because having control is intrinsically

valuable.

Separating the instrumental value of control from its intrinsic value can be difficult since

most control comes with both. But, it is important to distinguish between them since they

play very different roles in economic decision-making.

To manage this problem, I focus on control with no instrumental value, which I call

non-instrumental control. Any willingness to pay for non-instrumental control must reflect

its intrinsic value. And any determinant of willingness to pay for non-instrumental control

must be a determinant of the intrinsic value of control.

In particular, in this chapter I present an experiment in which I measure the effect of

changes in participant’s sense of control1 on their willingness to pay for non-instrumental

1. The meaning of constructs like “sense of control” can vary by context (Skinner, 1996). Here I am using
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control. Sense of control is manipulated with a writing task, and the non-instrumental

control is over a guess of the outcome of a coin toss (either the participant’s choice or a

computer’s choice).

The results are inconclusive. The sense of control manipulation did not significantly affect

participants’ sense of control or their willingness to pay for non-instrumental control. How-

ever, participants’ willingness to pay was significantly positive with notable and predictable

heterogeneity.

2.1.1 Differentiating between instrumental and non-instrumental control

I will consider a conception of control similar to Weisz (1986): “causing an intended event.”

From this perspective, control can be desirable for two reasons. First is its instrumental

value: by having control over their outcomes, people can bring about outcomes that better

satisfy their preferences. Second is its intrinsic value: people may prefer to be in control

of their outcomes for its own sake – regardless of the desirability or undesirability of the

outcomes themselves. This is closely related to concepts from the literature such as a “control

premium” (Owens et al., 2014), an “intrinsic value of decision rights” (Bartling et al., 2014),

and an “intrinsic value of choice” (Bodadilla-Suarez et al., 2017).

The instrumental value of control depends on the ends (outcomes), while the intrinsic

value depends on the means (producing outcomes). This distinction appears in psychology

(Skinner et al., 1988) and is important to economic analysis.

I will refer to control that has any instrumental value as “instrumental control” and control

that has no instrumental value as “non-instrumental control.” Of course it is possible for

one thing to provide both instrumental and non-instrumental control. For example, owning

one’s one business affords many choices not available to a person that works for someone

else; some of these choices provide instrumental value, some are purely non-instrumental, and

it as an individual’s general belief about their control over their environment.
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some contain elements of both. There is likely to be such overlap in most non-experimental

choices.

This can be further complicated by the fact that people’s subjective beliefs may not match

objective reality. Even if control is objectively non-instrumental, people may not perceive it

as such. For example they may hold irrational beliefs about their effect on outcomes (e.g.

superstitions, magical thinking, or fallacious reasoning). This is discussed in the literature

on illusion of control (Langer, 1975). Charness and Gneezy (2010) and Bartling et al. (2014)

find that illusion of control does not play a major role their experiments, but even if people

do not experience the illusion of control, they may know that control is non-instrumental and

still acquiesce to superstition or magical thinking (Risen 2016) and treat it as instrumental,

which further blurs the distinction between instrumental and non-instrumental control.

I will consider an environment where the distinction is very clear, but I acknowledge that

this may not be particularly realistic.

2.1.2 Motivation

I focus on non-instrumental control as it allows me to cleanly identify the intrinsic value of

control. As noted by Bartling et al. (2014), measuring the intrinsic value of control requires

separating it from the instrumental value. By definition, non-instrumental control has no

instrumental value, so any willingness to pay for non-instrumental control reflects its intrinsic

value.

The intrinsic value of control may be very important, but has “been largely overlooked” in

economics (Owens et al., 2014). (By contrast, the instrumental value of control is central to

standard economic analysis; it is implicit in the preferences and constraints economic agents

are assumed to have.2) There are many economic environments in which control might have

intrinsic value. Bartling et al. (2014) provide a useful summary; they name corporate finance

2. To connect the language of economics to the psychology of control, constraints can be seen as the
environmental affordances and behavioral competencies that an individual has (Evans et al., 1993).
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and governance, entrepreneurship and self-employment, principal-agent delegation, and high-

performance work systems. The intrinsic value of control in these environments could be

large. For example, Hurst and Pugsley (2011) show that non-pecuniary benefits, including a

greater sense of control, “play a first-order role” in the decision to become self-employed, and

Moskowitz and Vissing-Jørgensen (2002) find that the value of these non-pecuniary benefits

amount to 143 percent of total annual income. Not all of the non-pecuniary benefits relate

to control, and much of the value of control will be instrumental, however it’s possible that

the intrinsic value of control plays a large role.

In addition, the intrinsic value of control may influence the market for buying versus

renting. For example, Drew (2014) reports that control over one’s living space is a major

determinant of the decision to buy a home instead of renting. In their survey, 68% of

respondents call it a major reason to buy a home (making it the fourth most important

reason behind only being a good place to raise children, being a safe place, and having more

space). Similarly, people may choose to buy a vehicle rather than use public transit or ride

sharing to gain a sense of control. This shows up in idioms like “in the driver’s seat” to mean

“in control.”3 Again, some of the value of the control in these cases is instrumental, but the

intrinsic value could matter, too.

The intrinsic value of control could also affect both supply and demand for in-kind versus

cash transfers. Cash affords more control to the recipient, so may afford recipients value

beyond the instrumental value (Simon, 2019; Skovdal et al., 2013). However giving cash

gives less control to the provider than does in-kind transfers, so an intrinsic value of control

may restrict supply of cash.

In particular, I am using this experiment to measure the effect of changes in sense of

control on people’s willingness to pay for non-instrumental control (and thus the effect of

changes in sense of control on the intrinsic value of control). The effect is relevant to impor-

3. https://www.dictionary.com/browse/in-the-driver-s-seat
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tant economic environments.

For one thing, many factors could change a person’s sense of control. The most obvious

examples are major events like job losses and unemployment (Baum et al., 1986; Goldsmith

et al., 1996), diagnoses of chronic illnesses (Williams and Koocher, 1998), and natural disas-

ters (Sneath et al., 2009), but more common occurrences matter, too: things like everyday

hassles and anxiety (Ryon and Gleason, 2014) or family conflict (Newcomb and Harlow,

1986).

There could also be important interactions between changes in sense of control and the

intrinsic value of control (and changes to willingness to pay for non-instrumental control).

For example, sense of control is associated with a number of dimensions of socio-economic

status (Mirowsky and Ross, 1990). Thus a loss in socio-economic status may lead to a loss

in sense of control. If this increases the intrinsic value of control and willingness to pay for

non-instrumental control, it may contribute to a poverty trap. Specifically, it could be that

paying for non-instrumental control (which by definition doesn’t improve outcomes) reduces

people’s ability to get out of poverty, and being in poverty increases people’s willingness to

pay for non-instrumental control. Thus, non-instrumental control might play a similar role

to temptation goods in the consumption habits of the poor (Banerjee and Mullainathan,

2010).

2.1.3 Related Literature

While the psychology literature on control is vast and multifaceted (Skinner, 1996), it does

not usually explicitly distinguish between the instrumental and intrinsic value of control.

Even pathological attempts to gain control, for example eating disorders (Surgenor et al.,

2002) or obsessive-compulsive checking (Gagné and Radomsky, 2017), might be (perceived

as) instrumental to the person employing them if they have pathological preferences or

beliefs.
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A closely related literature on “decision seeking” (Beattie et al., 1994) or the “lure of

choice” (Bown et al., 2003) finds that people seek out the ability to make choices even when

those choices don’t improve outcomes. While this is similar to an intrinsic value control, it

is distinct: the intrinsic value of control is not about the number of choices per se. Instead,

it is about control: the connection between choices and outcomes.

In economics, a small literature attempts to distinguish between the instrumental and

intrinsic value of control. A big picture finding is that people are willing to choose hypo-

thetical life choices which lead to a lower subjective well-being if those choices give more

control over their lives (Benjamin et al., 2012). More specifically, people are willing to forfeit

expected earnings in order for their payoff to be a function of their own choice rather than

someone else’s (Owens et al., 2014). In a principal-agent environment, principals are willing

to forfeit expected earnings to avoid delegating to a human agent (Bartling et al., 2014), and

this result holds with computer agents over both gains and losses (Bodadilla-Suarez et al.,

2017).

This work leaves an open question: what factors determine the intrinsic value of control

and people’s willingness to pay for non-instrumental control? Motivated by results from

psychology, I consider one such factor: changes in people’s existing sense of control.

The effect of changes in sense of control on subsequent desire for control is somewhat

mixed. Greenberger and Strasser (1986) summarize it as a desire for a balanced ratio between

desired control and (perceived) possessed control. So if desire for control is fixed, a decrease

in sense of control will lead to more desire to gain control (Brehm, 1966; Wicklund, 1974)

and an increase in sense of control will lead to less desire to gain control. This is called

reactance. On the other hand, if desire for control is allowed to vary, a decrease in sense

of control could lead to so much less desire for control that people will exhibit less effort

to gain control (Wortman and Brehm, 1975), and vice versa for an increase in sense of
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control.4 By comparing the distribution of willingness to pay for non-instrumental control

after experimentally manipulating participants’ sense of control, I can measure effects in

both directions.

It is also worth noting that there are cases in which the intrinsic value of control may be

negative and thus people might be willing to pay to avoid having non-instrumental control.

The negative consequences of psychological distress, physiological stress, and poor perfor-

mance mentioned above can come from having too much control as well as too little (Evans

et al., 1993). People might not want to have control in choices between fair and unfair out-

comes (Bartling and Fischbacher, 2012) or when the outcomes could be negative and thus

control would lead to regret (Loomes and Sugden, 1982).

2.2 Experimental Design

The experiment was conducted online using Qualtrics and the Prolific platform. The main

text of the experiment can be found in Appendix 2.A.

Participants were randomly assigned to one of three groups: high control, low control, or

baseline. All three groups were asked to write a response of at least 60 words to a prompt.

Those in the high control/low control groups were asked to describe an incident in their lives

in which they had a great deal/very little control. This treatment and the language of the

prompt follow Kraus et al. (2009). Those in the baseline group were asked to describe a

building they had seen recently.

After writing the response, the participants were asked questions about their sense of

control as a manipulation check. They were asked to rate their agreement on a scale of 1

to 5 with the following statements: “I can do just about anything I really set my mind to,”

4. People might also divert their desire from primary control (bringing the environment into line with
their wishes) to secondary control (bringing themselves into line with environmental forces) as discussed by
(Rothbaum et al., 1982). The effect on willingness to pay for (primary) non-instrumental control is the same
as if they simply desired less control, so I do not distinguish between these mechanisms.
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“Other people determine most of what I can and cannot do,” “Whether or not I am able to

get what I want is in my own hands,” and “There is little I can do to change many of the

important things in my life.” These statements are validated as measures of sense of control

in Lachman and Weaver (1998).

Participants were then offered the chance to win a bonus payment of $0.50 (in addition

to the baseline payment of $1.25 for completing the survey) if they or a computer could

correctly guess the outcome of a fair coin toss. They were asked which they preferred:

payment based on their own choice or payment based on the computer’s choice (they were

informed that the computer would guess heads or tails randomly with equal probability). To

ensure incentive compatibility in stating this preference, half the participants were given their

preferred option at no cost (this was determined randomly after the participants completed

the survey). After revealing their preference, participants stated their willingness to pay for

their preferred option using a Becker-DeGroot-Marschak mechanism. The payment would

come out of the bonus if they guessed correctly, so no payment was made if they did not get

the bonus.

The experiment was presented to 450 people, of whom 18 failed attention checks or left

the experiment without completing it. So, 432 participants completed the tasks: 147 in the

low control group, 148 in the baseline group, and 137 in the high control group. Table 2.2.1

summarizes the basic demographics of each group in the sample.

2.2.1 Comments

The choice to use a coin toss for the payoff mechanism was made to ensure that the control in

this experiment was transparently non-instrumental. Tossing a coin is a common randomiza-

tion technique, and most people will know that the ability to choose “heads” or “tails” has no

instrumental effect on the outcome. Indeed, people often use the phrase “coin toss” to refer
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Low control Baseline High control
Age 29.3 29.0 28.3

(9.9) (9.7) (9.0)
Female 0.52 0.50 0.49

(0.50) (0.50) (0.50)
Employment status:

Full-time 0.35 0.41 0.39
(0.48) (0.49) (0.49)

Part-time 0.14 0.13 0.15
(0.35) (0.33) (0.35)

Not in paid work 0.05 0.07 0.03
(0.23) (0.25) (0.17)

Unemployed 0.14 0.18 0.19
(0.35) (0.38) (0.39)

Other/unknown 0.31 0.22 0.24
(0.47) (0.42) (0.43)

N 147 148 137

Table 2.2.1: Sample demographics by group

to a random outcome with equal odds.5 To verify this, participants were asked to report

their belief that the outcome would be heads: 86% reported the correct answer (i.e. 50%),6

and the results reported below are robust to excluding those who answered incorrectly.

The benefit of using transparently non-instrumental control is the assurance that partic-

ipants’ willingness to pay is in fact for non-instrumental control rather than a mistaken at-

tempt to gain instrumental control. Related experimental work (Owens et al., 2014; Bartling

et al., 2014; Bodadilla-Suarez et al., 2017) uses more complicated mechanisms, which runs

the risk of participant misunderstanding and thus mis-measuring the effect.

The weakness of this approach is in external validity. As mentioned above, in most

5. https://www.dictionary.com/e/slang/coin-flip/

6. An additional 5% of participants answered within 10% of the correct answer. Since participants were
allowed to provide answers using a slider tool, these participants might also hold accurate beliefs and simply
mis-clicked.
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environments outside the lab, control will not be so clearly divided into instrumental and

non-instrumental. And, even if the control is non-instrumental, people may not treat it as

such. I opted to use a clean test with a clear interpretation rather than a more realistic

scenario.

To rule out decision seeking or the lure of choice, participants were asked for their guess

of the coin toss regardless of whether their or the computer’s choice would be used for the

payoff. This, too, is likely an artificial experimental feature since the number of choices and

the mapping between choices and outcomes likely go hand in hand in most non-experimental

conditions.

2.3 Results

I create a sense of control index using the answers from the sense of control statements. I

assign numerical values to each level of agreement from 1 indicating the least control to 5

indicating the most and average across the four statements. The mean sense of control index

by group is presented in Figure 2.3.1. In this and all other figures, the black capped bars

denote 95% confidence intervals.

Figure 2.3.1: Mean sense of control by group

36



The treatment did not have a statistically significant effect on participants’ sense of con-

trol. I use the same treatment as Kraus et al. (2009) and had a sufficiently large sample size

to detect effects of the magnitude they find (in an effort to reduce the load on participants,

I asked fewer questions about sense of control than they did, but I attempted to account

for the additional variation this would bring), so I expected to find a significant difference,

but this was not borne out. The point estimates are somewhat reasonable in that the low

control group reported a lower mean sense of control than the high control group, but this

is far from conclusive.

I assign a positive willingness to pay for non-instrumental control to participants who

preferred to have their payoff based on their own choice of the coin toss and a negative

willingness to pay to those who preferred to use the computer’s choice. Since the treatment

did not significantly manipulate stated sense of control, it is difficult to interpret treatment

effects on willingness to pay for non-instrumental control, but these results are presented in

Figure 2.3.2.

Figure 2.3.2: Mean WTP by group

The differences in mean willingness to pay between groups are not significant. That said,

the point estimates are consistent with reactance being the dominant effect: participants in

the low control group were willing to pay the most and those in the high control group were
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willing to pay the least.

Although the effects are not significant, I estimate the effect of changes in sense of control

using a two-stage least squares estimate with the first stage estimating sense of control as a

function of the treatment group and the second stage estimating willingness to pay for non-

instrumental control as a function of sense of control. Results are reported in Tables 2.3.1 and

2.3.2. The standard deviation of the sense of control index is 0.77 and the standard deviation

of willingness to pay is 0.23, so the estimated coefficient of -0.10 on sense of control in the

second stage indicates that a one standard deviation increase in sense of control causally

leads to a 0.32 standard deviation decrease in willingness to pay for non-instrumental control.

However, the standard errors are too large for this to be a reliable estimate.

Sense of control
Low control -0.12

(0.09)
High control -0.05

(0.09)
Constant (Baseline) 3.75

(0.06)
R2 0.005

Table 2.3.1: First stage regression results

WTP ($)
̂Sense of control -0.10

(0.23)
Constant 0.44

(0.84)
R2 0.005

Table 2.3.2: Second stage regression results

Given the mixed predictions from psychology about the effect of sense of control on
38



desire for control, one might expect treatment effect heterogeneity. If so, the insignificant

mean effects may belie important effects. However, this is no evidence that this is the case.

Kolmogorov-Smirnov tests of the equality of the distributions of willingness to pay show that

there are no significant differences between the distributions in the low control group versus

the baseline group (p = 0.99) or the in the high control group versus the baseline group

(p = 0.84).

Although the main experimental effect was inconclusive, there were some notable results

with the willingness to pay. First, the average willingness to pay for non-instrumental control

is significantly positive for all three groups and is relatively large: participants were willing

to give up an average of $0.08 out of a $0.50 prize in order to have their payoff based on their

own choice rather than a computer’s. This is especially noteworthy given how transparently

non-instrumental the control was.

Figure 2.3.3: Distribution of WTP in full sample

Second, there was substantial heterogeneity in participant’s willingness to pay. Figure

2.3.3 shows the distribution of willingness to pay in the full sample. Out of all the partic-

ipants, 25% were willing to pay $0.23 or more for non-instrumental control, and 19% were

willing to pay to avoid it.

Finally, this heterogeneity is somewhat predictable. Willingness to pay and sense of con-
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trol are significantly positively correlated (r = 0.10). This positive correlational relationship

is noteworthy as it goes in the opposite direction of the (statistically insignificant) causal

relationship. One possible explanation of the positive correlation is that people who value

control a lot (high willingness to pay) seek it out the most, and thus feel the most in control

(high sense of control).

To determine if the heterogeneity in willingness to pay is predictable along any other

dimensions, I preform a regression of willingness to pay on sense of control and the demo-

graphics from Table 2.2.1. The results are presented in Table 2.3.3. Only sense of control is

significantly correlated with willingness to pay.

WTP ($)
Sense of control 0.031

(0.014)
Age -0.002

(0.001)
Female -0.031

(0.022)
Employment status:

Full-time 0.000
(0.028)

Part-time -0.003
(0.036)

Not in paid work -0.033
(0.054)

Unemployed 0.041
(0.031)

Other/unknown -

Constant 0.030
(0.066)

R2 0.029

Table 2.3.3: WTP regression results
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2.4 Conclusion

As the sense of control manipulation did not significantly affect participants’ stated sense of

control or willingness to pay for non-instrumental control, there is little to be said about the

central question of this chapter: how do changes in sense of control affect willingness to pay

for non-instrumental control? If the results turned out to be statistically meaningful, the

magnitudes would be noteworthy. A very weak treatment of writing just 60 words led to a

difference in mean sense of control of about 0.10 standard deviations, which suggests that

sense of control is somewhat malleable. And a one standard deviation increase in sense of

control is estimated to causally decrease willingness to pay for non-instrumental control by

0.32 standard deviations, which could be economically meaningful given the high variation

in willingness to pay relative to the size of the reward in this experiment.

Despite the statistical insignificance, it remains possible that there is an effect of sense of

control on willingness to pay for non-instrumental control. To more accurately measure this

effect, a larger sample size might be useful with the simple writing treatment used here. One

might also use a stronger treatment. For example an experiment might have participants

actually undergo experiences in which they have a lot or a little control rather than simply

recalling and writing about such an experience.

Finally, the heterogeneity and predictability of willingness to pay are promising but

preliminary results.
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APPENDICES

2.A Experiment text

The full text of the experiment begins on the next page.
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CHAPTER 3

THE “BLUE WALL OF SILENCE” AND POLICE CAREERS

3.1 Introduction

Many police departments in the United States have an unwritten code “which prohibits

disclosing perjury or other misconduct by fellow officers, or even testifying truthfully if the

facts would implicate the conduct of a fellow officer” (Chin and Wells, 1997). This “blue

wall of silence”1 has existed for decades in cities throughout the country (Christopher, 1991;

Knapp, 1970; Mollen, 1994).

Stories of officers that break the blue wall of silence suggest that it is strictly enforced

(Chin and Wells, 1997; Hill, 2021; Johnson, 2006), and survey evidence shows that officers

anticipate reprisal for whistle-blowing about other officers (Trautman, 2000). Despite ample

anecdotal and survey evidence, little empirical work with observational data has been done

on this topic.

In this chapter, I use administrative data on Chicago police officers2 and the investigation

of complaints against them to create a proxy for instances of officers testifying for or against

other officers. I validate the proxy using a subset of data for which validation is possible, and

test for correlations between the proxy and important career outcomes: leaving the police

force, being promoted to higher pay grades, being accused in future complaints, and having

those complaints sustained in investigations.

The data and proxy measure are not perfect, and the empirical relationships are corre-

lational, so the results should be read with caution. That said, there are some potentially

interesting findings: officers who do not testify against other officers are less likely to leave

1. This code has been called many things including “blue code of silence,” “blue curtain,” or simply “the
code,” however “blue wall of silence” seems to be the most commonly used name.

2. Except where explicitly noted, I will used “officers” to refer to members of the Chicago Police Depart-
ment whose rank is police officer, field training officer, detective, sergeant, lieutenant, or commander.

46



the force and more likely to be accused in future complaints, and officers who do testify

against other officers are more likely to have complaints sustained against them.

3.1.1 Motivation

The blue wall of silence facilitates police misconduct. By its nature, this effect is difficult

to quantify, but the Christopher Commission (an investigation in Los Angeles following the

beating of Rodney King) found that “officers’ unwritten ‘code of silence’” is “perhaps the

greatest single barrier to the effective investigation and adjudication of complaints [against

officers]” (Christopher, 1991). So, while misconduct is rife, the blue wall protects officers

that commit infractions as minor as accidentally discharging pepper spray up to those who

commit heinous acts of brutality and murder (Christopher, 1991; Department of Justice,

2017; Knapp, 1970; Mollen, 1994). If complaints against officers cannot be effectively inves-

tigated and adjudicated and other officers cannot be relied upon to report misconduct, there

are very few ways to deter this misconduct or remove incompetent or harmful officers from

the force.

Estimating the relationship between the blue wall of silence and police officer careers

helps to estimate the magnitude of the problems at hand: both the tendency to cover up

misconduct and the preponderance of misconduct itself. In addition, it is informative about

the composition of the police force and its administration. Quantitatively measuring this

relationship with observational data is a useful complement to existing anecdotal and survey

evidence. While numerous stories document the fact that officers who testify against other

officers face retaliation in many forms, these stories may be the most extreme examples

and don’t necessarily represent the typical case. Surveys confirm that officers expect this

retaliation if they were to blow the whistle on misconduct in more typical environments,

but it’s not clear how accurate officer’s beliefs are in those surveys or how the stated beliefs

affect behavior.
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3.1.2 Related Literature

Work in the law and law enforcement literature provides a useful background for the mech-

anisms which underlie the results in this chapter. First, how can officers avoid breaking the

blue wall of silence? One way is literal silence: failing to report wrongdoing they have wit-

nessed. Survey evidence indicates that this is more common with some types of wrongdoing

than others; for example officers say they are much more likely to report outright theft from

a crime scene than an inappropriate romantic relationship with the victim of a crime (West-

marland and Conway, 2020). Anecdotal evidence suggests that officers are willing to stay

silent even about horrible brutality and torture, such as the case of Abner Louima in New

York (Skolnick, 2002) in which Louima was subjected to “sadistic assault” by an officer and

“proudly showed off” to other officers, but none of the officers that witnessed this immediately

came forward and reported the acts. Another way to comply with the blue wall of silence

is to lie to cover up wrongdoing. It is common for officers to deny witnessing wrongdoing

or claim that apparent transgressions were necessary due to unusual circumstances – even

in cases of extreme violence and even when testifying under oath (Chin and Wells, 1997;

Koepke, 1999).

And second, what are the consequences of breaking the blue wall of silence? Stories of

retaliation against whistle-blowers abound (Chin and Wells, 1997; Hill, 2021; Johnson, 2006).

These officers face professional consequences like poor performance reviews and assignment

to undesirable posts or duties, and other officers threaten to withhold backup if the whistle-

blowing officers are in danger. They also face personal consequences: social exclusion and

harassment ranging from insults to death threats. The nature of police work and training

leads to strong bonds between officers: comparable to family and close friends (Kleinig,

2001). So even social exclusion – seemingly the least aggressive of these tactics – is a

harsh punishment. And, importantly, it’s clear from surveys that officers are aware of these

retaliatory behaviors and anticipate they would happen if they break the blue wall of silence
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(Trautman, 2000).

A number of other studies in economics have used the Chicago police complaints data

(Ba, 2020; Ba and Rivera, 2022; Rozema and Schanzenbach, 2001). The most relevant finds

that complaints against officers are a strong predictor of civil rights litigation against those

officers (Rozema and Schanzenbach, ming). Importantly, they find that even allegations that

are not sustained by the investigations are predictive of civil rights litigation. This may be

evidence that unsustained allegations are in fact true and the officers were protected in part

by the blue wall of silence.

3.2 Background

During the study time period (2007 to 2017), the CPD had a standardized, regulated sys-

tem by which complaints against officers were supposed to be handled.3 The process began

when a civilian or another officer reported wrongdoing to the police department or a city

government oversight agency called the Independent Police Review Authority (IPRA).4 A

single complaint could contain multiple allegations of wrongdoing and multiple accused offi-

cers. The police department was required to report any complaints it received to IPRA, so

it managed all complaints.

After receiving the complaint, IPRA determined which agency would investigate the

complaint based on the nature of the alleged misconduct. City ordinance dictated that

IPRA had jurisdiction over some types of misconduct,5 and all other types were investigated

3. Only the most relevant details of the complaint process are mentioned here. A fuller explanation can
be found in Independent Police Review Authority (“IPRA”) Rules (http://www.chicagocopa.org/wp-con
tent/uploads/2016/08/Final-IPRA-Rules-Regulations.pdf). Direct quotes in this section are taken
from that document.

4. Prior to 2007 the oversight agency was a civilian-run branch of the police department called the Office
of Professional Standards. In 2007, the agency became independent of the police department and was
named the Independent Police Review Authority. In 2017 IPRA was replaced by the Civilian Office of Police
Accountability.

5. These are excessive force, domestic violence, coercion, and bias-based verbal abuse.
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by the CPD Bureau of Internal Affairs.6

The investigating agency performed the investigation by reviewing the available evidence

and conducting interviews with the complainant, witnesses, and accused officers. Sometimes

CPD officers acted as witnesses in the investigation process. IPRA defined witness officers

as officers “against whom formal action [was] not reasonably contemplated (including disci-

plinary, administrative, or criminal sanctions).” IPRA could issue subpoenas to officers, and

the officers could be compelled to testify under oath.

When the investigation was complete, the investigating agency considered the prepon-

derance of evidence and assigned each allegation against each accused officer to one of four

categories: sustained (the allegation is supported by substantial evidence), not sustained

(there is insufficient evidence to either prove or disprove the allegation), unfounded (the

allegation is false or not factual), or exonerated (the incident occurred but the actions of the

accused were lawful and proper). If the allegations were sustained, the investigating agency

recommended discipline for the officer. The CPD reviewed the findings and recommendations

and might approve or amend them with its own processes.

3.2.1 Comments

Two features of this process are especially important in interpreting the empirical results

below, especially the proxy for testimony defined in Section 3.4.2. First, acting as a witness

was not voluntary for officers; the investigating agencies chose which officers to question and

were able to compel officers to testify. So, simply appearing as a witness does not indicate

any breaking of the blue wall of silence. Second, witness officers were specifically not being

considered for disciplinary action. So, for example, acting as a witness in an investigation

that finds wrongdoing on the part of the accused officers is not an indication that the witness

committed any misconduct.

6. This includes criminal misconduct, bribery and other forms of corruption, drug or other substance
abuse, driving under the influence, as well as all operational and other violations of CPD rules.
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It should be noted that the process described above was the de jure system, but it does

not fully represent the de facto system. A 2017 report by the United States Department

of Justice documents a litany of ways the process was interfered with or performed inad-

equately by CPD officers and administration (Department of Justice, 2017). The section

titles alone are telling: “The City Has Put in Place Policies and Practices that Impede the

Investigation of Officer Misconduct,” “Investigations That CPD Does Conduct Are Neither

Complete Nor Fair,” “Insufficient Staffing Contributes to IPRA’s Investigative Deficiencies,”

and “Investigations Lack Timely Resolutions, Undermining the Quality of Investigations and

Credibility of the Process.” Specific examples of interference include tampering with video

and audio evidence and intimidating complainants and witnesses. The results of this chapter

should be understood with these institutional problems in mind.

3.3 Data

The data for this chapter come from the Invisible Institute’s Chicago Police Data made

available through the Citizens Police Data Project.7 The Invisible Institute is a journalism

production company based in Chicago. The data were obtained by the Invisible Institute

through litigation and Freedom of Information Act requests. I restrict attention the complete

years in the data 2007 to 2017.

3.3.1 Officer Data

The police officer data were initially collected by CPD. I include all officers who were on

the force for at least a full year in the sample period. The data cover officer race, gender,

and date of birth as well as the date the officer was appointed and (if the officer has left

the force as of 2017) the date the officer left the force (the data do not specify if the officer

was terminated or left the force voluntarily). It also includes panel data for each officer-year

7. https://cpdp.co/
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of the officer’s salary and rank. In total, there are 16,463 unique officers represented (with

12,752 officers active in a given year on average).

Age 43.0
(8.9)

Tenure (years) 14.3
(8.0)

Salary ($) 80,592
(12,814)

Female 0.23
(0.42)

Race:
Asian/Pacific Islander 0.03

(0.16)
Black 0.24

(0.43)
Hispanic 0.20

(0.40)
Native American/Alaskan Native 0.00

(0.06)
White 0.52

(0.50)

Table 3.3.1: Demographics (Officer-year)

3.3.2 Complaints Data

The complaints against officers data were initially collected by IPRA. I include all complaints

whose investigations were closed during the sample period and whose findings appear in

the data. Each complaint has data on which officers were accused, the alleged misconduct,

which officers acted as witnesses, the date on which the investigation was completed, and the

findings of the investigation for each allegation and accused officer (sustained, not sustained,

unfounded, or exonerated). I reduce the four possible findings to two: sustained and not
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sustained (which includes not sustained, unfounded, and exonerated). Two findings are

recorded in the data: the finding recommended by the investigating agency and the final

finding as decided by the CPD. The recommended finding is missing from a small number

of allegations (about 1%). For those allegations, I assume that the recommended finding

is the same as the final finding (this is true for 99% of the allegations for which both are

available). In a small number of complaints (about 0.5%) an officer is included both as an

accused officer and a witness officer; this is likely an error given the institutional rules, so

these officers are included only as accused officers in the analysis. In total, there are 34,165

complaints of which 3,850 have at least one allegation sustained as recommended by the

investigating agency and 3,633 have at least one allegation sustained as the final decision by

CPD.

3.4 Analysis

3.4.1 Descriptive Statistics

Figure 3.4.1: Complaints against officers per year

The career outcomes of interest are leaving the force, receiving a promotion (defined as

an increase in pay grade), receiving complaints, and having those complaints sustained in
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Figure 3.4.2: Complaints sustained against officers per year

the recommendation by the investigating agency (i.e. complaints in which any allegation is

sustained against the officer).

Of the 16,463 officers in the sample, 3,689 leave the force during the sample period. On

average, officers leaving the force are 55.3 years old (s.d. = 7.9) and have 25.1 years of tenure

as an officer for the CPD (s.d. = 8.3).

And 2,241 officers receive at least one promotion (with a total of 2,471 promotions). On

average, officers receiving a promotion receive a 13.9% increase in salary (s.d. = 8.4) for an

average of $11,436 per year (s.d. = 6,748).

In total, 11,924 officers receive at least one complaint against them and 3,002 officers

have at least one complaint sustained against them. The distribution of complaints received

is shown in Figure 3.4.1, and the distribution of complaints sustained is shown in Figure

3.4.2. Because the data are an unbalanced panel, these numbers are normalized to a per

officer-year basis. The most notable feature of the complaints is the right skew: 10% of

officers account for 40% of all officer-complaints and 10% of officers account for 74% of all

sustained officer-complaints. This is a well-known phenomenon and is true in many cities

around the country (Terrill and Ingram, 2016).

The inputs of interest are the findings of investigations in which an officer acts as a
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Figure 3.4.3: Officers acting as witness per year

Has officer witness?
Yes No

Any sustained 5,068 25,247
None sustained 1,514 2,336

Table 3.4.1: Investigation recommended finding and presence of officer witness

witness. The distribution of number of times witnessing is shown in Figure 3.4.3. This

distribution is similarly right-skewed: 10% of officers account for 43% of officer-witnesses.

Table 3.4.1 summarizes the recommended findings of investigations with and without offi-

cer witnesses; “any sustained” refers to investigations in which at least one allegation was

sustained against any of the accused officers and “none sustained” refers to investigations in

which none of the allegations against any of the accused officers were sustained. A higher

share of investigations have any allegation sustained when an officer witness is present. Table

3.4.2 shows the distribution of investigation findings at the officer level. While most officers

witness in investigations where none of the allegations are sustained, there is some variation:

among officers who witnessed in 3 or more investigations, 10% had more than 66% of those

investigations end with at least one allegation sustained.

There is substantial variation in witnessing by officer rank. Table 3.4.3 shows the number
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Number of times witnessed
Share “any
sustained” 1 2 3+

0 0.74 0.61 0.45
(0, 1/3) 0.18
[1/3, 2/3] 0.33 0.27
(2/3, 1) 0.08
1 0.26 0.06 0.02
N officers 3,854 2,077 2,099

Table 3.4.2: Share of complaints with any allegation sustained with officer as witness

Rank N officers
Police officer 13,689
Field training officer 394
Detective 1,758
Sergeant 2,119
Lieutenant 460
Commander 141

Table 3.4.3: Number of officers ever holding rank

of officers who ever held each rank during the study time period (the sum is higher than

the number of officers as some officers hold different ranks at different times in the study

time period). Figure 3.4.4 shows the number of times witnessing by rank and Figure 3.4.5

shows the share of “any sustained” investigations by witness rank. In these and all other

figures, the black capped bars denote 95% confidence intervals. Both generally increase with

rank. The increase in number of times witnessing makes sense as an accused officer’s superior

officer is often called to witness – even if they were not present for the alleged wrongdoing.

(Detectives are an outlier rank in this pattern, but this also makes sense as detectives are

not supervising officers and are typically not present on the scene for the sorts of civilian

interactions that lead to complaints.) The increase in share of “any sustained” investigations
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could be a number of factors; possibly the investigating agency is more likely to bring in a

superior officer as a witness if they anticipate sustaining allegations.

Figure 3.4.4: Number of times officer acts as witness per year by rank

Figure 3.4.5: Share of complaints with any allegation sustained with officer as witness by
rank

3.4.2 Proxy for Testimony

For most investigations, the content of witness officer testimony is not directly observable.

So, I must create a proxy for whether the witness officers testified for or against the accused

officers. To do so, I use the finding of the investigation as recommended by the investigating
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agency: if the any of the allegations in the complaint were sustained, this is evidence that

the witness officers testified against the accused officers, and if none of the allegations in the

complaint were sustained, this is evidence that the witness officers testified for the accused

officers. This is motivated by the fact that officers are seen as more credible than civilians

(Chin and Wells, 1997). So, if the complaint is sustained, it is likely that there was some other

form of evidence than the testimony of civilian complainants or witnesses. This additional

evidence could be the testimony of a witness officer. I use the finding recommended by the

investigating agency as this seems more likely than the final finding to hinge on the content

of officer testimony.

To validate this proxy, I use the subset of cases for which the investigation summary

reports are publicly available (due to e.g. statute or Freedom of Information Act request).

In these reports, the content of the witness officers’ testimony is not available verbatim,

but is summarized in sufficient detail to determine its contribution to the investigation. I

randomly sampled 10 investigations with at least one witness officer and coded the testimony

as against the accused officers if the testimony provided new information or corroborated

existing information that indicates wrongdoing on the part of the accused officers. If the

testimony indicated no wrongdoing or was uninformative (for instance if the witness officer

said they did not remember the event or any important details), I coded the testimony as

for the accused officer. The results of this exercise are summarized in Table 3.4.4 (the sum

of the cells in the table is greater than 10 since investigations can have multiple witness

officers).

For
Accused

Against
Accused

Any sustained 10 9
None sustained 21 0

Table 3.4.4: Recommended finding and content of officer testimony
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For all of the sampled investigations in which none of the allegations were sustained,

all of the witness officers testified for the accused officers. For the investigations in which

at least one of the allegations was sustained, about half of the witness officers testified for

the accused and and half against. So, let anyit and noneit be the number of investigations

in which officer i was a witness in year t for which the finding was any sustained or none

sustained respectively. I create the proxies for testifying for and against the accused officers

as follows:

f̂ orit = noneit +
anyit
2

, and

̂againstit =
anyit
2

.

In the analysis below, I will show regression results for both the findings (any and none)

and the proxies (f̂ or and ̂against). Note that these are simply linear transformations of each

other, so the coefficients and their standard errors can be computed easily from each other.8

One concern with this proxy is that officers who are witnesses in cases where allegation

are sustained are themselves prone to misbehavior (since they were in the presence of others’

misbehavior). If so, the proxy would capture misbehavior rather than the content of officer

testimony. This is unlikely for three reasons. First, as mentioned above, witness officers are

defined as being out of consideration for disciplinary action. Second, the complaint process

takes a broad view of which officers are considered accused; from the review of publicly

available investigation summary reports, it is clear that any officer who possibly committed

wrongdoing is included as an accused officer and thus not a witness officer (for example if

the complainant is uncertain which officer committed the behavior, the investigation will

generally include all officers present as accused officers). Finally, as shown in Table 3.4.5,

8. Let βi and σi be the coefficient and corresponding standard error on i. Then β
f̂or

= βnone, σf̂or
=

σnone, β ̂against = 2βany − βnone, and σ ̂against =
√

4σ2
any + σ2

none − 4σany,none.
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officers who witness when allegations are sustained receive fewer complaints than officers

who witness when allegations are not sustained, indicating less misbehavior as perceived by

the public.

As witness
More “Any
sustained” Equal More “None

sustained”
Complaints against 3.6 5.7 6.7

(4.3) (5.5) (6.6)
N officers 1,379 783 5,870

Table 3.4.5: Complaints against officers by witness investigation outcomes

3.4.3 Career Outcomes

To measure the relationship between witnessing behavior and career outcomes, I perform

logistic regressions of the outcomes in each officer-year on the cumulative sums of the number

of any sustained and none sustained findings in which the officer was a witness or the proxies

of testifying against and for the accused officer. Since terms for both any and none sustained

or terms for both proxies of testifying against and for other officers are included in the

regression, the baseline of comparison is officers who have not testified at all. I include

controls for year (fixed effect for each year), age (fixed effects for 5-year bins), tenure on the

force (fixed effects for 5-year bins), race, gender, rank, salary (fixed effects for $5,000 dollar

bins), and cumulative sum of complaints against and complaints sustained against. In the

promotions regression, I use lagged rank and salary, and in the complaints regressions, I use

lagged complaints against and complaints sustained against. Specifically, the regressions are

of the form

logit(pit) = α + βXit + γ
t∑

t′=2007

vit + δ
t∑

t′=2007

wit + ϵit
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for officer i in year t where p are the probabilities of the outcomes of interest, X are the

controls, and v and w are the witness inputs (either any and none or ̂against and f̂ or).

For all the regressions, standard errors are clustered at the officer level. The number of

officer-years varies by regression since some covariates perfectly predict outcomes, and the

perfectly predicted observations are dropped. Tables 3.4.6 and 3.4.7 summarize the results.

Leaving
the force

Leaving
the force

Receiving
Promotion

Receiving
Promotion

Cumulative sum, as witness:
Any sustained (any) -0.023 0.046

(0.036) (0.041)
None sustained (none) -0.069 -0.038

(0.029) (0.023)
Cumulative sum, proxy:

Against accused ( ̂against) 0.022 0.129
(0.082) (0.088)

For accused (f̂ or) -0.069 -0.038
(0.029) (0.023)

Controls X X X X
N officer-years 113,750 116,414
Pseudo-R2 0.35 0.15

Table 3.4.6: Logistic regression results - Personnel changes

Officers who testify in favor of other officers are less likely to leave the force than both

officers who testify against other officers and officers who don’t testify at all. The parameter

estimate of -0.069 implies an average marginal effect of not testifying against another officer

(according to the proxy) is a 0.16 percentage point decrease in the probability of leaving the

force each year; since the baseline probability is 2.6%, this is a 6.1% decrease. This may

reflect career benefits for maintaining the blue wall of silence. However, officers who testify

against other officers show no significant difference in leaving the force relative to officers

who don’t testify at all.
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There are no significant relationships between testimony and promotions, which is not

surprising as promotions are primarily determined by test scores.9 That said, it may be

that the officers who are more likely to remain on the force after maintaining the blue wall

of silence are less likely to become officers (if e.g. they stayed on the force because of

camaraderie with other officers rather than a desire to advance up the ranks). If so, there

could be a causal effect that does not appear in the regression as a result of selection.

Against officer
Any

complaint
Any

complaint
Any complaint

sustained
Any complaint

sustained
Cumulative sum, as witness:

Any sustained (any) 0.034 0.097
(0.018) (0.031)

None sustained (none) 0.121 0.008
(0.009) (0.019)

Cumulative sum, proxy:
Against accused ( ̂against) -0.053 0.186

(0.037) (0.068)
For accused (f̂ or) 0.121 0.008

(0.009) (0.019)
Controls X X X X
N officer-years 122,186 121,905
Pseudo-R2 0.15 0.06

Table 3.4.7: Logistic regression results - Complaints

Interestingly, officers who testify in favor of other officers are significantly more likely to

receive complaints against them (with an average marginal effect of 2.10 percentage points

or 7.3%), but officers who testify against other officers are significantly more likely to have

complaints sustained against them (with an average marginal effect of 0.47 percentage points

or 17.3%). So, conditional on having a complaint made against them, officers who testify

9. Chicago Police Department Hiring Plan For Sworn Titles (https://www.chicago.gov/content/da
m/city/depts/dhr/supp_info/HRpolicies/CPD_Hiring_Plan_with_apx.pdf)
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against other officers are more likely to have the complaint sustained.

These results are consistent with reciprocity in witnessing. That is, officers may be more

likely to break the blue wall of silence against officers who have broken the blue wall of

silence in the past (thus increasing the rate at which complaints against them are sustained)

and less likely against those who haven’t. If so, officers who have maintained the blue wall

of silence in the past may feel safe committing misconduct knowing that other officers will

not testify against them – thus increasing the rate at which they receive complaints. If this

is the case, the regression results are a biased estimate of the causal effect of testifying for or

against other officers on leaving the force and receiving a promotion since I control for the

total number of complaints against and number of complaints sustained against officers; if

those investigation findings are endogenous, the parameter estimates will be biased. I have

no direct evidence of this sort of reciprocity, so this is merely one possible explanation of the

patterns in the data.

3.5 Conclusion

The effects of the blue wall of silence are inherently difficult to quantify. With this chap-

ter, I present an initial attempt to do so by investigating the relationships between officers

witnessing in complaint investigations and their career outcomes.

The most important weakness of this evidence is that it is purely correlational and thus

may suffer from major endogeneity bias. There are a number of ways this could manifest.

The most obvious is that officers likely have information that is unobserved in the data which

relates to the consequences of testifying, and they may choose how to testify based on this

information. This would likely lead to overestimating the benefits and underestimating the

costs of testifying either for or against another officer. And, as mentioned above, the various

inputs and outputs could feed into each other in ways that are not picked up with these

estimates.
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The other major weakness is that I must use a proxy for the content of testimony rather

than directly observing the testimony itself. Given that I validate the proxy and find it

reasonably convincing, I believe this is likely to add noise rather than be systematically

incorrect. That said, the noise could be substantial. In principle, one could attempt to

retrieve all of the reports of the investigations (e.g. through Freedom of Information Act

requests) and code all of the officer’s testimony. I leave this task to future researchers.

With these weaknesses in mind, the key findings are that officers who maintain the blue

wall of silence by not testifying against other officers (according to the proxy) are less likely

to leave the force and more likely to be accused in future complaints. Officers who break

the blue wall of silence are more likely to have complaints sustained against them. All told,

these results are consistent with career benefits from choosing not to testify against other

officers and possible retaliation against officers who do testify against other officers, however

this is not conclusive.
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