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ABSTRACT

Phonon modes at microwave frequencies can be cooled to their quantum ground state using

conventional cryogenic refrigeration, providing a convenient way to study and manipulate

quantum states at the single phonon level. Phonons are of particular interest because mech-

anical deformations can mediate interactions with a wide range of different quantum sys-

tems, including solid-state defects, superconducting qubits, and optical photons when using

optomechanically active constructs. Phonons, thus, hold promise for quantum-focused ap-

plications as diverse as sensing, information processing, and communication. In this thesis,

we describe a piezoelectric quantum bulk acoustic resonator with a 4.88 GHz resonant fre-

quency, which, at cryogenic temperatures, displays large electromechanical coupling strength

combined with a high intrinsic mechanical quality factor Qi ∼ 4.3 × 104. Using a recently

developed flip-chip technique, we couple this resonator to a superconducting qubit on a sep-

arate die and demonstrate the quantum control of the mechanics in the coupled system.

The resonator lifetime at a single phonon level is measured, which yields a Qi ∼ 5.43× 103.

This lower quality factor at a single phonon level is likely due to the two-level system (TLS)

defects contamination in the device. To test whether this dissipation comes from the TLS

defects, a hole-burning technique is implemented to saturate those defects. As a result, the

resonator quality factor is enhanced back to Qi ∼ 3 × 104, which demonstrates that TLS

defects contribute the dissipation significantly in our device.
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CHAPTER 1

INTRODUCTION

Hybrid quantum systems have attracted significant recent interest, for applications in both

quantum information processing and quantum engineering and technology [1–7]. Quantum

acoustics can play an essential role in hybrid quantum systems, as mechanical degrees of

freedom can couple many different types of systems. For example, the research in Ref. [8]

demonstrates a quantum transducer using an intermediary nanomechanical resonator that

converts the electrical excitation of the superconducting quantum bit (qubit) into a single

phonon with a piezoelectric interaction, and then subsequently converts that phonon to an

optical photon with an optomechanical resonator. This transducer realizes a new type of

hybrid quantum network, and potentially it can be used for building distributed quantum

computers. In addition to interacting with optical [9–21] and microwave photons [22–30],

many other experiments demonstrate that mechanical waves can be used to interact and con-

trol spin ensembles [31, 32], quantum dots [33, 34], artificial atom [35] and two-dimensional

materials [36]. Those results show that the mechanical system can be an ideal candidate

for developing a quantum communication platform, distributed quantum computers and

quantum-limited sensors.

In the past several decades, people were able to build quantum-limited mechanical force

sensors [2, 37]. Due to their operating frequency and sensitivity, people have been consid-

ering using those sensors as detectors for dark matter [38–40] or gravitational waves [41–

43]. For example, many experiments have observed cosmic ray events on superconducting

chips. When a cosmic ray or a high-energy particle hits the superconducting chips, it ion-

izes the substrate and radiates high-energy phonons. Those phonons can propagate a long

distance and break the Cooper pairs into quasiparticles, and cause errors in the quantum

processor [44–46]. Those errors usually are fatal for quantum computing and need to be

removed or corrected if possible. However, from another perspective point of view, if those

phonons can be trapped in the mechanical cavity for enough time, we may open a new

1



window to explore our universe by studying the properties of those captured phonons.

Furthermore, quantum computing can also benefit from mechanical systems. Several

proposals have been made for protecting qubits by using a quantum harmonic resonator [47–

50]. The idea is to encode qubits into a long-lifetime resonator to minimize qubit energy

relaxation decay. Those proposals are demonstrated by coupling a qubit to a long lifetime

electromagnetic resonator at cryogenic temperature [51–55]. However, due to the physical

size of the electromagnetic resonator (∼ 50mm3), the scalability for building a quantum

computer with this approach is technically challenging. The potential solution here is to re-

place the electromagnetic resonator with a long-lifetime mechanical resonator [56]. Because

of slow speed of sound, the mechanical resonator can be made with a much smaller physical

size (∼ 0.1mm3), and a compact integrated device can be made easily. Recent research

demonstrates that optomechanical resonators can reach a lifetime above 1 ms at both room

temperature and cryogenic temperature [57, 58]. As a result, combining quantum acous-

tics with superconducting circuits becomes an interesting approach to building a quantum

computer.

To interact with superconducting circuits, mechanical resonators are usually fabricated

on piezoelectric substrates in order to have strong electromechanical interaction. Many

groups have developed different types of electromechanical devices for quantum acoustic

experiments. For example, surface acoustic wave devices integrated with superconducting

circuits can be used for storing and transferring quantum information [24, 26, 28, 35, 59–61].

In addition to surface acoustic wave devices, people can also couple qubit to bulk acous-

tic resonators, and test several quantum computational protocols with those bulk acoustic

devices [22, 23, 25, 27, 30, 62, 63]. However, the long lifetime mechanical resonator is only

realized in the optomechanical system and is not demonstrated in the electromechanical

system yet. Those phonons of the electromechanical resonators do not approach the life-

times of photons in electromagnetic cavities [64–66]. The mechanism of this issue is not

well-understood. As a result, having a long-lifetime electromechanical resonator with a large

2



coupling rate is still a challenging problem. In this thesis, we will develop a new elec-

tromechanical resonator by using a different material combination. To improve its lifetime,

the device is suspended and shielded by phononic crystals to avoid phonon scattering loss.

The coupling strength is maintained in the MHz range by using a strong piezoelectric ma-

terial with an interdigital transducer. With this new approach, we expect the lifetime of an

electromechanical resonator can be improved and can still interact with the qubit strongly.

This thesis is structured as follows: In chapter 2, we introduce the theory for under-

standing superconducting circuits and mechanical resonators. This theory helps us to design

our experiments. In chapter 3, we discuss the circuit design, including coupling the qubit

to a mechanical resonator. In chapter 4, we describe the fabrication process of our devices,

especially focusing on the process of making our electromechanical resonators. In chapter 5,

we show the characterization of our resonators and several related experimental results. In

chapter 6, we conclude the thesis with the outlook of several potential experiments that can

be performed in the future.
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CHAPTER 2

THEORY

For our experiment, we want to develop a long-lifetime electromechanical resonator, which

can be potentially used for storing quantum information. The mechanical resonator is fabric-

ated on the bilayer membranes, where a piezoelectric material is deposited on a thin silicon

device layer. The resonator consists of an interdigital transducer (IDT) and acoustic mirrors.

The IDT is used for generating mechanical waves, and the mechanical wave can be trapped

by two acoustic mirrors to create a Fabry-Pérot cavity. In order to study the property of the

mechanical resonator at the quantum regime, we couple the resonator to a superconducting

qubit, and use the qubit to control and manipulate the phonon in the resonator.

In this chapter, we introduce the necessary theory to understand superconducting circuits

and mechanical devices. Understanding this theory is very important since it can guide us in

choosing materials, designing circuits and performing experiments. Several good references

for superconducting circuits can be found in Ref. [67–74], and for mechanical devices can be

found in Ref. [75–81].

2.1 Superconducting circuits

2.1.1 LC resonator

Before discussing qubits, we first take a look at simple harmonic oscillators. For an LC

circuit shown in Fig. 2.1 (a), its Hamiltonian is given by

H =
Q2

2C
+

Φ2

2L
(2.1)

where Q is the charge stored in the capacitor C and Φ is the flux in the inductor L. This

LC resonator can be quantized by promoting charge and flux as quantum operators obeying

4



Superconductor Superconductor

Insulator

(a) (b)

(c) (d)

Control line

Frequency-tunable qubit

Circuit symbol for JJ 

Figure 2.1: (a) Schematic of a LC resonator. (b) Top: Schematic of a Josephson junction,
comprising a thin insulator barrier (blue) sandwiched by the two superconductors. The
phase difference between the two superconductors is denoted by δ. Bottom: circuit symbol
for a Josephson junction. (c) Schematic of a non-linear LC resonator. (d) Circuit diagram
for a frequency-tunable qubit. The control line can generate the external flux (purple) into
the SQUID and thus change the qubit frequency.

the canonical commutation relation

[Φ̂, Q̂] = jℏ. (2.2)

where j ≡
√
−1 = i. With this relation, we can define the creation and annihilation operators

as

a =
j√

2ℏω0L
Φ̂ +

1√
2ℏω0C

Q̂, (2.3)

a† =
−j√
2ℏω0L

Φ̂ +
1√

2ℏω0C
Q̂, (2.4)

where ω0 = 1/
√
LC. The Hamiltonian for a quantum harmonic oscillator can then be

rewritten as

H = ℏω0

(

a†a+
1

2

)

, (2.5)
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and its eigenstates satisfy

H|m⟩ = ℏω0

(

m+
1

2

)

|m⟩ = Em|m⟩, (2.6)

where |m⟩ is known as a Fock state and Em is its corresponding energy. From Eq. 2.6, we

know that the corresponding energy levels of a LC resonator are equally spaced by ℏω0.

Detailed information about quantum harmonic oscillators and their properties can be found

in Ref. [68, 73].

2.1.2 Superconducting qubits

An ideal qubit is a two-level system that is measured and controlled. In the typical LC

circuit, all the elements are linear, and the energy levels are equally spaced. This becomes

an issue since we want to focus on just a two-level system with a specific energy level splitting

of ℏωge. The solution to this problem is to introduce a nonlinear element into the circuits,

so the energy levels are no longer spaced equally. This can be achieved if we have Josephson

junctions (JJs), which serve as a non-linear inductor.

Josephson junctions can be made by growing a thin oxide layer between two supercon-

ductors (see Fig. 2.1). This allows the superconducting phase to be different on either side

of the oxide barrier. This phase difference δ is related to the current I and the voltage V by

the Josephson relations [82]:

I = Ic sin (δ) (2.7)

V =
Φ0

2π

dδ

dt
(2.8)

where Φ0 = h/2e is the flux quantum and Ic is the critical current of the junction. Now we

differentiate Eq. 2.7 and insert the result into Eq. 2.8. We can then define the inductance

6



Lj by

V =
Φ0

2πIc

1

cos (δ)

dI

dt
=

Lj0
cos (δ)

dI

dt
≡ Lj

dI

dt
(2.9)

where Lj0 = Φ0

2πIc
. With this formula, we can observe that the Josephson junction is a

non-linear inductor with a value depending on cos (δ). The energy stored in the JJ can be

calculated by integrating V I over time,

E =

∫ t

−∞
V Idt′ = −EJ cos(δ) (2.10)

where EJ = IcΦ0/2π is called the Josephson energy. If we connect this inductor with a

capacitance, we can engineer a non-linear LC resonator, as shown in Fig. 2.1 (c). The

Hamiltonian of the non-linear LC resonator is given by [67]

H =
Q2

2C
− EJ cos(δ) (2.11)

=4ECn
2 − EJ cos(δ) (2.12)

where n = Q/2e is the number of Cooper pairs and EC = e2/2C is the charge energy.

Assuming δ is small, we can Taylor expand and rewrite the Hamiltonian as

H ≈ 4ECn
2 + EJ

δ2

2
− δ4

24
(2.13)

=
√

8EJEC

(

a†a+
1

2

)

− EC

12
(a+ a†)4, (2.14)

where

δ =

(

2EC

EJ

)1/4

(a+ a†), (2.15)

n = −j
(

EJ

8EC

)1/4

(a− a†). (2.16)
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Here, the constant and higher-order terms are dropped off for brevity. The eigenenergy of

this Hamiltonian is then given by [67]

Em = m
√

8EJEC − EC

12
(6m2 + 6m) (2.17)

where m is an integer corresponding to the energy level of the nonlinear LC circuit. The last

term in the Eq. 2.17 comes from the nonlinearity of the JJ, and it makes the energy levels

not equally spaced. The energy levels of the non-linear LC resonator are shown in Fig. 2.2.

The E0, E1 and E2 correspond to the energy levels of the resonator ground state |g⟩, first

excited state |e⟩ and second excited state |f⟩, respectively. The resonator frequency ωge is

then determined by

ωge =
E1 − E0

ℏ
. (2.18)

The typical value of ωge is designed to be about 5 GHz. The anharmonicity η of this resonator

is defined by the frequency difference between |g⟩-|e⟩ and |e⟩-|f⟩ transitions,

η = ωef − ωge. (2.19)

The typical value of η is about −200MHz. With the anharmonicity, we can use the lowest

two energy levels (|g⟩ and |e⟩) as the computational basis, and thus treat this nonlinear LC

circuit as a qubit.

Now, if a single junction is replaced by a junction pair (so-called superconducting quantum

interference device, or SQUID [83]), and the junction pair are shunted with a capacitance, we

can create a frequency-tunable qubit. By using an external control line to change the flux in

the junction loop, the equivalent inductance can be controlled and thus the qubit frequency

can be tunable. In this thesis, the frequency-tunable qubit used in our experiments is called

an Xmon [84], and its circuit geometry is shown in Fig. 2.1 (d). The typical value for the

8



(a) (b)

Figure 2.2: (a) Energy potential (blue) for a simple harmonic LC circuit. The energy levels
(green) are equally spaced by ℏω0. (b) Energy potential (black) for a nonlinear LC circuit.
The nonlinearity of the circuit makes the potential deviate from the potential of the linear
LC circuit (blue dashed line). The energy levels are not equally spaced, and the lowest
two levels (|g⟩ and |e⟩) are usually used as the computational basis. The insets show the
corresponding circuit diagrams.

Xmon capacitance Cq is about 90 fF.

2.1.3 Qubit readout

Qubit measurement is a very challenging problem since the qubit is very fragile and sensitive

to noise. We want to isolate the qubit from the environment but somehow extract the

information from it. A method to resolve this difficulty involves coupling a resonator to the

qubit and using the dispersive shift of the resonator to know the state of the qubit [85].

Several experiments [51, 86, 87] have demonstrated non-demolition quantum measurement

by using this method.

To understand this method, we need to look at the Jaynes-Cummings model, which

describes how a two-level system interacts with a harmonic oscillator [88]. The Jaynes-

Cummings Hamiltonian is given by [89]

HJC = ℏωra
†a− 1

2
ℏωqσz + ℏg(σ− + σ+)(a

† + a) (2.20)
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where ωr and ωq are the resonant frequencies of the oscillator and qubit, a and σ− are the

annihilation operators of the oscillator and qubit excitations, respectively, σz is the qubit

Pauli operator, and g is the coupling strength. By using the rotating-wave approximation

given by [68, 73, 89], we can rewrite the Jaynes-Cummings Hamiltonian as

HJC = ℏωra
†a− 1

2
ℏωqσz + ℏg(σ−a† + σ+a) (2.21)

The σ−a and σ+a
† terms are dropped off due to the violation of the excitation number

conservation. We also define the detuning ∆ = ωq − ωr. If ωr ≫ |∆| ≫ |g|, we are

in the so-called dispersive limit. In this regime, we can apply a unitary transformation

U = e
g
∆
(a†σ−−aσ+) and rewrite a new Hamiltonian H ′

JC given by [89]

H ′
JC = UHJCU

† = ℏωra
†a− 1

2
ℏωqσz − ℏ

g2

∆
σza

†a (2.22)

= ℏ(ωr + χσz)a
†a− 1

2
ℏωqσz (2.23)

= ℏωra
†a− 1

2
ℏ(ωq − 2χa†a)σz (2.24)

where the dispersive shift χ ≡ −g2

∆ . If we consider the second excitation (|f⟩ state) of the

qubit, the dispersive shift is modified by a factor [67] related to the anharmonicity η

χ =
−g2
∆

1

1 + ∆/η
. (2.25)

In Eq. 2.23, we can see that the oscillator frequency is shifted by the ±χ based on the state

of the qubit. As a result, by measuring the readout resonator and monitoring its frequency,

we can know the state of the qubit. Furthermore, the qubit frequency can also be shifted

based on the number of excitations in the oscillator (ω′q = ωq−2χa†a), as shown in Eq. 2.24.

This useful formula provides us with a method to measure the population of the oscillator.

10
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Figure 2.3: Left: readout transmission signal from our typical qubit device. The transmission
signal is represented by a complex number I + jQ. The resonant frequency fr is shifted due
to different qubit states. The difference between two dashed lines indicates 2χ ∼ 1.5MHz.
Right: Prepared qubit states are plotted in the complex I-Q plane. The qubit ground state
(|g⟩), first (|e⟩) and second (|f⟩) excited states correspond to different regions in the I-Q
plane.

In Fig. 2.3, we show the dispersive shift of a readout resonator1. Although here we use the

readout resonator as an example, the Jaynes-Cummings model is valid for coupling qubit

to any type of harmonic oscillator [27, 28, 85], including the mechanical resonator we will

discuss in this thesis.

In the typical design, the readout resonator is a quarter-wave coplanar waveguide (CPW)

resonator, with one end capacitively coupled to the qubit and the other end inductively

coupled to a transmission line. The energy decay rate κr of the readout resonator to the

transmission line usually is designed to be a few MHz. This κr also needs to match 2χ to

have optimal visibility [69]. Due to this energy decay rate, the qubit can still lose its energy

through the transmission line, and thus the κr cannot be too large2. This limits how fast

we can read out the qubit state. To avoid this limitation, one of the solutions is to use a

1. The measured signal has amplitude and phase information, which is a complex number that can be
mapped into quadratures I and Q components [69].

2. This energy decay rate γ is given by [90], and can be approximated as γ = g
2
κr

∆2 .
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Figure 2.4: The microwave transmission signal of the readout line, measured by a vector
network analyzer (VNA). The Purcell filter feature (broad peak near 6.5GHz) aligns with
the readout resonator frequency with a narrow dip at about 6.5GHz.

Purcell filter to protect a qubit [69, 91–93], so its energy doesn’t decay too quickly even with

a larger κr. The Purcell filter is a bandpass filter, which allows the energy to be transferred

only near the readout frequency but suppresses it elsewhere. In this thesis, the Purcell filter

is designed to be a half-wave CPW resonator weakly coupled (Qc,in ∼ 2000) to the input line

while strongly coupled (Qc,out ∼ 20) to the output line3. This filter allows us to enhance

κr by a factor of Qc,out while keeping the qubit lifetime unchanged. The typical microwave

transmission signal of a Purcell filter with a readout resonator is shown in Fig. 2.4. Detailed

information about designing Purcell filter can be found in Ref. [69].

2.1.4 Qubit control lines

With a proper design of the qubit anharmonicity, we can always address the lowest two

energy levels as the computational basis. As a result, we ignore the |f⟩ state, and the

quantum state of a qubit can be expressed as

ψ = cos (θ/2)|g⟩+ sin (θ/2)ejφ|e⟩. (2.26)

3. Detailed discussion about quality factors can be found in the Appendix. D.
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λ/4 readout resonator

Purcell filter

Figure 2.5: (a) Qubit state represented on a Bloch sphere. (b) Qubit control lines (black)
and readout schematic. The positions of the input and output line on the Purcell filter
(purple) determine Qout and Qin. The Xmon qubit consists of a SQUID (red) in parallel
with a capacitance (blue). The readout resonator (green) is a quarter-wave resonator.

To have better intuition, we can plot a qubit pure state on the surface of a unit sphere, which

is called the Bloch sphere, as shown in Fig. 2.5. In this presentation, the θ and ϕ correspond

to the polar and azimuthal angle of the unit vector on the Bloch sphere. Frequency-tunable

qubits are usually controlled by an XY control line and a Z control line. The XY-line is

capacitively coupled to the qubit, and the on-resonant microwave pulse is sent via the XY-

line to drive the qubit. This is equivalent to rotating the qubit state along any axis on the

equator of the Bloch sphere. The Z-line is inductively coupled to the SQUID loop of a qubit.

The fast DC pulse is sent via a Z-line to the SQUID to change the qubit frequency. This is

equivalent to rotating a qubit along the z-axis of the Bloch sphere. The circuit of the Xmon

qubit, control and readout lines are shown in Fig. 2.5. Detailed information about designing

the control lines can be found in Ref. [69, 73]

2.1.5 Capacitive and inductive coupling

When we couple two microwave electromagnetic resonators, the natural ways are using either

capacitive or inductive coupling. The corresponding circuit diagrams are shown in Fig. 2.6.

Capacitive coupling requires one element to drive a voltage across other elements, while

inductive coupling requires one element to drive a current through other elements. The
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Figure 2.6: The circuit diagrams for (a) capacitive and (b) inductive coupling of two reson-
ators.

coupling strength gc for capacitive coupling and gl for inductive coupling are given by [74]

gc =
1

2

Cc
√

(C1 + Cc)(C2 + Cc)

√
ω1ω2 (2.27)

and

gl =
1

2

M√
L1L2

√
ω1ω2 (2.28)

respectively. Here, ω1 and ω2 are the resonant frequencies of the two resonators. Both

formulas can be applied to a nonlinear resonator or a qubit, if we replace the linear inductor

with a nonlinear element such as a Josephson junction.

The discussion above refers to fixed coupling. Because of frequency crowding, this kind of

coupling becomes harder to implement when the quantum processor becomes more complex.

To avoid this issue, different kinds of tunable couplers have been created and implemented in

quantum processors [94–100]. With those couplers, the interactions between two resonators

can be turned off even if they are tuned at the same frequency. However, the tradeoff

here is that we need more control lines to individually control the coupler, which is also a

challenging problem for scaling up the quantum processor. The tunable coupler we use in

this thesis was first demonstrated in Ref. [97], where two qubits were inductively coupled.

This combination of an Xmon qubit and a tunable coupler is referred to as a Gmon qubit.

Our group then adopted this technique and coupled the Gmon qubit to a surface acoustic
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wave (SAW) resonator [24]. Here, we will follow the same strategy and couple the Gmon

qubit to a thin-film bulk acoustic resonator (FBAR). The detailed circuit design is discussed

in chapter 3.

2.2 Mechanical device

In this section, we sketch a discussion from several references [75–78, 80, 81], and use the

theory of solid mechanics to understand mechanical waves and piezoelectric response. Several

critical elements introduced here will be used later for building our mechanical device.

2.2.1 Elastic waves in a solid

Wave propagation in a solid can be determined by the wave equation subject to the boundary

condition representing the device geometry. In solid mechanics, the wave equation for a solid

is given by the Newtonian equations

∇ ·T(r) = −ρω2u(r, t), (2.29)

Tij = cijklSkl (2.30)

Skl =
1

2

(

∂uk
∂xl

+
∂ul
∂xk

)

(2.31)

where u(r, t) is the relative displacement for a cube at a given time t, and the cube oscillates

at the frequency ω. The T(r) is the stress tensor and can be connected to the strain tensor

S by the stiffness matrix c. The indices i, j, k, l are in the range from 1 to 3, indicating three

different spatial directions x̂, ŷ and ẑ.

For a plane wave propagating in an infinite isotropic elastic medium, the displacement

u(r, t) of the wave takes the form

u(r, t) = u0e
−j(k·r−ωt) (2.32)
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where ω is the angular frequency and k is the wavevector. The direction of u0 and k

determines the polarization of the wave.

Many quantum acoustic experiments are using surface acoustic waves [24, 26, 28, 35, 60],

which is a unique wave propagating only at the surface of the solid. We can derive its

profile by using the wave equation with boundary conditions. We consider a surface acoustic

Rayleigh wave propagating on the surface of a semi-infinite isotropic solid. The surface

(z = 0) of that solid has a stress-free boundary condition. Since the wave is confined on

the surface of a solid, we expect its wave amplitude decays exponentially into the solid.

The characteristic decay length is approximately equal to its wavelength. Putting all the

requirements together, the Rayleigh surface acoustic wave takes a form given by [76]

u(r, t) = A(uxx̂+ uy ŷ + uz ẑ)e
−j(kRx−ωt) (2.33)

ux = γeakRz − ebkRz (2.34)

uy = 0 (2.35)

uz = j

(

γaeakRz − 1

b
ebkRz

)

(2.36)

where a, b and γ are positive and real numbers, A is the displacement amplitude and kR

is the wavevector of the Rayleigh surface acoustic wave. Detailed information about the

Rayleigh surface acoustic wave can be found in Ref. [75, 76].

In this thesis, however, we focus on the other type of wave: the Lamb wave. Here, we

consider a plane wave propagating in the x-direction in a thin isotropic semi-infinite plate.

The thickness 2h of the plate is less than or equal to the wavelength, and the normal vector

of the plate is pointed into the z-direction. The wave properties can be obtained by using a

similar approach [101]. In this case, the top and the bottom surfaces are stress-free, and we

have

Tzz(z = ±h) = Txz(z = ±h) = 0 (2.37)
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Figure 2.7: Lamb wave in a bilayer membrane (330 nm AlN on 220 nm Si). (a) Volumetric
strain profile of A0 (top) and S0 (bottom) modes obtained from finite element simulations,
with exaggerated deformation. (b) The sound speed for the A0 and S0 modes.

With those constraints, the Lamb wave is divided into two categories: symmetric wave (Sn)

and anti-symmetric wave (An), where n is the mode index and is integer-valued. Their

speeds and displacement profiles are quite different, and their properties depend strongly on

the ratio of film thickness to wavelength. In Fig. 2.7, we show the profile of the fundamental

A0 and S0 modes when the wavelength λ0 = 2µm and the thickness h = 550 nm in aluminum

nitride (AlN) on silicon (Si). In the experiment we will discuss later, we focus on the S0

mode since its frequency is about 5GHz and is easier to couple to a qubit.

2.2.2 Piezoelectricity

Certain materials exhibit a unique property, piezoelectricity, where their crystals can deform

strongly when an electric field is applied. Furthermore, when their crystals are stretched,

special charge distribution can be generated. In other word, for piezoelectric substrates, the

strain S, stress T and electric field E are coupled together, and their relations are given by

D = ϵ · E+ e · S (2.38)

T = −et · E+ c · S (2.39)
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where D is the electric displacement, ϵ is the dielectric tensor, e is the piezoelectric tensor

and et denotes the transpose of e. Piezoelectricity provides us with a unique way to detect

mechanical vibrations with electrodes. Furthermore, we can generate mechanical vibrations

by applying a voltage to a transducer, which will be discussed in the next section.

So far, we have discussed the wave propagating in an isotropic material. For piezoelectric

substrates, a similar wave can exist. In this case, we need to consider the electrical boundary

condition on the surface and the anisotropy of the piezoelectric substrate. The wave velocities

for a free surface (vf ) and a metalized surface (vm) on the piezoelectric substrate are different.

For a metalized surface, the electrical field is shorted at the surface, and this would slow

down the velocity vm. The difference between the velocities is related to the piezoelectric

coupling strength of the material. The electromechanical coupling coefficient K2 is defined

by

K2/2 ≡ (vf − vm)/vm (2.40)

For most piezoelectric materials, K2 is less than one percent [76, 78]. In our experiment, we

choose aluminum nitride (AlN) since it is a relatively strong piezoelectric material (K2 ∼

0.01), and we can control its properties by using a commercial sputter tool. Besides, by

combining AlN with thin silicon films, this material combination also opens the possibilities

for optical experiments and building hybrid quantum systems [8, 17].

2.2.3 Interdigital transducer

A Lamb wave or a SAW in a piezoelectric substrate can be detected and launched by elec-

trodes. An interdigital transducer is an array of signal and ground electrodes that match

the mechanical wave profile. The wavelength λ0 of the mechanical wave is determined by

the pitch (p) of the electrodes. When voltage is applied to the electrodes, an electrical field

is generated between the transducer signal and ground electrodes. As we have discussed
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Figure 2.8: (a) Schematic of the single-electrode transducer connected to an external source.
(b) An optical image of an IDT.

above, this electric field can introduce stress to the piezoelectric substrate, and thus the

mechanical wave can be launched if the frequency of the electric field matches that of the

mechanical wave. Furthermore, when the piezoelectric substrate is deformed by mechanical

waves, IDT can detect deformations due to the induced voltages, and thus captures the

mechanical waves. For the Lamb wave, both symmetric and anti-symmetric waves can be

generated by the IDT. We design our device such that the S0 mode is at about 5 GHz, while

the A0 mode is at about 2 GHz. When driving IDT at the S0 mode frequency, any energy

in the A0 mode is expected to be a loss since the A0 mode is not phase-matched to the IDT.

The single-electrode transducer has an electrode pitch equal to half of the wavelength

(p = λ0/2), as shown in Fig. 2.8. The IDT aperture is labeled by W and its width Lt is

determined by the product of the electrode finger pairs Np and the wavelength (Lt = Npλ0).

To better understand the IDT, we can look at its electrical admittance

Yt = Ga(ω) + jBa(ω) + jωCt (2.41)

where Ga(ω) and Ba(ω) are the acoustic conductance and susceptance respectively, and Ct is

the IDT geometric capacitance [76]. The conductance Ga and Ba are related to the acoustic

response, where electrical energy is converted into mechanical vibrations. We consider the

simplest case where the IDT is an array of lossless and non-reflective single-finger electrodes,
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Figure 2.9: The IDT electrical response for the different number of finger pairs.

and it has angular frequency ωt, aperture W and electrode finger pairs Np. The Ga is then

given by [76]

Ga(ω) = G0

[

sin(X)

X

]2

≈ K2N2
pωtWϵ∞

[

sin(X)

X

]2

(2.42)

where ϵ∞ is the effective dielectric constant of the substrate and X = Npπ
ω−ωt
ωt

. The

bandwidth of the IDT is approximately equal to ωt/(2πNp). Based on this formula, having

more IDT finger pairs enhances the IDT response, at the price of narrowing its bandwidth

(see Fig. 2.9). For AlN, the product of K2ϵ∞ is about 20 times larger than for quartz or

gallium arsenide. As a result, the AlN transducer can have a broadband acoustic response

with only a few finger pairs.

2.2.4 Loss mechanisms for surface acoustic wave devices

For conventional SAW devices, there are four common loss mechanisms [76]. The first one

is beam steering, which is related to the crystalline orientation of the substrate. Anisotropic

materials can exhibit beam steering, which causes misalignments between the direction of the

SAW and its wavevector k. For the SAW transducer, the k is determined by the transducer

geometry, and its direction usually is designed to be perpendicular to the IDT fingers. When

driving the IDT, a specific frequency is selected and its wavevector k is determined by the
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Figure 2.10: (a) Schematic slowness curve (gray), showing the k as a function of ϕ. The
angle θ indicates the misalignment of the crystal axis (green) with the device. The angle γ
is the beam steering angle. (b) Schematic diagram shows the SAW propagation direction
(blue) if beam steering is included.

dispersion relation ω(k). However, the magnitude |k| depends on the properties of the

substrate, and the wavevector is not always aligned with the propagating direction. This idea

can be explained by looking at the slowness curve, which is a polar plot of the inverse speed

(1/v) versus angle ϕ in the k-space (see Fig. 2.10). By using the parabolic approximation [76],

we have

kx = k(ϕ = 0)− aky −
1

2
bk2y (2.43)

a = tan(γ) (2.44)

b =

(

1 +
dγ

dθ

)

sec2 γ (2.45)

For a given crystal orientation and propagation direction, a, b and k(ϕ = 0) are constants.

The second term on the right-hand side of Eq. 2.43 causes the beam steering, and this

effect can be minimized if the crystal axis is aligned to the SAW propagation direction

(normal to the IDT finger orientation). The third term on the right-hand side of Eq. 2.43

causes diffraction, and this is the second loss mechanism for SAW devices. The diffraction

happens even if the crystal axis is aligned with the wavefront (a = 0 and b = 1). For the

SAW resonator device, by making the IDT aperture W longer, the diffraction loss can be

suppressed [78]. For sputtered AlN films, the AlN grains are randomly distributed in-plane

orientation and thus should have a very small beam steering effect. For our typical device,
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we design the device such that the IDT aperture is long enough to alleviate the diffraction

loss.

The third loss mechanism for SAW devices is the two-level system (TLS) defects in the

materials. Those defects create loss channels. For example, if we make a SAW resonator, the

energy stored in the resonator can leak out to the TLS defects and thus the quality factor

of the resonator is decreased. The origin of the TLS defects is not well understood, but

the defects are found to be related to the damage of the surface during the fabrication or

material growth. If the participation of the surface is decreased or eliminated, the lifetime

of the resonator can be enhanced. This idea has been demonstrated in a wafer-scale bulk

acoustic resonator [23, 25], where the standing wave is created between the top and bottom

surfaces of a wafer. Instead of confining the mechanical wave on the surface of a substrate,

the wave in this type of resonator is confined in the bulk volume, and thus it is less sensitive

to the loss at the surface and interfaces.

The final loss mechanism for SAW devices is phonon scattering. The phonon scattering

comes from the surface asperities, such as dust, contamination, crystal defects and metal

features of IDT and acoustic mirrors. For many materials, the dominant asperities are the

metal features of IDT and mirrors [80]. This loss mechanism can be minimized if we can

make a freely-suspended device. Besides, to avoid the loss from the metal features of acoustic

mirrors, we can replace the metal mirror structures with phononic crystals (PCs), as PC is

demonstrated to be a low-loss acoustic element optomechanical resonators [58]. These two

potential solutions lead to our new device design and will be discussed in the thesis.

2.2.5 Phononic crystals

Waves in periodic structures can be understood by Bloch’s theorem, which states that waves

can be described as a product of a plane wave and a function with a periodicity of the

structure. In other words, the relative displacement u(r) has translation symmetry and is
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Figure 2.11: (a) The electron scanning microscope (SEM) images of a phononic crystal.
Left: the phononic crystal array. Right: A closer look at the cross shape. (b) Schematic
of the PC structure. The crystal geometric parameters include W = 183 nm, H = 486 nm,
R1 = 36 nm, R2 = 26 nm, a = 550 nm, t = 220 nm and θ = 85◦. (c) Volumetric strain
profile (with exaggerated deformation) of the Γ = 0 mode at about 5.7GHz. (d) The band
structure of a unit cell, plotted along Γ → X →M → Γ in reciprocal space. The bandgap is
located between 4 to 6 GHz (shaded purple region). The solid blue lines show the different
mechanical modes of the crystal. The dashed line indicates the resonant mode confined in
the phononic crystals.

given by

u(r) = uk(r)e
jk·r (2.46)

uk(r+ a) = uk(r) (2.47)

where k is the wavevector, a is the lattice vector and the time-dependent terms in the

equations are dropped for brevity. The function uk(r) is called the Bloch function, and

it has the periodicity of the crystal lattice. The eigenfrequencies and eigenvectors of the

structure can be calculated by inserting Eq. 2.46 into Eq. 2.29. By applying translation

symmetry and solving for a large set of k values, the band structure with ki values in the

interval [−π
a ,

π
a ] are obtained. This region is called the first Brillouin zone (FBZ). Detailed

information about designing PCs can be found in Ref. [77].

23



In finite element simulations (COMSOL4), by applying periodic boundary conditions and

solving Eq. 2.29, we can design a quasi-2D phononic crystal with sufficiently large bandgap,

as shown in Fig. 2.11. The crystal we fabricate has a bandgap located between 4 and 6 GHz.

If the designed mechanical mode is surrounded by such phononic crystals and its frequency

lies within the bandgap, the displacement profile of that mode decays exponentially into the

crystals, and thus the phononic crystals serve as acoustic shields.

4. https://www.comsol.com/
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CHAPTER 3

CIRCUIT DESIGN

Circuit design plays an important role in a successful experiment. In this chapter, the circuit

design for superconducting circuits and mechanical systems is discussed. The qubit used in

our experiment is a Gmon qubit, which is a combination of an Xmon qubit with a tunable

coupler [97]. A circuit model for the experiment is shown in Fig. 3.1. The Cq, Lq and Rq

represent qubit capacitance, qubit SQUID inductors and qubit resistance respectively. The

coupler consists of several inductors, including Lg, Lw and Lc. The Lc here is a Josephson

junction and its phase ϕ can be controlled by an external drive line (G-line). The maximum

coupling strength between a qubit and mechanical resonator is achieved when the coupler

junction phase is equal to π, while minimum coupling strength happens when the phase is

π
2 or 3π

2 [97, 102]. The mechanical resonator can be described by the Butterworth-van Dyke

model (BVD) model [76, 103]. The Rm, Cm, and Lm represent the lumped-circuit elements

for the mechanical resonator. The C0 and Re represent the geometric capacitance and

the loss of an interdigital transducer. The two Lfc and L′fc represent flip-chip inductors,

one is on the qubit chip (Lfc) and the other is on the mechanical resonator chip (L′fc).

Two chips are coupled to each other by Lfc and L′fc, with a mutual inductance M . The

R′
fc represents loss from the flip-chip inductor on the piezoelectric substrate. Due to the

piezoelectricity, inductors on the piezo substrates have much larger phonon emissions, and in

general, have much higher dissipation than on sapphire or silicon. The typical loss tangent1

for a piezoelectric substrate is between 100 × 10−6 and 2000 × 10−6, which is at least two

orders of magnitude larger than a sapphire or silicon substrate [104–108]. In our model, the

loss of the inductors on the sapphire chip is ignored. In the following sections, we discuss

the circuit components step by step and will build the full circuit model (see Fig. 3.1) with

control lines at the end of the chapter.

1. The dominant loss of the piezoelectric substrates mostly comes from the acoustic emission, not from
the dielectric loss. The use of loss tangent terminology is not well defined for the piezoelectric substrates.
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Rq

Lq

Lg

Lc Lw

Lfc L′fc R′
fc C0 Re

Lm Cm Rm

M

Figure 3.1: Circuit model for a qubit integrated with a BVD resonator. The control lines
are dropped for brevity.

3.1 Butterworth-van Dyke (BVD) circuits

C0 Re

Lm Cm Rm

Figure 3.2: The circuit diagram for a BVD resonator.

The Butterworth-van Dyke model is a common lumped element circuit model to describe the

electrical response of a piezoelectrical mechanical resonator. This model includes a geometric

capacitance C0 with an electrical loss element Re, in parallel with a RLC circuit that is for

modeling a mechanical system, which consists of a mechanical inductance Lm, a mechanical

capacitance Cm and a mechanical loss Rm (see Fig. 3.2). Those lumped elements can be

determined by the material properties and the device geometry. In general, the material

properties can be obtained from the supplier or COMSOL simulation. If not, more dedicated

experiments need to be designed to study the material properties. For the SAW resonator

shown in Fig. 3.3, the C0 is given by the IDT geometric capacitance,

C0 ∼ Ct = NpWϵ∞ (3.1)
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Acoustic mirror IDT

SAW

Figure 3.3: The schematic diagram of the SAW resonator. The IDT with finger pairs Np = 5
is shown in this diagram.

The mechanical capacitance Cm is given by [76]

Cm

C0
∼ Lt
Lcavity + 2Lp

K2. (3.2)

where Lt = Npλ0 is the IDT width and λ0 is the wavelength of the SAW, Lp is the penetration

depth that the SAW can go into the acoustic mirrors, and Lcavity is the distance between

two acoustic mirrors. If the acoustic mirror is made by PCs, Lp is about a few µm. The

mechanical resonant frequency ωs is related to the SAW speed v, and we assume it is matched

with the IDT resonant frequency ωt. The Lm is then given by

ωs ∼ ωt =
2πv

λ0
=

1√
LmCm

. (3.3)

For a Lamb wave of S0 mode on the AlN/Si membranes, v is about 10 km/s. With the

equations above, we can know the BVD lumped circuit parameters based on the device

dimension and material properties. The resistances Rm and Re are more related to the

defects from fabrication and material growth, and it is hard to distinguish one from the

other. The dissipation in the resonator can be extracted by measuring the quality factor of

the resonator, as we will discuss below.

Now, we can write down the impedance of the BVD circuit,

ZBVD =

[

1

1/(jωC0) +Re
+

1

1/(jωCm) + jωLm +Rm

]−1

. (3.4)
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This circuit has two resonances. One resonance ωp involves C0 and the mechanical inductance

Lm, which is called the electromechanical resonance (or parallel mode). The other resonance

ωs involves the mechanical elements Cm and Lm, and it is called the mechanical resonance

(or series mode). The ωp and ωs are given by

ωs = 2πfs =

√

1

LmCm
(3.5)

ωp = 2πfp =
1√

LmCm

√

1 +
Cm

C0
= ωs

√

1 +
Cm

C0
(3.6)

The mechanical resonance ωs is defined when the BVD impedance is zero, while the elec-

tromechanical resonance ωp is defined when the impedance is infinite, as shown in Fig. 3.4.

Both resonances can be characterized by two-port transmission measurements. In Fig. 3.5(a),

4.57 4.58 4.59 4.60 4.61 4.62 4.63 4.64

Frequency (GHz)

10
0

10
2

10
4

|Z
B
V
D
|
(Ω

)

Figure 3.4: The absolute value of an impedance for a BVD circuit. The circuit parameters
include Lm = 0.15µH, Cm = 8 fF, C0 = 1pF, Re = 0Ω and Rm = 0.1Ω. The dashed and
dash-dot lines indicate fs and fp respectively.

a “through” configuration is shown and we probe the electromechanical resonance since the

transmission dip shows up when the impedance is infinite. In Fig. 3.5(b), on the other hand,

the “tee” configuration is displayed and the transmission dip shows up when the impedance

is zero, which corresponds to the mechanical mode. As we will show later, the Gmon qubit

is coupled to the mechanical mode, which is emphasized in the “tee” configuration.

With the BVD resonator parameters, we can calculate the 1/S21 and extract the resonator
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1

(a) (b)
Through Conf.

Tee Conf.

2

1 2

Figure 3.5: The microwave transmission measurement schematic diagram for (a) through
configuration and (b) tee configuration. The two ports are labeled by 1 and 2 respectively.

quality factor from a transmission measurement [109]. If Re is ignored, ZBVD is given by

ZBVD =
1 + jωRmCm − LmCmω

2

−RmCmC0ω2 + j(ωCm − ω3LmCmC0 + ωC0)
(3.7)

=
1 + jωRmCm − LmCmω

2

ω(C0 + Cm)
[

(−Rm
C0Cm
C0+Cm

ω) + j − LmC0Cm
C0+Cm

ω2
] (3.8)

=
1 + jωRmCm − LmCmω

2

jω(C0 + Cm)(1 + jωRmC̃ − LmC̃ω2)
(3.9)

where C̃ = CmC0

Cm+C0
. For the “through” configuration, we can define

ω = ωp(1 + δ) (3.10)

Q
p
i =

1

RmC̃ωp
. (3.11)

If we Taylor expand around the resonance ωp, and then ZBVD can be approximated as

follows

ZBVD(ω ∼ ωp) ∼
1 + jωp(1 + δ)RmCm − LmCmω

2
p(1 + δ)2

jωp(1 + δ)(C0 + Cm)
[

1 + jωp(1 + δ)RmC̃ − LmC̃ω2p(1 + δ)2
] (3.12)

∼
1 + jωpRmCm − LmCmω

2
p

jωp(C0 + Cm)

[

1 +
j(1+δ)
Qp
i

− (1 + 2δ)

] (3.13)

= −
Q
p
i (1 + jωpRmCm − LmCmω

2
p)

ωp(C0 + Cm)(1 + j2δQ
p
i )

. (3.14)
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(a) (b)

Figure 3.6: Microwave transmission signal with a through configuration. (a) The amplitude
(top) and phase (bottom) of the transmission signal. Combining the amplitude and phase
information, 1/S21 is plotted at (b). The diameter of the circle indicates the ratio of Q

p
i /Q

p
c .

If the Q
p
c is the same, a larger circle implies that the resonator has a higher internal quality

factor.

We can define Z
p
l = −1+jωpRmCm−LmCmω2

p

ωp(C0+Cm)
, and the inverse S21 is given by

ZBVD(ω ∼ ωp) =
Q
p
i |Z

p
l |e

jϕ

1 + 2jδQ
p
i

(3.15)

S−1
21 (ω ∼ ωp) = 1 +

ZBVD(ω ∼ ωp)

2Z0
= 1 +

Q
p
i e

jϕ

Q
p
c(1 + 2jδQ

p
i )

(3.16)

where φ is an arbitrary phase and the Q
p
c is defined as 2Z0

|Zp
l
| . The S

−1
21 of a “through” config-

uration is shown in Fig. 3.6. Similar approaches can be applied to the “tee” configuration,

and the results are listed below

ZBVD(ω ∼ ωs) =
1 + 2jδQs

i

Qs
iωs(C0 + Cm)(1 + jωsRmC̃ − LmC̃ω2s)

(3.17)

=
|Zs

l |ejϕ(1 + 2jδQs
i )

Qs
i

(3.18)

S−1
21 (ω ∼ ωs) = 1 +

Z0
2ZBVD(ω ∼ ωs)

= 1 +
Qs
i e

−jϕ

Qs
c(1 + 2jδQs

i )
(3.19)
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Figure 3.7: The typical circuit diagram for measuring a BVD resonator. The generator
usually is a vector network analyzer (VNA). The attenuation comes from the attenuators in
the setup and the loss from the microwave cables.

where Zs
l = 1

ωs(C0+Cm)(1+jωsRmC̃−LmC̃ω2
s )
, Qs

c =
2|Zs

l |
Z0

and Qs
i =

1
RmCmωs

.

3.2 Estimating the number of phonons in a BVD resonator

A typical setup for probing a BVD resonator is shown in Fig. 3.7. The generator has an

impedance Z0 = 50Ω and an output power of P0. P0 is reduced by an attenuator2 A and

is connected to a BVD resonator. In the following, we use the “through” configuration as

an example, and show how to estimate the energy stored in the resonator. This estimation

could provide useful information to understand the two-level system (TLS) defects in our

device.

We first look at the circuit when it resonates at ωs. The ZBVD(ωs) is given by

ZBVD(ωs) =

(

jωsC0 +
1

Rm

)−1

(3.20)

The currents that go through the mechanical elements and geometric capacitance are given

I0 = jωsC0(V1 − V2) (3.21)

Im =
V1 − V2
Rm

(3.22)

2. The attenuator is expressed in the decibel unit.
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The voltage V2 can be obtained by the voltage divider formula

V2 =
V1

1 + ZBVD(ωs)/Z0
(3.23)

By inserting V2 back to Eq. 3.22, we can get

Im =
V1

Rm[1 + Z0/ZBVD(ωs)]
(3.24)

The voltage V1 is the sum of the incident (V +
1 =

V +
0√
A
) and reflected (V −

1 = V −
0 ×

√
A)

voltages. The V −
1 can be expressed as

V −
1 = S11V

+
1 =

ZBVD(ωs)

ZBVD(ωs) + 2Z0
V +
1 (3.25)

where S11 is the element from scattering parameters [110]. The V1 is then given by

V1 = V +
1 + V −

1 (3.26)

=
2ZBVD(ωs) + 2Z0
ZBVD(ωs) + 2Z0

V +
0√
A
. (3.27)

The total energy Es
m stored in the mechanical elements can be calculated as follows

Es
m =

Lm|Im|2
2

(3.28)

=
Lm
2

(

V1
Rm

)2 1
∣

∣

∣

∣

1 + Z0

ZBVD(ωs)

∣

∣

∣

∣

2
(3.29)

= 4
Lm
2

(

1

Rm

)2 1
∣

∣

∣

∣

1 + Z0

ZBVD(ωs)

∣

∣

∣

∣

2

∣

∣

∣

∣

1 +
ZBVD(ωs)

Z0

∣

∣

∣

∣

2

∣

∣

∣

∣

2 +
ZBVD(ωs)

Z0

∣

∣

∣

∣

2

|V +
0 |2
A

(3.30)
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= 4
LmP0
R2
mZ0A

∣

∣

∣

∣

ZBVD(ωs)

∣

∣

∣

∣

2

∣

∣

∣

∣

2 +
ZBVD(ωs)

Z0

∣

∣

∣

∣

2
(3.31)

where P0 =
|V +

0
|2

2Z0
is the input power from the generator. The phonon numbers ⟨ns⟩ can be

estimated by

Es
m ∼ ⟨ns⟩ ℏωs (3.32)

If the resonance is at ωp, we can use similar approaches to estimate the phonon number. In

this case, V1 − V2 and current I ′m for the electromechanical mode are given by

V1 − V2 =
V1

1 + Z0/ZBVD(ωp)
(3.33)

I ′m =
V1 − V2

ZBVD(ωp)
(3.34)

Thus, total energy E
p
m stored in the mechanical elements and its corresponding phonon

number is

E
p
m =

1

2
Lm|I ′m|2 (3.35)

=
1

2
Lm

∣

∣

∣

∣

V1
ZBVD(ωp) + Z0

∣

∣

∣

∣

2

≈
〈

np
〉

ℏωp (3.36)

where
〈

np
〉

is the phonon numbers when the resonator is at resonance ωp.

3.3 Qubit coupled to a mechanical resonator

In this section, we will evaluate the interaction between a qubit and a BVD resonator. For

simplicity, we ignore all the dissipative elements in both mechanical systems and supercon-

ducting circuits, as shown in Fig. 3.8(a). Some typical lumped-element circuit parameters
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are listed in Table 3.13.

Cq 88.0 fF

Lq 8.0 nH

Lg 0.3 nH

Lc 1.0 nH

Lw 0.25 nH

Lfc 0.25 nH

L′fc 0.25 nH

M 225.0 pH

C0 1.0 pF

Cm 8.0 fF

Lm 0.15µH

Table 3.1: Typical lumped-element circuit parameters for a qubit and a FBAR resonator.

The circuits can be simplified with the following transformation. First, we replace the

mutual inductor with a T-circuit of inductors, and then we combine all the inductive elements

in the coupler, using the formulas in Appendix B.1 and B.2. The simplified circuits are shown

in Fig. 3.8(b) and (c). Finally, we can define L1, L2 and L3 as:

L1 ≡
(Lc + Lw + Lfc −M)Lg

Lc + Lw + Lfc + Lg
(3.37)

L2 ≡ LgM

Lc + Lw + Lfc + Lg
(3.38)

L3 ≡
(Lc + Lw + Lfc −M)M

Lc + Lw + Lfc + Lg
+ L′fc −M (3.39)

3. We ignore the loss terms Rq, Re and Rm for brevity.
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Vq L1
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V2 L3 Vm

C0
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Lm CmIm

Figure 3.8: Circuit model without dissipative elements. (b) The mutual inductor in (a) is
replaced by a T-circuit. (c) The inductors are re-combined by using the circuit transforma-
tion in Appendix B.
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In Fig. 3.8(c), the voltage V2 can be derived in three different ways. First, V2 can be

obtained by the following equation:

V2 = jωL2I2 = jωL2(Iq − Im − I0) (3.40)

= jωL2[Iq − (1 + jωC0Zm)Im] (3.41)

where I0 = Vm
1/(jωC0)

= jωC0ZmIm and Zm = 1
jωCm

+ jωLm. Second, the voltage V2 can

be calculated by:

V2 = Vm + jωL3(Im + I0) (3.42)

= Vm + jωL3Im(1 + jωC0Zm) (3.43)

= Im[Zm + jωL3(1 + jωC0Zm)] (3.44)

Lastly, V2 can be calculated from the current coming from the qubit

V2 = Vq − jωL1Iq (3.45)

= −ZqIq − jωL1Iq (3.46)

where Zq =
1

jωCq
+ jωLq. Since Eq. 3.41=Eq. 3.44=Eq. 3.46, two relations are given by

[Zq + jω(L1 + L2)]Iq − jωL2(1 + jωC0Zm)Im = 0 (3.47)

jωL2Iq − [jω(1 + jωC0Zm)(L2 + L3) + Zm]Im = 0 (3.48)

Eq. 3.47 and Eq. 3.48 can be combined into eigenvalue equation







Zq + jω(L1 + L2) −jωL2(1 + jωC0Zm)

jωL2 −jω(1 + jωC0Zm)(L2 + L3)− Zm













Iq

Im






=







0

0






(3.49)
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If Lc is tuned to infinite (coupler is ”off”), we find L2 = 0, L1 ∼ Lg and L3 ∼ L′fc. The

off-diagonal terms in Eq. 3.49 become zero and the two systems are decoupled. The qubit

then has an eigenfrequency wq satisfying

1

jωqCq
+ jωqLq + jωqLg = 0 (3.50)

and we can solve the equation to get

ωq =

√

1

Cq(Lq + Lg)
(3.51)

The resonator has an eigenfrequency wr given by

jωr(1 + jωrC0Zm)L′fc + Zm = 0 (3.52)

and we replace Zm with Cm and Lm

ω4rL
′
fcC0LmCm − ω2r [LmCm + L′fc(C0 + Cm)] + 1 = 0 (3.53)

Eq. 3.53 is exactly the same equation if the BVD circuit is in series with an inductor and

we solve for the zeros of that circuit impedance. One of the roots of Eq. 3.53 is close to

ωr =
√

1
Cm(Lm+L′

fc
)
, while the other root is at a much higher frequency. This high-frequency

root must be at least a few gigahertz above the qubit frequency to avoid unwanted interaction.

If we look at the coupled system, which means the off-diagonal terms in Eq. 3.49 are

not zeros, we can solve Eq. 3.49 numerically. The splitting of two eigenfrequencies can

be observed when qubit frequency is tuned across the resonator frequency. The coupling

strength g/2π is half of the minimum splitting value. As the coupler inductor |Lc| is reduced

or the IDT capacitance C0 is increased, the splitting is enhanced and the coupling strength

becomes larger. In Fig. 3.9 and Fig. 3.10, we show the coupling strength g/2π for different
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Figure 3.9: Avoided-level crossing and coupling strength for coupling a qubit to a BVD
resonator. (a) The splitting for different |Lc| and their corresponding (b) coupling strength.

|Lc| values and different C0 values, respectively.

3.4 Design of control lines

To fully control our systems, we need several control lines for both the qubit and mechanical

resonator. Those control lines must provide reasonable tunability while introducing minimum

dissipation to the qubit and the mechanical resonator. In this section, we will use the coupler

control line (G-line) as an example, and show how this control line affects the qubit and

resonator lifetime. A similar analysis can be applied to other qubit control lines (Z-line and

XY-line) and the resonator displacement line (D-line). However, we find that the G-line has

more impact on the qubit, especially when a qubit is coupled to a BVD resonator. Both the

qubit and resonator are not sensitive to the other control lines.

The G-line is a CPW transmission line with one end shorted to ground and the other

end is wire-bonded to a printed circuit board (PCB) trace with Z0 = 50Ω. The G-line is

inductively coupled to the tunable coupler junction with a mutual inductance of Mg ∼ 1.5

pH [73]. In Fig. 3.11(a), we show the circuit of a Gmon qubit and a G-line. By using
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Figure 3.10: Avoided-level crossing and coupling strength for coupling a qubit to a BVD
resonator. In this plot, the |Lc| = 1.5 nH is used for calculation. (a) The splitting for
different C0 and their corresponding (b) coupling strength.

the formula shown in Appendix B.3, the G-line circuit can be approximated as a series

impedance equal to Zg =
w2
qM

2
g

Z0
, and this term can be absorbed into the rest of the circuit,

as shown in Fig. 3.11(b). In this configuration, we only have one dissipative element, which

is a Z0 = 50Ω in the G-line. The circuit can be organized in a way such that the qubit is in

series with Zeq, and the qubit lifetime Tq can be estimated by

1

Zeq
=

1

jωq(Lc + Lw + Lfc) + Zg
+

1

jωqLg
(3.54)

Tq =
Lq

Re[Zeq]
=

Q

ωq
(3.55)

where Q is the qubit “overall” quality factor. With Eq. 3.55 and the parameters listed in the

Table. 3.1, we can numerically calculate Tq. This Tq is limited by the Purcell effect from the

G-line (see Fig. 3.12, dashed line). When the coupler is on (ϕ = π), Tq becomes shorter due

to the damping from the G-line. However, when a Gmon qubit couples to a BVD resonator1,

1. The BVD resonator changes the entire circuit, but the impedance of the new circuit and qubit lifetime
can be calculated by similar approaches.
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as shown in Fig. 3.11 (c), Tq is even shorter when we turn on the coupler. In fact, if C0 is

too large, Tq can be damped to ∼ 10 ns (see Fig. 3.12). This undesired dissipation can be

alleviated if we add a capacitance Cg in parallel with Z0 in the G-line, as shown in Fig. 3.11

(d). This capacitance serves as a low-pass filter, and can be fabricated together with the

SiO2 crossover (see chapter 4). With a Cg ∼ 10 pF integrated into the G-line, as shown in

Fig. 3.12(b), Tq can eventually be enhanced to ∼ 100µs.

Next, we want to understand whether the G-line has any impact on the mechanical

resonator. By using the same strategies, we can rewrite the circuits in Fig. 3.11(c) in a

different way, where a BVD resonator is in series with an equivalent impedance Zm
eq . We

absorb Lg with Zq, re-organize most of the inductors, and define Z1 and Z2 as

1

Z1
=

1

Zq
+

1

jωLg
(3.56)

Z2 = Z1 + jω(Lc + Lw + Lfc −M) + Zg (3.57)

The Zm
eq then can be expressed as:

Zm
eq =

jωMZ2
jωM + Z2

+ jω(L′fc −M) (3.58)

The mechanical resonator lifetime T1,r can be estimated using the following equation:

T1,r =
lm

Re[Zm
eq ]

(3.59)

In Fig. 3.13, we can see that the T1,r is not affected by the G-line, even if C0 is large or

without Cg in the G-line.
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Figure 3.11: (a) The Gmon circuit and the coupler control line (G-line, blue). The G-line
consists of a 1mm lossless CPW transmission line (TL), a Z0 = 50Ω, and a short inductor at
one end. (b) Equivalent circuits of (a) can be achieved by using the formula in Appendix. B.3.
The G-line circuit is expressed as Zg (blue). (c) A Gmon qubit with G-line couples to a
BVD resonator. The only dissipative element comes from the Zg. (d) New G-line design,
where a capacitance (green) Cg is in parallel with Z0.
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Figure 3.12: The Gmon qubit lifetime Tq versus coupler junction phase. (a) Without a BVD
resonator, Tq at different phases is plotted in a dashed line. Solid lines indicate the Gmon
circuit coupled to different BVD resonators. (b) By protecting the qubit with the additional
capacitor, Cg, Tq is enhanced. In (b), C0 = 1pF is used for the calculation.
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Figure 3.13: Mechanical resonator lifetime at different coupler junction phases. The reson-
ator lifetime T1,r vs (a) C0 and (b) Cg, respectively.
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Figure 3.14: The admittance of the entire circuit. Qubit frequency is at ∼ 5.4GHz and
mechanical resonator frequency is at ∼ 4.6GHz. The high-frequency resonance can be
observed at ∼ 7.2GHz when the coupler is on. There are no additional modes that are
observed by adding Cg = 10 pF in the G-line.

The design rule here is that all the undesired resonances should be a few gigahertz

above or below the qubit and mechanical resonance to avoid any unexpected impact on the

experiment. In Fig. 3.14, the absolute value of circuit admittance |Y | is plotted. When the

coupler is on, the qubit frequency is shifted and we can observe a high-frequency mode. This

high-frequency mode is what we expect (see Section 3.1), and we don’t find any unexpected

resonances even if Cg is introduced. The other constraint here is that all of the control lines

should not limit the qubit and mechanical resonator lifetime. There may exist a tradeoff for

the circuit design. For example, g/2π could be limited due to the IDT capacitance, since

the C0 value would affect how the qubit is damped from the G-line and therefore C0 cannot

be too large. We find that 1 pF is a good value if the qubit is operated at about 4 to 5 GHz.

For the other control lines (XY and Z lines), a similar approach can be applied and we find

those lines don’t limit the qubit and resonator performance.
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CHAPTER 4

FABRICATION

In this chapter, we discuss the fabrication process of making superconducting and mech-

anical devices. Device performance is significantly affected by fabrication, and thus having

stable and reliable recipes is very important. All the fabrication in this thesis was performed

in the Pritzker Nanofabrication Facility (PNF) at the University of Chicago, except for the

aluminum nitride sputter procedure. The AlN film was deposited at the Argonne National

Laboratory, using the OEM Group (now acquired by Plasma-Therm, LLC) sputtering sys-

tem.

4.1 Fabrication process for FBAR devices

4.1.1 Overview

One issue that arises in SAW resonators is that their lifetime is relatively short. For SAW

resonators fabricated on lithium niobate (LiNbO3), the main loss channel comes from the

phonon scattering from the metal features of IDT and mirrors [80]. One possible solution is to

create a suspended structure to avoid bulk scattering. Furthermore, since phononic crystals

have been demonstrated to be a low-loss element in the optomechanical resonator [58], we can

also integrate this component into our suspended devices, and use PCs as acoustic mirrors.

However, PCs are usually made of thin film silicon, and the sacrificial layer below the silicon

layer must be removed. These constraints imply that we need a new device design with a

new material combination.

For our new design, the device is fabricated on bilayer membranes (AlN on a thin silicon

device layer). The acoustic mirrors (PCs) only use the silicon layer, while the IDT is pat-

terned on the bilayer membranes. To avoid mode conversion, we make a roughly 1µm long

ramp on the AlN layer to smoothly transfer the Lamb wave from the bilayer to the silicon

layer. This requires etching the AlN, which introduces the issue of damaging the silicon

44



layer. To solve this issue, we selectively protect the PC’s region by putting a SiOx stop layer

between the AlN and the silicon device layer. The stop layer can be removed by buffer HF

(BHF) and thus we can create the ramp on AlN without damaging the PCs. However, due

to the limitation of alignment precision, a notch will be created at the bottom of the ramp.

The notch causes extra internal reflection and mode conversion, and it should be eliminated

if possible. A detailed discussion about the ramp and the notch can be found in Ref. [81].

In the end, the entire device is mechanically released with vapor HF (VHF), so we can have

a freely suspended FBAR device. Several important steps of fabricating FBAR devices are

shown in Fig. 4.1. The FBAR device and its components are shown in Fig. 4.2. The pro-

cedure we describe in this thesis can also be applied to making a quantum transducer [17].

4.1.2 Silicon-on-insulator (SOI) substrate

The wafer we used for the experiment is a commercial silicon-on-insulator (SOI) wafer from

Soitec, with a 220 nm device layer (10Ω/cm2) at (100) crystal orientation, a 2 µm buried oxide

layer and a 725 µm thick handle wafer (1 kΩ/cm2). Silicon-on-insulator wafers are a natural

choice for our experiment since we can easily fabricate nano-scale suspended structures by

undercutting the buried oxide layer. Because the fabrication process for SOI wafers is mature

in both industry and academic research groups, we can easily adapt their approaches to

making our own devices. The SOI wafer we bought from Soitec is an 8-inch wafer, and we

dice it into several 1.6”×1.6” chips to fit the AlN sputtered tool adaptor.

4.1.3 Alignment markers for optical lithography

For aligning each pattern under the different lithography steps, alignment markers are ne-

cessary. The markers we make in this step are used as the coordinate reference for all the

optical lithography procedures. We pattern the markers on the diced SOI chip from the
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PhotoresistSiO2 AlN

Al SiOx
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Figure 4.1: Overview of the FABR fabrication procedure. All the diagrams (false scale)
display the side view of the FBAR device. (a) The process starts with the SOI wafer. (b)
Pattern 70 nm silicon oxide (SiOx) stop layer. (c) Sputter 330 nm AlN on the wafer. (d)
Make the etch mask with reflowed photoresist. (e) Etch AlN and remove the stop layer. The
ramp and notch are created in this step. (f) Pattern phononic crystals with electron beam
lithography. (g) Pattern 30 nm aluminum interdigital transducer with liftoff process. (h)
Mechanically release the device with vapor HF.
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Figure 4.2: The FBAR device consists of a transducer on a piezoelectric bilayer membrane
and acoustic Bragg mirrors made of phononic crystals. (a) An angled SEM image of a FBAR
device. The transducer (blue) is shown in (b), and the phononic crystals (red) are shown in
(c). The wavelength λ0 of a SAW is defined by the electrode spacing.
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previous step with optical lithography, then dry etch it and transfer the marker pattern1

into the silicon device layer. After fabricating the markers, the chip is cleaned by Nanostip2

and buffer HF (BHF) before further processing.

4.1.4 Silicon oxide stop layer

To make a high-quality mechanical resonator, keeping the surface of the active device area

smooth is crucial. To protect the device layer from subsequent etching steps, we first deposit

a 70 nm thick SiOx stop layer on SOI by using the plasma-enhanced chemical vapor deposit

(PECVD) tool in the PNF. The typical SiOx layer has compressive stress below 100MPa.

The low-stress film is essential to avoid adhesion problems when sputtering AlN on top of

it. We then pattern the SiOx with optical lithography, wet etch the SiOx by BHF and strip

the photoresist by N-methyl-2-pyrrolidone (NMP). After pattering the stop layer, we clean

the chip with Nanostrip before AlN deposition. The details of process flow and recipes can

be found in Appendix A.1.

4.1.5 Aluminum nitride deposition

After completing the stop layer, the piezoelectric layer of aluminum nitride is sputtered on

the entire SOI wafer. Considerations for this process involve film stress, surface roughness,

uniformity, and crystal orientation. First, since we are making the suspended device, the

AlN film stress must be slightly tensile to avoid collapse or bulking. The ideal value of film

stress is about 50 to 250 MPa, and the film thickness is ∼ 330 nm. Second, to have a strong

piezoelectric response, AlN crystal orientation must be aligned properly. Characterizing

the sputtered AlN crystal orientation is performed by X-ray diffraction, and measuring the

rocking curve, with a goal of full width at half maximum (FWHM) less than 3◦. Finally, the

AlN surface should be as smooth as possible, to minimize the bulk scattering and propagation

1. The marker is a cross with a length 200µm and width 4µm.

2. Nanostip is a mixture of sulfuric acid with hydrogen peroxide compounds.
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loss. The typical root-mean-square (RMS) roughness of sputtered films is less than 3 nm,

and the variation of film thickness across the entire wafer should be less than 15 nm. All of

the requirements can be realized by OEM Group Endeavor sputtering system installed at

the Argonne National Laboratory. In this thesis, all of the AlN films are sputtered by that

tool.

The OEM sputtering system consists of two circular aluminum cathodes, and a mixture of

the argon and nitrogen gas is flowed into the chamber and can react with aluminum targets,

thus forming aluminum nitride on the wafer [111]. The AlN grains are aligned with wurtzite

crystal c-axis oriented out of the plane, while the grains have a random in-plane orientation.

The controlled parameters of this tool include cathode power, Ar/N2 flow, substrate heat

(via external heater), and an adjustment resistor box (known as a film stress adjustable unit,

SAU). There is a complicated tradeoff between parameters and the desired film properties

can be achieved by choosing the parameters wisely. AlN film properties can be characterized

by several measurements. For example, the AlN crystalline orientation (see Fig. 4.3) can be

measured at the Center for Nanoscale Materials (CNM) at Argonne National Laboratory,

using the Brucker D8 X-ray diffraction tool. The film stress can be extracted by comparing

the wafer curvature before and after AlN deposition, using a profilometer (see Fig. 4.4). The

AlN film roughness is measured by atomic force microscopy (AFM) and the uniformity of

500 nm AlN on a silicon substrate is measured by an ellipsometer (shown in Fig. 4.5). The

standard AlN deposition procedure can be found in Appendix A.2.
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Figure 4.3: AlN sample [002] rocking curve. The blue dots are experimental data and the
red line is the fit of a Gaussian curve. The FWHM of the fit curve is ≈ 1.92◦
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Figure 4.4: The AlN film stress tunability. A positive value of film stress represents a tensile
membrane while a negative value represents a compressive membrane. AlN film stress can
be controlled either by (a) the SAU resistor, or by (b) the Ar flow rate. However, the film
uniformity decreases if the Ar flow rate is enhanced. In (b), the N2 flow rate is kept at 17
sccm.
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Unit:Å

Figure 4.5: AlN film characterization. (a) AFM image of AlN grain. The RMS roughness
Rq ≈1.7 nm. (b) The reconstructed profile of the AlN layer by using an ellipsometer. The
measurement data is uniformly taken across a 4-inch wafer.

4.1.6 Gold and chromium markers for electron beam lithography

We use 50 nm gold on top of a 10 nm chromium (Cr) adhesion layer as our markers for

electron-beam lithography. The markers are made by a liftoff process at 80◦C in NMP.

Detailed information on this step can be found in Appendix A.3.

4.1.7 Aluminum nitride etch

Next, we need to remove AlN and clear an area for patterning silicon phononic crystals. The

AlN film is reactive-ion etched (RIE) using a reflowed photoresist mask. The reflowed mask

is made by heating the AZ1512 photoresist layer after optical lithography and development.

The following etching process creates a ramp with length lramp ≈ 600 nm on the AlN layer,

which helps the surface acoustic wave propagate smoothly from the bilayer (AlN/Si) mem-

brane to the device layer (Si). Since there is a limitation of alignment precision, a notch

(depth tnotch ≈ 60 nm, length lnotch ≈ 200 nm) is also created during this step [81] (see

Fig. 4.6). After etching the AlN, the photoresist is stripped by NMP, and the SiOx stop

layer is cleaned by BHF dip. Further details of this process flow and recipes are listed in

Appendix A.4.
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Figure 4.6: (a) An angled SEM image of a ramp and notch. (b) One dimension profile scan
along x in (a) by an AFM.

4.1.8 Silicon oxide protective layer

To avoid damage to the AlN from 25% Tetramethylammonium hydroxide (TMAH) electron

beam (e-beam) resist developer used in the following process, we deposit a ∼ 5 nm SiOx

protective layer using atomic layer deposition (ALD). The ALD system can alternately ex-

pose samples to tris(dimethylamino)silane (TDMAS) vapor and oxygen plasma. Each cycle

deposits approximately ∼ 0.1 nm SiOx on sample surfaces. This SiOx also serves as an ad-

hesion layer for hydrogen silsesquioxane (H-SiQ) electron-beam resist, which is used as an

etching mask for making phononic crystals [79]. The important parameters for growing SiOx

using ALD can be found in Table 4.1. In addition to the ALD system, an alternate choice

for growing SiOx is the PECVD tool used in Appendix A.1, however, we find the that ALD

tool is more reliable for growing ultra-thin films.

52



Plasma power 300 W

Precursors TDMAS

O2 flow 50 sccm (5 seconds, in one cycle)

Ar flow 100 sccm (5 seconds, in one cycle)

Temperature 250 ◦C

Number of cycles 45

Turbo off

Table 4.1: ALD SiOx growth recipe.

4.1.9 Pattern phononic crystals

Phononic crystals are patterned with e-beam lithography. We first spin coat negative e-beam

resist 6% H-SiQ to 110 nm, then bake the sample on 90 ◦C for 4 minutes and immediately

align and mount the sample in the Raith direct-write electron-beam lithography system.

After exposure, the H-SiQ is developed by 25% TMAH. To solidify H-SiQ, we post-bake

H-SiQ at 300 ◦C for 15 minutes. This hard bake is an important step to avoid H-SiQ

disintegration in the subsequent etching process. After the e-beam lithography, a photoresist

layer is patterned to cover most of the sample, except for the area of phononic crystals. The

H-SiQ patterns then are transferred into the silicon device layer by using a Cl2/O2 inductively

coupled plasma (ICP) RIE etch. After etching, the photoresist is stripped by NMP, and the

ALD SiOx and H-SiQ are removed by BHF dip. This BHF clean is critical for removing

the H-SiQ as the vapor HF process used during release is insufficient and leaves residues as

shown in Fig. 4.7. Detailed information about phononic crystals fabrication can be found in

Appendix A.5.
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Figure 4.7: (a) An SEM image of H-SiQ residue on the surface of the device when the BHF
cleaning dip is not performed. (b) The H-SiQ residue can be removed if BHF cleaning dip
is involved.

4.1.10 Pattern interdigital transducer

The IDT is fabricated by using e-beam lithography with a liftoff process. The sample is spin-

coated with a Poly(methyl methacrylate) (PMMA) bilayer. To avoid accumulating charges

during the e-beam lithography, we deposit a 10 nm thermal gold conduction layer on the top

of the PMMA bilayer (see Appendix A.8.7). The sample is then written with an electron

beam and developed by methyl isobutyl ketone (MIBK) and isopropanol (IPA) mixture.

After exposure, this bilayer profile consists of a thin layer on top of a thick undercut layer,

providing a good structure for the liftoff process. Next, 30 nm of aluminum is deposited by

using an e-beam evaporator, and then the sample is suspended face-down in acetone for 12

hours. We use very gentle sonication after liftoff if there is any obvious metal stuck on the

sample surface. Finally, downstream oxygen cleaning is applied to remove PMMA residue.

Further details of this process flow and recipes are listed in Appendix A.6.

4.1.11 Pattern releasing windows

To release our device, we need to drill several open windows through the Si device layer so

vapor HF can go below the silicon device layer and etch the buried SiO2. We use optical

lithography to define these windows, and a Cl2/O2 dry etch is used for transferring the pat-

54



terns. The photoresist is stripped by NMP and the sample is cleaned by gentle downstream

oxygen to remove any photoresist residue. The multi-device fabrication chip is then diced

into smaller chips before going to the mechanical releasing process. Further details of this

process flow are listed in Appendix A.7.

4.1.12 Mechanically release devices with vapor HF

Hydrogen fluoride reacts with silicon dioxide according to

SiO2 + 4HF → SiF4 + 2H2O (4.1)

and thus it can be used to undercut the buried oxide layer in the SOI wafer. Since the vapor

HF doesn’t etch aluminum or AlN, this process is an ideal choice for us to undercut the buried

oxide for the FBAR device. However, several things need to be considered when using the

vapor HF tool. First, if the H-SiQ is not removed by the BHF cleaning dip completely3,

it can contaminate the device and lower the device quality. This is extremely bad for the

optomechanical device since the light will be scattered due to the rough surface and thus

lower the quality factor of the optical mode [112]. However, it is not clear whether the H-

SiQ residue affects phononic devices in the same way. Second, any liquids present during or

once release will cause collapse due to surface tension as it evaporates, so the HF vapor and

water vapor ratio must be controlled properly to avoid condensation. In general, increasing

the water vapor flow rate or chamber pressure enhances the etching rate, but the device

would be more likely to collapse. The recipe is carefully tuned up by increasing the water

vapor ratio until the mixture starts to damage devices. Lastly, vapor HF can diffuse through

AlN grain boundaries or AlN/Si interface, and create released pockets underneath [79]. An

example of this effect is shown in Fig. 4.8. The mechanism behind this phenomenon is not

3. Photoresist residue can also cause contamination in the chamber. It is very important to clean the
photoresist on both sides of the chip.
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well-understood, but this issue can be prevented by operating the etcher in pulse mode4,

where etching happens for about 5 minutes (see Table 4.2) and then the mixture is purged

by N2 (see Table 4.3). Each cycle creates a tiny undercut, and a targeted undercut can be

reached by adding enough cycles (see Fig. 4.9). The typical process time for releasing the

FBAR device is about 21 hours (210 cycles). The recipes for performing the etch in pulse

mode are provided below.

1 mm

(a) (b)

5 μm

Figure 4.8: Pockmarks in the bilayer membrane due to HF vapor diffusion during mechanical
release. (a) Optical microscope image showing pockmarks and (b) SEM image of the cyan
marked region

SiO2 residue

Undercut

(a) (b)

25 µm 25 µm

Figure 4.9: Vapor HF undercuts of the buried oxide layer of a test device. Due to the
charge accumulation on the buried oxide layer, an SEM can be used to inspect the device
suspension. (a) A partially suspended device with the SiO2 residue at its center. (b) A fully
released device with a ∼ 50µm undercut.

4. When vapor HF etches the oxide layer, it can generate high temperatures in the sample due to uninter-
rupted etching, and the heat may damage the sample and create the pockets. When the tool is operated in
pulse mode, this issue can be avoided. However, if the AlN is damaged by the previous steps, or is sputtered
improperly and forms a porous film, this technique cannot solve the diffusion problem.
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Process pressure 21 Torr

H2O flow rate 5mg/min

HF flow rate 40 sccm

N2 flow rate 20 sccm

Etching time 5 minutes

Table 4.2: Vapor HF etching process for one cycle.

Process pressure 21 Torr

H2O flow rate 0mg/min

HF flow rate 0 sccm

N2 flow rate 20 sccm

Purge time 1 minute

Table 4.3: Vapor HF purge process for one cycle.

4.2 Superconducting circuits fabrication

In this section, the fabrication process for superconducting circuits will be described. We

will particularly focus on fabricating a Gmon qubit [97]. The recipes and the details of the

qubit development procedure are taken from Ref. [73, 74, 80, 113]. A typical qubit chip and

its critical components are shown in Fig. 4.10

The fabrication starts from depositing a 100 nm aluminum base layer on a bare sapphire

wafer (double-side polished). The base layer is patterned by using a maskless aligner MLA150

from Heidelberg instruments with an optical lithography process. The base layer is etched

by Cl2/BCl3/Ar, and the photoresist is stripped by NMP. Next, we pattern and develop

SiO2 crossover by an optical lithography and liftoff process. Crossovers on the ground

plane minimize slot modes on the chips. The thickness of this SiO2 crossover is about

200 nm. The top aluminum layer of the crossover will be deposited together with the bandage
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aluminum layer, which involves an Ar ion mill to remove native oxide on the base layer.

Before fabricating Josephson junctions, we need alignment markers for e-beam lithography so

the junctions can be aligned properly with the base layer. Here, Ti/Au markers are patterned

by optical lithography and deposited by using an e-beam evaporator. The junctions are

fabricated with the Dolan bridge technique [114], where the angle depositions are performed

in a Plassys e-beam evaporator. Our qubit is a Gmon qubit [97], and the size of the SQUID

junction is about 200×200 nm2. Our coupler junction is larger than the SQUID junction,

and its size is about 400×2000 nm2. After angle deposition, junctions are developed by

a liftoff process. To create galvanic contact between the junction layer and the base layer

electrodes, we use the bandaging process. This process is designed to avoid damage to the

aluminum base layer and substrate below the junction layer, which is a source of qubit

decoherence [115]. The last step is making the spacer for flip-chip integration [116]. Our

spacer is made by SU8 photoresist (SU8 3005) and its thickness is approximately 5 µm. The

spacer cannot be patterned on the FBAR chip since the vapor HF procedure is involved,

and any photoresist is not compatible with the vapor HF tool. Besides, SU8 residue is very

hard to be removed, and the residue can increase the surface roughness and thus create a

loss channel for mechanical devices. As a result, we put the SU8 spacer on the qubit chip

instead. To avoid the adhesion issue of SU8 on the aluminum layer, a longer soft-bake and

post-bake are necessary (95 ◦C for 4 minutes). The details of the SU8 development recipe

can be found in Section A.8.9. The summary of the qubit fabrication procedure is listed

below.

1. Solvent clean sapphire wafer following Section A.8.1, and then deposit 100 nm Al base

layer on sapphire using an e-beam evaporator.

2. Pattern SiO2 crossover by optical lithography and liftoff process.

3. Deposit gold makers by optical lithography and liftoff process.

4. Dice the 4-inch wafer into quarter wafers.
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5. Fabricate junctions by using the Dolan bridge technique. The junctions are deposited

in a Plassys e-beam evaporator with two different shooting angles.

6. Fabricate the bandage layer with an optical lithography and liftoff process. The Ar ion-

milling and top aluminum layer deposition can be realized by using a Plassys e-beam

evaporator.

7. Pattern the SU8 spacer following Section A.8.9.

8. Measure the resistance of test junctions.

9. Dice the quarter wafer and pick up the qubit chip with desired parameters for the

experiment.
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Figure 4.10: Overview of a typical qubit chip. (a) Optical microscopy image of a Gmon
qubit, control lines, readout resonator, Purcell filter, and flip-chip inductor. The close view
of qubit SQUID (blue), coupler (purple) and SiO2 crossover (green) are shown in (b), (c),
(d) respectively. Angled SEM images of the (e) qubit junction, and (f) the coupler junction
with its bandage layer.
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4.3 Flip-chip integration

The flip-chip technique is used to integrate different incompatible substrates. The traditional

method is using indium bonds [117] to create galvanic contact between two substrates, how-

ever, this process is complicated and the integrated chips cannot be reused once they are

assembled. Here, following Ref. [116], we integrate two different substrates by aligning the

two chips under a mask aligner and then using glue (nLof photoresist) to bond the two chips.

The assembled device is shown in Fig. 4.11. Typical misalignment (shown in Fig. 4.12) in

the lateral direction is about 3 µm, and the rotation misalignment is less than 1 mrad. This

process is relatively simple, and more importantly, the two chips can be recycled since we

can use acetone to dissolve the glue and separate the chips. However, when disassembling

the integrated device, the FBAR chip must be transferred to IPA and then use a critical

point dryer (CPD) to remove the liquid. Critical point drying avoids surface tension forces

during evaporation by going from liquid to gas around the critical point, avoiding phase

transitions. In the critical point dryer, IPA is first replaced by liquid CO2 (∼ 6 ◦C, 850 PSI).

The chamber is then heated under pressure until CO2 passes the critical point (∼ 31 ◦C,

1100 PSI). Then, the high-pressure chamber is vented slowly and the FBAR device can be

dried without suffering from surface tension. The phase diagram of the CO2 [118] is shown

in Fig. 4.13.
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(a)

6 mm

1 mm(b)

Figure 4.11: Photograph of an assembled device. (a) The assembled chips sit in an aluminum
qubit box. (b) A closer look at integrated chips. The top chip is a 4×2 mm2 FBAR chip
and the bottom chip is a 6×6 mm2 qubit chip.
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Figure 4.12: A flip-chip integrated device. (a) A FBAR device (blue) is inductively coupled
to a Gmon qubit. (b) A cross-section-angled SEM image of the assembled chips. The gap is
defined by the thickness of the spacers. (c) The microscopy image of two alignment markers
from the aligned chips. Due to the transparency of the sapphire substrate, two alignment
markers can be seen and aligned with a microscope.
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Figure 4.13: CO2 phase diagram. The black lines show the phase boundaries of solid, liquid
and vapour. The intersection of the black lines is known as a triple point (black dot), where
the three different phases can coexist. The blue arrows show the trajectory of the CO2 phase
when we operate a CPD. A device is first soaked in liquid CO2 (A). Then, the chamber is
heated up (B) until CO2 passes the critical point (red dot). Finally, the chamber is vented
slowly (C) and cooled down (D).
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CHAPTER 5

CHARACTERIZATION OF THE FBAR DEVICES

This chapter is an adaptation from the publication ”Measurements of a quantum bulk acous-

tic resonator using a superconducting qubit” [30]1.

5.1 Microwave transmission measurement

5.1.1 Room temperature measurement

(a)

(b) (c)

Figure 5.1: Room temperature microwave transmission measurement. (a) The transmission
signal magnitude |S21| measured by a vector network analyzer. (b) Magnitude (top) |S21|
and phase (bottom) ∠S21 near the electromechanical resonance at f0 = 4.88GHz. (c) Inverse
S−1
21 in the complex plane (horizontal axis: real part; vertical axis: imaginary part). The

blue lines are experimental data, and the red dash lines are the fits to Eq. 3.16.

1. Originally published in Applied Physics Letters. The American Institute of Physics (AIP) reprinting
guidelines permit inclusion in this thesis.
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The FBAR device is first characterized at room temperature. We probe the electromech-

anical resonance with the through configuration by using a vector network analyzer. The

microwave transmission signal S21 is shown in Fig. 5.1 and resonance at about 4.88 GHz is

observed as we expected. This resonance yields an internal quality factor Qi ∼ 1.0× 103.

5.1.2 Cryogenic temperature measurement

-1 1Strain

(b) (c)

(a)

Figure 5.2: Microwave transmission measurements at T ∼ 80mk. (a) Transmission mag-
nitude |S21| displays three resonances at 1.69, 4.88, and 8.50 GHz, in reasonable agreement
with simulations, shown as strain maps (normalized) (inset). (b) Details of the primary
resonance at f0 = 4.88GHz, plotted in amplitude (top) and phase (bottom) vs detuning
f − f0. (c) Inverse S−1

21 in the complex plane. The blue dots and lines are experimental
data, and the red dash lines are the fits to Eq. 3.16. Based on the discussion in chapter 3,
we estimate the excitation corresponding to ∼ 106 phonons.
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Next, we characterize the resonator at temperatures below 1 K using an adiabatic demag-

netization refrigerator (ADR, base temperature ∼60mK). The typical wiring diagram for

the setup can be found in Appendix. C.1. Excitation signals from a VNA with −40 dBm,

which corresponds to about 106 phonons in the cavity, pass through a 20 dB attenuator,

with the reflection from the device amplified by room-temperature amplifiers with a net gain

of 20 dB. The results are displayed in Fig. 5.2. The resonant frequency remains unchanged

from room temperature, while Qi increases by a factor of 40 to Qi ∼ 4.3×104. As substrate

loss is significantly decreased at cryogenic temperatures, additional resonant modes become

detectable, consistent with finite-element simulations, shown in Fig. 5.2(a).

5.2 Quantum measurement with a superconducting qubit

After initially characterizing a FBAR device with a VNA, we couple the FBAR device with a

qubit. The device is assembled as we have described in chapter 4 (see Fig. 4.11). The integ-

rated device is measured in the dilution refrigerator with the setup shown in Appendix. C.2.

For this hybrid quantum device, a flux-tunable coupler element is placed between the

qubit and the resonator. The external flux control line (G-line) is used to control the coupling

strength from zero to several megahertz. To better understand our system, the qubit is first

detuned away from the mechanical resonance. In this case, the qubit effective inductance L′

can be estimated by

L′ = Lq +
Lg

[

Lc(Φ) + Lw + Lfc
]

Lg + Lc(Φ) + Lw + Lfc
. (5.1)

Since the coupler inductor Lc can be changed by external flux Φ, the qubit frequency

fq,Load = 1
2π
√

L′Cq
is expected to exhibit a minimum [97], as shown in Fig. 5.3. With

the fit to fq,Load, the minimum |Lc| = 0.95 nH is observed and the maximum coupling

strength 2g/2π is expected to be about 10MHz. With this information, we can select a

coupler pulse amplitude to turn on or off the interaction, which is useful for characteriz-
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Gmon circuit 
(ignore BVD circuit)

Figure 5.3: Effective qubit frequency for different coupler inductances. The qubit is detuned
to 5.55GHz, which is about 700MHz above resonator frequency. Left: the Gmon qubit
circuit. The coupler inductance depends on the external flux Φ. Right: effective qubit
frequency at different coupler pulse amplitude. The color scale represents qubit |e⟩ state
probability Pe. The white dash line is the fit to fq,Load.

ing our device. When the coupler is off, we measure the intrinsic qubit T1 ∼ 20 µs and

T2,Ramsey ∼ 3 µs, for qubit frequencies ranging from 4.5 to 5.0GHz, both measured using

standard techniques [84](see Fig. 5.4).

As we increase the coupling strength from zero, the qubit response is affected by the

resonator and becomes more complex, in particular near the resonator frequency. In Fig. 5.5,

we show a qubit spectroscopy measurement with the coupler set to a coupling 2g/2π =

9.6MHz. After setting the qubit frequency, the qubit is gently excited by a 1µs excitation

microwave tone at the drive frequency, and the qubit excited state probability Pe is measured

(color scale). The qubit tunes as expected, exhibiting the expected splitting as it crosses the

mechanical resonator frequency at fr = 4.86GHz. There is an additional spurious mode that

is weakly coupled to the qubit at 4.87GHz, with a splitting of about 2gspur/2π = 3.5MHz.

This spurious mode may come from a slight difference between the IDT resonant frequency

and that of the FBAR. In Fig. 5.6, we display a qubit-resonator Rabi swap, measured as

a function of time (vertical axis) and as a function of qubit detuning from the resonator
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Qubit Qubit

(a) (b)

(c)

Energy relaxation time (T1) Phase coherence time (T2,Ramsey) 

Figure 5.4: Qubit lifetime and coherence time. (a)The pulse sequence for measuring qubit
lifetime. The qubit is excited to the |e⟩ state with a π pulse and its energy decay given by
excited population Pe is measured after time t. (b) The pulse sequence for measuring qubit
coherence time. The qubit is first excited to the superposition of |g⟩ + |e⟩ state with a π/2
pulse, and we wait some time t for its decay. Then qubit is mapped back along the z-axis
(in the Bloch sphere) with another π/2 pulse. Here, we introduce an additional phase ϕ to
the second π/2 pulse such that the qubit rotates around the z-axis at the rotating frame.
This phase is equal to the detuning ∆ωfringe times the delay time t (ϕ = t×∆ωfringe). The
qubit |e⟩ state probability is expected to be a cosine oscillation with a decaying exponential
envelope. In (b), the T2,Ramsey is measured when qubit is biased to the lower frequency. (c)
Qubit lifetime T1 and coherence time T2,Ramsey. The blue dots are the experimental data,
and the orange lines are the fits.
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Figure 5.5: Qubit spectroscopy, showing excited state probability Pe vs qubit frequency
(horizontal) and microwave pulse frequency (vertical). An avoided-level crossing appears
when the qubit and resonator are in resonance. Two energy splittings can be observed, with
the larger corresponding to the primary mechanical mode (2g/2π ∼ 9.6MHz) and the other
a spurious mechanical mode (2gspur/2π ∼ 3.5MHz). Dashed lines (black) are the fits to a
modified Jaynes-Cummings model including two resonant modes.

frequency (horizontal axis). A microwave pulse places the qubit in its excited state, and

the coupling between the qubit and resonator is turned on, initiating the Rabi swap. By

measuring the qubit state at different times, we capture the excitation as it is exchanged

between the qubit and the resonator. When the qubit-resonator detuning increases, the swap

rate increases but the amplitude decreases. The spurious mode interferes with this process,

generating a non-ideal response, consistent with the spectroscopy measurement. We used

numerical simulations to support our experimental results. The simulations use a modified

Jaynes-Cummings model, where the qubit is modeled as a two-level system coupled to two

harmonic oscillators, representing the main and spurious mechanical modes, with different

coupling strengths at the frequencies 4.86 and 4.87GHz, respectively. The avoided-level

crossing in Fig. 5.5 and the Rabi swap measurement in Fig. 5.6 are both supported by this

model, from which we extract a T
spur
1,r lifetime for the spurious mode of ∼ 70 ns.

Last, we use the qubit to perform a single-phonon lifetime measurement [22, 116], using

the pulse sequences shown in Fig. 5.7. From the decay of Pe(t) with delay t, we extract the
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Experiment

Figure 5.6: (a) Pulse sequence for Rabi measurement. (b) Qubit-resonator Rabi swaps.
The probability of the qubit excited state Pe (color scale) is plotted vs qubit frequency fq
(horizontal) and qubit-resonator interaction time (vertical). Coupling strengths are 2g/2π ∼
11.2MHz and 2gspur/2π ∼ 3.5MHz for primary and spurious mechanical modes, respectively.
Left: simulation results. Right: experimental results.
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Qubit
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Figure 5.7: Phonon lifetime measurement. The inset shows the pulse sequence. The main
panel shows the qubit final excited state probability Pe, where the exponential decay is
primarily due to the phonon lifetime of 178 ns, as fit by the dashed line (red).

resonator’s energy relaxation time T1,r = 178 ± 2 ns. This corresponds to a single-phonon

quality factor Qi ∼ (5.43 ± 0.06) × 103, which is about 10 times smaller than the device

measured in Fig. 5.2. This deviation in the quality factor is due to spurious two-level system

(TLS) defects that are saturated at the higher powers (∼ 106 phonons) used in Fig. 5.2

compared to the single-phonon energies used here.

5.3 Hole-burning technique to enhance resonator lifetime

In the previous sections, we have seen the resonator shows a different internal quality factor

at different phonon levels. When the resonator is measured with different pump powers, its

lifetime increases from about 200 ns to 1µs, as shown in Fig. 5.8. This trend can be explained

by the phenomenological standard tunneling model (STM) of the TLS [119, 120]. The STM

describes TLS as a particle in a double-well potential separated by a tunnel barrier. The

external strain or electrical field can deform the potential and cause tunneling between two

states. The STM model predicts the internal quality factor Qi,r of the resonator follows the

given formula

1

Qi,r(n)
=

1

ωrT1,r(n)
=

1

QTLS(n = 0)

tanh( ℏωr
2kBT )

√

1 + n
nc

+
1

Qres
(5.2)
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Figure 5.8: Resonator lifetime at different phonon levels. The phonon number in the reson-
ator is estimated by the method described in chapter 3. The blue dots are the experimental
data and the orange line is the fit to Eq. 5.2.

where QTLS is the Q-factor due to the TLS loss, n and nc represent the averaged and

critical phonon number in the resonator respectively. All the other loss not from the TLS

is represented by the Qres. Due to the cryogenic temperature environment (T ∼ 60mK),

the tanh( ℏωr
2kBT ) is very close to 1. From the fit to Eq. 5.2, the QTLS(n = 0) ∼ 8.7 × 103,

Qres ∼ 4× 104 and nc ∼ 4.0 are extracted.

We now observe that the lifetime of the resonator is limited by the TLS defects, and we

want to use a hole-burning technique to improve the quality of our resonator [121]. The

idea is to pump the resonator at high power to saturate TLS defects, and then measure

the resonator lifetime immediately with a weak probe pulse. Since the TLS defects are

temporarily removed, we expect the resonator lifetime is enhanced. We design an experiment

by using the setup shown in Appendix. C.3. The pump pulse pumps the resonator with a

phonon number n ∼ 105 at 4.883GHz. We then wait a delay time t and probe the resonator

lifetime. The pulse for probing resonator lifetime has phonon number n ∼ 2.5× 102, which

is not at the single phonon level and will saturate part of the TLS defects. With this pulse

sequence, we find that resonator lifetime can be enhanced by a factor of 4 to ∼ 1.5µs when

the delay time t < 400 ns. We also perform a control experiment where the pump pulse

is removed, and the resonator then has a lifetime of about 500 ns for all the delay time t,

which is what we expect for a measurement pulse with such input power. The results of the
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Res.

Pump

Figure 5.9: (a) Enhancement of the resonator lifetime by hole-burning pulse. The inset
shows the pulse sequence for this experiment. The pump pulse length is about 5µs. (b)
The IQ-amplitude of the transmission measurement with two different pulse sequences at
the delay time t = 200 ns. The background is subtracted and normalized to 0 dB. The blue
dots show the resonator lifetime when the hole-burning pulse is applied. The orange dots
are the controlled experiment where the hole-burning pulse is removed.

hole-burning experiment are shown in Fig. 5.9.

This hole-burning experiment indicates that we can temporarily remove TLS defects and

improve the quality of the resonator in a certain amount of time. This technique in principle

can be integrated into our qubit-resonator device by introducing an extra pump line coupled

to the resonator. However, due to the high-power pump pulse, this strong microwave pulse

can heat the qubit, and the qubit cannot be operated at the single photon level anymore.

To apply this technique to a qubit-resonator experiment, more sophisticated circuits need to

be designed and tested.
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CHAPTER 6

CONCLUSION AND OUTLOOK

In this thesis, we use a new materials combination to design a suspended electromechan-

ical resonator with a resonance frequency of just below 5 GHz. For this resonator, an

aluminum-nitride-based interdigital transducer with silicon-based acoustic mirrors is fabric-

ated to eliminate the loss to the substrate. The resonator is characterized by a VNA, and

yields an intrinsic quality factor Qi ∼ 4.3× 104 at cryogenic temperature. The resonator is

also integrated and inductively coupled to superconducting circuits by a flip-chip technique.

Due to the strong piezoelectric response, we can use the superconducting qubit to measure

the resonator lifetime at a single phonon level, and we find its Qi ∼ 5.43×103. These quality

factors are roughly 20 times and 200 times higher than those obtained in our previous ex-

periment [22] on thin-film bulk acoustic resonators, although they do not yet approach those

on wafer-thickness bulk resonators. Besides, the resonator quality factor shows a strong

power-dependent behavior, which implies TLS contamination is a dominant source for limit-

ing the resonator lifetime at a single phonon level. Those TLS defects can be saturated by a

hole-burning technique, and the resonator lifetime can be enhanced temporarily, as we also

demonstrated in this thesis. This opens the door for having a high-quality resonator without

needing to improve material quality and holds promise for making very small form-factor

resonant acoustic cavities operating in the quantum limit.

With this platform, several potential experiments can be implemented in the future.

For example, we can scale up the systems to two nodes. Each node has a qubit and a

resonator as described in the thesis, and the qubit from each node are coupled together.

With this configuration, we can address fundamental physics questions on the entangle-

ment of macroscopic objects [62]. With the Gmon architecture and flip-chip technique, the

multi-phonons entanglement in separated mechanical resonators can be implemented in our

system [122]. Another interesting experiment is related to topological physics in mechanical

systems. Recent research [123] demonstrates the topological state in the mechanical system
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can be generated with similar materials and suspended geometry. Combining this idea and

integrating it with the qubit, we can study topological physics in the mechanical system at

a single phonon level.

For electromechanical resonators, piezoelectric materials are commonly used for maintain-

ing a strong coupling rate, but they are usually lossy and would limit the resonator energy

relaxation lifetime. Recently, Ref. [124] developed an electromechanical resonator without

using any piezoelectric material, and a large coupling rate can be obtained with a strong

electrostatic field. With this approach, they have significantly improved the lifetime of the

resonator (T1,r ∼ 265µs, T2 ∼ 5µs) while keeping the coupling strength at ∼ 1.1MHz. This

device opens several possibilities for many advanced quantum experiments. For example, the

theory of quantum random access memory (QRAM) can be tested with this resonator [125].

With a QRAM in a quantum computer, quantum information can be read and written more

efficiently [126], and this may lower the cost and efforts of building a quantum computer.

Furthermore, people have considered building a quantum computer by linear circuits [127,

128]. The linear quantum computer usually requires a much larger Hilbert space for storing

quantum information. Because of the slow speed of sound, the multi-mode phonon cavities

with small mode volumes can be engineered, and each resonant mode can be used for storing

quantum information. As a result, people may be able to make a linear quantum computer

with a small form factor based on quantum acoustics. However, with this approach, a

mechanical resonator with lifetime ∼ 1ms may need to be developed.
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APPENDIX A

FABRICATION PROCEDURE AND RECIPES

In this chapter, we provided detailed information about the fabrication process and our

recipes. Most of the recipes were initially developed from UCSB [79, 129], and then were

modified to fit our instruments at the Pritzker Nanofabrication Facility located at the Univer-

sity of Chicago. After several years of evolution, these procedures are stable and repeatable

and have been used in many different experiments.

A.1 Silicon oxide stop layer deposition procedure

1. Clean the diced chip by Nanostrip (80 ◦C, 10 minutes) and then BHF (5 minutes).

2. Bake at 115 ◦C for 10 minutes.

3. Deposit SiOx by PECVD tool1 with parameters in Table A.1.

4. Pattern SiOx stop layer with optical lithography (see Appendix A.8.2).

5. Wet etch the SiOx by BHF for 1 minute.

6. NMP strips photoresist following Section A.8.3.

7. Nanostrip at 80 ◦C for 10 minutes.

8. Inspect under the microscope.

9. Measure SiOx film stress and thickness with a profilometer.

10. Measure silicon surface roughness by an AFM. The ideal RMS roughness should be

about 1 nm.

1. The tool model is Vision 310 PECVD from Plasma-Therm, LLC.
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Pressure 800 mTorr

RF power 50 W

5%SiH4 flow 915 sccm

N2O flow 685 sccm

Deposition time 45 s

Table A.1: PECVD SiOx growth recipe.

A.2 AlN sputtering procedure

1. Solvent clean following Section A.8.1.

2. Place the wafer into the wafer carrier with a spring holder, and then seal the wafer

carrier with plastic bags.

3. Sputter AlN at Argonne National Laboratory.

(a) Load the wafer into a cassette and make sure the wafers are placed in the correct

orientation and positions. Use the adaptor if it is not a 4-inch wafer.

(b) Run the script, and a transferred arm moves the wafer from the chamber module

(CM) to the processing module (PM).

(c) Sputter AlN, using the recipes listed in Section A.8.4. The wafer should be auto-

matically transferred back to CM after sputtering.

4. Unload the wafer.

5. Measure the AlN film properties, including crystal orientation, film thickness, and

surface roughness2.

2. Crystal orientation is measured by the Brucker D8 X-ray diffraction tool in CNM at Argonne National
Laboratory. Film thickness and surface roughness are both measured at PNF, using the Horiba UVISEL 2
spectroscopic ellipsometer and Bruker Dimension Icon AFM, respectively.
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A.3 Gold and Chromium markers deposition procedure

1. Solvent clean following Section A.8.1.

2. Pattern markers with optical lithography (see Appendix A.8.2). The AZ1:1 developer

is used here for avoiding damaging the AlN layer.

3. Deposit Cr/Au marker with electron-beam (e-beam) evaporator (no substrate rota-

tion).

(a) Deposit 20 nm Cr with at 0.1 nm/s.

(b) Deposit 50 nm Au with at 0.2 nm/s.

4. Liftoff process following Section A.8.5.

5. Inspect under the microscope.

6. Dice the sample into smaller chips if necessary.

A.4 AlN dry etching procedure

1. Solvent clean following Section A.8.1.

2. Spin coat Hexamethyldisilazane (HMDS) at 4500 rpm for 60 seconds.

3. Spin dry HMDS at 4500 rpm for 60 seconds.

4. Pattern an area for silicon phononic device with optical lithography (see Appendix A.8.2).

The AZ1:1 developer is used here for avoiding damaging AlN layer.

5. Reflow the photoresist by heat it at 115 ◦C hotplate for 3 minutes.

6. Dry etch 330 nm AlN using with parameters listed in Table A.2.

7. NMP strips photoresist following Section A.8.3.

78



8. BHF dip to clean SiOx stop layer for 1 minute.

9. Inspect under the microscope and check the AlN thickness with a profilometer.

10. Check the length of the ramp by atomic force microscopy3.

Pressure 3 mTorr

ICP bias power 400 W

ICP power 200 W

Cl2 flow 15 sccm

O2 flow 2 sccm

Etching time 57 seconds

Table A.2: AlN etching recipe.

A.5 Fabrication procedure for silicon devices

In this thesis, we use the process described below for fabricating silicon phononic crystals, but

the same procedure can also be used for making silicon photonics or silicon other devices [17].

1. Solvent clean following Section A.8.1.

2. Pattern and develop 6% H-SiQ following Section A.8.6.

3. Define the etching area for phononic crystals by using optical lithography (see Ap-

pendix A.8.2).

4. Dry etch silicon phononic crystals by using the parameters listed in Table A.3. The

sidewall angle of the device is ∼ 95◦ by using this etching recipe and 6% H-SiQ masks

3. If the AlN film thickness or the alignment between each lithography is not accurate, the wider and
deeper notch is created. This notch makes the transfer efficiency of the symmetric lamb wave becomes lower
due to the mode conversion. However, this only is demonstrated in simulations [81], not observed in our
experiment.
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(see Fig. A.1). The properties of crystals are affected by the sidewall angle, and this

must be considered when designing the device.

5. NMP strips photoresist following Section A.8.3.

6. O2 downstream clean the sample if necessary.

7. Clean H-SiQ by BHF dip for 1 minute.

Pressure 3 mTorr

ICP bias power 120 W

ICP power 100 W

Cl2 flow 15 sccm

O2 flow 2 sccm

Etching time 68 seconds

Table A.3: Silicon etching recipe.

500 nm

(a) (b)

500 nm

Figure A.1: The angled SEM images show (a) the silicon nanobeam and (b) its sidewall
angle after etching.

A.6 Fabrication procedure for interdigital transducers

1. Solvent clean following Section A.8.1.
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2. Spin coat and develop PMMA bilayer following Section A.8.7.

3. Deposit 30 nm aluminum following Section A.8.8.

4. Liftoff process for IDT

(a) Immerse the sample in acetone (suspended face-down, at least 12 hours), and

cover the beakers with glass.4 This step usually is an overnight process.

(b) After overnight liftoff, squirt the sample gently with acetone on both sides. Most

of the metal should fall off easily.

(c) Eyeball the sample quickly when the surface is still wet. Usually, the patterns

with gradient color can be observed due to IDT finger pairs.

(d) If the diffraction patterns are not observed, then apply gentle sonication at min-

imum power at 104 kHz for 1 minute.

(e) Transfer the sample into the IPA bath. Again, gentle sonication can be applied

if necessary

(f) N2 dry the sample.

5. Inspect the sample under the microscope and check the IDT dimension under a scan-

ning electron microscope.

A.7 Fabrication procedure for release windows

1. Solvent clean following Section A.8.1.

2. Pattern release windows with optical lithography (see Appendix A.8.2).5

4. Make sure the acetone is sufficient since acetone evaporates slowly during the liftoff process.

5. Here, we use AZ1518 photoresist instead since we need a thicker photoresist. The dimension of the
release window is not critical, so the dose energy and developing time can be increased intentionally to avoid
under-development.
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3. Dry etch 330 nm AlN and 220 nm silicon using with parameters listed in Table A.2,

but change the etching time to 90 seconds.

4. NMP strips photoresist following Section A.8.3.

5. Dice the sample into smaller chips if necessary.

A.8 Commonly used recipes

A.8.1 Solvent clean procedure

1. Acetone 5 minutes with sonication.

2. IPA 5 minutes with sonication.

3. Rinse the sample with deionized (DI) water for 30 seconds.

4. N2 dry the sample.

5. Bake the sample at 115 ◦C for 10 minutes for dehydration.

A.8.2 Optical lithography with positive photoresist AZ1512

1. Solvent clean following Section A.8.1.

2. Spin coat ∼ 2 µm AZ 1512 photoresist (4500 rpm, 45 s)6.

3. Soft bake sample at 95 ◦C for 1 minute.

4. Exposure in MLA150 instrument I7.

(a) Laser: 375 nm

(b) Dose: 225mJ/cm2

6. AZ1512 photoresist can be replaced to AZ1518 if the thicker photoresist is needed

7. Here we intentionally overexpose the sample to avoid any photoresist residue.
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(c) Focus: 0

(d) Critical dimension bias: -200 nm

5. Post bake sample at 115 ◦C for 1 minute.

6. Development

(a) AZ MIF 300 for 1 minute with gentle agitation8.

(b) DI water for 30 seconds.

(c) N2 dry the sample.

7. Inspect under the microscope.

A.8.3 Strip photoresist

1. O2 downstream clean to remove crosslink in photoresist (RF power: 300 W, O2 flow:

200 sccm, time: 4 minutes, temperature: 70 ◦C).

2. Put the sample in NMP and cover the dish with aluminum foil (80 ◦C heated bath for

20 minutes, with gentle sonication).

3. Squirt the sample on both sides with IPA and then place the sample in an IPA bath

for 5 minutes

4. N2 dry the sample.

A.8.4 AlN sputter procedure and recipe

The AlN sputtering job flow consists of three parts: etching, heating, and sputtering. In

OEM sputtering system, each part has its own parameters and can be adjusted based on

our purpose. The following is a standard job flow used in this thesis.

8. If AZ1:1 developer is used, the development time is 4 minutes.
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1. Gentle Ar etch to clean substrate

(a) Power: 200 W

(b) Ar flow: 4 sccm

(c) Time: 30 seconds

2. Heat the substrate

(a) Power: 100% (maximum power of external heater)

(b) Heat the substrate for 40 seconds.

3. Sputter AlN on the wafer

(a) Pressure: 6 mTorr

(b) Ar flow: 5 sccm

(c) N2 flow: 17 sccm

(d) Cathode Power: 6000 W

(e) Targeted AlN thickness: 330 nm

(f) SAU: 15Ω (position 3)

4. Wait 5 minutes for cooling down.

A.8.5 NMP liftoff process

1. Place the sample face-down in NMP and cover the dish with aluminum foil (80 ◦C

heated bath for 3 to 4 hours, no sonication).

2. Squirt the sample on both sides with IPA, and then place the sample in an IPA bath

for 5 minutes.

3. N2 dry the sample.
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A.8.6 H-SiQ development process

In the past, the Dow XR1541 series of hydrogen silsesquioxane (HSQ or H-SiQ) is used in

our cleanroom. However, its quality is very sensitive to the temperature and it has only 6

months lifetime (also 4 months lead time). As a result, the recipe is not stable due to the

uncertainty of the Dow HSQ. This is a well-known issue and the other company, Dischem,

provides an alternative solution. Dischem develops and sells a very similar H-SiQ e-beam

resist product, and it turns out their resist has better quality. Dischem H-SiQ has more

than one year lifetime when it is stored in the fridge (−5 ◦C), and the lead time is relatively

short. In this thesis, 6% H-SiQ from Dischem is used for all the experiments, and the

typically developed mask is shown in Fig. A.2. The process described below can be applied

to different concentrations of H-SiQ, and the thicker or thinner H-SiQ can be achieved9.

1. Inspect the sample under the microscope and make sure the surface is clean.

2. Spin coat 110 nm H-SiQ

(a) Spin the sample at 3000 rpm for 60 seconds.

(b) Soft bake at 90 ◦C for 4 minutes.

3. Align and mount the sample in the e-beam writer as soon as possible, since the H-SiQ

can interact with water vapor in the air and thus its quality can be degraded.

4. Exposure

(a) Dose: 1700 µC/cm2 (with proximity effect correction)

(b) Current: 1 nA

(c) Beam voltage: 100 kV

5. H-SiQ Development

9. For example, ∼ 530 nm H-SiQ (14%) can be realized by using the similar process.
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(a) Immerse the sample in the 25% TMAH for 60 seconds.

(b) Rinse the sample with gently flowing DI water from the tap for 90 seconds. Since

TMAH is a very sticky developer, using the flowing DI water to clean the sample

surface is necessary.

(c) Immerse the sample in a DI water bath for 30 seconds.

(d) N2 dry the sample.

6. Post-exposure bake the sample at 300 ◦C for 15 minutes.

1 μm

Figure A.2: An angled SEM image of a 6% H-SiQ e-beam resist mask.

A.8.7 PMMA bilayer process

1. Inspect the sample under the microscope and make sure the surface is clean.

2. Spin coat 495A4 PMMA at 5000 rpm for 45 seconds.

3. Bake the sample at 180 ◦C for 5 minutes.

4. Spin coat 950A2 PMMA at 1500 rpm for 45 seconds.

5. Bake the sample at 180 ◦C for 5 minutes.

6. Thermal gold evaporation

(a) Place the sample in an e-beam evaporator (Angstrom Nexdep Thermal E-beam

Evaporator II), and pump down the chamber pressure below 10−5 mTorr.
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(b) Deposit 10 nm of Au at 0.05 nm/s with 10 rpm substrate rotation.

7. Exposure

(a) Dose for IDT: 410 µC/cm2 (with proximity effect correction)

(b) Current for IDT: 30 nA

(c) Dose for large ground plane: 500 µC/cm2 (with proximity effect correction)

(d) Current for the large ground plane: 100 nA

(e) Beam voltage: 100 kV

8. Remove thermal gold by TFA Au etcher (10 seconds).

9. PMMA development

(a) Develop sample in MIBK/IPA (1:1) mixture for 60 seconds (without agitation).

(b) Immerse the sample in IPA for 60 seconds (without agitation).

(c) N2 dry the sample.

10. O2 downstream clean to remove PMMA residue (RF power: 50W, O2 flow: 200 sccm,

time: 25 seconds, temperature: 25 ◦C).

11. Inspect the sample under the microscope.

A.8.8 Aluminum deposition for liftoff process

1. Inspect the sample under the microscope

2. Load the sample into Angstrom Evo-Vac E-beam Evaporator.

3. Pre-condition the chamber by depositing 100 nm of Ti at 0.05 nm/s and 50 nm of Al

at 0.1 nm/s. In this step, the substrate shutter is closed. The chamber pressure should

decrease to 10−7 mTorr (or below) after pre-condition.

4. Open the substrate shutter and deposit 30 nm aluminum without substrate rotation.

87



A.8.9 SU8 3005 spacer process

This process is designed for aluminum on a sapphire substrate. Modification is needed if the

substrate is different.

1. Spin coat 5 µm SU8 at 2500 rpm for 45 seconds.

2. Soft-bake the sample at 95 ◦C for 4 minutes.

3. Expose sample in MLA instrument II10.

(a) Laser: 375 nm

(b) Dose: 800mJ/cm2

(c) Focus: 0

(d) Critical dimension bias: -200 nm

4. Post-bake the sample at 95 ◦C for 4 minutes.

5. SU8 development

(a) Place the sample face-down in the SU8 developer for 90 seconds (without agita-

tion).

(b) Transfer the sample to the second SU8 developer bath. Place the sample face-

down for 30 seconds (without agitation).

(c) Transfer the sample into the IPA bath. Place the sample face-down for 60 seconds

(without agitation).

(d) N2 dry the sample. If any residue is observed by eyeballing, immediately put the

sample back to the SU8 developer for additional 30 seconds, and then transfer

the sample to an IPA bath for 10 seconds.

10. PNF has two MLA instruments. The parameters listed here are tested in the 2nd MLA instrument,
but the procedure should work in both instruments since they have similar properties.
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6. Measure the SU8 spacer thickness with a profilometer.

7. Hard bake SU8 spacer at 95 ◦C for 10 minutes.
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APPENDIX B

CIRCUIT TRANSFORMATION AND FORMULA

In this chapter, we provide several useful circuit transformation formulas. Those formulas

can be found or derived by following the instruction in Ref. [110].

B.1 Replace a mutual inductor with a T-circuit

L1 L2

M

L1 −M

M

L2 −M

Figure B.1: T-equivalent circuit of mutually coupled inductors.

B.2 Conversion between Π-circuit and T-circuit

In Fig. B.2, the following relations can be derived:

Z1 =
ZAZB

ZA + ZB + ZC
, Z2 =

ZBZC
ZA + ZB + ZC

, Z3 =
ZAZC

ZA + ZB + ZC
. (B.1)

ZA =
Z1Z2 + Z1Z3 + Z2Z3

Z2
, ZB =

Z1Z2 + Z1Z3 + Z2Z3
Z3

, ZC =
Z1Z2 + Z1Z3 + Z2Z3

Z1
.

(B.2)

ZB
ZA ZC

Z1

Z2

Z3

Figure B.2: Π circuit to tee circuit transformation.
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B.3 A control line inductively couples to external circuits

In Fig. B.3, a control line is inductively coupled to a two-port circuit with a mutual in-

ductance M . The control line has an impedance Zl and it is in series with Z0. Two small

coupling inductors in both branches are ignored. By using Kirchhoff’s circuit laws, we have

−(Zl + Z0)I2 − jωMI1 = 0 (B.3)

−jωMI2 = V (B.4)

where V and I1 are the voltage and the current around the coupling point on the upper

circuit branch, and I2 is the current in the control line. From the two equations above, we

can get the equivalent Z as

Z =
V

I1
=

ω2M2

(Zl + Z0)2
(B.5)

I1

I2

Zl

Z0

M
Z

Figure B.3: Inductively couple a control line to an external circuit.

91



APPENDIX C

EXPERIMENTAL SETUP

In this chapter, we provide the details of the wiring diagrams for each experiment. Fig. C.1,

C.2 and C.3 are the typical setups for ADR microwave measurement, qubit-resonator and

hole-burning experiments, respectively.

Attenuator

HEMT

HEMT

HEMT
Amplifier

Frame

300K

50K

4K

50mK  

20 dB 20 dB

0 dB 0 dB

0 dB 0 dB

VNA

FBARInput Output

1 2

Feedthrough

BeCu cable 

CuNi cable

Sucotest cable

Conformable cable

Figure C.1: The typical wiring diagram for microwave measurement in ADR. Different cables
are used at different stages in order to avoid thermal noise and electrical loss. VNA: vector
network analyzer.
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7.5GHz7.5GHz

20 dB20 dB 20 dB

DC source

DC source CuP

CuPRC

RC

10 dB

0.5GHz

3 dB

10 dB

0.5GHz

3 dB

20 dB

20 dB

HEMT HEMT

DAC

DAC

DAC

ADC 7.5GHz

7.5GHz 7.5GHz

7.5GHz

20 dB 20 dB 20 dB

HEMT

Gaussian filter

IQ mixer

Signal generator

RC RC filter

IR filterIR

IR

Attenuator

circulator

Bias tee

7.5GHz

0.5GHz

Low pass filter

CuP Copper powder filter

HEMT Amplifier

50 Ω

Output

Input

Qubit Z

Coupler G

Qubit XY

300 K 4 K 10 mK

Magnetic shield

Figure C.2: The wiring diagram for the qubit-resonator experiment. ADC: analog-to-digital
converter. DAC: digital-to-analog converter.
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7.5GHz

HEMT HEMT

DAC

DAC
(Pump)

(Probe)

ADC 7.5GHz

7.5GHz

20 dB

20 dB

20 dB

20 dB

HEMT

Gaussian filter

IQ mixer

Signal generator

Attenuator circulator

7.5GHz Low pass filterHEMT Amplifier

50 Ω

FBAR

Input

Output

300 K 4 K 10 mK

Splitter

Figure C.3: The wiring diagram for the hole-burning experiment. Two DAC boards are used
for generating the hole-burning pulse (pump) and measurement pulse (probe).
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APPENDIX D

RESONATORS AND QUALITY FACTORS

For any resonator, its internal quality factor is given by [110]

Qi = ω0
averaged stored energy

energy loss per second
(D.1)

where ω0 is the resonant frequency. If we consider a series RLC resonator1 shown in Fig. D.1

(a), its internal quality factor Qi is

Qi =
1

ωRC
(D.2)

The resistor R represents the internal loss of the resonator. If it is a lossless resonator, R = 0

and Qi is infinity. For this series RLC circuit, its impedance is

Z = R + jωL− j
1

ωC
, (D.3)

and its imaginary part vanishes if it is at resonance (ω0 = 1√
LC

).

When we want to measure a resonator, we need to couple it to an external circuit, which

usually has an impedance Z0 = 50Ω. This makes a resonator become lossy because the

energy stored in the resonator decays into the external circuit. As a result, the resonator

“overall” quality factor Q is lowered. In general, we can engineer this decay rate κ, which is

equal to the inverse of the external quality factor Qc. The relation of Qi, Qc and Q is given

by

1

Q
=

1

Qi
+

1

Qc
. (D.4)

1. The quarter-wave coplanar readout resonator we discuss in this thesis can be modeled as a series RLC
resonator[110].
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(a)

C

R

L

(b)

Z0Z0

RLC

M

Figure D.1: (a) Schematic of a seriesRLC resonator. (b) Schematic of a seriesRLC resonator
coupled to an external circuit. The mutual inductance M can be engineered to control the
external quality factor Qc. The external circuit includes a source that can be used to measure
the resonator.

In Fig. D.1 (b), a series RLC resonator is inductively coupled to an external source with

a mutual inductance M . The transmission signal S21 of this circuit is given by [109]

1

S21
= 1 +

Qi

Qc

1

1 + 2jQiδ
(D.5)

where δ = (ω − ω0)/ω0, and its S21 is shown in Fig. D.2.

−0.15 −0.10 −0.05 0.00 0.05 0.10 0.15

(ω − ω0)/2π (GHz)
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|S
2
1
|
(a
.u
.)

M =10.0 pH

M =100.0 pH

M =130.0 pH

M =500.0 pH

M =1000.0 pH

Figure D.2: Transmission signals of a series RLC resonator. For this calculation, R = 0.1Ω,
C = 90 fF and L = 20 nH are used. When Qi = Qc and the resonator is at resonance, the
minimum of the |S21| = 0.5.
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J Ignacio Cirac, Kartik Srinivasan, Marcelo Wu, Krishna Coimbatore Balram, Chris-
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afsson, Göran Johansson, Peter J. Leek, Einar Magnusson, and Riccardo Manenti.

107



Quantum acoustics with surface acoustic waves. In Quantum Science and Technology,

pages 217–244. Springer International Publishing, 2016.

[79] Amit S. Vainsencher. Building an Optomechanical Interface for Superconducting

Qubits. PhD thesis, University of California, Santa Barbara, 2016.

[80] Kevin Joseph Satzinger. Quantum control of surface acoustic wave phonons. PhD

thesis, University of California, Santa Barbara, 2018.

[81] Gregory Peairs. Fast and efficient transducers for microwave-optical quantum commu-

nication. PhD thesis, University of California, Santa Barbara, 2019.

[82] B.D. Josephson. Possible new effects in superconductive tunnelling. Physics Letters,

1(7):251–253, July 1962.

[83] Charles Kittel. Introduction to Solid State Physics. WILEY, 2004.

[84] R. Barends, J. Kelly, A. Megrant, D. Sank, E. Jeffrey, Y. Chen, Y. Yin, B. Chiaro,

J. Mutus, C. Neill, P. O’Malley, P. Roushan, J. Wenner, T. C. White, A. N. Cle-

land, and John M. Martinis. Coherent josephson qubit suitable for scalable quantum

integrated circuits. Physical Review Letters, 111(8), August 2013.

[85] D. I. Schuster, A. A. Houck, J. A. Schreier, A. Wallraff, J. M. Gambetta, A. Blais,

L. Frunzio, J. Majer, B. Johnson, M. H. Devoret, S. M. Girvin, and R. J. Schoelkopf.

Resolving photon number states in a superconducting circuit. Nature, 445(7127):515–

518, February 2007.

[86] U. Vool, S. Shankar, S.O. Mundhada, N. Ofek, A. Narla, K. Sliwa, E. Zalys-Geller,

Y. Liu, L. Frunzio, R. J. Schoelkopf, S.M. Girvin, and M.H. Devoret. Continuous

quantum nondemolition measurement of the transverse component of a qubit. Physical

Review Letters, 117(13), September 2016.

108



[87] Jean-Claude Besse, Simone Gasparinetti, Michele C. Collodo, Theo Walter, Phil-

ipp Kurpiers, Marek Pechal, Christopher Eichler, and Andreas Wallraff. Single-shot

quantum nondemolition detection of individual itinerant microwave photons. Physical

Review X, 8(2), April 2018.

[88] E.T. Jaynes and F.W. Cummings. Comparison of quantum and semiclassical radiation

theories with application to the beam maser. Proceedings of the IEEE, 51(1):89–109,

1963.

[89] Alexandre Blais, Ren-Shou Huang, Andreas Wallraff, S. M. Girvin, and R. J.

Schoelkopf. Cavity quantum electrodynamics for superconducting electrical circuits:

An architecture for quantum computation. Physical Review A, 69(6), June 2004.

[90] A. A. Houck, J. A. Schreier, B. R. Johnson, J. M. Chow, Jens Koch, J. M. Gam-

betta, D. I. Schuster, L. Frunzio, M. H. Devoret, S. M. Girvin, and R. J. Schoelkopf.

Controlling the spontaneous emission of a superconducting transmon qubit. Physical

Review Letters, 101(8), August 2008.

[91] M. D. Reed, B. R. Johnson, A. A. Houck, L. DiCarlo, J. M. Chow, D. I. Schuster,

L. Frunzio, and R. J. Schoelkopf. Fast reset and suppressing spontaneous emission of

a superconducting qubit. Applied Physics Letters, 96(20):203110, May 2010.

[92] Evan Jeffrey, Daniel Sank, J. Y. Mutus, T.C. White, J. Kelly, R. Barends, Y. Chen,

Z. Chen, B. Chiaro, A. Dunsworth, A. Megrant, P. J. J. O’Malley, C. Neill, P. Roushan,

A. Vainsencher, J. Wenner, A.N. Cleland, and John M. Martinis. Fast accurate state

measurement with superconducting qubits. Physical Review Letters, 112(19), May

2014.

[93] Eyob A. Sete, John M. Martinis, and Alexander N. Korotkov. Quantum theory of a

bandpass purcell filter for qubit readout. Physical Review A, 92(1), July 2015.

109



[94] C. Neill, P. Roushan, K. Kechedzhi, S. Boixo, S. V. Isakov, V. Smelyanskiy, A. Megrant,

B. Chiaro, A. Dunsworth, K. Arya, R. Barends, B. Burkett, Y. Chen, Z. Chen,

A. Fowler, B. Foxen, M. Giustina, R. Graff, E. Jeffrey, T. Huang, J. Kelly, P. Klimov,

E. Lucero, J. Mutus, M. Neeley, C. Quintana, D. Sank, A. Vainsencher, J. Wenner,

T. C. White, H. Neven, and J. M. Martinis. A blueprint for demonstrating quantum

supremacy with superconducting qubits. Science, 360(6385):195–199, April 2018.

[95] Frank Arute, Kunal Arya, Ryan Babbush, Dave Bacon, Joseph C. Bardin, Rami

Barends, Rupak Biswas, Sergio Boixo, Fernando G. S. L. Brandao, David A. Buell,

Brian Burkett, Yu Chen, Zijun Chen, Ben Chiaro, Roberto Collins, William Court-

ney, Andrew Dunsworth, Edward Farhi, Brooks Foxen, Austin Fowler, Craig Gidney,

Marissa Giustina, Rob Graff, Keith Guerin, Steve Habegger, Matthew P. Harrigan,

Michael J. Hartmann, Alan Ho, Markus Hoffmann, Trent Huang, Travis S. Humble,

Sergei V. Isakov, Evan Jeffrey, Zhang Jiang, Dvir Kafri, Kostyantyn Kechedzhi, Julian

Kelly, Paul V. Klimov, Sergey Knysh, Alexander Korotkov, Fedor Kostritsa, David

Landhuis, Mike Lindmark, Erik Lucero, Dmitry Lyakh, Salvatore Mandrà, Jarrod R.
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