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To Mom, Dad, and Caroline



It is not really fair to be so critical of [D’Arcy] Thompson; he was far ahead of his time,
closer to the truth than most others, and needed constructive criticism, instead of the
uncritical adulation he got from those who didn’t just ignore him. Both Thompson and his
critics should have asked why biological shapes sometimes really do behave as if controlled
by oversimplified equations. It isn’t because they are made of soap.

Albert K Harris, The need for a concept of shape homeostasis
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ABSTRACT

Collections of epithelial cells form macroscopic materials that show collective behavior, in-
cluding deformation, self-organization, and cell turnover. However, the complex cell-cell
interactions which drive this collective behavior are not well understood. Therefore, we per-
formed studies which aim to connect molecular pathways regulating the cytoskeleton and
cell proliferation to cell-cell interactions and collective cell behavior. By characterizing tissue
scale behaviors, we were able to develop and constrain new models which explain the collec-
tive behavior of epithelia. We demonstrate that collective motion and self-organization in
epithelia is driven in significant part by cell cycle-dependent changes in cell-cell interactions.
Conversely, we show that the cell cycle is regulated by collective behavior at the tissue scale
through a process called contact inhibition of proliferation. We present a framework for
contact inhibition which explains how cell proliferation is regulated by spatial constraints
which we then test experimentally. These observations demonstrate that there is feedback
between proliferative and collective cell behaviors in the epithelium that may control a tran-
sition between tissue morphogenesis and homeostasis. Together, the data we present help
elucidate several general phenomena of epithelial tissues observed across diverse tissue types

and relevant to understand both normal tissue function and disease.
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CHAPTER 1
INTRODUCTION: PHENOMENOLOGICAL MODELS OF
COLLECTIVE BEHAVIOR IN EPITHELIA

Living organisms are composed of up to trillions of individual cells, which work collectively
to perform a variety of tasks required for an organism’s survival. For example, neurons
and supporting cells make up the brain and nervous system. Collectively, through cell-cell
signaling, these cells perform complex computations to control the behavior of an organism.
Epithelia are another example of a complex biological system made from large collections
of interacting cells. These cells form a macroscopic material with the primary function of
maintaining a selective barrier between an organism and the outside world (Fig.1.1a) (]99],
[255], [269], [314]). However, the epithelium is also capable of complex collective behaviors
such as generating 3-dimensional deformation, self-organization of cells into spatial domains,
and continuous regeneration (Fig. 1.1b). These collective behaviors of the epithelium are
important for maintaining biological functions in response to perturbations throughout the
lifetime of an organism.

Phenomenological models have been proposed to explain these collective behaviors. Some
of these proposed models include: (1) tissue fluidization, where tissues transition from solid-
like to liquid-like states to explain tissue deformation, (2) cell sorting, where cell populations
separate into spatial domains to explain self-organization, and (3) contact inhibition of pro-
liferation, where cell proliferation responds to cell contact to explain tissue turnover (Fig.
1.1c). These models provide a framework for understanding experimental results and have
provided considerable insight into how multicellular tissues function. However, because these
models are based on observed phenomenology rather than physical principles, it is a challenge
to understand how broadly they apply, and when they sufficiently explain tissue behavior.
Despite progress in understanding collective behavior in epithelia, it remains unclear how

the interactions between cells give rise to collective behaviors at the tissue scale.
1
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Figure 1.1: Collective behavior in epithelia (a) epithelia are formed from large collections of
epithelial cells which form space spanning layers. These layers line the interface between the
inside and outside of the body (b) epithelia can perform collective behavior inculding 3D
deformation, self-organization and turnover of cells (¢) phenomenological models have been
used to describe how these collective behaviors occur by tissue fluidization, cell sorting and
contact inhibition. Figure prepared with biorender ([1]).



Analogous problems have been studied in the context of nonliving systems which show
interesting collective properties. For example, in glass forming materials, collections of
molecules can transition from a liquid-like to solid-like state at a specific density (|20]).
These collective phenomena, termed phase transitions, occur across diverse non-living sys-
tems ([136]). In these cases, a small change in a microscopic parameter of the system (density,
fluctuations, affinity) leads to a dramatic in the macroscopic properties (mechanical modu-
lus, conductivity, ordering). It is thought that phase transitions are also important for many
biological phenomenon ([128], [212]). Like glass forming materials, epithelia are spatially
disordered but show both liquid-like (|93], [188], [247]) and solid-like ([144], [345]) properties
under different conditions. Characterization of the mechanical properties of tissues also sug-
gests that rigidity transitions guide large scale deformations within embryonic development
([133], [208], [239], [331]). However, there is not a consensus about the mechanical model
which causes this transition ([150], [238], [331]). Explaining changes in tissue mechanics
as a phase transition between fluid-like and solid-like regimes is a promising framework to
understand the material properties of a broad range of embryos and tissues. However, the
underlying details of such a phase transition remains an ongoing area of study which will be
discussed below.

Biological systems also have complex signaling networks operating within a single cell
and between cells. The principles of complex systems with many interacting agents have
been demonstrated in computational models from simple systems like cellular automaton
(|207], [343]) to agent-based models of processes like cell migration ([153|, [332]). These
models demonstrate that simple rules of interaction can give rise to complicated and poten-
tially unexpected macroscopic behavior. While these systems often cannot be understood
directly from physical principles, phenomenological models which examine the behaviors of
the system can be used to explain how the system works and can be controlled ([198]). In

the context of epithelia, phenomenological models have proven useful for elucidating the



principles of epithelial mechanics, self-organization, and proliferation. Here, we outline how
such models have been used together with experimental studies to develop our current un-

derstanding of the collective properties of epithelia.

1.1 Tissue fluidity tunes the material properties of epithelia

Within the epithelium, individual cells can tune mechanical properties through transcrip-
tion of genes which regulate the cell cytoskeleton ([91], [170]). The cytoskeleton, in turn, can
generate and sense forces in the tissue allowing for complex mechanical feedback and pat-
terning ([105], [240]). One striking example of the regulation of tissue mechanics is in early
development, where epithelial-like tissues deform and fold into templates of different adult
tissues and organs ([169], [168]). These dynamical tissue motions are specified by genetic
patterning and biochemical feedback. Then deformations are driven by mechanical forces
and material properties in the epithelium acting downstream of these genetic signals. The
overall behavior occurs as a result of physical interactions between cells and can be modeled
according to physical principles ([109], [291]). However, methods for modeling embryonic
development often rely on continuum models which explain behavior only at the tissue scale.
Because tissue motions are determined by dynamic gene expression in single cells, continuum
models are not sufficient to model cell scale variation. For example, cells can stochastically
differentiate into different cell types, which can have local consequences on the tissue me-
chanics. Therefore, it remains an important challenge to connect cell scale regulation of the
cytoskeleton to the behavior observed at the tissue scale.

In early studies of tissues, embryologists noticed the parallels between the behavior of
cells in early embryos and the physics of soap bubbles and foams (|75], [124], [304]). These
studies suggested that tissues might be understood using principles borrowed from studying
these physical systems. For example, in analogy with foams, it was noted that the structure

of epithelial tissues showed a nearly minimized perimeter (|124], [304]). The shapes of soap
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bubbles are determined by area minimization by surface tension balanced with the pressure
of gas inside that prevents the bubble from collapsing. In a cell, there is a corresponding
surface tension-like force exerted by the contracting cytoskeleton at the cell periphery, termed
the “cortical tension”. The osmotic pressure of the cell generated by its molecular contents
are many times greater than the cortical tension, and resist the contraction causing the
volume of the cell to be fixed (Fig. 1.2A) ([57], [306]). Aggregates of multiple cells can
then be described by considering an additional adhesive force between the cells, which will
be described in more detail in the next section (Fig. 1.2B). These cell aggregates can also
be constrained by other tissues or extracellular material like eggshells (Fig. 1.2B). Larger
collections of soap bubbles make up foams, which can be understood by considering the
balance of interfacial tensions (|76]). In tissues, the cell geometry is determined by a force
balance at each vertex set by the relative cortical tensions of each interface. The resulting
angle between each junction represents the force balance (Fig. 1.2C) (]54], [220]).

Inspired by the modeling of foams, vertex models were developed to explain the behavior
of epithelium ([6], [86], [286]). These models consider epithelial monolayers to be a 2D
packing of cells with elastic energy associated with the cell area and perimeter to model the
osmotic pressure and cortical (surface) tension, respectively (Fig. 1.2D, E). In active versions
of the model, there is a self-propulsion term, which captures the active cell motility, and can
either be uncorrelated or have defined spatial and temporal correlations (Fig. 1.2E) (]23],
[24], [100], [297]). One striking feature of vertex models is that there is a transition between
a solid-like and liquid-like state of the tissue when tuning the surface tension past a critical
value (|23], [149]). In epithelia, a phase transition between fluid-like and solid-like states was
previously hypothesized to be a density dependent transition analogous to a glass transition
([8], [96]). In contrast, vertex models suggest that the transition is density independent
and occurs due to changes in cell mechanical properties and active stress generation (]24],

[149]). In vertex models, the point at which this phase transition occurs can be observed
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Figure 1.2: Vertex models describe epithelial mechanics (A) cell shape is determined by a
combination of cortical tension from the cytoskeleton and osmotic pressure from the macro-
molecular content of the cell (b) cells also form adhesions which modify the cortical mechanics
locally and are bounded by external structures like eggshells (c¢) at each vertex a force bal-
ance determines the angles of the cell interfaces (d) vertex models consider a collection of
cells with target area A; and perimeter P; (E) the model parameters A; and P; capture the
effects of volume pressure, adhesion and cortical tension. An additional motility term, T,
can also be added (F) cell geometry can be quantified by the shape parameter. When this
quantity is less than 3.81 the cell network is rigid and it loses rigidity above this value.



directly from the cell shape across the network. Therefore, suggesting that cell shape can
be used to infer the mechanical properties of tissues. As the tension increases and stress
decreases, the cell geometry becomes more regular ([356]). The cell shape can be quantified
by a dimensionless parameter — the shape parameter - defined as ¢ = P/v/A (Fig. 1.2F),
and when this parameter becomes lower than a specific value, ¢ = 3.81, the network of
cell interactions becomes rigid ([24], [356]) (Fig. 1.2G). These models have been used to
describe the behavior of cells in vivo and in vitro by looking at how cell shape and motility
are correlated ([111], [133], [189], [224], [231], [331]).

However, there are limitations to the interpretation of experimental data using vertex
models. While some tissues do show highly fluid-like behavior with many neighbor exchanges
([59], [208], [214], [239]) there are other tissues where fluctuations are low and neighbor
exchanges are rare even when cell shapes suggest a fluid-like state ([8], [346]). Vertex models
assume there is no energetic barrier to cellular rearrangement in the fluid-like regime. This
has not been tested in detail, and studies of junction contraction have demonstrated that
the mechanical behavior of cell junctions may be more complex than assumed by vertex
models ([41], [42], [47], [126], [204], [285], [299]). In addition, these simple models provide a
prediction of the relative forces on cell junctions (|54], [220]), but compared with experimental
measurements there is some discrepancy ([137], [158]). This suggests that modification of
vertex models will be required to understand certain tissues. However, despite these potential
limitations, a robust correlation between cell shape and motility has been observed across a

broad range of epithelia, which is a key prediction of vertex models ([13], [224], [231], [331]).

1.2 Cell sorting drives tissue self-organization

Epithelial tissues perform multiple functions and have developed spatial domains to perform
specific tasks, e.g., crypts (proliferation) and villi (absorption) in the intestine, or basal

layer (proliferation) and cornified layers (barrier) of the skin (Fig. 1.3a) (|261]). Epithelia
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are subject to external forces, cell division, and death on the timescale of hours to days,
but robustly maintain these organized domains over the lifetime of an organism, suggesting
the presence of mechanisms that maintain tissue organization. This spatial organization of
tissues can be disrupted in disease and is often associated with loss of tissue function. For
example, tumor formation produces large cell aggregates, which lose both the architecture
and function of the tissue they are derived from ([26]). Perturbations to tissue organization
in different diseases are unique, yet reproducible across individuals. As a result, images
of tissue allow clinicians to distinguish between a number of disorders which disrupt tissue
structure ([339]). It is possible that these changes in tissue morphology are also a driver
of disease. Normal and cancerous epithelial cells can regain lost tissue function by being
cultured under conditions which allow them to reconstitute normal 3d tissue organization
(|87, [143]). However, we still lack a complete understanding of how tissue organization is
maintained during tissue homeostasis and is disrupted in disease.

In epithelia different cell populations typically have distinct cell geometry, which suggests
differences in mechanical properties. For example, in the skin, there is a clear transition
from columnar (height > width) to squamous (width > height) cell morphology along the
vertical axis, while in the intestine, there are characteristic transitions from negative to
positive curvature (Fig. 1.3A). The geometry of epithelial cells is the result of differences in
tension and adhesion at different cellular interfaces ([66], [75], [86], [195], [188], [304], [340]).
While these differences could be attributed to other cells in the tissue or developmental
processes, similar geometric features are found in organoids (|266]), epithelial tissue models,
which originate from single epithelial cells and lack other cell types (Fig. 1.3B). In organoid
models, it was recently demonstrated that the mechanical properties of these cell populations
are different ([355]).

A model of “cell sorting”, inspired by the separation of immiscible fluids, like oil and

water, has been used to explain the self-organization of epithelial cells into spatial domains
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tial interfacial tension is a difference in the cortical tension between populations, heterotypic
interfacial tension is an increase in tension at heterotypic interfaces, surface fluctuations are
differences in the fluctuations of cortical tension across the cortex of individual cells (F) these
different forms of cortical asymmetry cause cells to sort into configurations with populations
of cells separated to different domains.



(193], [287], [310], [334]) (Fig. 1.3C). In this model, differences in cell mechanical properties
drive segregation of cell populations from a homogeneous mixture of multiple cell types.
During development, cell sorting mechanisms can be highly robust. For example, sea urchin
and newt embryos can be dissociated and upon reaggregation, retain the ability to develop
([102], [122]). Recently, theoretical and experimental advances in cell sorting have started to
provide insight into how cell populations interact during embryogenesis ([17], [40], [146], [161],
[168], [312], [341]). Early models of cell sorting implicated differences in the adhesiveness
of cells driving their sorting similar to the separation of molecular liquids ([287]). However,
cell-cell interactions are considerably more complex than those between molecules, and a
passive mechanical model does not account for the active force generating processes of cells
([114]). Later work has recognized that the energy of cell-cell adhesion molecules is small
compared with the energetic barriers of cell interaction ([66]), implicating mechanical forces
generated at the cell cortex as a key mediator of cell sorting ([195], [188]). These differences
in tension at different cellular interfaces is demonstrated by looking at isolated pairs of cells
where the contact angle indicates the relative forces (Fig. 1.3D). In different contexts, the
interfacial tension that drives cell sorting is regulated at the molecular scale by adhesion
signaling pathways including cadherin ([116], [288], [312]), and ephrin signaling ([43], [84],
[152], [303]) which may act through actin nucleators to regulate the cortex (|56], [113]).
Differences in cytoskeletal gene expression give rise to asymmetry in cell mechanics and
influence heterotypic interactions (Fig. 1.3E). Due to this asymmetry, when populations of
cells with different mechanics interact, the most energetically favorable configurations have
a different population of cells at the inside and outside of the aggregate (Fig. 1.3F). If
cells are able to rearrange and explore different configurations over time, the most stable
configuration with the cells separated will persist over less stable configurations.

However, some of the basic principles of cell sorting are not well understood due to the

difficulty associated with making dynamical measurements of the sorting process (|233|). Dif-

10



ferent models have been proposed to explain the observed sorting and differences in the cor-
tical tension between cell populations ([66], [195]) as well as increased tension at heterotypic
interfaces (|40], [113], [209], [298]) seem to play a role. Recent work has demonstrated that
cell surface fluctuations may also be important for cell sorting (|353]) (Fig. 1.3E). Differences
in cell size also influence the most stable cell configuration and could potentially promote or
inhibit sorting ([148], [156], [250]). Due to limited studies of these effects outside the context
of development, it also remains unclear to what extent cell mechanical properties control
cellular organization and dynamics in adult epithelia. While there are open questions about
the relative roles of these different effects, cell sorting models have still provided considerable

insight into how different epithelia self-organize.

1.3 Contact inhibition of proliferation regulates cell growth in a

tissue

Within tissues, cells constantly turnover through cell birth and death. In humans, 0.2% of
total cell mass turns over each day (|275]). Epithelia show a range of turnover rates, from days
in the intestine, to weeks in the skin to over a year in the kidney. Despite constant turnover,
epithelial tissues maintain their structure over time through self-organization ([113], [333]),
directed cell migration ([162]) and cell differentiation ([203]). However, the effects of cell
turnover on cell and tissue physiology are mostly unknown. The capacity to constantly
turnover may replace defective cells through a competition for space in the tissue (|36], [157],
[202]), but may also contribute to cancer because mutations occur during DNA replication
(|308]) or alter the proteome through dilution ([78]).

As cells grow and divide, they need to maintain a similar cell size across generations to
maintain cell physiology. There are a range of cell sizes found in vivo, but for a given cell
type, the cell size is consistent across species and individuals ([205]) . To demonstrate the

importance of cell size control, the size of cells has been experimentally perturbed. In this
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case, cells which become too large show shifts in the proteome and defects in proteostasis
([51], [167], [218]), demonstrating that size control is important for maintaining cell physiol-
ogy. Over several decades, knock-out screens have identified many of the key proteins which
regulate cell proliferation ([215], [221], [279]). However, understanding the more complex
feedback mechanisms underlying cell size control remains challenging. Single-celled organ-
isms proliferate constantly at a high rate which makes it easy to examine the effects of
perturbation and develop mathematical models describing growth laws ([34], [274]). In these
simple systems, phenomenological models of cell size control were developed to explain the
different feedback mechanisms which can maintain cell size (|7]) (Fig. 1.4A). These models
provide a basis for classifying the behavior of different systems and looking for molecular
mechanisms which explain the feedback ([38], [300], [361], [360]). Similar to most single-
celled organisms, single mammalian cells behave like adders, meaning that the mechanism
regulating cell division is sensitive to the total amount of growth, o, that occurs during
the cell cycle (|38]). However, in epithelia, cells show G1 sizer behavior, where cells will
only transition into the cell cycle if the cell size increases beyond a certain threshold size, a
([348]). A deeper understanding of the underlying mechanisms of cell cycle regulation are
still required to reconcile these differences.

However, the turnover of tissues cannot be understood by the same principles as the
proliferation of single-celled organisms. One of the key differences is that in multicellu-
lar organisms, cell proliferation needs to be coupled to tissue turnover and growth. Cells
need to proliferate rapidly during healing or development as tissue grows or slowly during
tissue homeostasis to balance cell death. Several mechanisms looking at cell-cell signaling
have been proposed to explain the coupling of cell proliferation and cell death in tissues
(Fig. 1.4B). Some of these studies focus on the signaling of dying cells triggering the pro-
liferation or survival of neighbors through the release of signaling factors ([35], [178], [316]).

Other studies have highlighted how mechanical forces can trigger cell signaling pathways like
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Piezo channels or YAP /TAZ signaling to stimulate proliferation during processes like wound
healing ([108], [228], [132]). In addition, contact-dependent signaling mechanisms through
cadherins contribute to the suppression of cell proliferation in confluent tissue ([147], [196],
[201]). Together, these biological mechanisms begin to describe how cell and tissue growth
become coupled.

Another framework for understanding this coordination is the phenomenon of contact
inhibition of proliferation ([132], [196]). The key idea of contact inhibition is that prolifer-
ation is regulated through feedback where cells sense how much space is provided by other
processes operating at the tissue scale like cell turnover or tissue growth (|245], [290]) (Fig.
1.4C). Under conditions of tissue homeostasis, growth becomes highly limited and in condi-
tions of tissue growth, cell growth increases as spatial constraints are relieved. Some of this
effect is explained by contact-dependent adhesion signaling (|92], [147], [172]), but it is also
likely that contact inhibition incorporates mechanical feedback ([129], [228], [280]). Future
work may find contact inhibition to be a relevant framework for studying tissue disease. For
example, in conditions where cell-cell signaling is perturbed like in cancer, cell growth may
exceed tissue growth leading to loss of tissue architecture. While in other conditions where
cell growth becomes impaired such as aging or metabolic disorders defects in tissue thickness
or healing may be observed as tissue growth outpaces cell growth (Fig. 1.4C).

Feedback between cell and tissue growth has been suggested by previous work looking
at tissue growth behavior under perturbation. For example, perturbations which affect local
cell growth do not increase proliferation due to feedback (|228]), while perturbations to
cell turnover or differentiation produce additional space in the tissues and stimulate cell
proliferation (|203|). However, a more detailed test of the feedback between cell and tissue
growth is required. For example, in a process like wound healing the expansion of a tissue is
driven by migration ([117], [245]). Modifying the cell migration would change tissue growth

and the effects on cell growth could be measured. If there is feedback, the corresponding
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cell growth should change in quantitative agreement (Fig. 1.4D). It is also possible that
tissue growth could be measured across a range of systems and compared with the cell scale
behavior (Fig. 1.4E). Then different signaling pathways can be correlated with tissue growth
to understand the biological mechanisms which regulate cell growth in epithelial tissue. At
the moment, it remains difficult to apply our understanding of contact inhibition to tissues
in vivo because of the lack of experimental measurements. However, contact inhibition is a
promising framework which can potentially be used to understand the proliferative dynamics

across a range of tissues in homeostasis, development, and disease.

1.4 Summary

Overall, phenomenological models of collective behavior in epithelia provide a starting point
for connecting cell scale properties with tissue behavior. These models assume a highly
simplified view of cell mechanics and signaling as a starting point because cell collectives are
too complex to model directly from physical principles. For example, vertex models and cell
sorting models allow for the complex properties of the actin cytoskeleton to be described by
a single parameter, the cell surface tension. Such a simplification is required to understand
effects at the tissue scale. For example, when looking at processes in biological systems like
embryonic development, 100-1000s of cytoskeletal genes change at the same time, making it
difficult to directly implicate a specific gene in changing collective behavior at the tissue scale.
When a given gene is identified as critical for this process, it is also difficult to determine
if this is the only cause or acts together with other factors. Measuring how a perturbation
changes cell surface tension is more feasible and can then be used to explain the collective
behavior. Importantly, identifying these relationships provides a starting point for comparing
seemingly disparate biological systems to build broader principles of tissue dynamics and
function. Cell shape, surface mechanics, or proliferation can be compared across tissues to

understand how tissues are similar and unique from one another. For example, in different
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stages of morphogenesis cellular flows may be generated with different patterns and driven
by different genes, but it is possible that both deformations occur because of similar changes
to the cell surface tension. As these models are tested across more tissues and organisms,
they may end up providing universal principles which describe how collective cell behaviors
occur and become disrupted in disease.

These models also highlight specific properties of a cell in the context of tissue biology and
explain how they are maintained. For example, vertex models highlight the importance of
cell shape in epithelia and provide a mechanism for the homeostasis of cell shape. Cell shape
varies from tissue to tissue but is maintained throughout the lifetime of an organism (|261]).
After stretching or tissue damage cells return to their original shape through a remodeling
process driven by cell motility, neighbor exchange and proliferation (|66], [77], [101], [123],
[299], [346]). Cell shape also has consequences on cell differentiation and signaling ([50], [184],
[186], [335]). Vertex models highlight that differences in cell shape correspond to different
mechanical states of cells and suggest a mechanism for the homeostasis of cell shape ([115]).
Variations in cell shape across a tissue can also give information about the mechanical and
proliferative state of different cell population (|75], [77]). Cell shape can also report on tissue
scale phenomena like asymmetric strain or growth of a tissue ([197], [331], [346]). As a result,
perturbations in cell shape can be a robust marker of disease and potentially be used for
the diagnosis of tissue disorders like cancer ([26], [339]). Similarly, cell sorting and contact
inhibition provide mechanisms for homeostasis of the organization and density of cells within
the epithelium and provide a means for connecting changes in tissue organization and density
to disease.

Here we describe experiments which reveal new mechanisms controlling collective cell
behavior. We first collect data of the process of epithelial remodeling where the cellular
structure of a healing epithelium returns to the original state through cell motion and re-

arrangement. We use the framework of vertex models to analyze the different states of the
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remodeling epithelium and show a relationship between cell motility and cell division. We
propose that fluctuations only occur in dividing cells and that the arrest of cell motility oc-
curs because contact inhibition arrests the cell cycle (Ch2). We go on to use the idea of cell
sorting to understand cellular organization in the skin. We show how two different effects,
changes in heterotypic surface tension driven by differences in expression levels of the formin
Diaphanous 1 and changes in surface tension driven by proliferation can explain how the
skin epithelium self organizes into different layers (Ch3). We then study how proliferation is
regulated in epithelia by quantifying and experimentally perturbing cell division and growth.
We propose and test a new framework for understanding contact inhibition of proliferation as
a feedback between tissue growth and cell growth described by a quantity called the “tissue
confinement”. This new model can potentially describe how cell proliferation is regulated
across and variety of epithelium and is a new model for studying the molecular mechanisms
that regulate cell growth and division in epithelia (Ch4). Together, these works highlight an

unexpected interplay between cell proliferation and collective cell behavior in epithelia.
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CHAPTER 2
CELL CYCLE-DEPENDENT ACTIVE STRESS DRIVES
EPITHELIA REMODELING

This section is reproduced from the article Cell cycle-dependent active stress drives epithelia
remodeling published in PNAS by John Devany, Daniel Sussman, Takaki Yamamoto, M.
Lisa Manning, and Margaret L. Gardel ([72]).

The modeling presented in Figures 2.6, 2.7 in this section was done by Daniel Sussman
and the modeling in 2.20A, B, E and 2.21 was done by Takaki Yamomoto. Lisa Manning,

Daniel Sussman, and Margaret Gardel were also involved in planning the project and writing.

2.1 Abstract

Epithelia have distinct cellular architectures, which are established in development, re-
established after wounding, and maintained during tissue homeostasis despite cell turnover
and mechanical perturbations. In turn, cell shape also controls tissue function as a regulator
of cell differentiation, proliferation, and motility. Here we investigate cell shape changes in
a model epithelial monolayer. After the onset of confluence, cells continue to proliferate and
change shape over time, eventually leading to a final architecture characterized by arrested
motion and more regular cell shapes. Such monolayer remodeling is robust, with qualita-
tively similar evolution in cell shape and dynamics observed across disparate perturbations.
Here we quantify differences in monolayer remodeling guided by the active vertex model to
identify underlying order parameters controlling epithelial architecture. When monolayers
are formed atop extracellular matrix with varied stiffness, we find the cell density at which
motion arrests varies significantly but the cell shape remains constant, consistent with the
onset of tissue rigidity. In contrast, pharmacological perturbations can significantly alter

the cell shape at which tissue dynamics is arrested, consistent with varied amounts of active
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stress within the tissue. Across all experimental conditions the final cell shape is well corre-
lated to the cell proliferation rate, and cell cycle inhibition immediately arrests cell motility.
Finally, we demonstrate cell-cycle variation in junctional tension as a source of active stress
within the monolayer. Thus, the architecture and mechanics of epithelial tissue can arise

from an interplay between cell mechanics and stresses arising from cell cycle dynamics.

2.2 Introduction

Cells in epithelial tissues adopt a variety of distinct morphologies which are defined during
development and maintained throughout the lifetime of an organism (|26]). Cellular shape
and geometry can be perturbed by stretching or wounding but individual cells within the
tissue return to their original shape through increased cellular motility, junctional turnover,
neighbor exchange, and proliferation ([346], [123], [299]). In turn, tissue architecture impacts
cell fate and tissue physiology ([|231], [186]). Cell division has been implicated as a potential
mechanism to regulate monolayer topology ([346], [28], [86], [101], [77]). However, tissue
architecture can also change as a result of motion, neighbor exchanges, and shape changes
of individual cells in the absence of cell division (|66], [208], [90], [168]). One promising
physical framework for predicting collective cell behavior are vertex models, which represent
confluent epithelial monolayers by a mechanical network of cell-cell junctions ([86], [6], [189],
[286], [124]). From these approaches, mechanical descriptions of epithelial tissue dynamics
are being developed ([6], [24]), but key questions remain.

For instance, it remains unclear what processes set the length scale over which cells in
a tissue can move or migrate. This length scale helps determine developmental outcomes,
such as whether convergent extension is effective at generating large-scale changes to the
body shape, as well disease outcomes, such as whether cells leave a cancer tumor in invasive
streams ([111], [224]). In traditional materials composed of atoms or molecules, particles

can freely diffuse when the material is fluid-like, but their motion is arrested in solids,
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when surrounding particles inhibit their mobility. In the context of biological tissues, it
is tempting to speculate that the arrest of motion in a dense collection of cells occurs as
the system becomes jammed, or solid-like, which can arise from changes to either density
(|253], [119]) or cell mechanical properties ([356], [23], [149]). However, there is third possible
mechanism for arrest of motion: the particles in a fluid-like material could also stop moving if
the source of fluctuations becomes very small, despite remaining in a mechanically unstable
configuration. Fluctuations in biological tissues are driven by active cellular processes such
as cell migration, cytoskeletal contraction, and cell division ([169], [262], [53]). Therefore, the
scale of fluctuations in a tissue may be regulated in response to extracellular or intracellular
cues to control the degree of tissue remodeling.

In model epithelial tissues, it has been observed that the cells are initially more dynamic —
changing neighbors and moving significant distances— and at later times that motion arrests
([231], [8], [96], [13], [187], [245]). Because these changes occur with minimal genetic or
biochemical gradients, such epithelial monolayers are an ideal system to study whether cell
arrest is governed by an underlying rigidity transition (e.g. collective solidification) caused
by changes in density or cell mechanics, or instead by a decrease in active stress fluctuations
in a material that remains fluid-like. Particle-based models for tissues predict decreased
cell motion arising from reduced interstitial space at increased cell density ([208], [253],
[119], [150]). In contrast, vertex models predict that the cell density is not a direct control
parameter for cell dynamics ([356]). Instead, vertex models predict that observed steady-
state cell shape, tuned by varying passive cell mechanics and active forces, is the control
parameter for cell motility ([86], [286], [24], [356], [23]). Cell shape, density and cell adhesion
have all been implicated in the arrest of cell motion in epithelial monolayers ([231], [8],
[96], [187]). Furthermore, changes to cell density also regulate signaling pathways that
could influence single cell mechanics and cell-cell interactions ([196]), and cell divisions also

introduce active stress fluctuations which in turn affect cell shape ([356], [262], [74], [193],
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[65]). Thus, it remains unclear how cell density, cell mechanics, and active stress fluctuations
contribute to the regulation of epithelial monolayer remodeling dynamics.

Here we use epithelial monolayer remodeling as a model system to investigate the biophys-
ical regulation of epithelial architecture and dynamics. After forming a confluent monolayer,
cells continue to divide and change shape over time, until reaching a final state character-
ized by low motility and more regular cell shapes. Such monolayer remodeling is robustly
observed, with qualitatively similar evolution in cell shape and dynamics over a large range
of experimental conditions. To tease apart the effects of cell density changes from other me-
chanical perturbations, we study monolayers formed atop extracellular matrix with varied
stiffness. This variation in substrate stiffness causes the cell densities to change significantly,
but we find relatively little correlation between density with cell motion. In contrast, we
find a striking data collapse when cell velocities are plotted as a function of observed cell
shape, as predicted by active vertex models. To understand whether observed cell shapes are
primarily regulated by active fluctuations or by changes to single-cell mechanical properties,
we perturb the monolayer with pharmacological interventions that interfere with cell prolif-
eration and the cytoskeleton. We find that inhibition of the cell cycle immediately arrests
cell motion and shape change, suggesting that cell-cycle-dependent active stress contributes
significantly to monolayer dynamics and remodeling. Moreover, across all experimental con-
ditions we find that the average cell shape in the homeostatic final state is well correlated
with the cell division rate, suggesting that suppressing cell-cycle-based fluctuations leads to
an arrest of cell motion that is independent of the underlying cell mechanics. Finally, we
show that cell-cycle-dependent changes in junctional tension are an important source of ac-
tive stress in the tissue, and use simulations to demonstrate the different tissue architectures
that can be realized by modeling cell-cycle-dependent changes in edge tensions. Together our
results demonstrate that cell geometry and cell cycle dynamics control cell shape remodeling

in epithelial monolayers.
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2.3 Results

2.3.1 Remodeling of confluent MDCK monolayers to achieve homeostatic

architecture

To measure the shape and speed of individual cells in a simple epithelial monolayer we
created an MDCK cell line that stably expresses green fluorescent protein localized to the
plasma membrane via the transmembrane protein stargazin. We seeded these cells at high
density on collagen I gels and imaged multiple fields of view using time-lapse fluorescence
microscopy. Initially, the monolayer was not continuous, and there were numerous cell-free
voids (Fig. 2.1A). Over time, the cells closed gaps to form a continuous monolayer spanning
~ 15 mm; we designate this as t = 0 (Fig. 2.1A). Over the following 12 hours, the cells
within the monolayer change shape until a steady-state geometry and density is achieved
(Fig. 2.1A, t = 720 min). Thus, we use this as a model system to study epithelial tissue
homeostasis by which cell shape and density is recovered after injury through wound healing
and monolayer remodeling (Fig. 2.1B). While previous work has focused on mechanisms of
collective migration in wound healing ([219], [311], [68]), here we focus on the process by
which the cells within a confluent monolayer change shape over time.

We use image segmentation to extract cell shape, size, and positions over time (Methods).
To quantify cell shape, we use cell vertex locations to reconstruct a polygon with a well-
defined perimeter p and area A to calculate the shape parameter (area-normalized perimeter)
q= p/Al/ 2. this quantity is bounded from below by objects with a circular shape (quiqcie &
3.54) and most cells are observed to have a shape parameter greater than that of a regular
hexagon (qpezagon = 3.72) (Fig. 2.2) ([356], [23]).

We observe cell shape remodeling, along with changes in density and speed, takes place
for approximately 12 hours until the system arrests. These dynamics are not sensitive to the

details of how time or spatial averaging is performed (Fig. 2.3, 2.4). We also confirmed they
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Figure 2.1: Cell shape remodeling leads to homeostatic monolayer architecture. (a) Cells
were plated on collagen gel substrates at ¢ = —1000 minutes. By ¢ = —600 minutes cell have
aggregated into large colonies which collectively migrate to fill open space. At t=0 minutes
cells have formed a confluent monolayer. Over the next 720 minutes cells become denser
and cell morphology becomes increasingly regular. Scale bar is 50 microns. (b) Schematic
of the process observed in a). A tissue may be wounded resulting in collective migration
followed by monolayer remodeling to the normal epithelial architecture. (c) Heat map of
single cell speeds plotted over the segmented cell outlines from images shown in a). Areas in
black contain cells which were ignored due to potential segmentation errors. (d) Randomly
selected cell trajectories from ¢ = 0 to ¢ = 1100 minutes, color indicates time. (d-f) Sample
averaged values of cell shape, speed and density at each time point across 60 fields of view
in the sample depicted in a). Error bars represent standard deviation between fields of view.
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Figure 2.2: Shape metrics are resolution dependent. (a) Schematics describing different
popular methods for determination of perimeter and area of a polygon constructed from
pixels. Methods depicted include the 1 root 2 method — default in imageJ, and voesspoel —
default in Matlab regionprops. We also schematize several methods for determining polygon
area. Sum of pixels is default in both imageJ and Matlab (b) An image of cell outlines
(green) with marked vertex locations (pink). The cells which do not have a complete set
of neighbors are discarded and remaining polygons are constructed from the vertices. We
show an overlay of detected vertices on the raw data. (c) For one experimental dataset, WT
on 2mg/ml collagen — we plot shape vs density for a variety of shape metrics and Speed vs
shape for the same set of metrics. Errorbar represents the standard deviation of 60 fields of
view. (d) We segmented simulation data and plot shape/actual shape vs area for this data
for a variety of shape metrics for images of different resolution. We observe that some shape
metrics show large errors and are highly resolution dependent. We show a zoom in of the
top performing metrics. Error bar represents the standard deviation of three replicates (e)
We measured shape of fixed cell data and used the two top performing metrics to measure
cell shape. The fixed data is a time series of images where there is no cell motion but images
show photobleaching and noise variation. We know the shapes are not changing with time,
however the measured shape fluctuates due to changes in noise. We measure the distribution
of measurements around the mean for the two metrics for each cell. Shapes reconstructed
from vertices are much more robust to noise.
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Figure 2.3: Mean square displacements are time-dependent. (a) Time averaged mean squared
displacements for individual cells show a plateau at long time scales indicating cells are not
freely moving at long times. A small representative subset of 100 cells from one field of view
is displayed (b) mean squared displacement for different lag times decay with time indicating
that cell motion is reduced at later times. Data is across all cells in 60 fields of view in a
single single experiment on a 2mg/ml collagen gel under wild type conditions.

are independent of initial seeding density (Fig. 2.5), consistent with previous data (|96]).
Similarly to prior observations (8], [245]), cell speed decreases (Fig. 2.1C, D, E, 2.3B) as
the density increases from cell proliferation (Fig. 2.1F). However, we also observe changes
in cell shape over time (Fig. 2.1G). This reduction in shape parameter is correlated with
reduced motility in models and experiments where there is no change in density ([231], [24],
[13]). Therefore, from these data alone, the order parameters controlling the steady state

cell shape and density in epithelial tissues are impossible to discern.

2.3.2  Cell shape and Speed are correlated in active vertexr models

To further understand the process of monolayer remodeling, we explore predictions of a ther-
mal Voronoi model (|296], [297]). This model is a variation of standard vertex models which

incorporates a simple Brownian noise on each cell to account for active mechanical stress
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Figure 2.4: Correlation between shape and speed does not depend on the field of view size or
time between images. (a) representation of different field of view sizes. For this analysis the
field of view was first truncated into a square window 335x335 pm. This field was subdivided
into 2x2, 3x3... 10x10 sections and each section was averaged independently as if that was
the full field of view. (b) speed vs shape parameter for the full field of view 335x335 pm and
a 5x5 truncation 67x67um. Both field of view sizes show the same final average. All other
truncation sizes give the same average values. Errorbars represent the standard deviation
of 60 and 1500 fields respectively (c) comparison of the derivative in the linear portion of
the curve in b, from ¢ = 3.93 to ¢ = 3.97. The value is larger for large fields of view
because there can be greater heterogeneity within the same field of view. At lower values
the linearity plateaus due to noise from averaging fewer cells. This shows that our data is
consistent with energy which is defined at the single cell level. At ~ 100um or groups of a
couple dozen cells we reach a noise floor. This analysis uses the TPV metric for cell shape to
ensure there are enough cells within small fields of view to get a representative average. (d)
Mean squared displacement for a dataset on a WT 2mg/ml collagen gel. Curves are binned
according to the shape parameter at the initial time of each subtrajectory. Subtrajectories
are not overlapping. Lag times are at 10 minute intervals. We observe that for any lag time
there is lower displacement for lower shape parameter. (e) Shape parameter vs speed for
a single field of view over 12 hours for different lag times. (f) Shape parameter vs speed
averaged across all fields of view in the sample. We see that increasing the lag time shifts
this curve downward consistent with the motion being diffusive. At longer times the distance
traveled only increases by v/t as time increases by t leading to lower values of speed. The
data appears to reach the noise floor at low shape parameter for larger tau.
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Figure 2.5: Monolayer remodeling does not depend on initial cell seeding density (a) Cell
Shape vs time for monolayers seeded at two different densities. Both samples were made at
the same time with ~ 700K cells (high density) and ~350k cells (low density). The samples
were imaged sequentially starting from the time point when the monolayer became confluent
across most of the cover slip. (b) Relationship between cell shape and speed for the samples
in a).

applied by the cells. This model has two key parameters (Fig. 2.6A): a temperature T that
represents via uncorrelated noise the magnitude of active stress fluctuations acting on each
cell, and a parameter pg that represents the target perimeter of each cell and encodes the me-
chanical properties of a cell, including cell-cell adhesion and tension in the cortically enriched
cytoskeleton. In steady state, these two parameters give rise to a predicted observed shape
parameter and cell mobility (|24], [297]). Importantly, in isotropic tissues a shape parameter
of approximately 3.8 reflects the onset of rigidity in the vertex model, whereby higher shape
parameters reflect a more fluid-like tissue ([24], [356], [23]), although the exact location of
the transition point depends on the degree of cell packing disorder ([352], [331]). We expect
that the cells tune their active fluctuations and mechanical properties during monolayer re-
modeling, resulting in potentially time-dependent parameters T'(t) and pg(t) and different
“trajectories” through model parameter space (Fig. 2.6B, 2.7A). Along these parameter tra-
jectories we measure the resulting steady-state shape and speed of cells in simulations (Fig.

2.6C, 2.7B), which then can be compared to the experimental measurements.
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Figure 2.6: Active Vertex models predict a relationship between cell shape and speed during
monolayer remodeling. (a) Schematic of the thermal Voronoi model, where each cell has a
target geometry specified by a preferred perimeter pg and area ag. Each cell is subject to
Brownian noise with amplitude set by the temperature 7. (b) Parameters of the thermal
Voronoi model were varied along several representative curves. Along these curves a sim-
ulated monolayer was equilibrated at each point, after which measurements were made on
the monolayer. Solid curves approach T = 0 at a value of py where the tissue is weakly
rigid, while dashed curves approach T' = 0 at a value of pg where the tissue is floppy. Colors
represent trajectories with different slopes. (c) Observed values of speed and cell shape. Line
styles correspond to the equivalent parameter space trajectories shown in panel b). MSD is
given in units of vV CellArea over a time window of 10 natural time units. Data are ensemble
averages of 30 simulations each with N = 1000 cells. (d) Experimental relationship between
cell shape and speed measured for WT dataset on 2mg/ml collagen matrix.
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Figure 2.7: Additional modeling of relationship between cell shape and speed in Active
Vertex models. (a) Parameters of the thermal Voroni model were varied along several repre-
sentative curves. Along these curves a simulated monolayer was equilibrated at each point
then measurements were made on the monolayer. Solid curves approach zero temperature at
a value of pg where the tissue is rigid, while dashed curves approach T'= 0 at a value of pg
where the tissue is floppy. Colors represent trajectories with different slopes. Dashed lines
indicated different values of pg approaching 7" = 0. Arrows indicate the order of simulations
along a trajectory (c) Observed values of speed (quantified by MSD in a given time window)
and shape corresponding to the parameter space trajectories shown in panel b). MSD is

given in units of v CellArea over a time window of 10 natural time units.
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We find that substantially different trajectories through model parameter space can gen-
erate similar curves in a plot of typical cell displacements versus observed cell shape, as
shown by all of the solid lines in Fig. 2.6B, C. This is a restatement of the result that, in
vertex models, observed cell shape and cell motility are highly correlated ([231], [24]). In
our experiments, we observe a similar relationship between shape and speed resembling these
model trajectories (Fig. 2.6D), suggesting that vertex models may be able to predict features
of remodeling in proliferating epithelial layers. Fig. 2.6B, C also highlights that there is an
important exception: the observed shape-motility correlation and convergence breaks down
when the temperature (i.e. active stress fluctuation) drops to zero while the cell mechanical
stiffness encoded by py is still in the floppy regime, with pg > 3.8 (See dashed lines in Fig.
2.6B). In this case, the “zero temperature” system stops moving, even though the underly-
ing mechanics of the layer is floppy and weak. Since in the real monolayers active stress is
generated by cellular processes, we explore these ideas further by considering how monolayer

remodeling is impacted by perturbations to extracellular or intracellular pathways.

2.3.8  Monolayer remodeling is requlated by matrix stiffness and signaling

pathways

The stiffness of the extracellular matrix (ECM) can alter cell migration rates through effects
on focal adhesion dynamics and cell spreading (|318]). To explore how epithelial tissues
are impacted by the physical properties of the ECM, we varied the underlying collagen
gel stiffness and density by either increasing the concentration of collagen, or crosslinking
gels with glutaraldehyde ([223]). This produced gels with Young’s moduli ranging from
approximately 200-2000 Pa ([166]). On all gels, qualitatively similar dynamics in cell shape,
motion, and density are observed during monolayer remodeling (Fig. 2.8), but there are
quantitative differences. For instance, at the onset of confluence when the cell speeds are

large (0.07um/min), the cell density is &~ 50% lower on the stiffer ECM conditions than the
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soft ones (Fig. 2.9A, B). These differences remain as the density increases and cell speed
decreases during monolayer remodeling (Fig. 2.9A, B). Thus, across different matrix stiffness,
the number density at which cell speed reaches its minimal value varies substantially (Fig.
2.9B). This is a strong indication that number density is not directly controlling the arrest
of cell motion.

In contrast, the cell shapes robustly and reproducibly change during monolayer remod-
eling, with the arrest of cell motion occurring at a consistent shape parameter of 3.88 (Fig.
2.9C). Because our collagen gels only span a small range of stiffness, we performed similar
experiments on stiffer polyacrylamide gels (16 kPa) and glass and observed similar results,
suggesting that this behavior is independent of substrate stiffness across a large range (Fig.
2.10). Therefore, cell shape appears to be a robust parameter to predict dynamics and struc-
ture of monolayers formed atop different ECM stiffness, in agreement with vertex model
simulations.

As demonstrated in the simulation results in Fig. 2.6B, C, these shape-velocity curves
do not by themselves shed light on whether the arrested motion arises predominantly from
changes in tissue mechanics or the magnitude of active stresses. An important exception
is in regimes where the active fluctuations are driven towards zero while the underlying
cell mechanics remains floppy — this scenario results in distinctly different paths through
shape-velocity space (dashed lines in Fig. 2.6C).

To access different regimes of tissue mechanics and active stress generation, we performed
a screen of pharmacological perturbations to cell signaling by treatments that altered focal
adhesion, cell cycle, and Rho GTPase signaling. Across all conditions, we observe quali-
tatively similar monolayer remodeling dynamics that result in arrested cell motion with a
characteristic cell shape and density (Fig. 2.8, 2.11). However, there are substantial quan-
titative changes that contrast with those found in Fig. 2.9. To illustrate, we consider the

impact of fibroblast secreted growth factors by forming monolayers in fibroblast conditioned
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Figure 2.8: Shape, Speed and cell area decrease with time across all conditions (a) plot of
speed vs time for all conditions. The final speed for all the time series plateau at 0.03pum/min
so this value is subtracted from each time series. Curves are colored in order of speed at time
= 0 min. The same color map is used in b, ¢ (b) density vs time for all datasets. The data
is colored by initial density and differs in color map from a-c. (¢) plot of shape-final shape
for all data. Each time series decays to the final shape with similar kinetics. (d) several
datasets were too noisy and were moved to a different plot for clarity. These datasets were
smoothed temporally with a 10-point window to reduce noise. These data slightly reduce in
shape with time however the difference in initial and final shape are comparable to the noise
in our measurement. All data points represent the time average of at least 30 fields of view

in one sample.
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Figure 2.9: Monolayer remodeling is independent of cell density across perturbations to
substrate stiffness. (a) Images of monolayers remodeling on substrates with different stiffness
near the beginning and end of the experiment. CL is glutaraldehyde crosslinked collagen gel.
Scale bar is 25 microns. (b) Correlation between cell speed and cell density for monolayers on
substrates of different stiffness. (¢) Correlation between cell speed and shape parameter for
monolayers on different substrates. Quantities are averaged over a field of view containing at
least several hundred cells for each time point, then field of view measurements are binned
together by speed in 0.001 increments. Error bars represent standard deviation of each bin.
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Figure 2.10: Relationship between cell shape and speed is independent of substrate stiffness
(a) relationship between shape and speed on division rate matched conditions on collagen,
16KPa polyacrylamide, and Glass (b) relationship between speed and cell density on sub-
strates with different stiffness. Error bars represent binned averages at each speed for at
least 30 fields of view over at least 60 time points.

medium (FCM). We observe that the cell shapes in FCM-treated monolayers are more elon-
gated, with a higher shape parameter, throughout the experiment (Fig. 2.12A). At the onset
of cell motion arrest, the shape parameter is >3.94 a value much higher than the observed
shape in control cells even many hours before arrest (Fig. 2.12B). This results in significantly
higher values of shape parameters throughout monolayer remodeling (Fig. 2.12B). Across
these perturbations, we consistently observe a correlation between the changes in shape pa-
rameter and cell speed but observe significant variations in the final shape parameters that

occurs at cell motion arrest (Fig. 2.11, Fig. 2.13).

2.8.4  Cell dwvision rates control cell shape remodeling

The diversity of monolayer architectures observed across all conditions is demonstrated by
plotting the final shape parameters and density (Fig. 2.14A). With these perturbations, the
steady state architecture varies two-fold in density, with cell shapes ranging from elongated

to compact, but with no clear correlation between density and shape (Fig. 2.14A). However,
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Figure 2.11: Shift in relationship between shape parameter and speed is qualitatively similar
across conditions. (a) Representative images for several inhibitor conditions at low average
speed. (b) Images on stiff substrates (c-¢) Speed vs Shape parameter curves for different
inhibitors. Similar shifting behavior is observed across these conditions. (f-g) Similar behav-
ior is also observed on stiff substrates and for CACO-2 epithelial cells. Error bars represent
binned averages at each speed for at least 30 fields of view over at least 60 time points.

35



c
-
~
-
-
N
@)
@)
N®)
[@D]
(@]
[@X
)
D
O c
-
~
&
BE
-
O
O
o)
< 0.08
-
~
%_ .
= 0.06F == =
o = _ﬁ
O - =
D 0.04} = = .
3.86 3.90 3.94 3.98

Shape Parameter

Figure 2.12: Intracellular signaling alters cell shape during monolayer remodeling (a) Images
of monolayers at the beginning and end of a remodeling experiment under WT conditions or
treated with 1:1 fibroblast conditioned medium to culture medium. Scale bar is 25 microns.
(b) Correlation between speed and density for control and FCM treated monolayers. Quan-
tities are averaged over a field of view containing at least several hundred cells for each time
point, then field of view measurements are binned together by speed in 0.001 increments.
Error bars represent standard deviation of each bin.
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Figure 2.13: Rescue experiments do not restore shape speed correlation. (a) Comparison of
shape speed correlation for cells treated with a FAK inhibitor and with the addition of a Rock
inhibitor. Rock inhibition has been observed to rescue the polarity of 3D MDCK cultures
with FAK knockdown. Rock inhibition has also been observed to restore collective motility
in FAK knockdown cells (see discussion). (b) Comparison of shape speed correlation for
cells treated with a RAC inhibitor on collagen gels and collagen gels with 1mg/ml matrigel.
RAC is required for the assembly of laminin at the basal surface of 3D cultures of MDCK
cells. The polarity defect of RAC knockdown cells can be rescued by providing laminin, a
component of matrigel, in the substrate (see discussion). Neither experiment significantly
restored the correlation between shape and speed. Error bars represent binned averages at
each speed for at least 30 fields of view over at least 60 time points.

many perturbations reduced the rate of cell divisions (Fig. 2.8B). Plotting the final cell shape
as a function of the cell division rate for all conditions reveals an inverse correlation (Fig.
2.14B). Monolayer remodeling obtained from another common epithelial model, CACO-2
cells, with a much lower cell division rate, can be overlaid on this data (Fig. 2.14B, 2.11G).

To explore how cell division impacts monolayer architecture, we first consider the direct
consequences of cell division ([101], [77]). From purely geometric considerations, one would
expect a local reduction in cell shape parameter as a result of topology and aspect-ratio
changes after a division ([86], [101]). Further, oriented cell divisions can directly change cell
shape by producing two daughter cells with lower aspect ratio ([346], [302]). To assess the
contribution of division to the overall shape change, we analyzed shape change in individual
cells in our segmentation data. We measured the shape changes of a dividing cell and its
immediate neighbors before and after division, which we classify into three groups based on

their contact relationship with the daughter cells (Fig. 2.14C). Similar to previous findings
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Figure 2.14: Cell shape remodeling is dependent on cell division rate (a) Shape parameter
vs. density when the monolayer reaches a speed of 0.04xm/min for all inhibitor conditions
tested. (b) Final shape parameter vs. the cell division rate from ¢ = 200 min to ¢ = 600 min
for all conditions in a). Logarithmic fit to data is plotted at dashed line. Each data point in
a) and b) are the average of > 10 time points after reaching the final shape from > 30 fields
of view from one experiment. (c) Schematic of cell which may experience direct changes
in geometry during cell division. 1 is the dividing cell, 2 is a neighbor of both daughter
cells, 3 is a neighbor of one daughter cell (d) Histogram of measured angle between the cells
interphase long axis and the division plane during WT experiments. (n = 3137 cell divisions)
(e) Resulting changes in shape and aspect ratio for the dividing cells and neighbors adjacent
to one or both cells are plotted. Error bars represent the standard deviation of three WT
experiments on 2mg/ml collagen each with at least 1000 cell divisions measured.
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(|346], [28], [302]) we observe a strong alignment of cell division along the long axis (Fig.
2.14C,D). The division results in a reduction of the aspect ratio of the dividing cell but,
on average, modestly increases the shape parameter (Fig. 2.14E, Group “1”). Furthermore,
there is minimal change in the aspect ratio or shape parameter for neighboring groups of cells
(Fig. 2.14E, Groups “2” and “3”). Considering the weighted average of all groups, the impact
of cell division on shape parameter changes is negligible (Fig. 2.14E, “weighted average”).
By tracking shape changes occurring in individual cells throughout interphase, we further
verified that the direct effects of cell division are small compared to shape changes occurring
through changes in cell junction length in non-dividing cells (Fig. 2.15, 2.16). Thus, local
distortions and topological changes during cell division alone are insufficient to explain the
contribution of cell division rate to monolayer remodeling.

Other sources of active stresses within monolayers include cell motility ([24], [356], [311])
and junctional remodeling (|59], [42]). Compared to other experiments (e.g. wound healing)
which show speeds up to 0.7um/min (|219]), the extent of cell motion in our experiments
is low (< 0.1pm/min). One well-documented type of junctional remodeling that drives cell
rearrangements is a T1 transition ([86]), which we observe in the monolayer (Fig. 2.17).
However, the overall number of cell rearrangements is quite low. Therefore, we surmise
that the dominant source of active stresses driving monolayer remodeling is junction length

changes in the absence of neighbor exchanges.

2.3.5 Active stress originates from CDKI1-dependent requlation of cell

mechanics

Our pharmacological screen included many factors known to impact cell migration, adhesion
and force generation, including perturbations to RAC, ROCK, FAK, and Integrin signaling
pathways. Surprisingly, these perturbations had little impact on the overall motions within

the monolayer Fig. 2.18). However, we did observe a dramatic and immediate decrease
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Figure 2.15: Oriented division is insufficient to explain differences in monolayer remodeling
(a) Schematic of different modes of shape change — either shape changes during a cell division
(2 or within a trajectory 1. There are additional g; type and ¢o type shape changes which
are ignored by cqq. (b) schematic of different sources of cell shape change and their relative
values of ¢4k (¢) for a single condition we plot ¢zqer and ggopq; Over time. We observe that
for most of the experiment these metrics are the same. (d) ratio of ¢pqer 10 @rorqr for three
different conditions with variable division fraction noted in the legend. We observe in all cases
that the ratio is close to 1 independent of cell shape. Error bars represent standard error of
each bin. (e) The g4 metric has ignored the gain of neighbors for cells adjacent to division.
We show that the value of g4, is several fold larger than this effect. Points represent time
averaged values for at least 50 fields of view (f) average shape change per cell division from
division tracking data as a function of the average cell shape. We observe larger decreases
in cell shape when for the mother cell and neighbors when average cell shape parameter is
large. Error bars represent standard deviation of divisions in each bin (h) plot of total cell
division vs total shape change. If cell divisions cause all shape change, we would expect a
strong correlation between these variables. Each point represents a different condition from
Fig. 2.14A. (g-h) relationship between shape parameter and the fraction of cells with either
5,6, or 7 neighbors for different conditions. Across these conditions we observe a common
relationship between the topology of the monolayer and the shape parameter.
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Figure 2.16: Cell divisions do not produce large deformations of the monolayer (a) represen-
tative outlines of dividing cells in the monolayer during mitotic rounding, cytokinesis and
reintegration of daughter cells into the monolayer. (b) Measurement of neighbor cell speed
before and after cell divisions. All cells adjacent to a detected cell division are averaged for
a given time point and compared to the average cell speed at that time point. Cell speed is
the displacement of cells over a 10 minute lag time.
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Figure 2.17: Neighbor exchange rates depend on shape and cell division rates (a) Neighbor
exchange rate vs shape for WT and FAK inhibited cells on 2mg/ml collagen gels. Neighbor
exchanges were counted by identifying 4 fold vertices in the data. A 4-fold vertex represents
an unstable configuration in the system and therefore will either resolve in the opposite
direction it was formed (successful exchange) or back in the same direction (failed neighbor
exchange). Our method does not differentiate the two types of neighbor exchange. Each point
is the ratio of four fold to three fold vertices detected at the given average shape parameter
across at least 50 fields of view and 80 time points in each condition. (b) relationship between
neighbor exchange rates and measured cell speed for data points in a

42



in cell speed upon perfusion of an inhibitor of cyclin dependent kinase 1 (CDK1), which
blocks the cell cycle. After initiating a monolayer remodeling experiment, CDK1 inhibitor-
containing media was perfused in at ¢ = 310 min. We observed a striking reduction in
cell motion within 20 minutes of inhibiting CDK1 (Fig. 2.19A-C). After washing out the
inhibitor at ¢ = 580 min, there was an immediate recovery of cell motion: remodeling was
re-initiated, and the time-evolution of changes in cell shape and speed were similar to those
initially observed (Fig. 2.19A-C). To quantitatively compare these curves, we shifted the
post-washout shape parameter data by rescaling the time to (¢ — 400 min); this delay time
and rescaling is indicated by dashed lines Fig. 2.19C,D. Remarkably, with this rescaling the
data evolve in almost quantitative agreement with each other and, moreover, are comparable
to the evolution of unperturbed wild type monolayers (Fig. 2.19D). This data is consistent
with the hypothesis that CDK1 inhibition dramatically reduces the active stress fluctuations
(T, in the model). The enhanced motion observed upon inhibitor removal underscores that
tuning cell cycle dynamics may be a means to modulate the active stresses.

As an alternate means to arrest the cell cycle, we used mitomycin C to abrogate DNA
replication, and observed a similar arrest of monolayer movement. Interestingly, inhibition of
cell division by low doses of nocodazole does not reduce cell motion significantly. Nocodazole
allows cells to enter mitosis and initiate mitotic rounding, but prevents further progression of
mitosis. This is consistent with our data that cell division, per say, is not the primary source
of stress in the monolayer (Fig. 2.16). Instead, these stresses arise in the interphase portion
of the cell cycle. Together with our characterizations of cell shape changes, we surmise these
may come from cell cycle dependent effects on cell mechanics ([135], [323]).

To test this, we examined the geometry of cell-cell contacts formed by suspended cell-
doublets. As demonstrated previously ([195]), this contact angle 6 can be related to the bal-
ance between tension of the cell-cell interface (Fejj_cep7) and cortex (Feorter) (Fig. 2.19E).

We first measured the contact angle under both WT and CDK1 inhibitor treatment and no-
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Figure 2.18: Inhibition of ROCK does not lead to large reduction in cell motility (a) repre-
sentative maps of cell speed before and after adding inhibitors of CDK1 (54M RO-3306) and
ROCK (20 M y27632). Scale bar is 50 microns (b) measurements of cell shape vs speed for
each field of view 100 minutes before and after adding the CDK1 inhibitor (c¢) measurements
of cell shape vs speed for each field of view 100 minutes before and after washing out the
CDK1 inhibitor (d) measurements of cell shape vs speed for each field of view 100 minutes
before and after adding the ROCK inhibitor (e) plot of average cell speed vs time for samples
treated with ROCK inhibitor.
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Figure 2.19: Cell division is a source of active stress required for monolayer remodeling.
(a) Representative field of view of monolayer during CDK1 inhibitor wash in experiment.
Below each image heat maps of cell speed for successfully segmented cells are displayed. Pre
inhibitor is 30 minutes before adding the inhibitor. Inhibitor is 30 minutes after adding the
inhibitor. Wash out is 120 minutes after washing out the inhibitor. Scale bar is 50 microns.
(b) Average cell speed vs time during CDK1 inhibitor wash in experiment. (c) Average cell
shape vs time during CDK1 inhibitor wash in experiments. (d) Time shifted shape vs time
curves comparing W'T and CDKI1 inhibitor wash in data. CDKI1 inhibitor wash in data
points represent the time average of 12 fields of view in one sample. WT data represents
the average of 3 independent experiments each with > 20 fields of view. CDK1 inhibitor
is 5uM RO-3306. (e) Schematic of cell contact angle measurements. Force balance at the
contact gives rise to a contact angle 6. (f) representative images of MDCK cell doublets in
suspension, in the presence and absence of CDK1 inhibitor 5uM RO-3306. Scale bar is 10
pum. (g) Measurement of MDCK tet-p27 cell contact angles under different conditions. -Dox
— cells without doxycycline, +CDK1 inh. — 5uM Ro-3306, -Dox p27 — 200ng/ml doxycycline,
Contact inhibited — Cells cultured to high density before re-suspension, no doxycycline added.
-Dox n = 512, -Dox +CDKI1 inh. n = 480, +Dox p27 n = 394, Contact inhibited n = 565.
Data come from at 3 experimental replicates. xp < 0.001.
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ticed a significant increase in the cell contact angles when CDK1 was inhibited (Fig. 2.19G).
To explore whether increased tension at cell-cell contacts is observed by other means of
cell cycle arrest, we overexpressed p27kip , a protein which binds and inactivates cyclin-
dependent kinases, to arrest the cell cycle that is expressed during contact inhibition (|48]).
To isolate CDK-dependent effects, we used a variant of the protein which lacks a c-terminal
domain known to interact with RhoA (]|244], [21]). Cell pairs over-expressing p27kip also
had increased contact angles, compared to W'T conditions. Finally, we measured contact
angles of cells obtained from dense contact-inhibited cultures similar to the conditions at the
end of monolayer remodeling experiments, and observed an increase in contact angle (Fig.
2.19G). Thus, all of this data demonstrates a cell cycle-dependence of the force balance at the
cell-cell interface relative to the cortex. Together with effects of CDK1 inhibition on mono-
layer remodeling (Fig. 2.19A-D), these data strongly suggest that cell-cycle dependencies in

junctional tension are a primary source of active stress that drives monolayer remodeling.

2.3.6  Cell cycle arrest leads to low fluctuation arrest of motility in the

monolayer

To capture cell-cycle-dependent junctional tension in the vertex model, we built upon previ-
ous work that considered the consequences of system-wide fluctuations in interfacial tension
([351]). Here, we simulate systems where only a subset of edges, which we term “active
edges”, generate fluctuating interfacial tension with a characteristic persistence time scale, 7
(Fig. 2.20A) (|351]). At the beginning of these simulations all edges are active, and the frac-
tion of active edges, ¢ , is reduced from 1 to 0 over the course of a simulation. This emulates
the effect of varying the fraction of cell-cycle-arrested cells in the monolayer (Fig. 2.20A).

Concretely, we randomly select an active edge every i

natural time units and permanently
eliminate the fluctuation of the edge. We observe that as ¢ decreases the average cell speed

diminishes (Fig. 7b). Notably, this parametric plot of speed vs. active edges is nearly inde-
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pendent of the tissue-stiffness parameter py (Fig. 2.20B). To compare this to experiments,
we used the pip degron Fluorescent Ubiquitin Cell Cycle Indicator (pip-FUCCI) system to
directly monitor cell cycle progression during epithelial remodeling ([107]). Similar to previ-
ous results we see that the fraction of cells in later stages of the cell cycle (S, G2) decreases
with time as the cells experience contact inhibition of proliferation (Fig. 2.20C) ([48], [290]).
When the cell speed is plotted as a function of the fraction of cells which are early in the
cell cycle or exited from the cell cycle (G1/G0), we see that an increasing fraction of such
cells correlates with a decrease in overall cell motility (Fig. 2.20D), similar to the simulation
results.

To place this simulation data within a broader framework for cell arrest, we plot the speed
versus cell shape for pg = 3.7—4.0. As expected from the homogeneously fluctuation Voronoi
model results (Fig. 2.6), as the fraction of active edges decreases, the speed decreases and the
shape parameter approaches pg (Fig. 2.21). Along these curves cell motion arrests at a shape
parameter approximately equal to the target shape index pg, with very little dependence on
1 Moreover, the qualitative shapes of these curves over a range of pg show little sensitivity
to the value of py and resemble the experimental data (Fig. 2.20E). We conclude that at later
times in experiments, the cell cycle arrests due to contact inhibition. This leads to a reduction
of active stress and the monolayer motility arrests in a “low fluctuation” regime (Fig. 2.20F).
This transition to a low fluctuation regime contrasts with the fluid-solid jamming transition
(|231], [24], [8]). In contrast to the presently proposed scenario, in a jamming transition
cell motion would arrest even as large fluctuations in active stresses persist (Fig. 2.20F).
These different scenarios present two distinct paths for controlling cell shape and movement

in epithelial tissue.
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Figure 2.20: Active Edges as a Source of Stress in Epithelial Tissue (a) Schematic of vertex
model with junction tension fluctuations. A fluctuating additional tension is applied be-
tween junctions i and j. The fluctuations can be either contractile or extensile, and have a
characteristic persistence time 7% See the methods for values of all simulation parameters
used). Snapshots of cellular configuration at ¢ = 100% and 20% are also shown, respectively
(778 = 1). (b) Plot of cell speed vs the fraction of active edges in simulated vertex models
with fluctuating edge tension (TR = 1). Different curves represent different values of the
target shape parameter py . (c) Images of MDCK monolayers with cell cycle information
extracted from pip-FUCCI biosensor. Images from the individual biosensor channels are
segmented and overlaid in pseudocolors green (PIP-Venus) and purple (Geminin-mCherry).
Presence of only green indicates G1/GO0 phase, only purple indicates S phase, and both mak-
ers indicates G2/M phase. (d) plot of cell speed against fraction of cells in G1/G0 phase of
the cell cycle. Error bars represent standard deviation between 30 fields of view. (e) Plot
of cell speed vs shape parameter from simulations. Curves represent different values of 7%
(dashed, dotted lines) and the target shape parameter pgy (color scale). (f) Schematic phase
diagram of epithelial arrest, where edge thickness represents the magnitude of tension on
an edge and arrows represent cell displacements.. In addition to fluid and jammed phases
which occur at different cell shapes, monolayers can arrest at high average cell shape param-
eter, indicating a low fluctuation regime. In this low fluctuation regime, the magnitudes of
active fluctuations are too small to produce large cell displacements and frequent neighbor
rearrangements.
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Figure 2.21: Time-evolution of the average cellular speed, the average shape parameter and
the bond orientational order parameter (BOOP) for different shape indices, pg, with =1
(a) The average cellular speed is plotted against the average shape parameter. The curves
are obtained by smoothing the data points. (b) The average shape parameter is plotted
against the fraction of active edges. (c) The BOOP is plotted against the fraction of active
edges. (d) The average cellular speed is plotted against the average shape parameter with
the color mapping the value of the BOOP. The color is mapped as shown in the color bar.
In (a-c),pg = [3.70,3.75, 3.80, 3.85, 3.90, 3.95, 4.0] from dark color to light color. In (d), the
data for each py is respectively represented by left-pointing triangle (3.70), star (3,75), filled
circle (3.80), down-pointing triangle (3.85), diamond (3.90), up-pointing triangle (3.95) and
square (4.00) symbols. In (a-d), the direction of time is indicated by dashed arrows.
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2.4 Discussion

The mechanisms that regulate epithelial architecture are central to understanding tissue
morphogenesis in development, maintenance, and disease. While cell proliferation results
in direct changes in topology ([101], [77]), this does not account for the shape remodeling
we observe. In recent years, the development of mechanical models of tissue as active soft
materials has provided predictive power to relate local cell mobility and shape. The vertex
model predicts that cell motion arrests as cell shapes approach a value that is a sharp rigidity
transition, independent of cell density (|24], [23]). Our data of epithelial remodeling atop
matrices with varied stiffness are largely consistent with this model. As the remodeling
proceeds, there is 2-fold variation in the monolayer density, but all data collapse on to a
“universal” curve of the cell speed as a function of shape parameter. Moreover, the shape
parameter at the onset of arrest is 3.88, which is within the range of transition points
predicted by vertex models ([331]). Several previous studied have illustrated the potential
of a jamming framework for understanding motion arrest in epithelia ([231], [208], [96],
[13], [187]). However, to the best of our knowledge our data is the first to systematically
challenge model epithelia with perturbations to demonstrate the robustness of the speed-
shape parameter correlation. Importantly, our data strongly supports the utility of cell
shape, rather than density, as an order parameter to assert the arrest of cell movement and
local epithelial tissue mechanics.

Our data from perturbed systems, however, does not show arrested cell motion at a shape
at the predicted jamming transition. Across myriad of pharmacological stimulations and
perturbations to signaling pathways, cell motion is arrested even at larger shape parameters
and over a wide range of densities. After observing that CDK inhibition immediately arrests
the monolayer, we explored the possibility of reducing fluctuations in the monolayer as cells
arrest the cell cycle via contact inhibition. In these simulations the monolayer can be arrested

at various cell shapes as the fluctuations are reduced. In these conditions arrest occurs at
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cell shape approximately equal to the model target shape parameter pg; observing changes
in the shape-speed curves corresponds to changing the underlying mechanical properties of
the cells. By exploring predictions of the vertex model simulations, a likely possibility is
that the effects of these perturbations on active stress are also coupled to changes in the
preferred cell shape. However, it may be that additional active-stress-dependent effects on
junction remodeling are not captured by our vertex model.

In the fluid regime, the standard vertex model rapidly equilibrates at low temperatures
and, at T' = 0, the final observed and target shape are the same. In such models, pertur-
bations that affect the final shape of cells result in tissues with vastly different mechanical
responses. Specifically, these models predict that tissues that arrest due to jamming with
target cell shape parameters close to or below 3.8 would be stiffer and less sensitive to small
mechanical perturbations than those that arrest due to a decrease in active stress while
remaining floppy, with target cell shape parameters significantly above 3.8. Thus, while pre-
vious work attributed the arrest of epithelial monolayers to a rigidity transition dependent
on density ([8], [245]) or mechanics (|231], [23], [13]) our work suggests that arrest can also
occur because of a reduction in active stress. Mechanical measurements of epithelia will be
required to probe the energy landscape in detail and understand the differences between
these scenarios.

In addition, standard vertex models may be too simple to capture the mechanical response
in the limit of small active stresses. Recent experiments suggest the existence of dynamic
energy barriers, which may prevent equilibration over experimental time scales, arising from
junctional stability (|299], [47]) and/or remodeling ([41]). In this scenario small but finite
fluctuations would not be sufficient to cross those dynamic energy barriers, and so the tissue
“freezes” into a metastable state. Thus, a reduction of active stresses could quench the tissue
into an arrested state of lower, but non-zero, rigidity. Further work is needed to explore how

energetic barriers in remodeling can be exploited for control over tissue mechanics.
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The epithelial remodeling we observe is primarily driven by individual junctional length
changes, with little contribution from neighbor exchanges or cell division. The limited num-
ber of neighbor exchanges observed distinguishes this remodeling from the highly fluid-like
behavior observed in other scenarios ([59], [214]). We find that cell-cycle regulation is the
primary source of active stress driving monolayer remodeling. The wide variation in ob-
served shapes across perturbations can be understood by considering their impact on cell
proliferation rate. Perturbations that decrease proliferation rate result in motion arrest at
higher shape parameters. Moreover, CDK1 inhibition immediately abrogates movement and
further epithelial remodeling. While previous data has implicated the importance of mitotic
rounding as a source of stress (|74], [239], [249]) we do not observe large local distortions
(Fig. 2.16). Therefore, we have demonstrated a role for an active stress generated during
interphase or potentially through non cell autonomous behaviors. Cell cycle dependent pro-
cesses which impact cell adhesion ([135]), junction tension and cortical mechanics (323,
[56]) all could give rise to the active stress generation during interphase. Disentangling these
effects will be an interesting avenue for future research on cell shape remodeling in epithelia.

Cell proliferation rates can vary widely across different tissues, e.g., the intestine can
be entirely replaced on the timescale of days to weeks while the skin may turnover on the
timescale of months ([125]). Moreover, epithelial turnover can be upregulated in response
to external stimuli and tissue damage ([178], [108], [241]). Regulation of cell division rates
under these different circumstances may be a way for the epithelium to tune fluidity and
facilitate repair. The extent to which cell turnover rate is used to regulate epithelial fluidity
and architecture n vivo will be an interesting line of future research. Numerous recent
studies have identified a role for cell division in driving morphogenetic processes ([90], [239],
[263], [103]). Our data suggests a mechanism for the increased fluidity observed in highly
proliferative tissues through an increase in active stress generation. Measurements of cell

shape and motility in these different contexts are required to determine if they are similarly
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driven by cell cycle-dependent active stress and to discover new mechanisms driving epithelial
organization. Further understanding of the interplay between cell cycle, tissue mechanics and
cell shape remodeling may lead to a more comprehensive understanding of tissue function in

development, homeostasis and disease.

2.5 Materials and methods

MDCK cells were cultured under standard conditions in DMEM with 10% FBS at 37C and
5% CO9. Cell monolayers were prepared on by seeding approximately 6 x 105 MDCK cells
on a 500mm?2 collagen gel substrate overnight. Collagen gels were prepared by polymerizing
a neutral collagen solution on silane-glutaraldehye modified glass substrates for 1 hour. Cells
were imaged by widefield fluorescence microscopy using standard filter sets. We imaged many
locations in the monolayer and verified that they show qualitatively similar behavior (Fig.
2.22) Image segmentation, cell tracking and cell division detection were done using custom
MATLAB code based on previous methods ([63], [12]) . By tracking fixed monolayers we
found that the tracking errors are small compared to cell motions (Fig. 2.23). We also
found that stage drift is sufficiently small to be corrected for drift by subtracting the mean
displacement. Simulations of the thermal Voronoi model were performed as described in
previous publications (|296], [297]). A detailed description of all methods can be found in
the supplementary information.

Reagents

PND1186, Nocodazole, y27632, NSC23766, Mitomycin C, Human Transferrin, (3- Amino-
propyl)trimethoxysilane were purchased from Sigma-Aldrich (Saint Louis, MO), Glutaralde-
hyde purchased from Electron Microscopy Sciences (Hatfield, PA), BD Collagen I, rat tail
was purchased from BD Biosciences (San Jose, CA). 1X PBS, 1X DMEM, Fetal Bovine
Serum, l-glutamine, Penicillin-Streptomycin, Trypsin EDTA were purchased from Corning

Inc. (Tewksbury, MA), TBS, MnCl, NaOH were purchased from Fisher Scientific (Hampton,
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Figure 2.22: Different fields of view across the sample are qualitatively similar to the mean.
(a) values of shape parameter for each field of view over time (b) density against time for
the same set of fields of view. (c) speed vs time for the same set of fields of view (d) shape
vs speed for the same set of fields of view. Time points are taken every 10 minutes. Data
is colored according to the initial speed in the field of view. Colors are consistent across all
panels. We see that the datasets which have larger initial speed also have larger initial shape
and lower initial density.
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Figure 2.23: Characterization of lower bound for noise floor (a) relationship between shape
and speed in WT data on a 2mg/ml collagen gel and under the same conditions but fixed
in 4% PFA for 10 minutes before imaging. We observe an estimated noise floor with minor
shape dependence and average value well below the speeds measured in the experiment.
The noise floor may be larger due to larger fluctuations in protein levels and cell heights
in live samples. Points represent the average cell shape and speed at a single field of view
and time point (b) heat map of perceived displacements in fixed data. Measurement error
is fairly homogeneous and very few single cells tracking errors comparable to experimental
displacements.
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NH), Ro-3306 was purchased from Cayman Chemical (Ann Arbor,MI)

Cell culture

Madin-Darby Canine Kidney (MDCK) cells and Mouse Embryonic Fibroblasts (MEFs)
were cultured in high-glucose DMEM supplemented with 10% FBS, 2mM L-glutamine, 100
U/mL penicillin, and 100 pug/mL streptomycin at 37C and 5% CO2. Caco-2 cells were
cultured in high-glucose DMEM supplemented with 10% FBS, 2mM L-glutamine, 100 U/mL
penicillin, and 100 pg/mL streptomycin and Human Transferin at 37C and 5% CO2. Cells
were passaged using 0.25% trypsin EDTA every 2-3 days. Cells were checked for mycoplasma
by Hoechst staining.

Stargazin-GFP MDCK cells we produced by transient transfection of WT MDCK cells
with a PiggyBac-stargazin-GFP construct followed by selection by puromycin and
subcloning. A clone with high expression of the marker and similar morphology to WT
MDCK cells was selected for experiments. Stargazin-GFP was a gift from Michael Glotzer.
Stargazin-halotag Caco-2 and MDCK cells were produced by lentiviral infection of WT
CACO-2 and MDCK cells by a WPT-Stargazin-halotag construct packaged in 293T cells by
a second generation lentiviral system with rev8.2 and VSVG. Viral supernatant was collected
at 24, 48 and 72 hours then concentrated ~30x using Amicon Ultra-15 Centrifugal Filter
Unit (100kDa). Cells were treated with virus and 8ug/ml polybrene overnight. Positive
cells were isolated using a cell sorter. PIP-FUCCI MDCK cells were produced by lentiviral
infection with virus packaged the same way. Cells were then selected using 800 pg/ml
G418. pLenti-PGK-Neo-PIP-FUCCI was a gift from Jean Cook (Addgene plasmid 118616
; http = //n2t.net/addgene : 118616; RRID : Addgene — 118616). Tet P27 1-176 cells
were produced using the Lenti-X Tet-On 3G (Takara Bio). Human Snaptag-P27 1- 176 was
subcloned into the Tre3g vector. Cells were infected with lentivirus for both the Tet-on
3g and Tre3g snaptag-p27 1-176 plasmids then selected using 2 pg/ml puromycin and 800
ug/ml G418
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AminoSilane Glutaraldehyde modification of glass coverslips

Glass coverslips were modified as previously described to couple collagen gels to the
surface of the glass ([365]). Coverslips were first cleaned by sonication in 70% and 100%
ethanol solutions then dried with compressed air. We placed coverslips in a staining rack
and submerged the rack in a solution of 2% (3-Aminopropyl)trimethoxysilane (APTMS)
93% propanol and 5% DI water for 10 minutes at room temperature while stirring. Staining
racks were removed and washed in DI water 5 times then placed in a 37C incubator for
6 hours to allow the water to dry and aminosilane layer to cure. The staining racks were
then submerged in 1% glutaraldehyde in DI water for 30 minutes while stirring. Then the
samples were washed 3 times for 10 minutes in distilled water, air dried and stored at room
temperature. Activated coverslips were used within 2 months of preparation.

Collagen gel preparation

10x PBS, milli-q filtered water, a 5mg/ml collagen stock and 1IN NaOH were mixed to
generate a polymerization mix with 1xPBS and 2 or 4 mg/ml collagen at neutral pH. To
visualize 3 collagen gel thickness we produced a fluorescently labeled collagen stock by mixing
collagen with alexa647-NHS ester in 0.02M acetic acid overnight. We added fluorescently
labeled collagen at a 20:1 ratio to unlabeled collagen in the polymerization mix. 70ul. of the
polymerization mix was added on to a 25mm round modified coverslip and quickly spread
to coat the surface using a pipette tip. Samples were transferred to a humidified incubator
at 37C to polymerize for 1 hour. After polymerization gels were washed 3 times in 1x PBS
and it was verified that gels were still intact and adhered to the glass by a tissue culture
microscope.

Glutaraldehyde crosslinked gels were prepared as above and crosslinked as previously
described (Lang et al., 2015). Directly after polymerization and washing gels were incubated
in 1xPBS containing 0.2% glutaraldehyde for 30 minutes. Gels were then washed quickly 3

times in 1xTBS, washed in 1x TBS at 1 hour intervals 5 times and left in 1x TBS overnight
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to quench excess crosslinking groups on the gel. The gels were then washed in 1x PBS three
times. All gels were used within 2 days of polymerization

Monolayer preparation

Monolayers were formed on collagen I gel to study monolayers under more physiologi-
cally relevant conditions than typical glass, plastic or hydrogel surfaces (|25], [81], [282], [328],
[358]). Cells were seeded onto collagen gels at high density (~600,000 cells on 500mm? sur-
face) such that cells coated ~ 70% of the gel surface at seeding. The sample was returned to
the incubator overnight (8-12 hours) before the experiment. For inhibitor treated conditions
the inhibitor was added 10-20 minutes after the cells were seeded on the gel to allow cells
to attach before adding fluid volume. Before mounting samples, the monolayer was viewed
under a tissue culture microscope and continuously covered a region 10-15 mm across. Sam-
ples were washed 3 times with 1x PBS and quickly mounted into a sealed round chamber
with 1.5mL of culture media and with equal concentration of inhibitor to at seeding. Before
taking each time lapse the collagen gel was verified by fluorescence microscopy to be ho-
mogeneous and 150-250 pm thick. The monolayer was confirmed to extend at least several
hundred microns in each direction outside selected fields of view. By only observing cells
more than a few hundred microns from a free edge we avoid the increased migration speed
and correlation from cytoskeletal assemblies specific to wound healing ([219], [311]).

Fluorescence microscopy

Cells were imaged on an inverted epi-fluorescence microscope (Nikon TI-E, Nikon, Tokyo,
Japan) with a 20x plan flour multi-immersion objective. Glycerol was used as an immer-
sion medium to more closely match the index of refraction of the collagen gel. Images were
acquired at 10 minute intervals in GFP, 642 and transmitted light channels using standard
filter sets (Ex 490/30, Em 525/30, Ex 640/30, DAPI/FITC/TRITC/cy5 cube) (Chroma
Technology, Bellows Falls, VT'). Samples were mounted on the microscope in a humidified

stage top incubator maintained at 37C 5% CO2. Images were acquired on either a Photo-
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metrics Coolsnap HQv2 CCD camera (Photometrics, Tucson, AZ) or Andor Zyla 4.2 CMOS
camera (Andor Technology, Belfast, UK).

Image Segmentation

Images were segmented using custom MATLAB code. The main algorithm performs
initial segmentation using the Phase Stretch Transform algorithm developed by the Asghari
and Jalali ([12]). Phase stretch images were thresholded and skeletonized to obtain cell
outlines. Broken edges in the skeleton were repaired using a modified implementation of
edgelink developed by Peter Kovesi (“Peter’s Functions for Computer Vision,” n.d.). After
edge-linking the remaining unclosed portions of the path were removed. The interior of each
cell is checked for high intensity features which typically indicate under-segmentation. Any
region containing a high intensity region within the boundary are discarded. The above
algorithm has 4 parameters describing the PST parameter set and the interior threshold.
Parameters were first optimized by hand. We then randomly generated 1000 parameter sets
around these values. We generated a rough ground truth segmentation by averaging over 4
several parameter sets which we verified to segment the images well. The 1000 parameter
sets were checked against this ground truth to choose a final parameter set. This parameter
set was used to segment all images analyzed in this paper. Examples of the segmented
outlines overlaid on the fluorescence images are found in the original manuscript.

Cell tracking

Cell tracking was performed using established particle tracking methods ([63]). Cell
centers were determined by taking the centroid of each region in the cell outlines generated
as described above in Image Segmentation. The particle trajectories were compiled from
these position measurements using SimpleTracker, a MATLAB function developed by Jean-
Yves Tinevez ([305]). For each image in a given time series the average displacement was
determined and was subtracted from the cell positions to account for stage drift between

each frame. We determined a lower bound on the tracking error by tracking image series of
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fixed cells (Fig. 2.23)

For each movie the cell position, shape, magnitude of displacement at a 10-minute inter-
val, and cell area were determined for each individual cell over all time points. The average
magnitude of displacement was calculated for each field of view at each time point to obtain
a cell speed. The inverse of the average area was calculated to determine cell density in
each frame. We computed displacements squared at all subsequent images in the time series
and averaged across the dataset to produce a mean squared displacement curve (Fig. 2.4D).
Cell positions, velocities and shapes obtained from the tracking were used to compute all
correlation functions described in the following sections.

Measurement of Cell Shape

We benchmarked a variety of algorithms for determining perimeter and area and found
many give rise to large systematic errors. We have chosen to report the shape of a polygon
reconstructed from identified cell vertex locations which we found to be the most accurate
and robust metric (Fig. 2.2, supplemental discussion). Shape parameter was computed
for each cell based on the perimeter and area of a polygon constructed from cell vertex
locations. The vertex locations parameterize the vertex model and therefore also allow for
direct comparison with the model. Reconstructing a polygon from vertices also removes
resolution dependent ambiguity in perimeter measurement (Coastline Paradox)

Vertex locations were found by locating branch points in the segmentation mask generated
as described in Image Segmentation using the built in Matlab bwmorph function. Cells which
do not have a complete set of segmented neighbors also do not have a complete set of vertices
and therefore were discarded. We measured average cell shape for the full set of cells and
cells remaining after discarding edge cells and found only a small difference in the average.
We believe this difference comes from a small segmentation bias for cells whose outline is not
correctly constrained by the neighbor. Therefore, the interior cell shapes are likely slightly

more accurate. The shape parameter ¢ = perimeter/\/area was measured by computing
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perimeter and area for the reconstructed polygon. The shape parameter is related to the
another popular shape metric — circularity = 4w % area/ perimeter? = 47r/q2 . Final cell
shape was determined for each experiment by averaging the shape parameter for all fields
of view measured to have a speed below 0.04um /min. This final shape value is within a few
percent of the value obtained by fitting the shape vs time curves to an exponential decay

Simulation methods

We perform numerical simulations of monodisperse thermal Voronoi models, as described
in (|296]). Briefly, we begin by writing down a dimensionless form for the standard vertex
model energy, F = Zi\il [k 4(a; —ag)? =+ (p; —po)?]. This simple expression assigns an energy
to the cells in a confluent monolayer in terms of their preferred geometry. The energy depends
on the area a; and perimeter p; of each of the N cells (indexed by i), which are determined by
a Voronoi tessellation of the cell positions. The unit of length in the simulations are defined
such that the average cell area is unity, and we also set both the preferred area ag = 1
and the stiffness parameter k4 = 1 . The preferred value for the cell perimeter, pgy then
constitutes the remaining control parameter which sets the target state of the monolayer.

We then use the cellGPU package to simulate overdamped Brownian dynamics of the
model at different temperatures, T. The curves in Fig. 2.6C were created by performing
an ensemble average over approximately 30 independent systems of N = 1000 cells at each
(po ,T) point in parameter space along the lines indicated in (Fig. 2.6B). Each system was
initialized in a high-temperature configuration and then allowed to equilibrate at the target
temperature for a large multiple of the system’s characteristic relaxation time, as estimated
from the data in Ref. (Sussman et al., 2018); after this equilibration period the observed
average shape parameter of the cells and mean-squared displacement at several typical time
lags was evaluated.

Numerical simulations of the vertex model with fluctuating junctional tension are per-

formed as previously described ([351]). The dimensionless energy of the vertex model is writ-
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ten as a function of the vertex coordinates a Here o and N denote the label of each cell and the
total number of cells, aq and p, are the area and perimeter of cell a. The preferred area and
perimeter are denoted as pg and ag, respectively. k is the stiffness parameter. In the non-
dimensionalized form, we choose the length scale to satisfy the average cell area < an >= 1.
The edge length between the vertices i and j is denoted as [;; and the fluctuating line tension
is introduced by A\;;(t) dynamics of A);;(t) is described by an Ornstein-Uhlenbeck process
satisfying < AN;;(t) >= 0 and < AN (t1)AN(t2) >= (5ik(5jl0'2€_‘t1_t2|/7 . The vertex
dynamics is described by the time-evolution equation n(dr;/dt) = Oe(r;)/0r;. In this paper,
we choose the 0 = 0.2, 7 = 1,kq = 1,a90 = 1,7 = 1 and we run simulations with 340 cells
in a square simulation domain with periodic boundary conditions. As we for our Voronoi
model simulations, we initialize the cellular configuration under a high-temperature condi-
tion (o = 0.35,7 = 1), and thermalize with the target parameters. After the thermalization,
we begin setting the tension A);;(t) of edges to zero permanently by randomly selecting a
target edge every constant time interval R

Preparation of Fibroblast conditioned Medium

Fibroblast conditioned medium was prepared as described previously (|210]). We cultured
a 10 cm dish of MEF cells to confluence. Cells were washed and 20 mL of fresh medium
was added to the cells. 48 hours later the media was collected and centrifuged to remove
any cells. Conditioned media was aliquoted and frozen at -20C then used within 1 month of
preparation. The conditioned medium was mixed 50:50 with fresh culture medium and added
to MDCK cells 15 minutes after plating. We tested that fibroblast conditioned medium
caused cell scattering of small colonies on collagen coated glass substrates as previously
described ([289]).

Cell division tracking

We found that our cell tracking consistently does not follow cell trajectories through a cell

division because the distance threshold of trajectory linking is significantly larger than a cell
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radius. We exploit this to identify cell divisions and to measure shape change independent of
cell division (Fig. 2.14d, 2.15). We identified cell divisions by identifying pairs of cells which
appear in adjacent to each other in a frame after both cells were not present in the previous
frame. We further filter out cells which are not of similar size to one another. We confirmed
by inspection that this gives us a subset set of cells which have divided in the previous frame
with few false positives. We then find the mother cell by looking several frames back for a
cell near the centroid of the pair of daughter cells. We identify neighbors adjacent to both or
one of the daughter cells and track each of these cells back in the trajectory to compare cell
shapes before and after the division. We then average across all cell divisions in the dataset
to produce the final values (Fig. 2.14E)

Calculation of mean squared displacements

Particle trajectories were compiled as described in the Particle Tracking section of the
methods. We took each trajectory and decomposed it into non-overlapping sub trajectories
starting from the initial time point with length ranging from 7 = 10 minutes to the full
trajectory length. The average displacement squared for each sub trajectory was computed
and averaged across the dataset (Fig. 2.4D). To compute the time averaged mean squared
displacement averaging was done for all sub-trajectories of a single particle and each cell
with a full trajectory is plotted (Fig. 2.3A). To plot mean squared displacement against
time we averaged for a given value of 7 and t across the dataset (Fig. 2.3B).

Three Pixel vector method of measuring perimeter and area

The three pixel vector method was implemented as previously described (|131]). Briefly,
the different ways of linking pixels are divided into 4 classes and 13 subclasses. FEach
subclass has a defined length giving a 1x13 vector. For each class there is a linking cor-
rection depending on the difference of the direction of the current and subsequent vector
which is specified by a 4(classes)x16(directions) matrix. To determine the areas enclosed

by each vector we sketched the set of 13 available classes of linking and computed the
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area of edge pixels and pixels outside the polygon for each case. We obtained the values
2,3,2,2,2,2,3/2,1,11/4,3,2,3/2,2]. We then inferred area corrections for each class from their
respective perimeter corrections linking as follows : 0,0,0,0,1/2-2,1-1/2,2-2,0,2,2,2,2,1,1,1,1];
[0,0,1/2-2,1/2-2,2- 5,0,0,2,2,2,1,1,1,1,0,0]; [0,-1,-1,2-2,0,0,0,0,2,1,1,1,1,0,0,0];
[0,0,0,1/2-2,2-2*1/2,2-2/0,2,2,2,2,1,1,1,1,0]. We compute the perimeter as described by Inoue
et al. and using the same rules and values specified above plus the area of the interior pixels
calculate the area of the polygon.

Field of View analysis

The shape vs speed for different size fields of view were computed by segmenting each
field of view into a set of sub fields. To simplify this process first the field of view was
truncated into a square to make sub division possible in such a way that the same set of
cells are always measured. Then the field was subdivided into 1, 2x2, 3x3... 10x10 regions.
We computed the average speed and shape in each sub-region, then binned the results of all
regions according to average speed in the region. To characterize noise in the correlation we
computed the average deviation of the derivative in a linear region of the curve for shape
parameters ranging from 3.93 to 3.97.

Measurement of neighbor exchange rate

To measure a neighbor exchange rate, we detected 4 fold vertices and computed the ratio
of 4 fold to 3 fold vertices per unit time. Such 4 fold vertices are not stable in the system
and thus result in either a successful or attempted neighbor exchange. Our method does
not detect the difference between successful neighbor exchanges and attempts which resolve
in the original direction. A 4 cell vertex after formation was observed to resolve in either
direction within at most 10 frames. Therefore, we iterated through each set of outlines and
detected all 4 cell vertices. We discarded detections which happened within 10 pixels and
10 frames of a detected event to avoid double counting due to time delay between formation

and resolution. This set of candidate events contained many false positives where the outline
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appeared to have a four-fold vertex but upon inspection of the raw data we observed a short
3 cell vertex. To remove these false positives, we manually sorted through the 4 cell vertex
candidates and selected out real events

Cell doublet preparation and measurements

Cell doublets were produced by treating cells with trypsin until detachment from cell
culture dishes. Around 15,000 cells were transferred to a PDMS well which was pretreated
with 1% Pluronic f127 for 1 hour then washed 3 times with 1X PBS. Cells were incubated
in the wells at 37C and 5% CO2 for 4 hours in the presence of inhibitors or doxycycline
(100ng/ml) and halotag and snaptag ligands (1uM) then imaged at room temperature for
less than 30 minutes. For the “Contact inhibited” condition cells were plated at nearly
100% confluence and grown for 3 days prior to detachment while other conditions were
cultured under normal cell culture conditions. Cells were imaged by mounting PDMS wells
on coverglass and using imaging methods described above. The contact angle was measured
between isolated pairs of cells manually using imagelJ.

FUCCI measurements

Cells were imaged in GFP and RFP channels similar to above methods. Images of FUCCI
markers and cell boundaries were segmented using Phase Stretch Transform in Matlab. Each
cell was identified using the cell boundaries and was determined to be GFP or RFP positive
by measuring the intensity contained within the segmented images of each nuclear marker.
The percent of cells in G1 was determined by taking the ratio of cells identified as only GFP

positive to the cells identified as GFP positive, RFP positive and positive for both markers.

2.6 Additional discussions

Shape Metric Benchmarking - Common Shape Metrics are resolution Dependent
In the initial analysis we noticed an unexpected density dependence of cell shape which had a

different magnitude depending on which metric we used for measuring shape. We therefore
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decided to benchmark methods of measuring object shapes in digital images. Measuring
the shape of polygonal objects projected onto a pixel grid is nontrivial because segmented
edges are limited to single pixels while the actual object edge is a subpixel feature. Data
is recoded on a 6.45um/pixel camera at 20x magnification giving 0.3225 pm/pixel final
resolution for a cell radius of =15um. Therefore, the edge of a cell contains few enough
pixels that choice of shape metric is important. The simplest method to determine a length
in an image made of pixels is to count the number of pixels along the perimeter. A more
sophisticated method count pixels at 0, 90,180,270 degree angles (even) as a distance 1 and
diagonal (odd) pixel connections as v/2. This method is used to determine perimeter in the
popular image processing software imageJ. This method overestimates the length where even
and odd edges meet. Another method developed by Vossepoel uses a correction factor for
pixels which change from odd to even with parameter values fit from simulated images of
lines. This is used in the built in perimeter determination in regionprops in Matlab. This
correction factor is not always accurate for small polygons. The corner correction can also
be made by estimating that these connection have length /5 although this method does
not correctly capture the length of some corner corrections. The Three Pixel Vector method
developed by Inoue and Kimura explicitly implements all possible corner corrections ([131]).
Object areas also can be measured in several ways. The most common method is to add up
all the pixels in the polygon which the default method used in ImageJ and Matlab. This
method overestimates the area of the polygon as it encloses area outside of the corrected
perimeter contours described above. Instead the area can be measured by constructing the
contours described above and finding the enclosed area.

To measure shape we implemented several of the methods described above. We also
implemented an additional method which is specific to our dataset, where the objects can be
defined by simple polygons constrained by the cell vertices. To measure this polygon shape

we measure vertex locations estimated to the nearest pixel and reconstruct the polygon by
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connecting the vertices by straight lines. The vertex locations were determined by locating
branch points in the cell outlines. One drawback of this method is that segmented cells
which do not have a complete set of neighbors lack a complete set of vertices and must
be discarded. For every cell with a complete set of neighbors, the vertices belonging to
each cell were determined. The perimeter and area of a polygon defined by a set of vertex
locations can be computed directly without lines being interpolated on to a grid of pixels.
A representative image of the vertex locations on the membrane GFP image are displayed
(Fig. 2.2B).

We compared the relationship between cell shape and density which reveals the presence
of resolution dependent artifacts at increased density (Fig. 2.2C). We observe a larger density
dependence for more simple methods of perimeter and area determination which are known
to produce large resolution dependent errors. The methods from three pixel vector closely
match the vertex reconstruction — we infer that these are the two most accurate methods. We
confirmed these findings by generating simulation images from the thermal voronoi model
with known shape parameter and measuring the cell shapes (Fig. 2.2D). This confirms that
TPV and vertex reconstruction typically have less than 1% error. Finally, we segmented
images of fixed cells (Fig. 2.2E) and measured the cell shape over a trajectory. This shape
should be constant because there is no motion in the images only small changes in signal to
noise and small stage drifts. We compared the measured values across each trajectory to the
mean and observe larger fluctuations in the TPV method (Fig. 2.2E). This indicates that
small differences in the segmentation boundaries can lead to relatively large errors in the final
value of shape parameter. Therefore, the vertex reconstruction appears to be more robust
to small changes in the signal. Although the vertex reconstruction requires discarding cells
with an incomplete set of neighbors, for our 335x445 pum field of view and signal to noise the
number of measurements (100-400 cells) is still large enough to provide a reliable average.

Cell Motility decreases with time
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We observed that dynamics in the MDCK monolayers evolve with time. To confirm
that individual cells show similar motile behavior we plot the time averaged mean squared
displacement (TAMSD) (Fig. 2.3A). We observe qualitatively similar behavior for all cells
in the monolayer. At short time scales the motion is nearly ballistic, however at later lag
times the TAMSD plateaus for each cell. This indicates that at longer time scales most cells
are confined by the neighboring cells and as a result do not end up traveling more than a
few microns — only a fraction of a cell diameter. We also look at the time evolution of this
motion by plotting the mean squared displacement as a function of time (Fig. 2.3B). We
observe that for different lag times the mean squared displacement decreases. This shows
that at later time points even for short time scales the diffusion is slower

Correlation between shape and speed is not dependent on field of view size
or lag time

From our vertex model, we expect that shape parameter is useful for describing dynamics
in the system. In the model, passive and active forces are defined at the level of single
cells and therefore we expect that behaviors are mainly dictated by a cell and its nearest
neighbors. The relationship between shape and speed should not be dependent on how the
system is measured, meaning that the size of the field of view or lag time is somewhat
arbitrary. We first test the relationship between the correlation we observe and the field
of view size. We subdivide the field of view into at 335um square, 2x2 168um squares, ...
10x10 35um squares (Fig. 2.4A). These squares contain the same data but if the properties
of the system were not uniform, the smaller partitions may show different behaviors. If the
forces are defined at the cellular scale, as we expect from the model, this partitioning should
not change the relationship between shape and speed. We observe that across all partitions
the same final relationship is recovered (Fig. 2.4B). However, we see that there is less noise
in the correlation curve when partitioning into smaller regions. Because the correlation

curve is not linear and the field of view is not uniform, as we average over a larger area the
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average shape does not capture local shape variation which results in regions much faster or
slower than the average. We plot the fluctuations in the correlation curve with respect to
the average to describe this effect (Fig. 2.4C). As we reduce the size of the region we see
the curve becomes more smooth until we reach a noise floor at ~100pum. We anticipate that
if we had lower noise of cell displacements and a full segmentation these fluctuations would
continue to decrease to the scale of a few interacting cells.

We also wanted to ensure that this correlation is not dependent on the lag time within
a range of timescales. We plot the mean squared displacement as a function of the shape
parameter at the beginning of each trajectory (Fig. 2.4D). We see that for each lag time
there is still a relationship between shape and speed. We plot the relationship between shape
and speed for one field of view at different lag times and see similar behavior (Fig. 2.4E).
The relationship shifts down because the motion is diffusive so as lag time is increased by a
factor of two displacement increase by a factor of v/2. We also see the same trend for the
ensemble averaged correlations (Fig. 2.4F)

Cytoskeletal rescue experiments do not restore relationship between shape
and speed

Across inhibitors tested we examined the relationship of shape and speed. A subset of
these conditions is plotted (Fig. 2.11). In general, we see that the relative relationship
between shape and speed for a given condition is similar however the absolute values are all
shifted in the inhibitor cases. One potential concern in these experiments is that cytoskeletal
polarization may be perturbed ([3|, [37], [222], [243], [359]). Changes in cytoskeletal orga-
nization may affect how well the system is described by vertex models which assume the
monolayer mechanics are dominated by cortical actin at the cell-cell junctions. We wanted
to examine if these defects are related to changes in cell polarity observed for many of these
inhibitors. We attempted rescue experiments based on published rescues of RAC and FAK

knockdown experiments. It has been observed that RAC promotes apical basal polarity
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through its role in assembling laminin into the basement membrane ([222] ). We seeded cells
on a collagen gel with 1mg/ml matrigel to see if the inclusion of exogenous laminin in the
matrix via the matrigel would rescue the relationship between shape and speed (Fig. 2.13B).
We observe the same relationship between shape and speed in the presence of matrigel. We
also attempted inhibiting both FAK and ROCK at the same time. ROCK inhibition rescues
wound healing in FAK knockdown cells and restores apical basal polarity ([37], [49]). We
observe similar behavior in conditions with both inhibitors (Fig. 2.13A)

Neighbor exchanges rates are low

We measured the rate of neighbor exchanges for one wild type and one inhibitor dataset
(Fig. 2.17A). We were not able to reliable measure neighbor exchange rates with automated
analysis so we only made this measurement for these two datasets. These neighbor exchange
rates range from 1-10 per hour per 1000 cells which seems low compared to observations from
some phases of development where neighbor exchanges are important for tissue flow (|27]).
We observe that neighbor exchange rates are shape dependent and lower in the inhibitor
treated conditions at all shape parameters. This suggests that the rate of neighbor exchange
also depends on the cell division fraction, or active stress in the system. We relate these
neighbor exchange rates to observed velocity and observe a correlation (Fig. 2.17B).

A metric ¢, can be related to different modes of shape change

We wanted to confirm that the relationship between final shape and cell divisions was not
simply the consequence of oriented cell division. We exploit the fact that gy, the difference
in cell shape between subsequent time steps (Gqer =< q(t + 1) — ¢(t) >), measures certain
forms of cell shape change while ignoring others. For a given time step we directly observe,
by tracking, a subset of the shape change which occurs. We denote the two types of cell
shape change, division based (Q2) and deformation based (Q1 / ¢rqer)- The observed subset
selectively ignores cell divisions, because division results in large enough displacements that

the trajectory is broken in our tracking algorithm. ¢, also ignore a subset of shape
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changes where the cell is not segmented in the initial or subsequent frame which are of either
type (Fig. 2.15A). Importantly, only type 1 shape changes are observed in gy, Therefore,
as long as there is not a difference between the behavior of cells which are not segmented we
can obtain the average value of a Q1 shape change for a give frame. We can also determine
the total shape change by measuring shape in each frame over all cells. We show that the
ratio of these two, multiplied by a small correction factor (= 1%), gives a relationship for
the relative value of non-division based shape change (Fig. 2.15B, C). If this value were on
average 0 we could explain the correlation in Figure 2.15D by oriented cell division. We 11
observe values much larger than zero for this metric demonstrating there is an additional
mechanism driven by cell divisions. Our calculation ignores the addition of a neighbor to
cells adjacent to the dividing cell. We confirm that the shape change by ¢, is several times
larger than the shape change which would result from the gain of an additional neighbor
(Fig. 2.15E). We observe that this metric is nearly 1 across all average shape parameters for
three datasets with very different division rates (Fig. 2.15E). We show that for one condition
Qirack 18 similar to the total shape change except at early time points (Fig. 2.15F). We also
observe that the direct shape change before and after cell division is shape dependent in this
dataset consistent with the deviations in ¢, We observe at high shape parameter (Fig.
2.15G). For a derivation of g, see the original manuscript

Qtrack Values are consistent with junction length changes as the main source
of shape change

We measured shape change along cellular trajectories Aggyqer =< q(t+1) —q(t) > which
we show measures deformation based changes and ignores oriented division effects (Fig.
2.15B,C). We then compare this to the total shape change between time points Agypq(t) =
q(t +1) — q(t) to measure the relative contribution of junction length changes and oriented
division (Fig. 2.15E). We observe a slight discrepancy between these two metrics at early

times in the experiment. At these time points cell aspect ratios may be large enough for
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oriented division to cause a net decrease in cell shape (Fig. 2.15D). However, we observe
at later time points the gy, metric which ignores oriented division effects is sufficient to
capture nearly all shape change in the monolayer. Across conditions with different division
fraction junction length change consistently explains a majority of shape change in the
monolayer (Fig. 2.15E). Therefore, the relationship in Figure 5d implies that in monolayers
with higher division fraction there is additional cell shape remodeling which occurs as a

result of differences in cell mechanical properties or active stress caused by cell division
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CHAPTER 3
DIA1 AND CELL CYCLE DEPENDENT MECHANICS DRIVE
EPITHELIAL STRATIFICATION

This section is partially reproduced from the article Dial coordinates differentiation and
cell sorting in a stratified epithelium published in JCB by Robert M Harmon, John Devany,
Margaret L Gardel ([113]).

Much of the work presented in this chapter was performed by Robert Harmon including
preparation of epidermal organoids, staining of organoids, preparation of knockdown cells,
and design and implementation of the assay for cell stratification with Dial KD and W'T cells.
The text is adapted from the paper above, which was mainly written by Robert Harmon.

I performed data analysis in the first and third figures, the contact angle measurements,
and extended the results to look at how contact angles and cell sorting depend on cell

proliferation.

3.1 Abstract

Epithelia have multiple spatial domains which perform specific tasks, e.g., crypts and villi in
the intestine. This spatial organization can be disrupted in disease and is often associated
with loss of tissue function. There are key differences between these compartments, some are
highly proliferative, while others contain mainly non-proliferative cells. Cells also express
different actin regulatory proteins in each compartment, driving changes in cell mechanics
and interactions. Cells drastically change their proliferation rate and transcription of cy-
toskeletal proteins when they differentiate and move between these compartments, however,
it remains unclear how these differences affect epithelial organization. Here we focus on the
skin as a model system which can build these compartments starting from a single layer of

stem cells. We heterogeneously express the actin nucleator Diaphanous 1 (dial) or cell cycle
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inhibitors during the formation of skin organoids to measure how perturbing proliferation or
actin nucleation can change the organization of cells in the skin. We show that cells which
become arrested in the cell cycle or which lack dial expression, resembling differentiated
cells, are more likely to exit the stem cell layer. By measuring the contacts between cell-cell
interfaces, we show that cell mechanics and adhesion are altered depending on cell cycle and
dial expression states. Together, our results show that proliferation and dial dependent

changes in cortical mechanics are an important driver of cell organization in the skin.

3.2 Introduction

Throughout adulthood, epithelia turn over yet retain distinctive architectures. Such tissues
often encompass subdomains distinguished by unique cellular morphology and behavior. The
mechanisms, however, by which these domains arise and persist remain a puzzle. Exemplify-
ing the problem, keratinocytes establish stratified structures at the skin surface characterized
by layers with distinct morphologies ([186], [284]). A basal layer of proliferative columnar
cells pack atop the collagenous dermis and give rise to overlying layers with flattened squa-
mous morphology. As cells stratify and change shape, a differentiation program ensures that
suprabasal cells repress proliferative behavior and express factors required for producing an
effective barrier to water loss, pathogens, and mechanical insult ([18]).

Of note, basal cell shape affects the capacity to coordinate stratification with differen-
tiation ([29], [206]). Reduced cell spread area, concomitant with basal layer packing, also
triggers serum-response factor (SRF), Yes-associated protein (YAP) and NOTCH responses
which drive differentiation ([60], [309]). Coordination of cell movement with differentiation
in these models, however, is contingent upon establishing a densely packed basal layer. The
question arises as to how the skin and other stratified epithelia shunt proliferation into pack-
ing the basal layer rather than distributing cells homogenously throughout the tissue thick-

ness. To compartmentalize tissues, cells sort out based on differential intercellular adhesion
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and actomyosin contractility ([83], [195], [188]). The segregation of like cells based on these
properties guides prominent developmental processes like gastrulation but is also thought to
aid in maintaining compartments at homeostasis ([160]). In epidermal tissues, genetic stud-
ies indicate that cadherin and integrin-based adhesion ensure proper basal layer formation
([30], |248], [307], [321]). Similarly, classic in vitro studies indicate that when mixed in a
cell aggregate, undifferentiated keratinocytes separate from differentiated neighbors to form
compartments ([333]). Recent studies highlight the differences in basal and suprabasal layer
stiffness (|89]), pointing to mechanics as a likely determinant of this separation.

How actin regulatory proteins, through their effects on cell-cell adhesion and cortical
mechanics, enforce compartmentalization of the basal layer is not well understood. Whereas
earlier studies implicate depolymerizing agents like cofilin in epidermal function (|185]), the
role of actin nucleators requires further attention. Disruption of the branched actin nucle-
ator, Arp2/3, or its activator, the WAVE complex, perturbs epidermal function with varying
effects on the structure (|58], [317], [364]). Unbranched actin filaments produced by the
formin family anchor adhesions and participate in physiological adaptations to mechanical
stretch within the epidermis ([10], [154] ). Endogenous miRNA restricts expression of the
canonical formin, Dial, to the basal layer of human epidermis and tongue (|293|, [294]).
Though diabetic ulceration and certain carcinomas yield aberrant expression patterns (46|,
[293], [294], [337], [350], [354]), the normal physiological function of Dial in the basal layer re-
mains unclear. One hypothesis is that differential Dial expression translates into differential
adhesion effects amenable to packing and producing a properly shaped basal compartment.

In addition, different compartments of the epithelium have differences in proliferation.
Cell differentiation which drives the change in localization of cells to different epithelial
compartments, coincides with a permanent arrest of the cell cycle ([39]). Recent work has
also showed cell cycle-dependent changes in cell-cell interactions, which could potentially

drive cell sorting independent of gene expression ([72]). It is possible that the difference in

5



proliferation between the compartments also acts to maintain this separation by regulating
the generation of cortical tension or active mechanical stress.

In addressing this hypothesis, we found that Dial depletion in a model epidermis dis-
rupted basal layer morphology. These changes in Dial expression coincided with differenti-
ation and proliferation defects throughout the model tissues. In vitro assays also supported
the hypothesis that Dial expression and cell proliferation discrepancies can guide cell com-
partmentalization. We show in a model of stratification that both depletion of Dial and
inhibition of the cell cycle drive cells to stratify more quickly than WT cells. We go on
to show that these perturbations affect cell-cell interactions by looking at isolated doublets
of cells lacking Dial or under cell cycle inhibition. Our results provide the first indication
that formin expression and proliferation gradients, through effects on cell sorting, enforce

the maintenance of distinct morphological zones within complex tissues.

3.3 Results

3.3.1 Dial controls basal layer morphology and packing

Involvement of Dial in immune function and the sensitivity of skin to immunological in-
fluence steered us toward the in vitro approach of a well-characterized, organotypic culture
model ([5], [180], [235]). To mimic the in vivo juxtaposition of epidermal epithelia to its sup-
porting connective tissue, three-dimensional cultures are produced by plating keratinocytes,
like the HaCaT line, upon fibroblast-doped collagen (|271]). Although they mature slower
than primary cell counterparts (|271]), HaCaT cultures developed at an air-liquid interface
construct a stratified tissue with architecture and expression profiles mimicking those of
normal tissues ([155], [294]). Immunostaining of tissue sections produced from 10-day-old,
paraffin-embedded control (CTL) cultures indicated that Dial expression, as well as the

shape and orientation of nuclei, changed with respect to position in the stratified tissues.
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Dial concentrated in the basal layer, approximated as keratinocytes lying within 10 gm of
the underlying collagen (dashed line, Fig. 3.1A).

Basal layer keratinocytes produced a mean linear density of 13 cells per 100 pm (Fig.
3.1B, C). Within the basal layer, nuclei are elongated, with an average aspect ratio of 2.5
(Fig. 3.1B, C), and are oriented such that the long axis is nearly perpendicular to the basal
surface, with the average angle between these axes being 25° (Fig. 3.1E). Both the nuclear
shape and orientation change in a stereotypical fashion toward the apical surface. As their
relative position increases, the nuclei are less elongated but maintain their orientation (Fig.
3.1A-E). In the most suprabasal layers, the aspect ratio and orientation increases such that
the long axes are parallel to the basal interface (Fig. 3.1A-E).

To explore the role of Dial on the architecture of stratified tissues, we used CRISPR and
shRNA to reduce Dial expression (Fig. 3.2). Both techniques diminished Dial expression,
with shRNA yielding knockdown efficiencies of 65 — 80% and CRISPR edits causing near
total abrogation of Dial protein levels. Next generation sequencing identified two frameshift
variants with premature stop codons, accounting for ~ 85% of the genomic sequencing
signal (Fig. 3.2). Tissue depleted of Dial by CRISPR (DialKD) stratified but produced a
basal layer that was 20% less dense than CTL cells and lacked the stereotypical columnar
morphology (Fig. 3.1A, C). Within the basal layer, the nuclei of DialKD cells were less
elongated and randomly oriented, at times lying parallel to the underlying collagen (Fig.
3.1A, D, E). The nuclear shape remained constant in the suprabasal layers and showed a

similar trend toward becoming parallel to the basal interface at high relative positions (Fig.

3.1E).

3.3.2  Dial expression supports normal epidermal organization

Since morphology dictates the success with which basal cells differentiate ([60], [309]), we

next tested whether the aberrant morphology caused by Dial depletion impacted epidermal
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Figure 3.1: Dial supports basal layer packing in stratified tissue. (A) Immunohistochemical
staining of Dial in cross sections obtained from paraffin-embedded cultures, fixed 10 days
after lifting to an air-liquid interface. Scale bars = 10 ym. Example of fit ellipses used for
subsequent measurements indicated in yellow. Dotted line separates keratinocytes from the
underlying collagen and fibroblasts. (B) Schematic illustrating measurements taken from
tissue cross sections and presented in C-E. (C) Linear density of basal nuclei, 20-27 images
analyzed per sample. (D) Aspect ratio of nuclei as a proxy for cell shape throughout tissue
thickness. (E) Orientation of nuclei throughout the tissue thickness with respect to the
keratinocyte—collagen border. For D and E, plotted points represent the mean + SEM of
data derived from 85 to 235 nuclei lying within bins bounded by x-axis ticks for a single
sample set.
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Figure 3.2: Disruption of DIAPH1 gene expression and example of ingressions found in
DIAPH]1-deficient cultures. (A) Western blot analysis of HaCaT cells transduced with non-
targeting (NT) and DIAPHI-directed (Dial) shRNA via lentivirus, cultured in low or high
calcium media for 20 h. Relative abundance indicated with respect to control samples. Black
squares = molecular weight markers at indicated weight (in kilodaltons). (B) Western blot
analysis of control cells (CTL) and those carrying a disrupted DIAPHI1 locus (CRISPR)
at two different passages. Relative abundance to controls is indicated. (C) NGS analy-
sis of genomic DNA flanking CRISPR-editing site and variant frequency. (D) Example of
DIAPHI1-deficient tissue growth into the underlying collagen substrate. Hematoxylin and
eosin stain of cross sectioned, paraffin-embedded tissue fixed 10 days after raising to an
air-liquid interface. Scale bar = 20 um. Yellow arrow indicates basal keratinocyte layer.
Red arrows indicate distinct ingressions.
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differentiation. To address this possibility, sections of organotypic cultures were immuno-
histochemically stained for the differentiation marker, keratin-10 (KRT10). As in normal
tissue, CTL cells produced a three-dimensional culture in which KRT10 localized specifi-
cally to suprabasal layers (Fig. 3.3A, B). DialKD cells, conversely, produced tissues that
stratified but contained lesions of KRT10-negative cells (Fig. 3.3A, B). Organotypic cultures
derived from shRNA-treated cells (shCTL and shDial) corroborated these results (Fig. 3.2).
Spatially segregated proliferation is an important attribute of differentiation in stratified
tissues, and its loss is linked to pathologies ranging from barrier disruption to viral oncoge-
nesis (|211], [258]). Staining for the proliferation marker, proliferating cell nuclear antigen
(PCNA), allowed for visualization of where proliferative cells reside in the stratified layers.
Control tissues demonstrated proper restriction of proliferative cells to the basal layer (Fig.
3.3C, D). Dial-depletion led to the extension of PCNA positive cells throughout the tissue
thickness (Fig. 3.3C, D). Further, the percentage of PCNA positive nuclei was 18% in the
DialKD cells, reflecting a sixfold overall increase from that of control tissues (2.9%). This is
reminiscent of hyperproliferative phenotypes associated with stratified tissue disorders such
as psoriasis and esophageal disease ([127], [329]). This experiment also demonstrates that
the pattern of cell proliferation is disrupted at the same time which may further affect the

tissue organization.

3.83.83  Dial expression and cell proliferation control cell stratification

To explore the formation of stratified tissue, we used live cell imaging to monitor the onset of
suprabasal layer production in cultures of GFP-H2B marked cells plated atop fluorescently
labeled collagen (Fig. 3.4A). CTL-H2B initially formed monolayers (Fig. 3.4A). At 24 h,
basal layer density in CTL-H2B cultures increased by twofold, accompanied by the onset of a
suprabasal layer (Fig. 3.4A). Over the next 75 h, the basal layer density remained constant,

whereas the number of suprabasal cells continued to increase (Fig. 3.4A). We then wished
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Figure 3.3: Dial supports epidermal differentiation. (A) Keratin-10 (KRT10) staining of
cross sectioned, paraffin-embedded 3D cultures. (B) Induction of KRT10 expressed as the
ratio of cytoplasmic KRT10 signals obtained from cells at the tissue surface and basal layer
in a given field. Results represent three independent experiments. To compare CTL and
DialKD cultures, 15 vs. 20, 20 vs. 20, and 27 vs. 26 fields were analyzed in nl, n2, and
n3, respectively. Column graph indicates mean of the three experiments + SEM. White
boxes represent 25-75 percentile range of samples from each experiment. Each individual
experiment was subjected to a two-tailed, independent Student’s t-test. (C) PCNA staining
of paraffin sections. (D) Distribution of PCNA+ cells with respect to vertical position in
the epidermis. PCN A+ = 1.5 fold greater signal than control, suprabasal nuclei for three
independent experiments. 755 vs. 989, 281 vs. 335, and 859 vs. 862 nuclei were analyzed
for CTL and DialKD cultures in nl, n2, and n3, respectively.
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to explore whether stratification would preferentially occur in cells lacking Dial expression
in mixed cultures of DialKD and CTL cells. We produced mixed cultures containing even
portions of DialKD cells expressing the fluorescent protein Scarlet, marking the cytoplasm,
with CTL-H2B cells. After 4 days of growth on collagen gels, confocal imaging was used
to assess the spatial relationship between DialKD-Scarlet and CTL-H2B cells (Fig. 3.4B).
We assessed the lateral positioning of the cells by imaging orthogonal sections of three
independent trials (Fig. 3.4B). In control cultures at similar time points, we would expect
all cells to have suprabasal partners at this timepoint (Fig. 3.4A). However, we found that
25-35% of control cells lacked suprabasal partners (Fig. 3.4B). For those that did have a
suprabasal partner, we found that 30-41% of CTL-H2B cells had acquired DialKD-Scarlet
cells as suprabasal neighbors, whereas 11-17% of CTL-H2B cells had assumed a suprabasal
position overlying a DialKD-Scarlet cell (Fig. 3.4B). In 13-25% of cases, CTL-H2B cells
wedged between two layers of DialKD-Scarlet cells (Fig. 3.4B). These data indicated that
DialKD-Scarlet cells preferentially localize to the suprabasal compartment when challenged
by CTL-H2B cells.

We then looked at perturbations to cell proliferation by expressing p27, a protein which
binds cyclin/CDK complexes to arrest the cell cycle ([279]). We performed a similar assay
but in this case mixed W'T cells with cells overexpressing the cell cycle inhibitor p27. We
then quantified the distance of cells from the minimal nucleus height in the field of view
(Fig. 3.4C). This allowed us to assess if the populations of proliferative and non-proliferative
cells would show different localization within the tissue. We first looked at cells expressing
Keratin 10 (K10) — a marker of keratinocyte differentiation. We see cells expressing K10 are
localized to a greater height than cells that lack K10 expression (Fig. 3.4D). This matches
expectations that differentiating cells would also be stratifying. We then look within the
K10- undifferentiated cells at the relative cell heights and see that the cells which express

the cell cycle inhibitor p27 are located at a larger height (Fig. 3.4E). This shows that
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Figure 3.4: (A) Orthogonal slices, averaged across 5 pum thicknesses, of live, GFP-H2B
marked cells, plated upon labeled collagen gels for the indicated times. Yellow arrowheads
= suprabasal cells.(B) Orthogonal slice along CTL-H2B nuclei bordering a DialKD-Scarlet
region marked by yellow in D. Frequencies of illustrated spatial relationships between CTL-
H2B and DialKD-Scarlet cells at boundary regions. Values represent frequencies of three
independent experiments, each encompassing 100-400 CTL nuclei. (C) to quantify statifica-
tion we determined the cell height relative to the lowest nuclei found in a given section (D)
Quanitification of the height of K10+ and K10- cells in the stratification assay (E) quantifica-
tion of the hieght of K10- p27+ and K10- p27- cells in stratification assay (F) quantification
of the height of K10+ p27+ and K10+ p27+ cells. Data are from one experiment quantifying
> 500 cells across 20 fields of view. Qualitatively similar results for p27 dependence were
observed in one other experiment which did not have K10 staining.
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independent of differentiation, cells which are not able to progress through the cell cycle are
more likely to stratify. When we look at the population of cells which are K10 positive, we
see that expression of the cell cycle inhibitor has no effect as both populations show a height
consistent with stratification (Fig. 3.4F). Together these results show that the cell cycle

state affects localization of cells in a stratified epithelium independent of differentiation.

3.8.4  Differential Dial expression and proliferation affects cell organization

by altering cell-cell interactions

The observed effects on stratification implicated Dial expression and cell proliferative state
in modifying cell adhesion and/or cortical mechanics. To query this, we measured the contact
angles formed between cell doublets in suspension. This configuration removes all contri-
butions made by adhesion to collagen. In this configuration, the balance of forces at the
cell-cell interface and cell-medium interface determines the contact angle ([195]) (Fig. 3.5A).
Doublets formed between CTL-H2B and Dial-rescue cells produced similar contact angles
to those produced by DialKD-H2B/DialKD-Scarlet doublets (Fig. 3.5B, C). However, het-
erotypic mixtures of CTL-H2B/DialKD-Scarlet or DialKD-H2B/Dial-rescue, intriguingly,
produced significantly lower contact angles when compared to homotypic interactions. Thus,
in contexts where both Dial-positive and Dial-negative cells are present, heterotypic junc-
tions fail to develop as robustly as homotypic interactions. This observation, and prior
literature ([40]), led us to hypothesize that heterotypic interactions might elicit the separa-
tion of Dial-positive and Dial-negative cells into distinct compartments.

We then looked at the effects of cell proliferation on cortical mechanics. We measured the
contact angles of WT cells (-dox) and compared this with different treatments that inhibit
the cell cycle, either overexpression of p27 (+dox p27), addition of a CDK1 inhibitor (5uM
RO3306) or culture for 72h in dense contact inhibited cultures (Fig. 3.5D). We observe that

across all these conditions the contact angles are increased, consistent with an observation
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Figure 3.5: Dial expression and proliferative state affect cell-cell interactions (A) Diagram
of suspended cell doublets indicating how the balance between forces at adhesive (Fopj_cerr)
and nonadhesive (Fiprter) portions of the cortex impact contact angles (6). (B) Examples
of doublets formed between two Dial-expressing cells (CTL-H2B and Dial-rescue) versus
those formed between Dial expressors and nonexpressors (CTL-H2B and Dial KD-Scarlet,
respectively). (C) Contact angle quantitation of doublets formed between the indicated cell
types. Violin plots indicate the median (line) derived from cell doublets pooled from three
independent experiments. n = 338, 347, 340, and 322 doublets from left to right. Note,
the indicated significant differences (x) were also present within each underlying experiment
and each condition contained ~ 100 doublets within individual experiments. Two-tailed,
independent Student’s t-test results are indicated, where P < 0.05(x). Scale bar: 5 ym (D)
Contact angle quantitation of doublets formed between the indicated cell types. Violin plots
indicate the mean from > 100 doublets in each condition from 1 experiment. Increased con-
tact angle in +dox p27 and CDK1 inhibitor conditions compared to -dox were also observed
in 2 other experiments (E) Schematic showing the different interfaces in the skin where the
tested interactions are found.
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made in MDCK cell culture ([72]). We also cultured cells for 72 hours in high calcium
conditions to see whether any of the observed effects could be explained by induction of
differentiation. Under these conditions, we expect a mixed population of differentiated and
undifferentiated cells, but we observed no change in the contact angle from W'T conditions.
Therefore, we see that both proliferative state and Dial expression affect homotypic and
heterotypic contacts, respectively (Fig. 3.5E). These changes in the cell-cell interactions can

explain the differences in stratification behavior we observed in our model tissues (Fig. 3.4).

3.4 Discussion

In summary, we have demonstrated that differential formin expression aids in defining the
morphology and packing of basal layer epidermal keratinocytes with downstream impacts
on differentiation. The study broaches new ground in offering evidence that specific formin
expression profiles can guide cell positioning through modulating cell-cell interactions. In
addition to the implications for other formins and tissues that must channel stem cell pro-
liferation into defined architectures, the present study offers a unique perspective regarding
the basic process of cell sorting. One implication of our work is that the adhesion kinetics
associated with a formin become particularly meaningful in tissues populated by cells with
heterogeneous formin expression profiles. Viewing formin expression gradients as determi-
nants of tissue domain architecture represents a novel perspective. Extending this possibility
to the entire formin family opens a potentially fruitful avenue for exploration of morphology
maintenance in all regenerative epithelia. Toward expanding upon the present work, future
studies will begin tackling the potential contribution of Dial-deficiency to in vivo wound
healing assays, potentially in the context of skin lesions associated with myelodysplastic
diseases ([141], [173]).

We also demonstrate a potential role for differences in cell proliferation in guiding cell

sorting into different compartments. This effect may have broad implications as differences in
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proliferation between epithelial cell populations is a widespread phenomenon found in many
epithelial tissues. There are also dramatic changes in cell proliferation during wound healing
and development which could affect how cell populations interact. Moreover, in disease
states like cancer, there is an increase in proliferation, loss of proliferation gradients, and a
concurrent loss of tissue architecture. Our work suggests that changes in the proliferative
state of cells could lead to loss of tissue organization. We also observed a loss in differentiation
in Dial knockdown, this phenotype also changes the proliferative state of the cells in the
stratified layers. Normally stratified cells arrest proliferation. It is possible that the increased
proliferation of these dia knockdown cells also contributes to the loss of tissue organization.
These findings may also be relevant to understanding senescent cells in the skin. Senescence
is an aging-related disorder of cells which leads them to become non-proliferative while
remaining undifferentiated. These cells occupy space in the stem cell niche and disrupt tissue
homeostasis ([14]). Coupling between cell proliferation and sorting is a potential mechanism
for senescent cells to be cleared from the tissue to maintain tissue function. Together, our
data show the key factors which drive self-organization of cells within the skin, which gives
a more detailed understanding of how epithelial cells organize in tissue homeostasis and

disease.

3.5 Materials and methods

Cell culture and reagents

The HaCaT line of immortalized keratinocytes was provided by Yu-Ying He (University
of Chicago) and was originally developed by the laboratory of Norbert Fusenig (Schoop
et al., 1999). HaCaTs were maintained in low calcium DMEM prepared from calcium-free
DMEM powder (09800; US Biological), spiked with 40 uM CaCls, penicillin-streptomycin,
L-glutamine, and 10% fetal bovine serum depleted of calcium by Chelex-100 (Sigma-Aldrich)

treatment. For calcium-induced differentiation experiments, calcium concentration was
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raised to 2.8 mM for the indicated time span. ROCK-inhibitor (Y-27632; Cayman Chemical)
was used at 10 uM. RO3306 was purchased from Cayman chemical and used at 5 M.

Antibodies and subcloning

The following antibodies were used in this study. Mouse anti-Keratin-10 (MS-611-PO0;
Thermo Fisher Scientific) and mouse anti-PCNA (AB29; Abcam) were used at 1:100 for
immunohistochemistry. Rabbit anti-Dial (20624-1-AP; ProteinTech and ab129167; Abcam)
was used at 1:1,000 for Western blotting and 1:100 for immunohistochemistry. Rabbit anti-
GAPDH (G9545; Sigma-Aldrich) was used at 1:2,000 for Western blotting. Rabbit phospho-
myosin light chain (S19; 3671; Cell Signaling) was used at 1:100 for immunostaining and
1:1,000 for Western blotting. Mouse anti-E-cadherin (ab1416; Abcam), and rabbit anti-
vinculin (v4139; Sigma-Aldrich) were used at 1:100 for immunostaining.

To generate tagged mDial constructs, SnapGene software (from GSL Biotech; available
at snapgene.com) was used to develop InFusion cloning (Takara) reactions for disabling the
miRNA cassette and replacing the GFP in pGIPZ with mScarlet. The mScarlet insert was
purchased from IDT as a gene block. Full-length mDial (NM-007858), was cloned into
pGIPZ-scarlet via PCR amplification (Forward primer:

5 — GGACTCAGATCTCGAATGGAGCCGTCCGGC — 3" and reverse primer:
5 —TCTAGGATCCCTCGATTAGCTTGCACGGCCAACC — 3') and the InFusion
cloning system (Takara).

Experiments utilizing coverslip-supported collagen gels and 3D organotypic
cultures

For experiments conducted on collagen gels, 75 ul of 3.6 mg/ml rat tail collagen I (354236;
Corning) was spread upon activated 25 mm diameter coverslips. Activated coverslips were
prepared by sequential incubation with 3-aminopropyltrimethoxysilane and glutaraldehyde
as described in Aratyn-Schaus et al. (|11]) . Gel polymerization was induced by exposure

to ammonium hydroxide vapor for 4 min, followed by neutralization in PBS (pH 7.4). An
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8 mm (inner diameter) glass cloning ring was placed upon the center of the gel which was,
subsequently, incubated overnight at 37°C in culture media prior to receiving cells. Labeling
of collagen was accomplished by spiking the mixture, 1:50, with AlexaFluor-647-conjugated
collagen prepared with a protein labeling kit (A20186; Thermo Fisher Scientific). Unless
otherwise noted, 1.75 x 10° cells were plated per cloning ring.

Production of 3D organotypic cultures was based on protocols described by Simpson et
al. (|283]) with the following modifications. Collagen I solutions (ALX-522-435-0100; Enzo)
of 1.5 ml (final concentration 4 mg/ml) containing J2 fibroblasts at 4.0 x 10° cells/ml were
cast in 3 pm pore filter inserts (657630; Greiner) set in deep 6-well plates (355467; BD).
Fibroblasts were allowed to condition the collagen plug overnight prior to 1.0 x 105 ker-
atinocytes being added per collagen plug. After 2 days of submerged culture, keratinocytes
were brought into contact with air by removing media from the upper chamber and allowed
to stratify for the indicated duration.

Both organotypic and keratinocyte cultures grown on coverslip-supported collagen gels
were carried out in E-media, based on a 3:1 DMEM:F12 media mixture supplemented with
following reagents from Sigma-Aldrich: 180 uM adenine, 5 pg/ml insulin, 5 pg/ml transferrin,
5 pg/ml T3, 0.4 ng/ml hydrocortisone, 10 ng/ml cholera toxin, 4 mM L-glutamine (Sigma-
Aldrich), and 10 pg/ml gentamicin/0.25 pg/ml amphotericin B described by Simpson et al.
([283]), containing 5% fetal bovine serum. For the 2 days prior to raising to an air-liquid
interface, E-media is spiked with 5 ng/ml EGF (Chemicon).

Lentiviral transduction and CRISPR editing

A pGIPZ construct carrying shRNA targeting nucleotides 1528-1546
(GGATTAATTGATCAAATGA) of the human DIAPHI mRNA (NM-005219.4) was pur-
chased from Dharmacon (Cat V2LHS-43611). The Dial shRNA had been previously de-
scribed by Bovellan et al. (2014). pGIPZ constructs were co-transfected with pHR1-8.2-

deltaR and a VSV-G pseudotyping plasmid (gifts from M. Rosner) into 293T cells for lentivi-
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ral particle production via a second-generation system as described by Zufferey et al. (|367]).
After concentrating virus using Amicon Ultra-15 30 kD centrifugal filters, HaCaTs were incu-
bated 6 h with concentrated virus in the presence of 4 ug/ml polybrene. shRNA expressing
cells were then selected for by incubation with puromycin. pGIPZ lentiviral transduction
was also utilized for introducing Scarlet-tagged protein. GFP-H2B lentivirus were produced,
similarly, but with a pLKO.1-based vector (gift from Elaine Fuchs; Addgene plasmid 25999;
http://n2t.net/addgene:25999; RRID: Addgene-25999). GFP-H2B transduced cells were
sorted by the University of Chicago Cytometry and Antibody Technology Core. P27 cells
were prepared by lentiviral infection with the lenti-x tet-on 3g system, cells were infected
with an efla-tet-on 3g lentivirus and selected with G418, then with a tre3g-snap-p27-1-176
lentivirus and selected with puromycin.

Before conducting CRISPR editing, parental HaCaT cells were subcloned and tested to
ensure that the chosen clone produced differentiated, 3D cultures. Alt-R CRISPR-Cas9 cr-
RNA targeting DIAPH1 exonl
(5-UCUUCUUGUCCCGGGUCCCGGUUUUAGAGCUAUGCU-3)
and Alt-R CRISPR-Cas9 tracrRNA ATTO-550 acquired from IDT were complexed with
Cas9 enzyme (GeneArt) and transfected into a suitable HaCaT clone using Lipofectamine
CRISPRMAX (Thermo Fisher Scientific) as per IDT instructions. Through flow cytom-
etry, successfully transfected cells were identified and deposited as single cells into sepa-
rate wells and allowed to expand. Successful disruption of the DIAPH1 locus in individual
clones was determined by Western blot and editing at the genomic level was assessed by
the CRISPR amplicon sequencing service provided by the Massachusetts General Hospital
CCIB DNA Core. Specifically, a qPCR amplified portion of the DIAPH1 exonl genomic
sequence (Forward primer: 5-CAGCGTGAACCGGGACATGGA-3’ and reverse primer: 5-
GACCGAGCGAAACGAGGAAGG-3’) was sent for sequencing.

Western blotting
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Cell lysates were collected in Laemmli buffer and sheared with 22- and 25-gauge needles
before carrying out amido black protein assays. Western blots were conducted by running
equivalent amounts of protein on 4 — 20% Tris-Glycine SDS/polyacrylamide gradient gels
(Lonza) after reduction with 2-mercaptoethanol and heating to 95°C for 5 min. Protein was
transferred to nitrocellulose, overnight at 4°C in standard Tris-Glycine buffer containing 20%
methanol without SDS at 30 V. Blots were blocked for 1 h in a 5% milk/0.05% Tween-20/TBS
(pH 7.8) solution. Primary antibody incubation occurred overnight at 4°C in blocking buffer
followed by washing with TBS/Tween and a 1 h incubation of HRP-conjugated secondary
antibody at room temperature. After a final series of TBS/Tween washes, blots were de-
veloped using chemiluminescence reagent (Pierce) and film (CL-Xposure; Thermo Fisher
Scientific) development. Blots for assessing shRNA-based knockdowns were done similarly;
however, a LiCor Odyssey system was used to image fluorescent secondary antibodies and
LiCor proprietary blocking buffers and washing instructions were used.

Immunohistochemistry, phalloidin and nuclei staining

Three-dimensional organotypic cultures were fixed in 10% formaldehyde for 3 days then
transferred to 70% ethanol. The University of Chicago Human Tissue Resource Center
paraffin-embedded, sectioned and provided hematoxylin/eosin stained slides of the skin cul-
tures shown in Fig. 3.1A and Fig. 3.2D. This center also provided banked, paraffin-embedded
sections of human skin and tongue samples. For immunohistochemistry, 5 ym sections were
de-paraffinized by baking at 55C for 1 h followed by sequential bathing in xylene and ethanol.
Antigen-retrieval was conducted by holding the sections in a pH 6.0 citrate solution at 95°C
for 10 min. Sections were then blocked in a 2% BSA/TBS solution and incubated with
primary antibodies overnight followed by washing and incubation with secondary antibodies
for 1 h. After a final series of TBS washes, sections were mounted in gelvatol.

Cell doublet preparation and measurements

To produce cell doublets, cell line pairs were cocultured together at subconfluent density
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for 1 day, then treated with trypsin until detachment from cell culture dishes. Cells were
stained with CellMask Deep Red Plasma membrane Stain (Thermo Fisher Scientific) for 10
min, then resuspended in culture medium. Around 15,000 cells in 200 ul of medium were
transferred to a PDMS well, which was pretreated with 1% Pluronic £127 for 1 h then washed
three times with 1X PBS. Cells were incubated in the wells at 37°C and 5% CO2 for 4 h,
then imaged at room temperature for less than 30 min. Cells were imaged by mounting
PDMS wells on coverglass and using imaging methods described below. The contact angle
was manually measured between isolated pairs of cells using ImagelJ.

Microscopy and live cell imaging

Confocal microscopy of fixed and live samples was conducted on an inverted microscope
(Ti-E; Nikon) with a confocal scan head (CSUX; Yokogawa Electric Corporation) and laser-
merge module housing 491-, 561-, and 642-nm laser lines (Spectral Applied Research), a
stage controller (Prior), and a cooled CCD (HQ2-Roper Scientific) or CMOS (Zyla-Andor)
camera. Images were acquired using 20 x 0.75 NA Plan Fluor multi-immersion, 40 x 1.15
NA Plan Apochromat water immersion extra-long working distance and 60 x 1.2 NA Plan
Apochromat water immersion objectives (all from Nikon). This set up enabled capture of
GFP, mScarlet, AlexaFluor 488/561/642, and SPY650 fluorophores throughout the study.
Metamorph software was used for image acquisition. Live-cell imaging utilized a stage in-
cubator for temperature, humidity, and CO2 control (Chamlide TC and FC-5N; Quorum
Technologies). The stage adapter, stage cover, and objective were maintained at 37°C,
whereas humidified 5% CO2 air was maintained at 50C at its source to prevent condensation
within its tubing. Unless otherwise noted, serial z-sections were done at 0.25-pm steps for
fixed samples and 0.5-pm steps for live samples. For live, lateral membrane growth studies,
cells were preincubated with 50 nM siR-actin (Cytoskeleton) for 1 h prior to trypsiniza-
tion and immediate transfer to an imaging chamber. A 50 nM siR-actin concentration was

maintained in the imaging media.
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Image analysis and processing

ImageJ and MatLab were used for image analysis. To make basal nuclei more visible
in images of living H2B-labeled 3D cultures the following filtering technique was applied
to average projections of the planes spanning 10 ym up from the lowest in focus nuclear
signal. The original image was modified by applying a sigma = 40 pixel median filter. The
original image was then divided by the transformed image to remove uneven background
signal. For studies concerning positional relationships, H2B-labeled cells were considered to
have a suprabasal neighbor if Scarlet signal from a neighbor occluded the nuclear signal by
> 50%. For studies utilizing only H2B-labeled cells, cells were considered suprabasal if their
H2B signal occluded > 50% of an underlying H2B signal or could be seen to overlie 2 or
more H2B-labeled nuclei. Collagen deformation below forming junctions was taken to be
the distance between the line connecting the lowest observed collagen positions between two
adjacent cells and the highest position marked at forming junctions.

Statistics

Where indicated, independent two-sample Student’s t-tests were utilized to calculate sta-
tistical significance with P values < 0.05 indicative of a significant difference being detected
between means. Data distribution was assumed to be normal, but this was not formally
tested. In cases where the sample size was small (n < 7), a nonparametric two-tailed

Mann—-Whitney U test was performed.

93



CHAPTER 4
TISSUE CONFINEMENT REGULATES CELL GROWTH AND
SIZE IN EPITHELIA

This section is reproduced from the article Tissue confinement regulates cell growth and
size in epithelia published in biorxiv by John Devany, Martin J Falk, Liam J Holt, Arvind
Murugan, Margaret L Gardel (|71])

Modeling presented in this chapter was done by Martin Falk. Martin Falk, Arvind Muru-

gan, Liam holt, and Margaret Gardel helped with planning experimenets and editing/writing.

4.1 Abstract

Cell proliferation is a central process in tissue development, homeostasis and disease. Yet how
proliferation is regulated in the tissue context remains poorly understood. Here, we introduce
a quantitative framework to elucidate how tissue growth dynamics regulate cell proliferation.
We show that tissue growth causes confinement that suppresses cell growth; however, this
confinement does not directly affect the cell cycle. This leads to uncoupling between rates
of cell growth and division in epithelia and, thereby, reduces cell size. Division becomes
arrested at a minimal cell size, which is consistent across diverse epithelia in vivo. Here, the
nucleus approaches a volume limit set by the compacted genome. The loss of Cyclin D1-
dependent cell size regulation results in an abnormally high nuclear-to-cytoplasmic volume
ratio and DNA damage. Overall, we demonstrate how epithelial proliferation is regulated

by the interplay between tissue confinement and cell size regulation.

4.2 Introduction

Regulation of cell proliferation is a central question for understanding tissue development,

growth and homeostasis ([215], [221]). In contrast to the exponential proliferation of isolated
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cells (|34],274]), multicellular tissue requires tight coupling between cell proliferation and
tissue growth ([132]). One proposed mechanism for regulating proliferation in epithelia is
the so-called process of “contact inhibition of proliferation” (henceforth referred to as con-
tact inhibition) where cell proliferation becomes highly restricted due to spatial constraints
imposed by the tissue ([132], [196]). The disruption of contact inhibition results in cell over-
growth and altered tissue architecture ([92], [147], [172]). Therefore, contact inhibition is
thought to play a key role in maintaining tissue homeostasis and preventing tumor formation
([132], [201]). However, because contact inhibition is regulated through multiple signaling
pathways and largely unknown parameters, we currently lack a framework for understanding
the process across diverse tissues. This is evident from the literature where contact inhibi-
tion is described as dependent on cell density ([129]), adhesion signaling ([147], [196] ) and
mechanical stress ([132], [228]). As these variables are difficult to manipulate independently,
it remains unclear how tissue geometry and growth dynamics impacts size and growth of
constituent cells.

The regulation of size and growth of isolated mammalian cells is, by contrast, well under-
stood (|38], [300], [361], [360]). Single cells go through cycles of coupled growth and division
and have stable cell size due to feedback between cell growth and division. However, there
appear to be different feedback mechanisms acting in different contexts. For example, single
cells mainly sense the total amount of cell growth throughout the cell cycle to regulate the
length of cell cycle phases ([38], [300]). In contrast, mouse epidermal tissue shows feedback
via a cell size checkpoint preventing small cells from entering S phase ([348]). Due to limited
data un vivo it remains unclear if this is a consequence of tissue specific behavior in the skin
or could reflect a difference in regulation between single cells and epithelial tissue. Several
lines of evidence suggest the latter is true. For instance, the cell cycle duration can be on the
scale of weeks or months in vivo (|275]), challenging established dilution-based mechanisms

of cell cycle regulation ([361], [360]). Further, prior work has shown a possible switch to
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size-dependent regulation of the cell cycle in cell culture models of epithelial tissue ([246],
[245]). However, we lack a systematic study that explores how tissue-scale growth dynamics
impact regulation of cell size and growth in epithelia.

To understand how cell proliferation is regulated in epithelium, we first performed a
meta-analysis of cell size data and found that epithelial cell sizes are remarkably consistent
and highly context dependent. The cell size in epithelial tissue in vivo is always smaller
than single cells in culture. However, we could recapitulate the in vivo cell size using a cell
culture model of epithelial tissue formation, indicating that tissue-scale phenomena impact
cell size regulation. To quantitatively explore this, we employed model epithelial tissues with
varied growth rates. We then introduce a general framework to quantify how tissue-scale
growth dynamics constrain cell growth, providing a measure of “tissue confinement”. We
show that increasing tissue confinement reduces cell growth and YAP/TAZ signaling but
does not impact the cell cycle duration directly. Instead, cell cycle duration is regulated by
cell size. There is a sharp cell cycle arrest at a cell volume of ~1000 pum3 , consistent with
cell size found in wvivo. In both epithelial and single cell contexts, cell size regulation is well
described by a “G1 sizer model” with a tunable growth rate. In epithelia cyclin D1 protein
levels are strongly cell size-dependent and overexpression of cyclin D1 reduces the minimal
cell size. This suggests that the levels of cyclin D1 controls size-dependent cell cycle arrest.
We see that abnormally small cells display DNA damage as these cells approach a size limit
set by the volume occupied by the fully compacted genome. This suggests that, in addition to
mediating cell cycle arrest during contact inhibition, cell size regulation pathways are critical
for maintaining epithelial homeostasis. Overall, we demonstrate the general mechanisms of
cell growth and division regulation in epithelia which provides new insight into proliferative

processes in tissue development, homeostasis, and disease.
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4.3 Results

4.3.1 Epithelial cell size is context dependent

To screen for varied cell size regulation in epithelial tissue, we systematically compared
cell volume from different tissues in vivo and cell culture models (Table S1). We compiled
these data from available sources including histology sections from the human protein atlas
(Fig. 4.1A) ([315]), 3D segmentation data from Allen Cell Institute (Fig. 4.1A) (3D cell
viewer - Allen Cell Explorer.) and published cell volume measurements (|38, [80], [82],
[104], [110], [139], [174], [199], [213], [227], [232], [237], [273], [322], [357], [362]). When
cell volume measurements were not available, we estimated cell volume by identifying cells
perpendicular to the tissue slice and then measuring their length and width. We confirmed
that this provides an accurate estimation of volume from benchmarking against full 3D
imaging (Fig. 4.2, 4.3). Across 15 tissue types in the human protein atlas, we find the
volume of epithelial cells is surprisingly consistent, with a narrow distribution of 630+180
pm3 (Fig. 4.1B, circles). By comparison, the volume across 12 types of isolated epithelial
or epithelial-like cells is consistently measured to be severalfold larger, with a volume of
23304650 um3 (Fig. 4.1B, squares) ([38], [110], [174], [232], [237], [322],[362]). Interestingly,
the volumes of epithelial cells cultured in 3D more closely matched those in vivo, with a mean
of 10204520 pm? (Fig. 4.1B, diamonds) ([80], [82], [104], [139], [199], [213], [273]). These
data suggest that epithelial cell volume is strongly influenced by the tissue environment.
To test this hypothesis, we utilized several different epithelial cell lines (Madin-Darby
canine kidney (MDCK), Caco-2 and HaCaT) to measure the cell volume in either subcon-
fluent colonies (SC) or mature epithelium (ME). Controlling cell plating density allowed for
the formation of subconfluent colonies each comprised of 50-1000 cells or a nearly confluent
monolayer on collagen gels (see Methods). After the initial plating of monolayers, cell dy-

namics drive changes in their density, shape and speed over the next 1-2 days ([72]); we define
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Figure 4.1: Epithelial cell size is consistent across tissues but context dependent (A) His-
tology sections published by the Human Protein atlas showing E-cadherin (CDH1) staining
kidney and Intestine (Duodenum) tissue (image credit: Human Protein Atlas) and human
induced pluripotent stem cell (HiPSc) segmentation data from Allen Cell Institute (Avail-
able from allencell.org/3d-cell-viewer). (B) Cell volume from 15 tissues in vivo (circles), 12
published measurements from cell lines cultured as single cells (squares) and 7 measurements
from 3D epithelial cell cultures (diamonds). Each data point is the average cell size from >50
cells for a given cell type. Measurement details available in Table S1. Dashed lines show the
average cell volumes from epithelium in vivo (i) and in single cell culture (ii) (C) (Top) Im-
ages of MDCK cells with fluorescently labeled cell membranes (stargazin-gfp) in subconfluent
colonies (SC) and mature epithelium (ME). (bottom) Cells under each condition are also
shown after being treated with trypsin for 10 minutes and resuspended. (D) Cell volume
in SC and ME for MDCK, CACO-2 and HaCaT cell lines. Dashed lines show the aver-

age cell volumes from epithelium in vivo (i) and in single cell culture (ii) from B (N =

cells(experiments), Nypok—sc = 5884(4), Nypek —-me = 13513(5), Noacoz—sc =
732(1), Noaco2-mE = 2735(2), Ngacar—sc = 9248(2), Ngacar—mE = 13451(2)).
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Figure 4.2: Different volume measurement methods give consistent results. We used several
methods to estimate the cell volume across different experiments. While the measurement
in 3D is the most accurate method of measuring the cell volume it is not feasible in all
experiments. We verified that our other methods of approximation in resuspension and cross
section yield the same results as full 3D imaging. (A) Schematic of cell volume measurement
in resuspension (Resusp.). The resuspended cell is nearly spherical, and a measurement of the
radius is used to determine the cell volume (B) Labeled membranes of resuspendend MDCK
cells and corresponding cell segmentation. (C) Schematic of cell volume measurements in 3D
— a height map is constructed by measuring the intensity profile at each pixel to identify the
top and bottom membrane. The average cell height is multiplied by the cell cross sectional
area to obtain the volume (D) 3D z-stack of labeled MDCK cell membranes in XY and
YZ views. A height map measured from membranes in the image is displayed and used to
measure volume from 2D segmented cell area. (E) schematic cell volume measurements in
cross section (XSect.) — cells perpendicular to the imaging plane are identified and the length
and width of the cell area measured to estimate the cell volume (F) images of MDCK cell
membranes in cross sectional and kidney histology from Human Protein Atlas (image credit:
Human Protein Atlas) stained for E-cadherin (CDH1) show cross sectional views of human
kidney cells (G) quantification of cell volume using each method for MDCK tet-on P27
cells in ME-dox and ME+dox conditions. (Np_ = 12641(5), N3p_ = 1405(2), Nxsect— =
78(1), Npy = 1136(3), N3p+ =, 324(2) Nx sect+ = 59(1)).
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Figure 4.3: Cell height is consistent for a given cell type but varies between tissues. Across
our dataset we observed a large variation in cell height. We verified that across experiments
and different time points with the same cell line the height remains nearly consistent. We
also show that the difference in volume between different cell types is not a consequence of
differences in height. (A) MDCK and Caco-2 cell membranes showing XY and YZ views of
monolayers. (B) Histology section images from Human Protein Atlas (image credit: Human
Protein Atlas) of Duodenum and Kidney tissue stained for E-cadherin (CDH1). (C) Cell
height of MDCK monolayers across different time points. Data are from 3D segmentation.
Error bar shows standard deviation of 20 different fields of view containing >100 cells from
1 experiment each. P27/p27ck are monolayers made from a mixture of Tet-On p27 and Tet-
On p27ck cells with doxycycline added at t=0. (D) Plot of cell height vs volume measured
in cross section across 15 different tissues in vivo analyzed in Fig. 4.1B and two cell lines
cultured as ME in vitro (MDCK and CACO-2). Black line shows linear fit to in vivo data.
Variations in cell height do not explain the variation in cell volume.
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a mature epithelium as the time at which these properties stop changing in time (see Meth-
ods). Cell sizes were visualized with a fluorescently tagged membrane protein (stargazin-gfp
(CACNG2-gfp) or stargazin-halotag) (Fig. 4.1C). To facilitate measurement of cell volume,
cells were trypsinized, resuspended and then imaged (Fig. 4.1C, Fig. 4.2, see Methods).
When in sub-confluent colonies, the cell volume of all three epithelial cell types is &~ 2800
pm3 (Fig. 4.1D, SC), consistent with the mean value of single cells in Fig. 4.1B (Fig. 4.1D,
dashed line (ii)). Further, we found that ME culture conditions reduced the cell volume by
60% to plateau at ~ 1000 um3 (Fig. 4.4), a size consistent with in vivo data reported in
Fig. 4.1B (Fig. 4.1D, dashed line (i),). We performed the same experiment on two cell lines
which do not form coherent colonies, retinal pigment epithelial cells (RPE-1) and Mouse
embryonic fibroblasts (MEF) and did not see size reduction (Fig. 4.5). This suggests this
context-dependency of cell size may be specific to epithelium. Together, these data suggest

that contact inhibition qualitatively changes cell size regulation across diverse epithelia.

4.3.2  Cell size reduction involves an uncoupling of growth and the cell cycle

To query how cell growth and division rates change during the transition from subconfluent
colonies to mature epithelium, live cell imaging was used to monitor changes in cell size
and number. The data was aligned such that t=0 h denotes the onset of confluence (OC).
For all earlier times, cells are in subconfluent colonies. By ¢ > 12 h the cell movement has
ceased, and density is constant; we denote this as a mature epithelium (Fig. 4.6A). We first
consider cell division and growth rates for t << 0h (SC), t ~ 0h (OC) and t >> 0h (ME).
Cell division rate, obtained by cell counting measurements, was completely arrested in the
ME but only suppressed by ~ 40% at OC, as compared to SC (Fig. 4.6B, black bars). By
contrast, the cell growth, obtained by quantifying the rate of protein dilution using pulse
chase labeling (see Methods), was suppressed almost entirely at OC (Fig. 4.6B, purple bars).

These data indicate suppression of cell growth and cycle are not tightly coupled during the
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Figure 4.4: Cell volume reaches a plateau in mature epithelium (ME). We wanted to confirm
that in the mature epithelium there are no changes in cell volume. We performed volume
measurements across different time points for each cell line and define what time points
we consider the system to reach ME by for each cell line. Due to differences in division
rates this varies but all cell lines show a decreasing size over time leading to a plateau. (A)
MDCK cells with labeled membranes in monolayers imaged at ME+1 day and ME-+7 days
(B) Measurements of MDCK cell volume at different time points in. Data are from 3D
segmentation of > 200 cells at each time point from > 10 fields of view in 1 experiment
(C) CACO-2 cell volume measured in resuspension at different time points. Error bar shows
standard deviation from 2 experimental replicates. (D) Measurement of HaCaT cell area at
different time points. Each point is the average area from n=50 cells from 3 different fields
of view in a single time lapse experiment. In all experiments t=0 is the onset of confluence
experiments and the point of ME is indicated with a dashed line.
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Figure 4.5: Cell volume does not change during contact inhibition of non-epithelial cells. We
wanted to determine if the uncoupling of cell growth and division also extends to other cell
types which would not form epithelium in vivo. We tested two cell lines with fibroblast-like
morphology and found that these do not show cell size changes. HaCaT cells are routinely
cultured in the absence of calcium which inhibits junction maturation and differentiation,
but this did not inhibit cell size reduction in HaCaT cell under confinement. Future work is
required to understand this difference in behavior for epithelial and non-epithelial cells. (A)
staining for actin and DNA in retinal pigment epithelial (RPE-1) cells. Cells do not form
coherent colonies or show epithelial morphology (B) RPE-1 cells in suspension labeled with
CellMask Deep Red from 5 day old cultures plated at low density to remain SC all 5 days
or high density to reach OC at day 0. (C) Volume measured in resuspension of MDCK,
RPE-1 and mouse embryonic fibroblast (MEF) cells SC and ME-like culture conditions. SC
— subconfluent, ME- mature epithelium at day 4, OC+5d- 5 days after the onset of con-
fluence N = cells (exp) (NMDCK—SC = 4940(3>7NMDCK—ME = 12641(5)>NMEF—SC =
1459(1>7NMEF—OC5 = 1352<1>>NRPE—SC = 906(2>7NRPE—OC5 = 3429(2)) (D) Volume
measured in resuspension of HaCaT cells in SC and ME cultures with and without cal-
cium. -Ca — 40uM calcium, +Ca — 1.8mM calcium (Ngo_cq, = 3642(2), Nocs—_ca =
23996(2), Ngc-ca = 9248(2), NyrErca = 13451(2)).
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transition from subconfluent to confluent tissue. Instead, cell growth is suppressed acutely
at OC whereas cell cycle progression is only impacted in later stages (Fig. 4.6C). In single
cells, cell growth and division are coupled to maintain a constant size (|361]). A division
rate exceeding the growth rate would, instead, be expected to result in cell size reduction.

To test this hypothesis, we measured the cell size between ¢ = 0 and 18 h during the
transition from OC to ME. Over this time, the cell height remained constant, such that
changes in cell area were accurate indicators of cell volume (Fig. 4.3C). The average cell
area from a population of ~ 1000 cells decreases by ~ 50% from OC (¢t = 0 h) to ME (Fig.
4.6D). To determine the mechanism driving changes in cell volume we performed single cell
tracking. Cells that divided near the beginning of the experiment (¢ = 0 h) were identified
and tracked through the experiment. Individual cell trajectories revealed that the cell size
reduction occurred by successive cell division events in the absence of cell growth (Fig. 4.6E,
F). Indeed, across a large population of mother-daughter cell pairs, the cell size of a daughter
cell 8 hr (=1/2 cell cycle time, 7) post cell division remained approximately half that of the
mother cell size (Fig. 4.6G). This indicates minimal cell growth during the cell cycle. This is
in stark contrast with subconfluent cells, where a cell grows at a constant rate and doubles
in size prior to division into two daughter cells ([38]). For single cells, we would expect the
cell to grow by ~ 50% at 8 hours post division, resulting in a slope of ~ 3/4 (Fig. 4.6G,
dashed line)

To demonstrate that cell division is necessary for cell size to decrease, experiments similar
to those in Fig. 4.6A were performed with a Tet-On p27 MDCK cell line to artificially arrest
the cell cycle in the presence of doxycycline (|279]). In the absence of dox (-dox), the
volume decreases in ME compared to SC, similar to our previous experiments (Fig. 4.6H, I).
Addition of doxycycline at OC prevented cell volume decrease in ME (ME +dox p27), and
the volume of these cells remained similar to that of SC (Fig. 4.6H, I). Induction of a mutant

p27 which does not arrest the cell cycle (+dox p27ck) (|324]) had no effect on cell size in ME
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Figure 4.6: Uncoupling of division and growth at the onset of confluence leads to cell size
reduction (A) Images of MDCK cell membranes at time points during the transition from
subconfluent colonies (SC) (t = —10h) to mature epithelium (ME) (¢ = 12h). The data are
aligned such that onset of confluency (OC) occurs at t = Oh. (B) Average rates of cell division
(black) and growth (purple) at SC, OC and ME. For growth data protein dilution is measured
by CellTrace, n = 10 fields of view with > 100 cells from 1 experiment; Error bars are S.E.M.
of the fields of view. For division rate, the change in cell number, determined by a cell
counter, are averaged from 3 experiments. Error bars are S.D. of experiments (C) Schematic
summarizing result that, at the onset of confluence, there is a temporal decoupling of growth
and cell cycle arrest. (D) Average cell area over time, t = 0 is OC. Error bars are S.D. of 30
fields of view each containing > 500 cells; Time at which ME forms indicated by dashed line.
(E) Outline of a representative cell, and subsequent daughter cells, over the experiment. (F)
Areas of 4 representative cells over the course of the experiment. Traces are shifted in time
so that the first cell division occurs at time 0 for all cells. (G) Area of daughter cell halfway
through the cell cycle versus the area of mother cell (N = 758 cells from 1 experiment. Linear
fit slope = 0.52) (H) Images of cell membrane at t = M E+3 days in monolayers formed from
Tet-On P27 cells. ME were formed under control conditions (-dox) or with the cell cycle
inhibited (+dox p27) by the addition of doxycycline at ¢ = 0h (I) Cell volumes in SC and
ME with Tet-On p27 or Tet-On p27ck (non-cell cycle inhibiting control) in control conditions
(-dox) or in ME with doxycycline added at ¢ = Ohr. SC and ME -dox data also displayed
in Fig. 4.1D (Ngo = 5884(4) Ny = 13513(5) Ny pyp27 = 1606(3) Npspyparer = 1930(3)).
(J) schematic of the mechanism of cell volume regulation during the transition from SC to
ME.
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(Fig. 4.61). Together, these data demonstrate that temporal uncoupling of cell growth and
cell cycle result the cell size reduction during formation of mature epithelial tissue. At the
onset of confluence, cell growth is highly suppressed and cell volume reduces by division in
absence of cell growth (Fig. 4.6J). Then at later times the cell cycle also becomes arrested,
and cells reach a final cell size which is comparable to epithelium in vivo. We next sought

to understand regulation of cell growth and cycle in the epithelium.

4.8.8  Tissue confinement requlates cell growth

These data motivate the need to introduce a quantitative framework to relate the tissue and
cell growth rates. We first consider the growth of a multi-cellular tissue with initial area
Ap and time-dependent area, A(t) Then, consider this tissue broken up into individual cells
to represent the proliferation dynamics of this tissue in the absence of spatial constraints
(Fig. 4.7A). The collection of single cells grows in total size exponentially, such that the
total time-dependent area is described by Ag(t) ~ 2t/T  where 7 is the average cell cycle
time. The deviation of the tissue growth from this hypothetical maximum exponential rate
quantifies the constraints tissue growth places on cell growth. For a certain tissue area, A’

is less than

dA
if the ratio of the tissue growth rate to the unconfined growth rate: %

1, then the tissue growth dynamics constrain cell proliferation. We thegTdkEne the tissue
confinement C(A’) = 1— %"'4’/ such that there is no confinement effect (C' = 0) when single
cells and tissues have iden’éiiT(;aiqgrowth dynamics and C' = 1 when tissue growth rate is zero.

We explored this framework using model tissues comprised of large, circular colonies of
MDCK cells, chosen for their well-characterized growth dynamics and the facility of control-
ling their size ([117], [245]). Circular colonies of variable size Ag from ~ 1 — 7 mm? were
formed by seeding the cells in a Polydimethylsiloxane (PDMS) stencil atop a glass coverslip
(Fig. 4.7B,C). The stencil was then released to allow for colony expansion for At = 48 hours

(Fig. 4.7D). Importantly, the colony expansion is determined by radial migration speed v of
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Figure 4.7: Tissue confinement quantifies how tissue-scale growth dynamics constrain cell
growth (A) We consider the growth dynamics of a portion of multicellular tissue with time-
dependent size A(t) with that of comprised of isolated cells of equal initial size, Ayg. The
population of individual cells grows exponentially A, (t) ~ 2t/T. The confinement, C, is
measured by comparing the relative growth rates. (B) Schematic of expanding colony system.
Cell colony of initial size A expands at a constant radial velocity v such that, for a given
time interval At, the radius increases by vAt (C) Cells are initially seeded into a PDMS well
of defined size A then this well is removed to initiate colony expansion (D) Cell Mask Deep
Red staining in expanding MDCK colonies with two different initial sizes at At = 48 hours
after removing the barrier. Overlay shows the initial size Ay (dashed circle) and expansion
vAt (arrow). Zoom-in shows part of larger monolayer (white box). (E) CellTrace Far Red
staining of expanding MDCK colonies with variation in expansion rate from variation in
WT dynamics and under FAK inhibition (500nM PND-1186) Images are scaled differently
for clarity and intensity is not comparable in these images. (F) Quadratic growth models
of colonies as a function of tissue area and expansion rate compared with a model of the
exponential rate for single cells growing at the experimentally measured proliferation rate
15 hours. (F) plot of the tissue confinement parameter, defined in the main text, calculated
from comparing the model of colony growth rate to the model of single cell growth rate.
Curves show tissue confinement as a function of tissue area and expansion rate. Black points
show confinement measurements from the experimentally determined area growth rate of
expanding colonies at At = 48 hours (see methods).
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cells at the periphery to increase the colony radius by vAt (Fig. 4.7B, arrow). Consistent
with previous studies, the radial expansion rate was independent of colony size (Fig. 4.7D,
Fig. 4.8). This results in a growth rate that scales quadratically with colony area (see Meth-
ods). For a given colony area, variation in v provides additional control over colony growth
rate (Fig. 4.7E). Under control conditions, v varied between experiments from 15-30 pgm /hr
(Fig. 4.8). This tissue growth rate was not impacted when inhibiting cell division but was
reduced by inhibiting cell migration by a focal adhesion kinase inhibitor (FAKi) (Fig. 4.8).
Thus, variations in both the initial colony size and expansion velocity provide a wide range
of tissue growth rates.

We generated model curves of the expected colony growth rates for the ranges of areas
and edge velocities observed experimentally (Fig. 4.7F, solid lines). These rates were then
compared to that expected for exponential growth of single cells, using the experimentally
measured doubling time of 15 h (Fig. 4.7F, dashed line). For small areas, exponential growth
is smaller than the growth rate of the expanding colony (Fig. 4.7F); here tissue-scale growth
dynamics do not constrain cell proliferation. This is the behavior for SC. By contrast, for
large areas, expanding colony growth rates become substantially lower than the exponential
growth of single cells (e.g. Fig. 4.7F, gray shaded region). Here, tissue growth dynamics
constrain cell proliferation. The colony area when exponential growth and quadratic growth
rates are equal demarks the transition between these two regimes and, here, C' = 0 (Fig.
4.7F, black X). For each given growth model, the confinement C' is plotted as a function of
colony area (Fig. 4.7G, lines). Confinement was determined from experimental data with
varying Ay and v (Fig. 4.7G, points). These experimental conditions then provide a means
to systematically explore cell behavior in varied C' from < 0.25 to ~ 0.8. Thus, our tissue
confinement framework provides a quantitative method to assess how tissue-scale growth
dynamics are expected to constrain growth of single cells.

To test the utility of this framework, we explored cell growth and signaling in tissues
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Figure 4.8: Colony expansion rate varies between experiments and is not cell division depen-
dent. Between different expanding monolayers we observed different migration velocities. We
characterized the variation in speed across all experiments. We also tested that the expan-
sion of colonies is not driven by cell division by inhibiting the cell cycle with Palbociclib (A)
Expanding colonies labeled with CellTrace Far Red with initial radius 0.5mm and 1.5mm
in two different experimental replicates. Migration velocity is consistent within the same
experiment but varies between experiments (B) Expanding colonies labeled with CellMask
Deep Red treated with 1M Palbociclib to block cell division. Migration rate is &~ 30um /hr
equal to the highest rate observed in control conditions. (C) Colony expansion speeds in
each experiment for different initial sizes. Expansion occurs for 48 hours and the difference
between initial and final radii is used to calculate the velocity. +FAKi is 500nM PND1186.
Palbo is 1M Palbociclib.
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with varied levels of confinement. To query cell growth, we labeled the cells at t=0 with
CellTrace, a fluorescent dye which reports on biomass production by its dilution (i.e. more

growth leads to lower cell intensity) (see Methods). The total growth is determined from

I1(t=0) _ Vol(t=At)

I(t:At) —1= m —1= AVOZ Since

the CellTrace images by the ratio of intensity

the growth rate of confluent monolayers is close to zero (Fig. 4.6B), the intensity of the
confluent monolayer [~ ~ I(t = 0), can be used as the standard to compare to the intensity
I of expanding colonies (Fig. 4.9A, C' = 1). This allows for determination of the growth
rate by I/I — 1. For At = 48 hours, subconflucent cells show significant 10-fold CellTrace
dilution consistent with the cells doubling every 15h (Fig. 4.9A, C' = 0). We then used
expanding colonies with varied Ag to explore intermediate levels of confinement from 0.2 to
0.8. In smaller colonies with C' = 0.2, cell growth is already suppressed to < 50% that of
sub-confluent conditions. By C' = 0.6, growth is restricted to < 10% that of the subconfluent
cells and is suppressed to nearly zero by C=0.8 (Fig. 4.9A). Changes in growth can also be
modulated by changing the edge velocity. In our experiments, we observed that differences
in migration rate significantly impact the cell growth, as predicted by our modeling (Fig.
4.9C). In all conditions, the intensity is remarkably uniform across the tissue suggesting that
the growth regulation mechanism is a tissue-scale phenomenon.

To query cell growth signaling under confinement, we also performed immunostaining
against YAP. YAP is a transcription factor implicated in regulating cell proliferation during
contact inhibition ([9], [196], [363]). When YAP is active, it is localized to the nucleus;
when inactive, YAP is localized to the cytoplasm. We see in the conditions with lower
confinement, a greater faction of YAP is localized to the nucleus, whereas around C' = 0.5
it becomes more localized to the cytoplasm (Fig. 4.9B). This suggests that YAP activity
is regulated in response to changes in tissue confinement (Fig. 4.9B). Taking together, all
our experimental data from colonies with varying size and edge velocity (Fig. 4.7G) reveal

a systematic decrease in cell growth and YAP signaling as a function of confinement (Fig.
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Figure 4.9: Tissue confinement determines cell growth rate and signaling (A-B) Images of
Cell Trace (A) and YAP (B) at At = 48h in expanding colonies with initial size, Ag, varying
from 0.8-7.1mm?, subconfluent colonies and confluent conditions. In (A), overlay shows
initial colony size Ay (dashed circle) and expansion vAt (arrow). Note different scale bars
in (A) and (B). (C) CellTrace images of expanding monolayers with A0 = 0.8mm at At
= 48h in the presence and absence of 500nM PND1186 (+FAKi) to illustrate the effect
of changes in vAt. (D) Quantification of cell growth and YAP signaling at varying tissue
confinements with At = 48h across multiple experiments. Fach data point is an average
of multiple colonies from one experiment (see Methods). YAP activity is determined by
the nuclear to cytoplasmic ratio of anti-YAP intensity, quantified for > 150 cells in each
experiment. Growth is plotted against the time averaged confinement and YAP activity
is plotted against the final confinement. Data are from 6 independent experiments (Cell
growth) and 3 independent experiments (YAP activity) (E) MDCK FUCCI cells in expanding
colony with Ay = 1.8mm? and At = 12h. (F) quantification of cell growth and fraction of
cells in the S/G2/M cell cycle states as a function of the average tissue confinement. Each
data point is quantified from >3 colonies in a single experiment with Ay = 0.8mm?2, 1.8mm?2,
or 7.1mm? and At = 12h. Data are from 2 independent experiments.
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4.9D, points). Moreover, the predicted growth from the definition of tissue confinement is
consistent with the experimental data (Fig. 4.9D, line). All of these data demonstrate the
rapid suppression of cell growth at low levels of confinement

At the onset of confluence, the cell division rate remains similar to subconfluent cells
despite the increased confinement (Fig. 4.6B); this suggests that tissue confinement may
not immediately affect the cell cycle. To query the cell cycle, we performed the expanding
colony experiments with MDCK cells expressing the pip-degron fluorescent ubiquitination
cell cycle indicator (FUCCI MDCK) (Grant et al., 2018) to measure the fraction of cells in
S/G2/M in model tissues with varying levels of confinement. We restrict our analysis to
short expansion times (At = 12h) before cells have reached the ME state and arrested the
cell cycle. In contrast to cell growth (Fig. 4.9F, peach data), there cell cycle is insensitive to
tissue confinement (Fig. 4.9F, red). Instead, the fraction of cells in S/G2/M is constant (Fig.
4.9F, dashed line). This data reveals the qualitatively different impact of confinement on cell
cycle and growth. Thus, the transient uncoupling between cell cycle and growth observed in

Fig. 4.6B is consistent with a rapid increase in confinement at the onset of confluence.

4.8.4 A G1 sizer arrests the cell cycle in confined epithelium

We next explored how the cell cycle arrests in monolayers at the later stages of contact
inhibition. After confinement reduces the growth rate, cell size decreases through successive
cell division until the cell cycle becomes arrested (Fig. 4.6J). Previous work has shown that
cell cycle regulation in isolated mammalian cells is cell size independent ([38]) whereas it can
be size-dependent for in in vivo epithelium ([348]). To examine if cell division is regulated by
cell size in our data, we measured how the cell division rate varied as a function of cell size
by tracking individual division events. We estimate volumes from the cell area multiplied
by the typical cell height of 6.5 + 1.5 um (Fig. 4.3, mean+S.D.). Above a volume of 1200

pum3 , the cell division rate is independent of size (Fig. 4.10A). However, the division rate
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sharply decreases for smaller volumes. This trend is observed across a range of experimental
conditions and two epithelial cell types, indicating it is a robust feature of cell size regulation
in confluent epithelial tissue (Fig. 4.11). We then used FUCCI MDCK cells to look more
closely at the cell cycle regulation for large and small cells. From the FUCCI data, we
obtained the S/G2/M duration by tracking single cell trajectories and saw that the duration
of the S/G2/M phases is &~ 10 hours and independent of cell size (Fig. 4.10B). In the same
data, the duration of the entire cell cycle was estimated by measuring the fraction of cells in
each cell cycle phase (see Methods). We see that the cell cycle duration rapidly increases for
smaller cells (Fig. 4.10B, purple data). The division rate in Fig. 4.10A can also be used to
estimate cell cycle duration and shows a similar trend (Fig. 4.10B, dashed line). Together,
these data indicate an increased duration of the G1 phase for smaller cells. This is consistent
with previous results that size regulation occurs at the G1-S transition ([38], [215], [348])
Motivated by this data, we developed a simple “G1 sizer” model of size-dependent exit
from G1 (Fig. 4.10C) ([118], [348]). In the model, we simulate an ensemble of cells that grow
at a constant rate, have two cell cycle phases G1 and S/G2/M, and divide into two daughter
cells with half the mother volume. We added additional features based on experimental
observations: (1) There is a sharp volume threshold of the G1-S transition rate and below
this minimal size a, the transition rate is zero, (2) cells have an S/G2/M duration of 7 = 10
hours independent of cell volume, and (3) a variable cell growth rate G that is normalized
to vary from 0 for no growth to 1 for growth in the unconfined condition. Due to rule (2)
the minimum cell cycle time is 7 hours and cells will grow by a minimum of G before each
division. When G7 >> a, cells are large compared to a and the G1-S transition proceeds
quickly. In this regime, the cell cycle regulation is size independent (timer-like) with a time
T between cell divisions (Fig. 4.10D, G = 1, Fig. 4.12). However, when the growth rate is
suppressed such that GT << a, additional time is required to relieve the size constraint of

the G1-S transition (1) (Fig. 4.10D, G = 0.05 , Fig. 4.12). In this regime, the cell cycle
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Figure 4.10: A G1 sizer arrests the cell cycle (A) Normalized cell division rate as a function
of cell volume in MDCK monolayers. Volume is calculated from cell areas multiplied by the
average experimental height (see Methods). Data are averaged from 4 experimental replicates
with > 500 division events, error bar is standard deviation of experimental replicates (B)
Duration of cell cycle (violet) and S/G2/M (black) for MDCK cells as a function of cell
size. Dotted violet line is a fit to the data in A to extract the cell cycle duration. S/G2/M
time are from N = 82 trajectories for cell cycle. Cell cycle time data (violet points) are
population averaged FUCCI measurements from 50 fields of view containing > 100 cells
from 1 experiment (see Methods) (C) Schematic of G1 sizer model — cells are simulated to
grow at a constant rate, transition between cell cycle states and divide. (1) Cells transition
rapidly from G1 to S only when above a critical volume a, (2) cells have a set S/G2/M
duration equal to time 7 that is independent of size, (3) cells have a variable growth rate,
G, independent of the cell cycle (D) G1 Sizer models results of cell volume as function of
time for two growth rates (G = 1 and G = 0.05) (E) G1 Sizer model results of cell volume
at division as a function of birth volume for G = 0.05, 2, 0.7and1. Dotted lines show a linear
fit to the data (slope = 0,0,0.4,1). Each condition contains 400 simulation trajectories. (F)
Cell volume as a function of time for experimental data from Fig. 4.6D (peach) and for
G1 sizer model results (black). The onset of confluence occurs at t=0 for experiments. For
simulations, this is models with a growth rate quench from 1 to 0 at ¢ = —10h. Data is mean
cell volume, error bars are the standard deviation. Each time point in the experiment is the
average of > 10000 cells from 30 fields of view. Each simulation time point is an average of
> 15000 cells from 35 simulations.
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Figure 4.11: Cell division rate shows a similar size dependence across a range of experimental
conditions. We reanalyzed a previously published dataset to see how cell division rates vary
with cell size in epithelium. A subset of the data is presented in Fig. 4.10A but complete
set of data analyzed is presented in this Figure. We see a consistent relationship between
division rate and area despite differences in the overall division rate across experiments. (A-
C) Plots of division rates against cell size across 12 timelapse imaging experiments that are
previously published by Devany et. al. 2021. Plots show data from 4 replicates of MDCK
cells on 2mg/ml collagen gels, data with variation in substrate stiffness, with inhibitors
of RAC1 (NSC 23766) and FAK (PND1106), and with CACO-2 cells. See table for full
experimental details. Data are plotted non-normalized in A, normalized by the maximum
rate in B, and normalized by both maximum rate and the area is normalized so the rate 0.1 is
at a volume of 1200 pm3. Curves are colored according to the maximum division rate. Each
division rate curve is generated from tracking >300 division events from each experiment
over a timelapse imaging series of at least 16 hours (see Methods).
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regulation is highly size-dependent (sizer-like).

Plotting the cell size at division as a function of cell size at birth for a range of growth
rates shows that the model transitions smoothly from size-dependent to size-independent
behavior as a function of growth rate (Fig. 4.10E, Fig. 4.13). Size-dependent cells divide
at the same size and show no correlation between birth size and division size (Fig. 4.10E,
dashed lines for G = 0.05,0.2). This contrasts with size independent cells which show a
correlation between birth size and division size (Fig. 4.10E, dashed lines for G = 0.7,1)
([7], [38], [348], [360]). These different regulation mechanisms also occur in distinct cell size
ranges consistent with previous work showing that large, rapidly growing, single cells are
size independent ([38]) and small, slowly growing cells, in vivo are size-dependent ([348]).

Having developed an understanding of the model at constant or near-constant growth
rates, we tested if the model could also predict the cell size distributions found in the ex-
periments of monolayer formation and maturation in Fig. 4.6B. We simulate monolayer
formation in our model by a rapid quench of cell growth rate from 1 to 0 at ¢ = 0 and
measure the cell size distribution over time (Fig. 4.10F). The simulation results (Fig. 4.10F,
black) are consistent with those of the experiment (Fig. 4.10F, peach). This suggests that
the G1 sizer model together with an understanding of how confinement impacts cell growth
(Fig. 4.9F) is sufficient to explain transitions in size of isolated cells to those in epithelial

tissue.

4.3.5  Size-dependent Cyclin D degradation leads to cell cycle arrest

To investigate molecular mechanisms of size control, we took advantage of our Tet-inducible
cell lines to manipulate cell size in confluent monolayers. We prepared monolayers at the
onset of confluence with Tet-On p27 and Tet-On p27ck cells. At t = 0 we added doxycy-
cline (+dox) to induce expression. After 5 days, both monolayers are in a cell cycle and

growth arrested ME state, but the +dox p27ck cells are 40% the size of +dox p27 cells (Fig.
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Figure 4.12: Gl-sizer control generates timer and sizer behaviors depending on growth rate.
We numerically simulate single-cell trajectories (see Methods) as a function of growth rate.
We compare our numerical results to analytical expressions (see Methods) derived in the fast-
and slow-growth limits of the model. (A) Numerical simulation of mean non-dimensional
cell size (black) reveals two distinct regimes: a sizer regime where cell size is only weakly
dependent on growth, and a timer regime where size is linear with growth. This agrees well
with theoretical expectations in the limits of fast and slow growth (pink). (B) Numerical
simulation of mean division time (black) reveals two distinct regimes: a sizer regime where
division time diverges with decreasing growth, and a timer regime where division time is
independent of growth. This agrees well with theoretical expectations in the limits of fast
and slow growth (pink). (C) Numerical simulations (black) reveal a confinement transition
when cells switch from sizer to timer behavior: confinement is non-zero for slow-growth
sizers, and zero for fast-growth timers. This agrees well with theoretical expectations in the
limits of fast and slow growth (pink).
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Figure 4.13: A Gl-sizer with single-cell exponential growth shows a transition between
timer and sizer behavior. To verify that the transition between timer and sizer behavior
in our model is not an artifact of linear cell growth, we simulate a model with exponential
growth, where cell size a; increases by an amount a;G dt at each time step. (A) Numerical

simulation of cells with G = .74 (upper solid line) and G = .14 (lower solid line) reveals
qualitatively distinct timer and sizer behaviors as a function of growth relative to the G1-
exit size cutoff (dashed line). The G = .74 trajectory displays the increasing variance of

cell size characteristic of timer control with exponential single-cell growth. (B) Plotting
numerically simulated cell birth sizes vs division sizes reveals a transition from timer to sizer
behavior as a function of confinement. The slope of the linear best fit lines (dotted) to the
data goes from timer-like (= 2) to sizer-like (=~ 0) as confinement increases. Growth rates
G =0.5,0.33,0.11,0.025 going from small to large confinement.
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4.61; Fig. 4.14A). RNA sequencing revealed almost no differences in the steady-state tran-
scriptome of these samples (Fig. 4.14B). However, close examination revealed several weak
signatures (Fig. 4.15) including a slight downregulation of cyclin D1, 2, 3 in the smaller
contact inhibited cells (Fig. 4.14B, inset). The G1/S transition has a steep dependence on
cyclin D concentration ([85]) so it is possible that small changes in cyclin D concentration
are sufficient to arrest the cell cycle. Furthermore, cyclin D is strongly post transcription-
ally regulated by degradation (|4]). To check if this difference in RNA abundance leads to
changes in protein levels, we looked at cyclin D1 (cyD1) protein levels via immunofluores-
cence in ME formed with Tet-On p27 cells (+dox p27) and co-cultures including Tet-On
p27ck cells (4dox p27/p27ck). Since p27 is known to interact with cyclin D, we tested that
its overexpression did not change the cyclin D1 levels by inducing p27 after ME formation
(Delay +dox p27). Interestingly, we found significant difference in cyclin D1 abundance, with
nearly undetectable levels in cells with a nuclear area < 100,um2 (Fig. 4.14 C; Fig. 4.16).
We observed that the intensity of CyD1 drops rapidly with decreasing cell size, measured
by the nuclear area (Fig. 4.14D). The same trend was seen for all monolayer preparations,
suggesting that the cyclin D1 level is regulated by a size-dependent pathway. This sug-
gests that in addition to transcriptional changes in cyclin D, additional size-dependent post
transcriptional regulation occurs, possibly as reported in other contexts ([4], [191]).

To test if decreased cyclin D levels are required to arrest the cell cycle, we overexpressed
cyclin D1 in contact inhibited cells. We used Tet-On Cyclin D1-GFP (CyD) or Tet-On
Cyclin D1 T286A T288A-GFP (CyDAA, a degradation resistant mutant) cells and induced
the expression of additional cyclin D1 at OC. We then looked at the cell size 3 days later,
after it had reached a plateau. We observe that overexpression of either CyD or CyDAA
leads to decrease in minimal cell size in ME, compared to control (-dox) (Fig. 4.14E,F).
Therefore, restoring Cyclin D1 in small cells is sufficient to initiate the cell cycle. This

suggests that the depletion of cyclin D is necessary for size-dependent arrest of the cell cycle.
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Figure 4.14: Low cyclin D causes cell cycle arrest in small cells (A) Cell membranes of
Tet-On p27 and Tet-On p27ck MDCK cells in ME+4 days; dox added at ¢ = 0h. (B)
RNA sequencing data from monolayers prepared in A. Data are averaged transcripts per
million from 3 experimental replicates. Inset: zoom in of genes in indicated box, cyclin D
genes expression levels are highlighted in red. (C) DNA staining and anti-Cyclin D1(CyD1)
immunofluorescence staining in MDCK monolayers at ME-+3 days. Dox is added at either
t=0 (-+dox p27) or at t=ME+2 days (delay +dox p27). (D) Quantification of anti-CyD1
intensity from immunostaining data as a function of nuclear area. Intensity is normalized in
each experiment to a maximum value of 1. P27/p27ck are monolayers with a mixture of Tet-
On p27 and Tet-On p27ck cells. (N gop = 4564(3), Npetay+dor = T515(2), Npoz/porer =
11080(4)) (E) Labeled cell membranes in Tet-On Cyclin D1 T286A T288A (CyDAA) MDCK
monolayers at ME+3 days without dox (-dox) or with dox added at t=0 (+dox CyDAA). (F)
Cell volume measured in resuspended Tet-On Cyclin D1, Tet-On Cyclin D T286A T288A,
and Tet-On 12sEla cells at ME+3 days without dox (-dox) or with dox added at t=0 (+dox
CyD, +dox CyDAA, +dox Ela). (N_g,, = 13513(5), Noyp = 7240(2), Noygaa = 9092(3),
Np1, = 6457(4)).
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Figure 4.15: RNA expression is similar between large and small cells but shows weak im-
mune and WNT signature. We performed RNA sequencing on monolayers with different
cell size determined by inhibiting cell division. The data is presented in Fig.6B. This figure
includes additional analysis performed on the data which identified some weak transcrip-
tional signatures that we do not interpret to explain the size dependent cell cycle arrest
(A) Distributions of cell volumes measured in suspension from each RNA seq experiment
(CK — Tet-On Snaptag-p27ck cells +dox, WT — Tet-On GFP-p27 cell +dox). Dox was
added at t=0 and RNA was collected 5 days later at ME-+4 days. 3 samples were made
for each experiment and 2 were pooled for RNA extraction and sequencing while the other
sample was used to measure the volume distribution (B) expression level of GFP-p27 and
Snaptag-p27ck found in each of the samples. Each data set is one experimental replicate
with 2 technical replicates. (C) Plot of RNA expression from Fig. 6b with genes which are
significantly upregulated or downregulated (P < 0.05) highlighted. Data are averaged from
3 experimental replicates each with 2 technical replicates (D) Pathway enrichment analysis
of genes from RNA sequencing data showing all pathways with significant upregulation or
downregulation. Analysis performed using iDEP 0.91 (see Methods) (E) plot showing the
ratio of gene expression vs the average expression. 65 WNT target genes from The WNT
Homepage are plotted in orange while a random set of 65 genes is shown in blue (F) violin
plot of average fold change in 1000 sets of 65 random genes compared to the average fold
change of WNT target genes in E.
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Figure 4.16: Cyclin D1 level is independent of p27 expression. Due to a direct binding
interaction between p27 and Cyclin D we were concerned that overexpression of p27 may alter
the levels of Cyclin D1 found in normal cells. We performed controls where we manipulate cell
size independent of p27 levels and show that there is no resulting effect on expression levels
of Cyclin D1 (A) MDCK Tet-On GFP-p27 monolayers labeled with spy650 DNA anti-cyclin
D1 and GFP-p27 under conditions where doxycycline is added at day 0 (+dox p27) or at day
2 (Delay +dox p27) (B) plot of anti-Cyclin D1 nuclear intensity vs GFP-p27 nuclear intensity
in +dox P27 or delay +dox P27 conditions (C) Plot of anti-Cyclin D1 nuclear intensity in
p27/p27ck coculture, delay +dox p27 and -dox condition. Delay+dox p27 and -dox show
similar behavior suggesting that p27 expression does not affect the relationship between
Cyclin D1 levels and cell size (Nygop1 = 1820(1), Nygopo = 1112(1), Npejgy1 = 3479(1),
NDelay2 = 4036(1), N_gop = 4155(1), Np27/p27ck: = 11080(4)).
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We also overexpressed the viral oncoprotein Ela which is known to bind and inactivate Rb
pocket proteins and activate the G1/S transition ([338]). Cells that overexpressed Ela also
showed decreased size, suggesting that cyclin D depletion arrests the cell cycle by inhibiting
the G1/S transition (Fig. 4.14F).

4.3.6 Cell cycle arrest occurs near cell size minimum set by the genome size

We next wanted to understand why the cell cycle normally arrests at a volume of ~ 1000um? .
A possible constraint on cell size comes from the volume occupied by the genome. As the cell
size decreases, the nucleus gets smaller and chromatin gets more compact ([322]). A simple
estimate suggests low chromatin concentrations ~ 5% by volume in an average subconfluent
mammalian cell (Volyye = %Volcell ~ 8()0,um3 vs Volgenome = 4Oum3) (|205]). However,
the concentration would increase several fold as cell size reduces and the total chromatin
per cell remains constant. Previous measurements of chromosome size by TEM and AFM
have shown that the volume of a full set of chromosomes are approximately 50 — 100,um3
(194], [120]) and 50% chromatin by volume (|226]), thus, setting a lower limit on cell size.
When we stained both the DNA and cell membrane, we observed that the abnormally small
Tet-On CyDAA cells appear to have an unusually large nucleus relative to the cell size
(Fig. 4.17A). This was surprising given that there is typically a tight scaling relationship
between cell size and nuclear size ([322]). Comparing the cell volume against the nuclear
volume for epithelium prepared under our previously described conditions, we observe this
scaling relationship except in the Tet-On CyDAA cells in the presence of doxycycline (Fig.
4.17B, peach). Instead, we observe that the ratio of nuclear to cell size is rapidly increasing
as cell size decreases below 1000um?> (Fig. 4.17C) and approaches the regions where DNA
compaction exceeds the chromosomal values or where nuclear size would exceed cell size (Fig.
4.17B, gray, Fig. 4.17C gray). We hypothesized that increasing chromatin concentration

could disrupt normal chromatin function, leading to DNA damage. In abnormally small
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cells we observed phospho-H2A.X foci indicating locations of DNA damage (Fig. 4.17D, E).
This suggests that normal cells arrest near a cell size minimum but outside the range where
DNA damage occurs frequently. DNA damage is known to arrest the cell cycle through
Rb/Cyclin D independent mechanisms ([277]) preventing further size reduction. Therefore,
in epithelia, proliferative homeostasis is maintained by an interplay between cell growth in
proportion to tissue constraints and cell size-dependent G1/S regulation which arrests cell

size near a minimum (Fig. 4.17F).

4.4 Discussion

While growth and division are coupled in single cells, we observe their regulation is uncoupled
in epithelial tissue. The tissue growth dynamics regulate cell growth whereas cell division is
regulated solely by cell size. Differences in these two rates drive changes in cell size depending
on the tissue environment. In single cells, the environment places no constraint on cell growth
leading to high growth rates and large cell size. In contrast, in mature epithelia, tissue growth
rates are low and reduce cell size to a minimum. In this regime, cell size regulation is critical
for maintaining cell homeostasis and preventing DNA damage. The consistency in cell size
distributions across diverse epithelial cell types (Fig. 4.1B) suggest that our models should
be broadly applicable to understand contact inhibition and cell size regulation across diverse
biological systems.

Canonically, growth factor signaling is thought to be the main pathway to control and
coordinate proliferation ([178], [270]). We identify an independent role for tissue confinement
in controlling cell growth. While we exploited model tissues with a particular type of growth
dynamics driven by edge migration, these ideas can be easily extended to arbitrary systems
so long as the tissue growth dynamics can be readily characterized (Fig. 4.18). Tissue growth
is driven by diverse processes, including migration, tissue buckling or mechanical stretch and

occurs in response to cell turnover ([62], [109]), all of which would reduce tissue confine-
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Figure 4.17: Cells arrest near a minimum size set by genome volume (a) Nuclear (red) and
membrane (white) staining of Tet-On Cyclin D1 T286A T288A MDCK cell monolayers at
ME-+3 days without dox (-dox) or with dox added at t=0 (+dox CyDAA) (B-C) Plots
comparing nuclear volume and cell volume measured from 3D imaging in conditions from
A (-dox, +dox CyDAA) or in cell cycle inhibited conditions (-dox +palbo) or Tet-On p27
cells (+dox p27). +palbo is 1uM Palbociclib. B shows the correlation between the cell and
nuclear volumes while C show the ratio of these volumes. Gray regions indicate when nuclear
volume is larger than cell volume (B-top left) or when chromatin density is larger than chro-
mosomes (B-bottom, C-left). Error bars show standard deviation of data(N_ ,, = 1405(2),
Nidozcypaa = 4207(2), N_gozt Paibo = 390(1), Nygozpar = 324(1)) (D) Monolayers in the
same conditions as A immunostained for pS139 H2A.X (yH2A.X). Lines overlayed on im-
ages show nuclear segmentation from DNA staining. (E) Quantification of pS139 H2A.X foci
from conditions in D. Bar is the mean fraction of cells with >3 foci between 3 experimental
replicates. Error bar is standard deviation of different experiments (Ny;p_gor = 5813(3),
Ny E+dowCydAd = 9127(3), NsCtdoxCydaa = 2470(3)) (F) schematic summarizing cell size
regulation in epithelium.
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ment. Previous work has implied that cell growth and YAP/TAZ signaling in epithelium
are regulated by mechanical stress ([132], [228], [245], [280], [290]). Our framework provides
a means to isolate the roles of physical constraints on cell growth regulation. Importantly,
confinement is a geometric quantity readily determined from timelapse microscopy. Our
data show that confinement is a strong predictor of YAP/TAZ activity, demonstrating the
utility of our model to study the mechanisms underlying epithelial growth control. However,
future work is needed to determine the relationships between tissue confinement, growth and
mechano-transduction.

Our observation of a transition between size-dependent and independent behaviors in
epithelia may explain prior observations of size regulation in mammalian cells ([38], [349],
[348]). In our computational model we find that a size-dependent G1/S transition gives rise
to both sizer-like and timer-like behaviors of cell size regulation at low and high growth
rates, respectively (Fig. 4.10E). In future work, such a cell cycle model may be extended
to other cell types or non-mammalian systems which show uncoupling between growth and
division like Chlamydomonas or cyanobacteria ([177], [179]). Furthermore, the molecular
mechanisms of G1 sizer regulation have remained elusive (|349], [348], [366]). By experimen-
tally manipulating cell size, we showed that cyclin D1 regulation underlies G1 sizer behavior
in epithelium. Cyclin D1 is strongly post transcriptionally regulated by degradation ([4]),
suggesting that upstream kinase localization or activity may function in the size sensing
pathway. Our observations may lead to future work to connect cyclin D1 regulation directly
to cell size sensing.

Finally, below the minimal size set by cyclin D1 regulation, significant DNA damage oc-
curs suggesting an important role of size regulation in maintaining cell homeostasis. Cancers
which are driven by mutations in genes implicated in cell size regulation, such as small cell
cancer, may show similar DNA damage leading to additional mutations. Alongside recent

work which shows that very large cells become nonfunctional ([51], [167], [218]), the lower
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Figure 4.18: Epithelial spheroids are amenable to confinement analysis and show high con-
finement We measured the growth rate of MDCK spheroids and of cells within spheroids to
demonstrate another application of our confinement framework. In this context the spheroid
expansion is not driven by migration as it is in the expanding monolayers and the growth
law is not known. By measuring the behavior of spheroids, we find an empirical growth
law and use this to predict the confinement. This confinement agrees with an independent
growth measurements on single cells. (A) Distribution of epithelial spheroid size measured
at different time points. Linear fit show the surface area of the spheroid increases with time
(B) Confinement as a function of size calculated using the linear growth of spheroid area
empirically determined from A (C) Epithelial spheroid of MDCK FUCCI cells with labeled
cell membranes (D) Quantification of cell volume of randomly selected cells in G1 and S
phase in MDCK spheroids at day 8 (N = 13 cells from 1 experiment in each condition).
Dotted lines show volumes where the division rate reaches is maximal or 1/10 the maximum
from Fig. 5A (E) Representative images of spheroids formed with Tet-On p27 MDCK cells
without dox (-dox) or with dox added at t = 5 days. Spheroids were imaged at ¢ = 10 days
(F) spheroid volumes in -dox and +dox p27 conditions. Data are from > 40 spheroids each
in 1 experiment (G) distribution of cell areas in -dox and +dox p27 conditions. Data are
from > 100 cells each in 1 experiment (F) Measured confinement for individual spheroids
from the cell growth averaged across a spheroid measured from changes in cell size under
p27 induction compared with the growth model shown in B (see Methods). Cell size in each
spheroid is measured after At in the presence of dox and compared with the expected size in
-dox conditions & 1000,um3. The difference in cell size divided by At gives the cell growth
rate which is compared to the single cell rate of MDCK to give the confinement.
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bound set by the genome size establishes a range of cell sizes for viable diploid mammalian
cells from ~ 200—10000m3 , similar to the range observed across different cell types ([205]).
Overall, our understanding of the proliferative behaviors in epithelium provides a new ba-
sis for studying development, homeostasis, and disease in complex epithelial tissues across

diverse biological contexts.

4.5 Materials and methods

Reagents

PND1184 and (3- Aminopropyl)trimethoxysilane were purchased from Sigma-Aldrich
(Saint Louis, MO). Cell trace purchased from Invitrogen (Waltham, MA). Glutaraldehyde
purchased from Electron Microscopy Sciences (Hatfield, PA), BD Collagen I, rat tail was
purchased from BD Biosciences (San Jose, CA). 1X PBS, 1X DMEM, Fetal Bovine Serum
(DMEM), l-glutamine, Penicillin, Streptomycin, Trypsin EDTA were purchased from Corn-
ing Inc. (Tewksbury, MA), TBS, MnCl, NaOH were purchased from Fisher Scientific (Hamp-
ton, NH), Palbociclib was purchased from Cayman Chemical (Ann Arbor,MI). Anti-cyclin
D1 ((E3P5S) XP®) Rabbit mAb 55506), Phospho-Histone H2A.X (Ser139) (20E3) Rabbit
mADb 9718 were purchased from Cell Signaling Technologies (Danvers, MA). Anti YAP pur-
chased from Santa Cruz Biotechnology (Dallas, TX). Infusion and Lenti-X™ Tet-On®) 3G
Inducible Expression System purchased from Takara Bio (San Jose, CA). Janelia Fluor 646
halotag ligand, Janelia Fluor 549 halotag ligand and Fugene HD purchased from Promega
(Madison, WI).

Cell culture and lines

All cells were maintained at 37C and 5% CO2. Cells were passaged using 0.25% trypsin
EDTA every 2-3 days. Cells were checked for mycoplasma by Hoechst staining. MDCK,
CACO-2 and MEF cells were cultured in dulbecos modified eagle medium (DMEM) high

glucose supplemented with 2mM L-glutamine and 10% FBS. HaCaT cells were maintained
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in low calcium high glucose DMEM prepared from calcium-free DMEM powder (09800; US
Biological) supplemented with 40 M calcium-chloride, 2 mM L-glutamine and 10% calcium
depleted FBS using Chelex-100 (Sigma-Aldrich). RPE-1 cells were maintained in 1:1 high
glucose DMEM:F12k supplemented with 2mM glutamine and 10% FBS. Tet inducible gene
expression was done with 200ng/ul doxycycline in all indicated experiments (4dox)
HaCaT cells were provided by Yu-Ying He (University of Chicago). Caco-2 cells (HTB-
37) and HEK293T cells (CRL-3216) were acquired from ATTC. MDCK cells were provided
by James Nelson. RPE-1 cells were provided by Wallace Marshall. MEFs were provided
by Mary Beckerle. Stargazin-halotag Caco-2 and MDCK cells were produced by lentiviral
infection of CACO-2 and MDCK cells by a WPT-Stargazin-halotag construct packaged in
293T cells by a second generation lentiviral system with pHR1-8.2-deltaR and a VSV-G
pseudotyping plasmid (gifts from M. Rosner). Viral supernatant was collected at 24, 48
and 72 hours after transfection then concentrated ~30x using Amicon Ultra-15 Centrifugal
Filter Unit (100kDa) or concentrated ~30x by peg precipitation ([190]). Cells (= 50,000
cells a in 6cm diameter dish) were treated overnight with 300ul of concentrated virus in
2ml of media supplemented with 8ug/ml polybrene. Positive cells were isolated using a
cell sorter. FUCCI MDCK cells were produced by lentiviral infection with virus of pLenti-
PGK-Neo-PIP-FUCCI packaged and infected the same way. Cells were then selected using
800 pg/ml G418. pLenti-PGK-Neo-PIP-FUCCI was a gift from Jean Cook (Addgene plas-
mid 118616 ; http://n2t.net/addgene:118616 ; RRID:Addgene-118616). Tet mEmerald-P27
1-176, snaptag-P27ck 1-176, Cyclin D1-mEmerald, Cyclin D1 T286A T288A-mEmerald,
mKate-T2a-12sEla cells were produced using the Lenti-X Tet-On 3G system (Takara Bio).
DNA above were subcloned into the Tre3g vector. Lentiviral particles were packaged in 293T
cells transfected with pHR1-8.2-deltaR and a VSV- G. Cells were infected with lentivirus
with both the EFla-Tet-on-3g and Tre3g plasmids above using the infection protocol above

then selected using 2 pg/ml puromycin and 800 pg/ml G418. Plasmids used in this study
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will be available on addgene.

Epithelial monolayer cultures

For all experiments unless indicated otherwise, monolayers were formed on 2mg/ml col-
lagen T gels (= 200um thick) formed on top of a coverglass substrate (see Collagen gel
substrate preparation section for more detail). For monolayer samples to reach the OC state
after ~ 12 hours and ME at ~36 hours cells were seeded onto collagen gels at high density
(= 80,000cells/cm?). For SC samples a low density of cells (= 8,000cells/cm?) were plated
on the same substrates and cells were measured before reaching OC. Cells were added on
top of the gel in a volume of 100-200u] and allowed to adhere for 5-10 minutes before adding
1.5ml to the culture dish containing the coverslip and gel. Culture media was changed once
each day.

Expanding colony assay

Expanding colonies were prepared using published methods ([117]). 4.4 grams of 10:1
PDMS (Silgard 184) was cast in a 10cm petri dish and cured at 70C overnight. A piece of
PDMS ~/20x20 mm was cut out then a set of holes was cut into the PDMS using a leather
hole punch of 1mm,1.5mm or 3mm (Nuhank 0795787181775). The PDMS was washed in
70% ethanol for 5 minutes repeated 3 times then milli-Q water 3 times and allowed to
dry. Cover slips were coated with collagen 1 by incubating them on a drop of 0.2mg/ml
collagen in 0.02M acetic acid for 1 hour. Coverslips were washed with 1xPBS 3 times then
with MQ water 3 times and allowed to dry completely. Dry PMDS and coverslips were
stuck together ensuring that no air bubbles remain between the surfaces. Cells were seeded
in the well (2000cells/mm?) and allowed to adhere for 5-10 minutes before adding 2ml of
media to the petri dish. Colonies were left overnight then the PDMS was removed to allow
colonies to expand. The initial colony size under these conditions was measured and used
for subsequent analysis. Each experiment included a subconfluent and confluent sample

as exponential and non-growing controls to ensure that results could be compared across
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experiments. After the desired time delay samples were either fixed and imaged or fixed,
permeabilized, immunostained and imaged according to methods below.

Cell Trace labeling

Cells were labeled using cell trace according to the manufacturer’s protocol. Cells were
resuspended in PBS (106 cells in 1 ml) and cell trace was added at 1M for 15 minutes at 37C.
Then cells were pelleted and resuspended in media and either directly used for experiments
or cultured under normal conditions for 1 day before use.

Immunostaining

For halotag labeling, 30nM halotag JF 646 or 549 solution was added for 1 hour before
fixation. Just before fixation cells were washed once in 1xPBS. Cells were fixed in 4% PFA
in 1xPBS for 15 minutes at room temperature. Cells were blocked and permeablized in
1xTBS, 0.3% triton-X 100, 2%BSA solution for 1 hour. Antibody solutions were prepared
in 1xTBS 0.3% triton-X 100 2% BSA using 1:400 anti-Cyclin D1, 1:100 anti-YAP, 1:400
anti-Phospho-Histone H2A . X. Samples were incubated in primary antibody overnight at 4C.
Samples were washed 3 times in 1xPBS then incubated in 1xTBS 0.3% triton-X 100 2%
BSA and secondary antibody for 1 hour. In conditions with DNA staining 1x SPY650 DNA
was added during the secondary staining step according to the manufacturer’s protocol at
1x concentration. Samples were washed 3 times for 5 minutes in 1xPBS then mounted on a
slide in prolong gold antifade mounting media — non curing (Invitrogen), sealed and imaged.

Fluorescence microscopy

For time lapse imaging cells were imaged on an inverted epi-fluorescence microscope
(Nikon TI-E, Nikon, Tokyo, Japan) with a 20x plan flour multi-immersion objective. images
were acquired at 10-minute intervals in GFP, 642 and transmitted light channels using stan-
dard filter sets (Ex 490/30, Em 525/30, Ex 640/30,
DAPI/FITC/TRITC/cy5 cube) (Chroma Technology, Bellows Falls, VT). For halotag label-

ing, 30nM halotag JF 646 or 549 solution was added for 1 hour before imaging. Samples were
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mounted on the microscope in a humidified stage top incubator maintained at 37C and 5%
CO2. Images were acquired on either a Photometrics Coolsnap HQv2 CCD camera (Pho-
tometrics, Tucson, AZ) or Andor Zyla 4.2 CMOS camera (Andor Technology, Belfast, UK).
Cell volume measurement samples in resuspension were imaged on an inverted spinning disk
confocal microscope (Nikon TI-E) with laser lines at 491, 561 and 642 and suitable emission
filters (Chroma Technology). Images were acquired using a 40x plan fluor oil immersion
objective (NA 1.3) and Andor Zyla 4.2 CMOS camera (Andor Technology, Belfast, UK).
Images were acquired at room temperature within 1 hour of cell resuspension. All other
imaging was done using a point scanning confocal microscope (Ziess Airyscan LS980) with
laser lines at 491,561,642 and an adjustable emission filter suitable for fluorophores that were
imaged. Cell trace images were acquired using a 5x air objective (NA 0.16), YAP images
were acquired using a 20x air objective (NA 0.8), Immunostaining images were acquired
using a 40x oil immersion objective (NA 1.3).

RNA Sequencing

Cells were treated with 1Tum Palbociclib for 16 hours then replated to make 3 monolayers
from each condition. All monolayers were cultured together in a 10cm petri dish with 10ml
of media containing 100ng/ul doxycycline. Media was replaced each day for 5 days. Then
2 monolayers from each condition were lysed, pooled and total RNA was collected using a
NucleoSpin RNA kit (740955; Macherey-Nagel). 1 monolayer from each condition was la-
beled with JF 646 halotag and imaged, then cells were resuspended for volume measurements
as described above. Volume distributions corresponding to each RNA seq experiment are
available in Fig. 4.15. RNA samples were submitted to the University of Chicago Genomics
Facility. The sequencing facility performed QQC measurements on RNA (RIN from 9.4-10),
libraries were prepared using Oligo-dT mRNA directional primers, and sequenced using I1-
lumina NovaSeq 6000 with ~ 60M PE reads/sample. Alignments were made to the canine

genome (Canis-lupus-familiaris.CanFam3.1) by psudeoalignment using Kallisto 0.46.1 ([32]).
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between 62.2 and 69.2% of reads were mapped with two technical replicates per experiment
a total of Npoy, = 28049196, Npo7, = 28117815, Nyo7, = 28012202, Npogep, = 28212157,
Npoteky = 27961694, Npo7ep, = 27964407 reads. Data were then processed using iDEP
0.91(|97]) to measure differential gene experssion (“Wnt Target genes | The Wnt Homepage,”
n.d.).

AminoSilane Glutaraldehyde modification of glass coverslips

Glass coverslips were modified as previously described ([365]). Coverslips were first
cleaned by sonication in 70% and 100% ethanol solutions then dried with compressed air.
We placed coverslips in a staining rack and submerged the rack in a solution of 2% (3-
Aminopropyl)trimethoxysilane (APTMS) 93% propanol and 5% DI water for 10 minutes at
room temperature while stirring. Staining racks were removed and washed in DI water 5
times then placed in a 37C incubator for 6-12 hours to allow the water to dry and amino-
silane layer to cure. The staining racks were then submerged in 1% glutaraldehyde in DI
water for 30 minutes while stirring. The coverglass was washed 3 times for 10 minutes in
distilled water, air dried and stored at room temperature. Activated coverslips were stored
under vacuum and used within 6 months of preparation.

Collagen gel preparation

10x PBS, milli-Q) water, a 5mg/ml collagen stock and 1N NaOH were mixed to generate
a polymerization mix with 1xPBS and 2 mg/ml collagen at pH ~ 7. 70ul. of the polymer-
ization mix was added on to a 22x22mm coverslip modified with aminosilane according to
the protocol above and quickly spread to coat the surface using a pipette tip. Samples were
transferred to a humidified incubator at 37C to polymerize for 20 minutes. After polymer-
ization gels were washed 3 times in 1x PBS and it was verified that gels were still intact and
adhered to the glass by a tissue culture microscope

Cell Volume Measurements

Resuspended: Cells were plated as monolayers for indicated times. Just before making
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volume measurements the cells were resuspended by adding 0.25% trypsin EDTA solution
to the cells. Resuspending cells from ME conditions required partial physical disruption of
the monolayer using a pipette tip. Cells were resuspended in 35ul of media containing 30nM
JF646 and incubated for 5-15 minutes before adding to the sample prepared by sticking
a coverslip to a glass slide using double stick tape. Cells were imaged immediately with
spinning disk confocal microscopy. We verified that samples showed no changes in cell volume
measured over time up to 1 hour and performed all measurements within this time window.
Cells were imaged at the middle plane so that the radius of the cell could be measured. The
cross-sectional area was used to estimate the radius which was used to calculate the volume
of the cell. It was verified that this provided a comparable measurement to 3D segmentation
of cells in the monolayer (Fig.4.2).

3D Images: Monolayers were stained using JF 549 halotag ligand and imaged using an
airyscan LSM 980. Z- stacks spanning the height of the cell were imaged. The height of the
monolayer was determined at each point by identifying maxima of the intensity corresponding
to labeling at the top and bottom membrane of the cell. The membrane label averaged across
the middle 5 planes of the cell was used to determine the area of the cell in the XY plane
and this value is multiplied with the average cell height contained within this region to give
the cell volume. A similar process was repeated with nuclei images to measure the nuclear
volume

Cross-sectional Images: 3D images were acquired above and displayed as projections in
the YZ plane. Images were opened in imageJ and the width and height of individual cells
was measured from these cross sectional images. The same method was applied to histology
sections where cells oriented perpendicular to the tissue section were first identified then
the width and height of these cells was measured. The volume was estimated by the width
squared times the height of each individual cell. These measurements are compared with 3D

images for MDCK cells (Fig. 4.2)
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Image Segmentation

Images of cell membranes were segmented using custom MATLAB code. The main algo-
rithm performs initial segmentation using the Phase Stretch Transform algorithm developed
by the Asghari and Jalali ([12]). Phase stretch images were thresholded and skeletonized
to obtain cell outlines. Broken edges in the skeleton were repaired using a modified imple-
mentation of edgelink developed by Peter Kovesi (“Peter’s Functions for Computer Vision,”
n.d.). Segmentation code can be made available upon request or from github/gardelLab.

Cell tracking

Cell tracking was performed using established particle tracking methods ([63]). Cell
centers were determined by taking the centroid of each segmented cell area generated as
described above in Segmentation. The particle trajectories were compiled from these position
measurements using SimpleTracker, a MATLAB function developed by Jean-Yves Tinevez
([305]).

FUCCI Analysis

Cells were imaged in GFP and RFP channels similar to above methods using timelapse
imaging. Images of FUCCI markers and cell boundaries were segmented using Phase Stretch
Transform in Matlab as described above. Each cell was identified using the cell boundaries
and was determined to be GFP or RFP positive by measuring the intensity contained within
the segmented images of each nuclear marker. The percent of cells in G1 was determined by
taking the ratio of cells identified as only GFP positive to the cells identified as GFP positive,
RFP positive and positive for both markers. To determine duration of S/G2/M phase the
cell cycle state was measured along the cell trajectory and points where the cell switched
from G1 to S and then back to G1 were identified. Then the time between these events was
measured to give the duration. To determine the full cell cycle duration the fraction of cells
in S and G2/M phase was measured and along with the S/G2/M phase duration was used

to estimate the cell cycle duration by CC duration = S phase duration/S phase fraction (i.e.
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if 10% of cells are in S/G2/M which lasts 10 hours, cells spend 9 times longer on average in
G1 and the duration of the cell cycle is likely 100 hours)

Division rate measurement

We identified cell divisions by finding pairs of cells which appear adjacent to each other
in a frame after both cells were not present in the previous frame. We further filter out cells
which are not of similar size to one another. We confirmed by inspection that this gives us
a subset set of cells which have divided in the previous frame with few false positives. We
then find the mother cell by looking several frames back for a cell near the centroid of the
pair of daughter cells. We compare the number of cells of a given size which are detected to
divide compared to the total number of cells of that size to get a probability of division. This
process is repeated for the entire time series with a total number of division events typically
> 500. The division rate is determined by the change in cell density over time to compute
the overall rates

Quantification of H2ax staining

Foci were segmented using a phase stretch transform-based method and an intensity
threshold. The cell nuclei were segmented using methods above and the number of foci in
each nucleus was quantified

Growth Models

Growth curves were generated from growth models of exponentially proliferating cells
with doubling time 7 (A(t) = 24/, %gt) = %2”7 = A(t)%) and of a circle with an
expanding radius r (r(t) = vt, A(t) = 7?12, %}Et) = 2102t = 20y/7A). Confinement curves
are calculated from the ratio of these rates as defined in the main text.

G1-Sizer Model

Our phenomenological model of cell size control is a “G1 Sizer”, which posits that exit
from G1 is controlled by a size-dependent function. Based on the sharp drop-off in the G1

exit rate seen in the log-plot of experimental data in Fig. 4.10A, we assume that the rate is
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a constant k£ >> 1 above a critical size a and 0 below that size. Following G1-exit, division
proceeds in time 7 .

As discussed in the main text, this model has two regimes: one of slow growth (GT << a),
and one of fast growth (GT >> a) Switching to non-dimensional units where a = 1 and 7 = 1,
we can derive results for time-averaged single-cell quantities, including average area, average
time between divisions, and confinement. This can be done for both the fast- and slow-
growth limits. In the following expressions, < > indicates an average over time for a single
cell.

In the fast-growth limit with growth rate GG, cells never interact with the size-threshold
, and hence have a constant division time set by the mean length of G1 plus the length
of S/G2/M. This means a confinement of 0, and an average size s proportional to G. To
summarize:
<s>=15(1+1/k)G;<tg, > 1+1/k);C=0
In the slow-growth limit with growth rate G , cells are almost exclusively below the size-
threshold, and hence have division time set by the mean length of G1, plus the length of
S/G2/M, plus the time it takes to grow up to the size threshold. Solving for the division

time yields the following expressions:

1+1/k
L(1+1/k+1/G)

These expressions are verified against numerical results (Fig. 4.12).

<s5>=075(1+ G +1/k)); < tgp > 5(1+ 1/k+1/G);C =1~

Numerical Simulation of G1-Sizer Model

In order to further understand the implications of the phenomenological G1-sizer model
in a tissue context, we implemented a stochastic agent-based simulation of growing cell
monolayers. In this simulation, each cell carries an index i, as well as two quantities a;
and p;, representing the size and cell cycle phase respectively. Time and size are in non-
dimensional units during the simulation and are converted to dimensional units for analysis

after the simulation. We do this by associating 1 unit of simulation time to be the length
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of a typical S phase (10 hours), and 1 unit of simulation size to be the volume at which
it is seen experimentally that cells transition from a size-dependent to a size-independent
division rate (1250m?). We run our simulations with constant timesteps dt of .005. In the
specific use case of Fig. 5E, we verified that the results obtained with a timestep of .0005
were not quantitatively different from those generated at dt = .005.

At every step in the simulation, growth of cells is advanced by changing each a; by an
amount G * dt, where GG is the growth rate of the cell. G is in principle a function of the
parameters of the cell itself, such as a; and p;, as well as global parameters such as the total
number of cells N and the total area of cells A. We observed similar results in a model with
exponential single-cell growth (Fig. 4.13)

Division of cells is regulated by a size-dependent probability of entrance into S-phase. If
a cell exceeds an area of 1, it enters S at a rate of 3, at which point its phase variable p;
is set to a value of 1/dt. At every step in the simulation, the phase variable p; decreases
by 1, and once pi reaches 0, the cell’s S/G2/M phase is completed. Therefore, following
stochastic initiation, each cell experiences S/G2/M phase as being a deterministic time of
1. We choose a G1 entrance rate of 3 so that the average total time of the cell-cycle in the
size-independent regime is matched between simulation and experiment. At the point that
a cell exits M, the cell’s size a; is reduced by a factor of 2, and an additional new cell is
created with size a;/2. These two elements — size-dependent S entrance, and growth of cells
— constitute the core of how we advance single-cell trajectories through time. We explore the
implications of this framework in two categories of simulations — ensemble simulations, and
single-cell simulations. In single-cell simulations, we track the trajectory of only one cell,
following only one daughter cell after division. In ensemble simulations, we track a whole
population of cells, and the growth rate can therefore depend on quantities like N, the total
number of cells in the population.

In Fig. 4.10D, we show example single-cell trajectories with two different constant growth
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rates G . To exhibit timer-like behavior, we simulated cells with a growth rate g = 1.6. To
demonstrate sizer-like behavior, we simulated cells with a growth rate G = 0.1. In this
particular set of simulations, the S entrance rate was set to 10, to more clearly demonstrate
the differences between the two growth regimes. Cells are initialized with a size uniformly
drawn from 1 to 2, and a phase pi that is either 50% uniformly distributed between 0 and
1/dt, or 50% p; = —1. Trajectories are simulated for 50 units of simulation time, though
only a small fraction is shown of those trajectories

In Fig. 4.10E, we use single-cell simulations to look at the relation between cell size
immediately post-division versus immediately pre-division in the subsequent round as a
function of growth rate. We did this for 4 growth rates G = 1.0, 0.7, 0.2, and 0.05. Each
growth rate was simulated with 400 simulation replicates, each run for 40 units of simulation
time. We initialize each simulation with p; = —1, and a random size uniformly distributed
between 1 and 2, and allow cells to grow with G = 1 for 10 units of simulation time before
switching to the simulation specific growth rate. After another 10 units of simulation time,

we begin recording the size of a cell immediately post-division, and immediately pre-division.

divisions.observed
divisions.expected

Confinement values are estimated as 1 —

In Fig. 4.10F, we show results from an ensemble simulation of cells. Ensembles are
initialized from 4 cells with sizes uniformly drawn from 1 to 2, and then normalized such
that they have total area 8. Cell phases are either 20% uniformly distributed between 0 and
1/dt, or 80% p; = —1. We first allow the cells to expand in an unconstrained way, i.e. we
grow each cell in our simulation with a growth rate GG, which is drawn for each cell and each
time point from a uniform distribution with support between .9 and 1.1. When the ensemble
of cells collectively exceeds a critical total size, we quench all their growth rates to 0, and
therefore only division occurs from beyond that time point, which we set to be t = 0. We
perform these simulations for three different critical total sizes 500, 1200, and 4700, with 20,

10, and 5 simulation replicates respectively. After the critical size is reached, we can track

139



the ensemble distribution of areas as a function of time, which we do for 4 units of simulation
time, corresponding to 48 hours of real time. We did not notice any significant differences

in the distributions as a function of the total size at which we quench the growth rate
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CHAPTER 5
DISCUSSION

5.1 Summary and Future Directions

In these studies, we have demonstrated an interplay between cell proliferation and collec-
tive cell behavior in epithelia. We find that when cell proliferation rates are high, cells
show increased mechanical fluctuations (Ch2) and differences in cortical mechanics (Ch3).
Conversely, we show that proliferation depends on the collective behavior of epithelial cells
because of a relationship between spatial constraints and cell growth (Ch4). Cell prolifera-
tion could be an important factor distinguishing active and quiescent tissue states such as
wound healing and homeostasis (Fig. 5.1). Our results suggest that when proliferation is
triggered cell-cell interactions change to facilitate tissue behaviors required for development
or repair. Coupling proliferation and tissue mechanics creates a positive feedback mechanism
where both division and collective behavior become active and reinforce one another. Due
to the complexity of cell-cell interactions and biological systems, more work is required to
test and build on these ideas. I hope that these findings will lead to further development of
new modified vertex models which can account for the complexity of cell-cell junctions, an
exploration of how proliferation affects cell-cell interactions and sorting across additional ep-
ithelial tissues, and an understanding of contact inhibition in vivo across different epithelial

tissues.

5.1.1 Cell cycle dependent active stress in epithelia

We performed an exploration of cell shape remodeling in epithelia to understand what mecha-
nisms regulate cell shape (Ch2). Understanding how cells change their shape is a key question
in developmental systems. For example, convergent extension of tissues require cell shape

changes and rearrangements for tissue elongation ([27], [327]). While proliferation has been
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Figure 5.1: Epithelium show an interplay between cell proliferation and collective cell be-
havior. In studies of epithelia remodeling we observe that cell proliferation leads to active
stress which drives changes in cell morphology at the tissue scale. In studies of tissue orga-
nization we see that differences in proliferation drive tissue self-organization. In studies of
tissue growth we see that tissue expansion driven by collective cell migration is required for
cell growth and division.

demonstrated to directly affect cell shape ([77], [101]), a significant fraction of the shape
change we observed came from changes in junction length in nondividing cells. In vivo, most
of the cell shape changes and rearrangements occur on a time scale that is faster than the
division cycle. Our work suggests that cell cycle-dependent fluctuations could be important
in these contexts. In agreement with this, there is also evidence of cell cycle dependent
processes driving tissue flow in vivo (|90], [239], [238]| [263]). In these experiments block-
ing the cell cycle with inhibitors immediately arrests the flow, similar to our experiments
on epithelia remodeling. More work is required to understand if common mechanisms are
responsible for cell cycle-dependent tissue flow. For example, future work could uncover the
molecular mechanisms underlying cell cycle-dependent changes in cell mechanics between
different tissues and see if there is a common pathway. The in vitro approach we used may
be the simplest way to determine the molecular mechanisms and then these mechanisms
could be tested in developmental systems.

Importantly, our work also builds on prior work developing vertex models of epithelial
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tissue ([6], (23], [24], [356]). We used vertex models as a framework for interpreting data
from monolayer remodeling experiments. These models predicted a relationship between cell
shape and mechanics, which we searched for experimentally. The initial expectation from the
model was that under a range of conditions we would observe an arrest of cell motion at the
same shape parameter (¢ = 3.81). Instead, we observed certain perturbations which leave
this relationship unchanged (differences in substrate). Whereas, other perturbations could
change the relationship between shape and speed. We showed that across many conditions
this was caused by perturbations to the cell cycle. By perturbing the cell cycle directly,
we saw that the cell cycle is responsible for driving active mechanical fluctuations in the
epithelium. Therefore, cell dynamics depend on active cell cycle-dependent fluctuations
independent of rigidity. We then modified our model so that a fraction of cells are exerting
active tension, representing the fraction of dividing cells. We showed with this model that
when decreasing the fraction of active cells we see a reduction in the cell motility, in agreement
with our experiments.

However, there are still difficulties interpreting the data from our experiments because
active fluctuations were small and cells did not rearrange readily at the time scales accessible
in experiments. Mechanical measurements on cell monolayers are required to test when
changes in cell motility result from changes in active stress or from a rigidity transition.
Such measurements have been made in some cases in developing systems, but it remains
challenging to make simultaneous measurements of cell shapes and tissue mechanics across
different conditions ([239], [208]). Our results suggest that to account for low motility in
states which are predicted to be fluid-like, new models which incorporate shape-independent
barriers to cell remodeling are needed. This is most notable in our experiment where we
wash in a CDK1 inhibitor. This arrested the motion and shape remodeling immediately.
Vertex models would suggest that a sudden quench in active stress would cause cell shapes

to become more regular but we observe that instead cell shapes remain the same. If there
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are shape-independent barriers to junction length changes, this would explain how the cells
could arrest in a metastable state when active stress is reduced instead of remodeling to a
more regular cell shape. It is possible that a model with these additional energy barriers
would apply broadly for different regimes of active stress. For example, when looking at
low motility tissues like the epithelial monolayers we studied, shape-independent barriers
are important, but in highly motile developmental systems the shape-dependent barriers are
more important for controlling the collective cell behavior.

Our work suggests an interesting connection between the cell cycle and the generation of
active mechanical stress. This hypothesis has been recently explored in other work looking
at how key cell cycle proteins regulate the cytoskeleton ([106], [135], [249], [254]). However,
the molecular mechanisms are not completely understood. Notably, these studies focused
on focal adhesions but have not examined adherens junctions which are more relevant to
epithelial remodeling. One of the main candidates are kinases which are central to regulation
of the cell cycle, the cyclin dependent kinases (CDKs). While CDKs have been heavily
studied in cell cycle regulation, other non-cell cycle functions have been recently discovered.
For example, CDK1 has been shown to phosphorylate adhesion proteins to alter adhesion
size and turnover ([135], [106]). It is possible that CDK1 or other CDKs also phosphorylate
proteins at the adherens junction to modify cell-cell interactions. Another possibility is
that division associated cytoskeletal proteins are also active in interphase. For example, the
centralspindlin complex, which drives cell rounding during mitosis, has also been observed at
interphase adherens junctions where it activates ECT2, a Rho guanine nucleotide exchange
factor (RhoGEF) ([254]) It is possible that centralspindlin expression or activation is higher
in cells which are going through or recently went through the cell cycle and this may explain
the increased active stress. There is also evidence of increased contractility during S phase
compared with other cell cycle phases supporting a role for cell cycle proteins regulating

the cytoskeleton ([323]). Further work looking at the localization and activity of cell cycle
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proteins at the cortex are required to understand the origins of cell cycle dependent active
stress. If these molecular mechanisms were known, they could be examined in vivo to find

out their role during embryonic development.

5.1.2  Cell proliferation drives cell sorting

Another important consequence of cell cycle-dependent cell-cell interactions is on the self-
organization of cells in epithelia. We performed experiments to explore the mechanism by
which self-organization occurs in the skin. As cells differentiate they change gene expression
and inhibit proliferation. Therefore, we looked at the effects of both gene expression of
the formin Dial and proliferation. We made model skin tissues using organoid methods to
test how these perturbations affect the development of skin. Blocking Dial expression or
proliferation causes cells to preferentially move toward the upper layers. This suggested that
both play a role in tissue organization. Building on prior work looking at cell sorting, we
use a measurement of contact angles to assess the cell-cell interaction ([195]). In both cases
we observed significant changes in contact angles. Therefore, suggesting that cell sorting
mechanisms control self-organization of skin.

The correlation between cell sorting and proliferation that we observed may suggest a
broad principle of tissue self-organization. While it remains untested, there is a possibility
that this dependence of cell-cell interactions on proliferation is observed broadly and could
explain the spatial segregation of dividing and non-dividing cells observed across numerous
epithelial tissues in vivo. However, there are still outstanding questions regarding cell sorting
and the dependence on the cell cycle. We looked at the contact angles in 2 different contexts,
but the measurement must be made in additional systems to show if this extends beyond the
skin epithelium. At the same time, we did not examine the underlying mechanisms driving
this change in contact angle. High throughput methods like single-cell RNA sequencing or

proteomics could be used to look at how cell cycle perturbations lead to changes in the cell-
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cell interaction. A more mechanistic understanding of this could be used to examine other
tissues or to manipulate the contact angle to gain insight into cell sorting. The underlying
mechanisms of cell sorting also need to be explored further. How the changes in cell-cell
interactions cause cell sorting to occur are still not completely understood (Chl). This
is because the mechanical properties of cell collectives are complicated and have not been
studied in detail. In particular, dynamic and mechanical measurements during cell sorting

are still required to develop a detailed understanding of how this process occurs.

5.1.83  Collective cell behavior controls cell proliferation through contact

inhibition
Finally, we explored how proliferation is regulated in the context of epithelia and introduced
a new phenomenological framework to understand contact inhibition of proliferation. Here
we demonstrated that there is a feedback between cell and tissue growth, which can be
quantified by the "tissue confinement" (Fig. 5.2A). One consequence of this relationship
between confinement and cell growth is that cell size changes in epithelium as the growth
rate is reduced, but cell division rates remain high (Fig. 5.2B). The cell size reduces through
division until the cell cycle arrests at a specific cell size protecting the cell from DNA damage
(Fig. 5.2C).

We tested this in our in vitro model of epithelial tissue, but it remains an open question
whether such a model can be applied broadly - some existing data suggests it might. For
example, we observed a change in cell size between epithelial cells in vivo and single cell
cultures in wvitro across many tissues and cell lines (|71]). There is also data in mouse skin
which suggests that cells regulate the cell cycle by a G1 sizer mechanism in a confined tis-
sue in vivo (|348]). Other studies of tissue growth also show that proliferation responds to
changes in cell turnover (|203]), but not growth signaling ([228]). We propose two methods

to test the generality of these results. The first would be to collect tissue growth data from
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published work in developmental systems and calculate the confinement, cell size and YAP
or other growth signaling pathways. These results could then be compared to our in vitro
results. A second approach would be to continue making more perturbations to the system
in vitro to find the underlying molecular mechanisms of tissue confinement and then testing
a perturbation of these mechanisms on tissues in vivo. Several simple experiments would
help narrow down the possible mechanisms. First, the geometry of expanding colonies could
be altered and different configurations could be used to see if the signal is mechanical. For
example, a bridge of cells between two colonies would transmit a mechanical signal but not
a diffusable signal. Different epithelial cell lines could be tested to see if this behavior gen-
eralizes to different types of epithelium. Non-epithelial cells could be tested to see if cell-cell
junctions and epithelial characteristics are required for a response to confinement. Finally,
disruption of junctions or contractility could be used to see if junctional tension is important
for signal transmission. The YAP pathway is potentially implicated in the response and is
thought to be mechanosensitive ([129], [132]). If the model of tissue confinement turns out
to be general, it could provide insight into the regulation of cell proliferation across many
conditions in tissue homeostasis and disease.

In our experiments, we show that the cell cycle becomes arrested in G1 at small cell size
but we did not link this back to a cell size sensing mechanism directly. Further experiments
are needed to determine the mechanism by which cyclin D is downregulated and connect
this to cell size. However, the question of size sensing has been pursued by other labs and
has proven to be challenging ([349]). Our p27 expression system may be useful as it allows
for cell size to be easily manipulated from the minimum size to a size 2-3 times larger. This
change in cell size is also independent of cell growth, whereas most other ways of perturbing
cell size involve changing the growth rate. Different methods of perturbing cell size will have
different systematic errors, so combining them will be more likely to yield factors which are

truely size dependent. Cyclin D degradation is a top candidate for the regulatory mechanism
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Figure 5.2: Tissue confinement controls cell size and growth in epithelia (A) tissue scale
processes regulate how a tissue grows in response to changes in the environement setting the
tissue confinement. Cells respond to the tissue confinement by regulating the growth rate.
(B) Tissue confinement regulates cell growth but not the cell cycle leading to decoupling
and changes in cell size (C) Cell size can decrease to a limit where the G1 to S transition
becomes inhibited. This point occurs at a cell size where the cell is protected from DNA
damage from low size.

(4]) because the RNA levels do not change but protein levels are very different when cells
are small. There are multiple kinases which are known to regulate the degradation of Cyclin
D (ERK, p38MAPK, DYRK1, and GSK3B). Using our model system, one could look at how
the kinase localization and activity changes with cell size, then continue to look upstream
until a mechanism linked directly to cell size is uncovered. However, it is also possible that
the Cyclin D is not actively regulated but is related to the overall changes in the proteome
with cell size ([167], [51]).

An understanding of cell size regulation could be useful in the context of cancer where
size regulation becomes disrupted. Our model provides a means for understanding this loss
of size regulation. In most cancers, where cell size is increased, this could occur as cancer
cells evade contact inhibition and continue to grow in high confinement where normal cells
arrest their growth. In the case of small cell cancers, the mutation of cell cycle regulators may
allow cells to overcome the lower limit of cell size while remaining confined, which could lead

to DNA damage and drive the transformation of cells to a cancerous state. Future work is
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required to understand how cell size regulation is perturbed in cancer and the consequences.

5.2 Outlook

Here we study several collective behaviors of the epithelium using simple phenomenological
models. The aim of these studies is to find underlying principles that may apply broadly
across epithelial development and homeostasis. However, biological systems display signif-
icant diversity and it remains a challenge to determine which properties are conserved at
the multicellular scale. While we have demonstrated several mechanisms which may be gen-
eral, future work is required to test these mechanisms in more detail and in other types of
epithelia.

While we chose to focus on the behavior of epithelia in these studies, there are many
other collective systems which are of interest to biology and physics (Fig.5.3). These range
from more simple physical systems like liquid crystals and glass forming materials where the
physical interactions underlie collective phenomena like phase transitions. An interesting
area of current research is examining what happens when these systems are driven away from
equilibrium by active mechanical stress. Such active materials provide a simplified system for
thinking about the physics of living systems. On the other hand, complex biological systems
like the nervous or immune system are essential to multicellular organisms and human health.
As a result, these systems have been actively studied for the past 50-+ years. Epithelia are an
interesting system which is somewhere in between these in complexity. In epithelia, collective
behavior is determined by physical interactions between cells, but due to the complexity of
individual cells, there can also be nonlocal effects, time-varying properties, and feedback.
Just as many of the ideas involved in studying epithelia have been borrowed from the study
of nonliving systems ([304], [86], [124]), more complex biological systems like the immune
system may be inspired by the principles that are found studying epithelia. In some cases,

like the electrical signaling between epithelial cells, the analogy between epithelium and
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Figure 5.3: Epithelia as a model of collective behavior. Many physical and biological systems
show collective behavior. More simple physical systems like glass forming materials and liquid
crystals are more well understood and have been used as analogies for understanding more
complex systems. These systems can be made active by using particles which exert stress
at the microscopic level leading to new collective behavior. Epithelium are of intermediate
complexity and analogies from the physical systems have been used to describe them. It is
possible that analogies from physical systems and epithelium could be used to learn about
more complex biological systems like the nervous system or immune system.

neurons is already an active area of research ([175]).

Interestingly, the models we used to describe the collective behavior of epithelia are
naively simple, yet seem to describe many of the phenomena we observe. Individual cells
have over 25000 genes which can influence the cell state, simply taking each of these as
a binary state would permit 22°000 different cell states ([2]). In our models, we consider
all cells to have the same behavior or to act as binary populations. The assumption that

cells have a fairly uniform mechanical state turns out to be reasonable, but this could not
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be predicted from physics directly. Instead, all simplifications must be directed by our
experimental observations. Biology may turn out to be simple to model, but understanding
which parameters are important and which can be ignored remains an open challenge. Many
phenomena of physics are described by a small number of simple equations. Whether such
a description of biology is possible has yet to be determined. One possibility is that a
description of biology requires a complete understanding of the properties of every molecule
in the cell and their quantities. However, as we build and test simple models of biological
phenomena, we may find that many of these details are not required to understand how
biological systems operate.

Modern biological approaches allow for unprecedented quantification of thousands of
RNA and proteins across tissues. Cataloging these interactions is a clear avenue for new
biological research. In principle, after many years of research, we may come to know all
the molecular details of a cell. But what will we do with a list of billions of interactions?
One key area of biology research in the coming years is concerned with putting these facts
back together to understand the big picture of how biological systems function. However,
the space of phenomenological models is also vast and must be constrained by experiments
and biological data. Both molecular and systems level descriptions of biology are required
together to describe and understand biology. Moreover, these molecular and theoretical
methods can build on and direct one another. We focused our efforts on experimental studies
of tissue-scale processes and connected them to corresponding models. We then attempted
to connect back to details of the cytoskeleton and cell cycle. We were able to describe
new collective phenomena and suggest how they are regulated by cell scale properties. We
hopefully set the stage for future studies which reveal these molecular mechanisms in detail
and test the generality of tissue phenomena more broadly. I hope that the work presented in
this thesis plays a small part in guiding future work to reveal how epithelial tissues function

in health and disease.
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APPENDIX A
EXPERIMENTAL PROTOCOLS

A.1 Epithelial cultures on collagen gels

Methods for making collagen gels on glass. Makes a gel which is ~ 200um thick. Reduced
volumes of collagen can be used to prepare thinner gels, but below 50u1/22x22mm cover glass
(=~ 150um) it becomes difficult to make without breaking the gel. Glass silane modification
quality also controls gel breaking.

Materials
1. Collagen polymerization mix (70ul per 22x22mm coverglass) 2mg/ml Collegen I (BD, rat
tail collagen I - brand can affect the polymerization rates and mechanics) 1X PBS (diluted
from 10x stock) pH 7 (Just before using add 1ul of 1M NaOH per 90ul of Collagen I added
to the mix - check with pH paper for your conditions)
(optional - for visualizing the gel) - 1:20-1:100 labeled collagen I
2. APTMS-Glutaraldahyde modified coverglass

Gel preparation
1. Transfer the modified coverglass to a sterile petri dish
2. Prepare collagen gel mix to specifications above on ice - add NaOH last just before
polymerization - perform 3-6 as quickly as possible
3. Vortex the solution for 5 seconds
4. Add 70ul of collagen polymerization mix on to each cover glass - try to avoid bubbles
5. Take two 1ml pipette tips and spread the collagen mix to all parts of the glass using the
tip - tilt the dish to help with spreading
6. Put lid on and transfer the petri dish to the 37 degree incubator for 20 minutes
7. As quickly as possible - remove petri dish and add 5-10ml of pbs to the lid - pick up

coverglass, invert and submerge the gel in the pbs, then transfer to a 35mm cuture dish with
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gel up - repeat with all the gels
8. Add 100ul of 1x PBS to each gel to prevent drying
9. Check that the gel is not broken under tissue culture microscope - turn on illumitation
and look at the gel by naked eye - if gel is broken only some of the gel will scatter light
and appear white with other parts clear - the gel can also be visualized looking through the
microscope as a light gray mesh

Plating cells
1. Prepare cell suspension
2. Tilt gel and aspirate the pbs then add cell suspsension on the gel surface - 50-250ul volume
will stay on the gel ~ 4 x 10° cells on 22x22mm for monolayer, ~ 2 x 10? for small colonies
3. Incubate at 37C for 5-10 minutes to allow for cell adhesion to the gel
4. Add 1.5ml culture medium to the dish
5. Wait for monolayer to form for at least 12 hours

Gel crosslinking
1. Gel stiffness can be modified by changing the concentration and by glutaraldahyde
crosslinking ([166])
2. Polymerize gels as described above
3. Apply 1xPBS containing 0.2% glutaraldehyde for 30 minutes
4. Wash gels quickly 3 times in 1xTBS, then wash in 1x TBS at 1 hour intervals 5 times

and left in 1x TBS overnight to quench excess crosslinking groups on the gel

A.2 Cell doublet preparation

Cell doublets can be prepared in suspension to allow for quantification of contact angle
between pairs of cells.
Materials

1. SYLGARD™ 184 Silicone Elastomer Kit
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2. 500p! microcentrifuge tubes

10 cm petri dish

= W

Glass coverslips and imaging chamber

o

1% pluronic F-127 solution
6. Cell culture materials
Making PDMS chambers for cells
1. Mix 0.8g of 1:10 SYLGARD in a 10cm petri dish - this should form a ~0.3mm layer of
pdms
2. Spread this solution as evenly as possible across the surface - it should be difficult to
cover the whole dish with this volume
3. Degass the solution in the dessicator to remove bubbles
4. Polymerize for >1 hour at 70C
5. While polymerizing soak ~20 microcenrifuge tubes in 1% pluronic top down - this will
prevent sticking later
6. While polymerizing mix 3g of 1:10 SYLGARD in a weigh boat
7. Degass the solution
8. Pour this on the polymerized PDMS and spread evenly
9. Dry and place the microcentrifuge tubes lid down into the PMDS spaced appart to make
the wells
10. Polymerize overnight
11. Pull off the microcentrifuge tubes. This will leave a well to put the cells in.
preparing and passivating the chambers
1. Cut out the chambers and stick them on to coverslips - remove any bubbles between the
glass and PDMS
2. UV-ozone the coverslips and PDMS for 15 minutes to sterilize

3. Place in a petri dish and move to the culture room hood
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4. Add 200ul of 1% pluronic solution into the PDMS well and wait 1 hour

5. Wash the well with 1X PBS 3 times

6. Add cell suspension to the well approximately 15000 cells in the well

7. Wait 4 hours, mount the coverslip in an imaging chamber, and image - with this protocol

the sample is thick enough that a >0.3mm working distance objective should be used

A.3 Expanding colony assay

Method used for preparing expanding monolayers based on the methods of Heinrich et. al.
2020 eLife ([117])
Materials
1. SYLGARD™ 184 Silicone Elastomer Kit
2. Leather hole punch set (Nuhank 0795787181775)
3. 10cm petri dish
4. Collagen I solution - 0.2mg/ml collagen, 0.02M Acetic Acid, 1x PBS
5. Cover slips with imaging chamber
PDMS mask preparation
1. Add 4g 1:10 PDMS to the petridish and mix
2. Degass the solution
3. Polymerize overnight at 70C
4. Cut sqaures out of the PDMS with approximately the same size at the coverslips
5. Use hole punches to make holes for the initial monolayers - space a few mm apart to allow
for expansion
6. Wash the masks in 70% ethanol solution followed by milli-Q water
7. Dry the masks completely
Preparation of monolayers

1. Apply collagen solution to coverslips for 1 hour
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2. Wash coverslips with 1x PBS then milli-Q water

3. Allow coverslip to fully dry

4. Apply PDMS mask - ensure both are fully dry and adhere without bubbles

5. Add cell suspension into the wells - solution 1.2 x 106 cells/ml - 12ul for 3mm diameter,
4ul for 1.5mm diameter, 2.5ul for Ilmm diameter

6. Prepare 2 samples without masks in subconfluent (2 x 10% cells per 22x22mm) and
confluent (3 x 10° cells per 22x22mm) states as controls

7. Allow cells to adhere for 10 minutes then add 2ml media to the culture dish so the PDMS
is fully submerged

8. Wait overnight for monolayer to form then remove the PDMS mask

A.4 Lentivirus preparation

Method used by John Devany for preparing lentivirus based on the following protocols :
https : | Jwww.hollingscancercenter.org/research/
shared — resources/shRN A/ Lentivirusproduction — shRN A.pdf
https : | /www.mdanderson.org/documents/core — facilities/
Functional%20Genomics%20Core/ Homemade%204 f old%20
lentivirus%20concentrator.pdf

All materials in contact with the viral material should be bleached and put in separate
waste bags for disposal.

Materials
1. 293T cells
2. Plasmids for lentiviral genome, delta 8.2 and VSVG
3. Lipofection reagent - fugene HD, fugene 6, Lipofecatmine etc.
4. Cell culture reagents

5. 4x peg solution (40% peg 8000, 1.2M NaCl, 1xPBS, pH 7) or a 15ml amicon centrifuge
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filter
6. 1M NaOH and HEPES for pH (optional)

preparing lentiviral supernatant
1. Determine good transfection conditions for 293T cells (> 50% transfection is okay but
80—90% is ideal - maximize by trying different reagents or getting cells from different people)
2. Culture 293T cells on a 10cm dish to 30 — 50% confluence (higher confluence can reduce
transfection efficiency but use whatever conditions were determined above)
3. Prepare lipofection solution (for 10cm I use 3ug of target plasmid, 2.7 ug of pHR1-8.2-
deltaR and 0.3ug of VSVG and 3:1 ratio with fugene HD)
4. Transfect cells and leave them overnight
5. Replace the medium - dispose of this media and treat cells as if it contains virus (adding
HEPES to help buffer the medium might help as the virus is more stable at pH7)
6. Collect virus and replace every 12 or 24 hours. From this point up to 72+ hours expression
should continue (12h should give higher titer because the virus half life is 8h in 37C, 24 usually
works okay and is more convenient)
7. Store virus in a labled 50ml tube in the 4 degree fridge (adding NaOH to reach ph7 may
help with stability)

Concentrating the virus solution - PEG precipitation
1. Spin down at 1.5k for 5 minutes to pelette any cells
2. Add peg solution to the viral supernatant to 1x contentration and adjust pH to around 7
(I just eyeball with the phenol red)
3. Parafilm the falcon tube and put it on the shaker in the cold room for 4 hours to overnight
4. Spin down the solution at 9k for 30 minutes (I've also tried 1k for 90 minutes using the
culture centrifuge before but 9k should work better)
5. Pour out the supernatant

6. Resuspend in final volume (I use 1ml) of cold 1x PBS - pipette up and down to fully
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disolve the pellet (can also use medium but it is more difficult to disolve)
7. Continue to viral infection or freeze virus for storage in -80 (add to cell freezing vial -
flash freeze in liquid nitrogen)
Concentrating the virus solution - amicon
1. Spin down at 1.5k for 5 minutes to pelette any cells
2. Load virus into the amicon filter and spin down according to the protocol
3. continue loading and spinning until all the viral supernatant is filtered
4. Add volume to reach final desired volume (typically 1ml) and pipette up and down on
the filters to remove any virus stuck on the filters
5. Continue to viral infection or freeze virus for storage in -80 (add to cell freezing vial -
flash freeze in liquid nitrogen)
Viral infection
1. Plate 50,000 cells in a 6¢cm dish with 2ml medium (this is all for MDCK - might want to
adjust the number of cells, polybrene, and virus concentration for other cell lines)
2. Add polybrene at 8ug/ml to the cells
3. Add virus and leave overnight (I typically add 1/3 of the prep and freeze the rest)
4. Change the medium and culture the cells for 2 more days before selection with antibiotic

or sorting
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APPENDIX B
SUBCELLULAR NANORHEOLOGY REVEALS LYSOSOMAL
VISCOSITY AS A REPORTER FOR LYSOSOMAL STORAGE
DISEASES

This appendix is repproduced from the publication Subcellular Nanorheology Reveals Lyso-
somal Viscosity as a Reporter for Lysosomal Storage Diseases by John Devany, Kasturi
Chakraborty, and Yamuna Krishnan published in ACS Nanoletters ([70]).

The work is included in full because it was completed mainly by me during my PhD
training but it is inculded in the appendix because the topic is different from the main
thesis. Kasturi Chakraborty provided data in Figure B.12 . Yamuna krishnan and Kasturi

Charkaborty provided guidance on the project and helped with writing the manuscript

B.1 Abstract

Cells have evolved a diverse set of membrane-bound compartments known as organelles that
each enclose specialized, nanoscale chemical environments optimized to facilitate specific
kinds of biochemical reactions. While we are aware of the chemical composition of many
organelles, we know very little about their physical properties and the influence of these prop-
erties on the biochemistry therein. Following the discovery and characterization of dozens
of biological condensates in cells, it has become apparent that physical characteristics such
as viscosity and mesh size are critical factors controlling the chemical reactions that take
place in phase-separated compartments ([31], [128]). In some cases, the viscoelastic proper-
ties of these condensates can evolve with time, causing compartment, which initially allows
free diffusion to form gels in which reaction rates are significantly reduced ([16]). However,
no nanoscale technologies exist to probe physicochemical characteristics within organelles

to identify whether chemical reactions follow similar or different rules within nanoscale,
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membrane-bound compartments.

Previous attempts to study organelle viscosity used small molecule fluorescent probes
that, while useful, cannot provide information about material phase or elasticity. Further-
more, successful targeting of those probes relied critically on the high acidity of the lysosome
or membrane potential of the mitochondria (|292], [330]). Results are further complicated
because the fluorescence of viscosity sensing dyes is intrinsically dependent on environmental
composition and may be affected by protein binding ([330], [112]). In diseases or stressed con-
ditions, the chemical composition of the lysosome in particular is known to change, affecting
these results and making viscosity measurements in perturbed conditions nontrivial. Here,
we describe a generalizable method to measure viscosity in an organelle based on passive
particle-tracking nanorheology (PPTN). This new method provides an absolute measure of
viscoelastic properties that is independent of solvent composition. Moreover, probe targeting
is independent of the ionic composition of the organelle and is generalizable to a variety of
endocytic organelles. We demonstrate as a proof of concept, measurement of viscosity in the
lysosome under normal conditions and in several disease conditions in which the ionic and
solvent composition change substantially.

The lysosome is a subcellular organelle that houses an array of enzymes to degrade
material ingested by the cell as well as to degrade and recycle obsolete cellular machinery.
Within the lysosome, a specific ionic composition is maintained to allow degradative enzymes
to function. If enzymes within the lysosome are unable to function substrates of these
proteins, accumulate within dysfunctional lysosomes, disrupting cell function. Lysosomal
storage diseases (LSDs) are a group of over 70 different genetic diseases, each of which
arises due to a defect in a specific lysosomal protein that causes the lysosomal storage of a
specific biological substrate ([95]). In many cases, material storage is accompanied by ionic
imbalance that can further amplify lysosomal dysfunction ([183], [278], [45]). This ultimately

leads to tissue damage and lethality ([230], [15]). Although substrate accumulation is central
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to the pathology of LSDs, LSDs themselves are typically identified by assaying for lysosomal
enzymatic activity, because in most cases substrate accumulation is difficult to measure. In
some LSDs, lower enzymatic activity shows a correlation with more severe symptoms but
in others it does not ([171]). Furthermore, many LSDs are caused by defects in proteins
whose function is unrelated to enzymatic cleavage, e.g., transporters, activator proteins,
proteins involved in maintenance of lysosomal membrane integrity, etc. These LSDs cannot
be detected by standard enzyme activity assays, which detect bond-cleavage events ([88]).
Measuring the amount of stored material directly within the lysosome would allow for a
more-generalizable, direct monitoring of the disease progression and treatment in all LSDs
independent of their cause.

Niemann Pick C disease (NPC) is a well-studied LSD that arises not due to an enzymatic
cleavage event but rather due to defective cholesterol transport at the lysosome ([319]).
Available tools to directly and indirectly measure cholesterol within cells have formed the
basis of diagnosing this disease. Moreover, directly measuring cholesterol has been critical to
the discovery and development of the therapeutic hydroxy-propyl S-cyclodextrin (H-5CD),
which is currently in clinical trials to treat the disease (|225], [67]). Studies using cholesterol
stains, assays for cholesterol esterification, and measurement of cholesterol synthesis have
revealed the mechanism of action of H-SCD (|251], [164]). These assays also revealed the
tissue specific effects of H-SCD and concentration in the brain required for treatment of
neurons and astrocytes (|252], [234]). Overall, the ability to measure storage material in
NPC has been critical for these developments, but such methods are lacking for other storage
diseases.

We hypothesized that when material accumulates within the lysosome, the viscosity
within its lumen could also increase. If so, then lysosomal viscosity could potentially function
as a general marker of lysosomal storage. Here, through nanoparticle tracking measurements

made in cell culture and fluorescence recovery after photobleaching measurements in C.

161



elegans models of several LSDs, we report that lysosomal viscosity is indeed increased by
substrate accumulation in the lysosome. We show that in a cell culture model of NPC,
the levels of cholesterol storage correlate directly with the increase in lysosomal viscosity.
We further show that in eight different LSD models in nematodes, lysosomal viscosity is
increased, demonstrating the generality of this effect. We verify in several of these models
in which storage material accumulates with time that lysosomal viscosity also increased
with time. Our findings indicate that measurement of lysosomal viscosity has considerable
potential for disease diagnosis, the monitoring of disease progression, and the development

of therapeutics for lysosomal storage diseases that cannot otherwise be studied.

B.2 Results and discussion

B.2.1 Measurement of lysosomal viscosity in cell culture

To measure lysosomal viscosity in cell culture, we used passive nanoparticle tracking nanorhe-
ology (PPTN), a previously developed method for measuring material properties ([192],
[342]). In PPTN, the diffusion of an ensemble of tracer nanoparticles is recorded and trajec-
tories of the nanoparticles can be analyzed to obtain viscoelastic properties of the medium.
PPTN has been used extensively to quantify the properties of cellular actin networks in the
cytoplasm ([313], [229], [64], [347]). Here, we report what is to our knowledge the first use
of PPTN to measure properties of fluid within an organelle. We first studied the uptake
of the fluorescent tracer nanoparticles in three different cell culture models previously used
to study lysosomal storage diseases: J774A.1 mouse macrophages, HeLa cells, and baby
hamster kidney (BHK) fibroblasts ([272], [134], [281]). Cells were first incubated with 100
nm fluorescent polystyrene nanoparticles which are up-taken by the cells through scavenger
receptor mediated endocytosis (Figure B.2). After endocytosis, nanoparticles are trafficked

from the early endosome (EE) to the late endosome (LE) which subsequently fuses with the
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lysosome (LY) (Figure B.1A). To study the time scales for the nanoparticle trafficking to the
lysosome, we first labeled lysosomes with Alexafluor-488 labeled 10 kDa dextran (A488 Dex-
tran), a fluorescent molecule previously shown to traverse the endolysosomal pathway and
specifically mark lysosomes in each of these cell lines (Figure B.1B) ([344], [151], [19]). We
studied the trafficking kinetics of internalized nanoparticles in each cell type by monitoring
the co-localization of nanoparticles with labeled lysosomes as a function of time. Lysosomes
are the final organelle on the endolysosomal pathway, so we determined the earliest time
point at which maximal co-localization was achieved. This occurred at 1 h in J774A.1 and
12 h in both HeLa and BHK cells (Figure B.1C). In all cases, at least 70% co-localization
with dextran-labeled lysosomes was achieved by this time point. We subsequently performed
all measurements of lysosomal viscosity using PP TN at these times. We also confirmed that
only 1 nanoparticle is present in each lysosome because when we incubated cells with flu-
orescent nanoparticles of two different colors; we found that only 2% of lysosomes contain
nanoparticles of both colors (Figure B.3).

After the nanoparticles were trafficked to the lysosome, time lapse images were acquired
and in each frame the nanoparticle’s position was measured. Positions in subsequent frames
were assembled to form trajectories (Figure B.4A, B). Trajectories were analyzed by com-
puting the displacement of each subtrajectory for a given nanoparticle. The mean squared
displacement (MSD) as a function of subtrajectory duration (lag time) was then computed
for the entire ensemble of nanoparticles (Figure B.4D). An increase in viscosity is expected to
reduce diffusion rates, resulting in a downward shift of the MSD curve. For diffusion through

purely viscous media, the MSD should scale linearly with lag time according to an equation

derived from the Stokes-Einstein relation MSD = 327]:7%15, where k is the Boltzmann constant,
T is the temperature, n (eq 1) is the shear viscosity, and a is the nanoparticle radius ([|342],
[79]) However, inside the lysosome, we observed slightly subdiffusive behavior in which MSD

scales as a power law of ¢0-8-0.9 depending on conditions. Subdiffusive behavior has been ob-
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Figure B.1: . Fluorescent nanoparticles tracked to the lysosome in three different cell models.
(a) Cells were incubated with 100 nm fluorescent nanoparticles, which enter the cell by
endocytosis and are subsequently trafficked from early endosome (EE) to late endosome
(LE) and finally to the lysosome (LY). (b) Representative images of co-localization between
fluorescent nanoparticles (red) and Alexa 488 dextran labeled lysosomes (green) in several
cell types. Cells are outlined in yellow. Scale bar is 5-um. (c) Percentage of nanoparticles
which co-localize with labeled lysosomes as a function of time postincubation for each cell
type. The value increases monotonically with time and reaches an asymptotic maximum
value that indicates the time scale for nanoparticles to traverse the endocytic pathway and
reach the lysosome.
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Figure B.2: Competition with ligand for anionic ligand binding receptor (ALBR) reduces
nanoparticle uptake (a) Representative images of J774A.1 cells incubated with 0.4 pM flu-
orescent nanoparticles in the absence (-mBSA) or presence (+mBSA) of 9uM mBSA. (b)
Histogram representing quantification of relative nanoparticle uptake in the presence and
absence of mBSA. Error bars represent s.e.m for particles per cell in at least 80 cells in each
condition. Scale Bar is 5 pm.
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Figure B.3: Single nanoparticles are present in lysosome at working concentration. (a) Rep-
resentative images of lysosomes of J774A.1 cells labelled at two different concentrations of
fluorescent 100 nm nanoparticles. We see objects much larger than the diffraction limit in the
6 pM sample indicating formation of aggregates (red arrow). (b) Mean squared displacement
(MSD) as a function of Lag time for each indicated concentration of fluorescent nanoparti-
cles. Aggregates move more slowly in the lysosome and reduce the measured mean squared
displacement. At low concentrations, we see asymptotic behavior of the MSD indicating that
the aggregates are likely no longer present. (c) To test for the presence of small aggregates
we created a mixture of 40 nm nanoparticles of two colors (red and green) each at 20 pM
with a final nanoparticle concentration of 40 pM and incubated it overnight. This mixture
was then sonicated and cells were incubated with a 100x dilution of the mixture (0.4pM
nanoparticles) for 30 minutes in Opti-MEM. Colocalization of green and red nanoparticles
in a lysosome would indicate that more than one nanoparticle is in the compartment. Scale
Bar is 5 pm.
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served in many PPTN measurements within the cytosol of cells, however, its origins are not
entirely clear ([73], [336]). In our case, trapping by the lysosomal membrane sets a maximum
value of MSD for individual nanoparticles which likely results in the observed subdiffusion.
We see less subdiffusion in J774A.1 cells, which have larger lysosomes compared to BHK or
HeLa cells (Figure B.1B). We see from the agreement at short lag times that J774A.1 and
BHK cells show similar viscosity. HeLa cells have slightly higher viscosity, consistent with a
previous report that lysosomal viscosity is higher in cancer cells ([55]). Apart from a change
in subdiffusive behavior, we expect that the measurement does not have any dependence on
the relative size of the particle to the lysosome. To confirm this, we carried out the same
experiments in J774A.1 cells with 40 nm nanoparticles which yielded similar results (Figure
B.6). We used 100 nm nanoparticles for all subsequent experiments because they contain
more fluorophores resulting in higher signal-to-noise and, therefore, less error in localization
of the nanoparticle center.

Neglecting the small elastic component of the nanoparticle displacement and applying eq
1, our results indicate average lysosomal viscosity of 410 £+ 40, 510 £+ 10, and 730 + 60 cP in
J774A.1, BHK, and HeLa cells, respectively. Previously reported lysosomal viscosity values
using fluorescent viscosity probes are 65 and 150 cP in MCF-7 cells ([330], [182]). However,
reports using similar fluorescent sensors localized to unidentified punctate structures with
lysosomal morphology showed viscosities of 260 and 400 cP in SK-OV-3 cells and 400 and
950 cP in MCF7 cells ([292], [326], [163], [236]). Given the sensitivity to solvent composition
intrinsic to fluorescent viscosity probes and contributions from autofluorescence, it is difficult
to assess the accuracy of the above measurements ([112]). However, it appears that our

measurements are within a reasonable range of other reported values.
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Figure B.4: Particle tracking of fluorescent nanoparticles reveals viscoelastic properties of
lysosomes in mammalian cells. (a) To extract viscoelastic properties of the lysosome, par-
ticle trajectories of fluorescent nanoparticles in the lysosome are recorded by fluorescence
microscopy. Representative time series of nanoparticle images (red) at 2 s intervals show a
nanoparticle moving in an A488 dextran (green) labeled lysosomal lumen. (b) Representa-
tive image of J774A.1 lysosomes labeled by A488 Dextran (green) and particle trajectories
from a time lapse of the same field of view (red). Cells are outlined in yellow. Scale bar
is 5 pm. Panels on the right show zoomed-in trajectories of the nanoparticles denoted by
numbers specified in the main image. Scale bar is 500 nm. (c) Histogram of mean squared
displacement of individual nanoparticles after 0.1 s for three different cell types (J774A.1
n = 7271, 10 experiments; BHK n = 532, 2; HeLa n = 599, 2). (d) MSD as a function of lag
time for nanoparticles diffusing in the lysosome of each cell type compared to immobilized
nanoparticles in the lysosome of chemically fixed J774A.1 cells. Error bars indicate standard
error of the mean from multiple experiments in each condition.
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Figure B.5: in wvitro viscosity measurement with particle tracking nanorheology (a) Mean
squared displacement (MSD) as a function of lag time for fluorescent nanoparticles at each
indicated weight percentage of glycerol in water. (b) Plot of experimental measurements of
viscosity as a function of percentage of glycerol. MSD curves were fit with a linear model
and viscosity was computed from the fit parameter using equation 1. Measurements show
strong agreement with theoretical model from Cheng et al. (|52]).

B.2.2  Lysosomal Viscosity Increase in a Niemann Pick C Model.

The first model we used to study an LSD was the wellestablished cell culture model of NPC in
which J774A.1 cells are treated with U18666a (|276], [44], [142]). U18666a acts as a potent
and specific inhibitor of the Niemann Pick C1 protein (NPC1), a key protein involved in
export of cholesterol from the late endosome and lysosome. Mutation or knockdown of NPC1
has previously been shown to cause cholesterol accumulation in the lysosome and symptoms
of NPC disease.15 U18666a-treated cells phenocopy NPC1 knockout cells, knockout mouse
primary cells, and patient samples in a variety of assays ([301], [325], [217], [181]). When
cells were treated with the inhibitor U18666a, the PPTN assay revealed a striking change in
nanoparticle mobility within the lysosome. The nanoparticles traversed significantly shorter
distances, and we observed a large downward shift of the MSD curve indicative of an increase
in viscosity (Figure B.7A-C). We then performed colocalization experiments in inhibitor

treated cells and confirmed that the change in viscosity was not due to a change in localization
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Figure B.6: Effect of particle size on lysosomal viscosity measurement (a) Representative
images of fluorescent 40 nm and 100 nm nanoparticles in J774A.1 cells. Image settings
were adjusted for 40 nm images such that mean nanoparticle intensity is similar. Cells are
outlined in yellow. Scale bar is 10 ym. (b) Localization error assessed by tracking the
motion of nanoparticles in fixed J774A.1 cells where particles are completely immobilized.
Due to fluctuations in noise particles are perceived to have a small nearly constant MSD with
time. This error limits the measurement of displacements below this localization error. Error
bars indicate s.e.m from two experiments. (c¢) MSD as a function of lag time shows similar
behavior for 40nm and 100 nm particles. 40 nm particles are more diffusive as expected due
to their smaller radius. (d) Quantification of the viscosity for 40 and 100nm
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(Figure B.8). We treated the other cell models, BHK and HeLa cells, with the inhibitor for
24 h and observed similar results. Nanoparticles moved nearly 4-fold more slowly in the
disease model than wild type for all three cell types (Figure B.9). This observation revealed
that viscosity was indeed higher in lysosomes when a storage condition was induced. In NPC,
cholesterol storage has been documented in all tissues and cell types in the body, which is

also consistent with the observed reduction in diffusion all three cell types (|252]).

B.2.3  Viscosity correlation with cholesterol levels in the lysosome

We next wanted to explicitly test whether the decrease in nanoparticle motion correlated
with the amount of accumulated cholesterol in the lysosomes. Cholesterol accumulation
in J774A.1 cells was measured by staining with filipin, a fluorescent molecule which binds
cholesterol. Filipin is commonly used to diagnose NPC because of the notable difference in
the staining pattern of NPC cells ([320]). In untreated cells, filipin uniformly labeled the cell,
while cells treated with the inhibitor show distinct enhancement of fluorescence in punctate
structures as previously described (Figure B.7A).

We incubated J774A.1 cells with U18666a for various durations to allow cholesterol to
accumulate in the lysosome. We measured the viscosity by nanoparticle tracking as a function
of time in NPC1 inhibited cells. These same cells were then fixed, stained with filipin, and
imaged to visualize cholesterol content. We quantified cholesterol storage by using the ratio
of filipin within high and low thresholds of the images, as previously described (see methods)
and plotted this as a function of incubation time with U18666a ([260], [242]). We observed
that in NPC1 inhibited cells, both lysosomal cholesterol and lysosomal viscosity increased
in a highly correlated manner as a function of time (Figure B.7D-i).

To further confirm that cholesterol is responsible for the changing viscosity we then
removed the stored cholesterol using H-5CD. H-SCD is a molecule currently in clinical trials

for treatment of NPC and likely functions by forming a complex with cholesterol, altering
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Figure B.7: Lysosomal viscosity increase by accumulation of cholesterol in the lysosome (a)
Representative filipin staining images and particle tracks randomly selected near the mean
for various indicated conditions in J774A.1 cells. Staining intensity in punctate structures
increases and particle displacements decreases after incubation with 5 M U18666a. These
effects are reversed by treating the cells with 500 uM H-BCD. Scale bar for images is 5-pm.
Scale bar for particle trajectories is 500 nm. (b) Average MSD values as a function of lag
time under the same conditions as in panel a. Error bars represent the standard error of
the mean for multiple experiments in each condition. Downward shift in the curve indicates
an increase in viscosity. (c) Histograms of MSD at 0.1 s for the data plotted in panel b.(d)
Relative viscosity values obtained from fitting MSD curves and the ratio of filipin intensity
in punctate structures to whole cell intensity plotted against time. (i) Cells were incubated
with 5 pM U18666a until given time point (ii) after a 20 h incubation with 5 pM U18666a
cells were treated with 500 uM H-SCD until the indicated time point. Error bars for relative
viscosity represent the standard error of the mean of the viscosity measured in multiple
experiments for each condition. Error bars for filipin staining represents the standard error
of the mean of the ratio measured in greater than 100 cells for each condition.

172



Jr74A. Hel.a BHK

80

@)
o

Colocalization (%)
I~
O

20
WT U18666a WIT  U18666a WIT U18666a

24 hours 24 hours 24 hours
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Figure B.9: Particle motion is reduced in other cell lines treated with U18666a and summary
of J774A.1 inhibitor experiments (a) Histograms of mean squared displacement of individual
particles in wild type cells and cells treated with U18666a for 24 hours for each cell model. We
observe nearly a four fold decrease in nanoparticle mobility in each case. For each condition
the total number of tracked particles is as follows J774A.1(nyyr = 7271 (10 experiments)
nu1see6a = 2065 (4)) BHK (nyyp = 532 (2), nyiseesa = 321 (2)) HeLa(nyr = 599(2),
nrisee6a = 072(2)) (b) Plot of relative filipin ratio against relative viscosity summarizes the
experiments presented in Figure 3d. We observed strong correlation between relative filipin
intensity ratio and relative viscosity in all conditions tested.

its export pathway from the lysosome (|251]). We observed that lysosomal viscosity and
lysosomal cholesterol both reversibly decreased in a highly correlated manner when U18666a-
treated cells were subjected to treatment with H-GCD (Figure B.7D-ii). This coordinated
increase and decrease in lysosomal viscosity, upon inducing the accumulation and depletion

of stored lysosomal cholesterol, indicates that presence of cholesterol in the lysosomal milieu

increases its viscosity.

B.2.4  Increased lysosomal viscosity as a general marker of lysosomal storage

To see if lysosomal viscosity could report more generally on different types of accumulated

material in the lysosome, we investigated a selection of LSD models in the model organism
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Caenorhabditis elegans. C. elegans homologues of proteins responsible for most human
LSDs have been identified and studied ([45], [69]). These models recapitulate many features
of mammalian models including changes in lysosomal pH, morphology, degradative capacity,
and dysregulated autophagy ([45], [176], [268], [98]). The short lifespan, ease of handling,
and compatibility with microfluidic technologies also make C. elegans amenable to high-
throughput screening methods ([256]). Furthermore, one can leverage versatile genetics of
C. elegans to dissect the mechanisms of action of various therapeutics ([138]).

To measure relative lysosomal viscosity in vivo in nematodes, we devised a novel as-
say based on fluorescence recovery after photobleaching (FRAP). Fluorescein isothiocyanate
(FITC)- labeled dextran (70 kDa) (FD70) was injected into the pseudocoelom of nematodes
of various genetic backgrounds 2 days after they reached adulthood. Labeled dextran has
been previously shown to be taken up by coelomocytes, a set of six phagocytic cells in the
pseudocoelom, through fluid-phase endocytosis, where it is trafficked to the lysosome (Figure
4a) ([295], [22]). Dextran nonspecifically labels endosomes in many tissues within the worm;
therefore, we co-injected Alexa 647 labeled duplex-DNA (dsDNA), which is a clean endocytic
tracer that specifically labels the lysosomes of coelomocytes in diverse genetic backgrounds
corresponding to LSDs (|45]). We observed nearly all DNA labeled compartments also con-
tained FD70 (Figure B.10). For FRAP experiments only those compartments containing
both DNA and Dextran, corresponding to lysosomes, were investigated.

To measure relative viscosity using FRAP, the central plane of a lysosome larger than
2 pm was photobleached using a confocal scanning laser. It is known that, for NA > 1.2,
the intensity of a confocal laser is > 95% attenuated at distances of > 700nm from the
focal plane ([121]). Therefore, after a short highintensity laser pulse, fluorophores within
700 nm of the focal plane are selectively photobleached compared to fluorophores outside
this region. Using confocal microscopy, we then observe only a thin section centered at the

bleaching region. FD70 molecules above and below the bleached region quickly diffuse into
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Figure B.10: FITC dextran traffics to the lysosome in storage disease models in C elegans.
Representative images of coelomocytes labelled with FD70 (upper) and dsDNAAlexa647
(lower), 8 hours after pseudocoelomic injection of the in 2 day old adult worms of indicated
genetic backgrounds. In all genetic backgrounds of C. elegans used for experiments we see
a similar but more specific labeling of the lysosomes with DNA. Compartments containing
both DNA and FD70 were considered as lysosomes in experiments. Scale bar is 5um.
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the plane of interest. Within a few seconds, the distribution of nonbleached FD70 within
the lysosome becomes homogeneous. In wild type nematodes, we observed that the time
constant of exponential recovery (7) for this process was 0.60 + 0.04 s. This time scale is
similar to FRAP recovery of eYFP in the cytoplasm consistent with the FD70 freely diffusing
in the lysosome ([165]).

If lysosomal viscosity is increased by storage of material, then in nematode LSD models
we should observe slower FRAP recovery times. We therefore tested our hypothesis in
a nematode model of NPC disease. In humans, NPC is caused by mutations in either
NPC1 or NPC2, which are lysosomal cholesterol transport proteins. Although only 5% of
all NPC cases arise due to defective NPC2, NPC arising from mutations in either protein
are phenotypically indistinguishable. In C. elegans, NPC1 has two homologues, while NPC2
has a single homologue, namely HEH-1. We therefore chose heh-1 mutant nematodes as
a model of NPC (|69]). We showed that heh-1 mutants phenocopy NPC disease in worms,
exhibiting increased cholesterol, decreased lifespan in the absence of cholesterol and lysosomal
hypoacidification (Figure B.12). Importantly, FRAP recovery times in lysosomes of heh-1
mutants were significantly higher than in wild type worms, indicating an increase in lysosomal
viscosity (Figure B.11B).

Next, we studied a variety of other storage disease mutants using this method. This screen
included a set of wellcharacterized LSDs with a wide variety of different storage materials:
cholesterol (heh-1), glycolipids (gha-3), sphingolipids (asm-3), heparan sulfate polysaccha-
rides (sul-1), keratan sulfate polysaccharides (sul-2), amino acids, e.g., cysteine (ctns-1), and
lipid modified proteins (ppt-1). We assayed disorders arising from both substrate cleaving
enzymes (gha-3, asm-3, sul-1, sul-2, and ppt-1) as well as transporters (heh-1, ctns-1, and
clh-6). In all cases, we observed an increase in viscosity relative to wild type despite the
diverse nature of storage materials. Notably unc-32c, a mutant for a subunit of a lysosomal

proton transporter that is not associated with lysosomal storage, showed no such change in
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Figure B.11: Increased lysosomal viscosity is observed in a variety of lysosomal storage
diseases. (a) Representative image of FITC Dextran labeling of a whole C. elegans nematode
and zoomed-in image of a coelomocyte 8 h after pseudocoelomic injection. Scale bar in the
whole worm image is 50 um. Scale bar in the coelomocyte image is 5 ym. (b) Representative
time series from fluorescence recovery after photobleaching (FRAP) experiments performed
on a lysosome of the coelomocyte for wildtype (N2) and heh-1 nematodes. In heh-1, a
C. elegans model of NPC, we observe a significantly increased recovery time indicating a
relative increase in lysosomal viscosity. The scale bar is 5 pm. (c) Fluorescence recovery
times calculated for a variety of lysosomal storage disease mutants show increased recovery
time. The mutation of a lysosomal transporter unrelated to LSD, unc-32, shows no change
in viscosity. Error bars represent the standard error of the mean for at least 15 lysosomes
from at least 5 different worms in each condition. (d) Measurement of FRAP recovery times
in worms of different genetic background as a function of age. Error bars represent s.e.m.
for at least 25 lysosomes from at least 5 different worms in each condition. For panels ¢ and
d, P values were obtained by a two-sample t test comparing each sample to the N2 control
of the same age. Indications (NS, P > 0.05; *, P < 0.05; ** P < 0.01; *** P < 0.001) are
given above each sample.
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Figure B.12: heh-1 phenocopies NPC disease in worms (a) Representative images acquired
in donor channel (D), acceptor channel (A) and corresponding pseudocolored D/A images of
lysosomes labelled with I4cpy A488/A647 one hour after injection, in the indicated genetic
backgrounds. Scale bar, 5 pym. (b) lysosomal pH under indicated genetic backgrounds.
Error bars indicate s.e.m. (n = 10 worms, > 100 endosomes). (c) cholesterol levels obtained
from TLC analysis of total lipids, extracted from worms of indicated genetic backgrounds,
equivalent to 400ug of total protein. Error bars indicate s.e.m. (d) Percentage of progeny
grown to larva stage 3 or higher in the absence of cholesterol. Error bars indicate s.e.m.

(n = 3 plates).
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lysosomal viscosity. Therefore, we conclude that lysosomal viscosity is generally increased
by material storage in the lysosome (Figure B.11C).

In LSDs, disease severity increases with age due to progressive accumulation of stored
material ([171]). C. elegans is an excellent model for aging, and therefore, ideally suited
to study substrate accumulation as a function of age. We therefore monitored lysosomal
viscosity in nematodes as a function of time for several storage disease models to monitor
disease progression (Figure B.11D). For heh-1 and gba-3 mutants, young adults showed only
a small increase lysosomal viscosity compared to wild type. However, lysosomal viscosity in
these mutants increased substantially 24 h later, beyond which it plateaued. This plateau
could arise because cells can invoke mechanisms such as lysosomal exocytosis to clear the
lysosome to offset the accumulation (|264]).

We then studied lysosomal viscosity in clh-6 mutants. CLH-6 is a lysosomal chloride
channel whose mammalian homologue CLCN7, causes a lysosomal disease called osteopet-
rosis ([159]). CLCNT dysfunction strongly phenocopies lysosomal storage disorders, with
mice showing neuronal and retinal degeneration, up-regulation of mitophagy, and increased
protease expression (|140]). However, there is still no direct evidence of lysosomal storage in
any organism. Mutating clh-6 in nematodes dramatically alters resting lysosomal chloride
within 1 day of adulthood and impairs the ability of the lysosome to degrade cargo ([45],
[98]). Interestingly, we observe normal lysosomal viscosity at these early time points in clh-6,
likely indicating that stored material has not yet built up. Importantly, at increasing times
of 24 h, 48 and 72 h, lysosomal viscosity also increased steadily, directly reflecting the conse-
quences of accumulated material. We then investigated unc-32c, a subunit of the C. elegans
homologue of V-ATPase which, when compromised, is also known to cause osteopetrosis.
It was previously shown that while impaired V-ATPase function causes osteopetrosis, this
phenotype differs from that of CLCN7 because no symptoms of lysosomal storage disease

are observed.64 Consistent with these observations, we do not see any increase in lysosomal
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viscosity in unc-32c¢ mutants.

Our results indicate, using two different diffusion-based reporters of lysosomal viscosity,
that accumulation of material in the lysosome increases viscosity within the lysosomal lumen.
In most LSDs, the storage material cannot be measured directly or even indirectly. In such
cases, lysosomal viscosity might provide a generalizable method for monitoring material
accumulation in the lysosome which could lead to the identification of new LSDs. For
instance, CLCN7, a chloride channel on the lysosome was originally identified because it
causes osteopetrosis ([159]). However, CLCN7 dysfunction causes many symptoms similar
to neuronal ceroid lipofuscinosis and it was subsequently identified as an LSD even though
there was no direct measurement of stored material ([140]). Our measurements of lysosomal
viscosity confirm these findings through the direct observation of stored material in the
lysosome in situ.

Often storage diseases are diagnosed and characterized by enzyme activity. However,
it is unclear in many LSDs exactly how enzyme activity is related to the time scale of
material accumulation. Theoretical models and substrate measurements in metachromatic
leukodystrophy and Tay-Sachs disease have demonstrated that a critical level of enzyme
activity prevents the accumulation of stored material ([171], [61]). A viscosity reporter
that could indirectly reveal this critical level of activity could be used to assess minimum
therapeutic dosage (|200], [257]). Lysosomal viscosity can also be a useful reporter to track
lysosomal storage and dysfunction in neurodegenerative diseases that are linked to LSDs
such as Gaucher’s disease associated Parkinson’s disease ([194]).

Lysosomal viscosity is sensitive to the accumulation of diverse biomolecules, and there-
fore, it can enable the study of LSDs in which the nature of the stored material remains
ambiguous or in which storage is suspected but not yet identified. Our results indicate that
lysosomal viscosity may be a novel reporter to develop a new class of diagnostics for LSDs

by directly probing for storage in the lysosome.
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B.3 Materials and methods

Reagents

U18666a, filipin, amino dextran, levamisole, isopropyl [-D-1-thiogalactopyranoside
(IPTG), and FITC dextran were all purchased from SigmaAldrich (Saint Louis, MO). (2-
Hydroxypropyl)-g-cyclodextrin (H-5CD) was purchased from Cayman Chemical (Ann Ar-
bor, MI). Alexa-488 NHS ester and all fluorescent nanoparticles (FluoSpheres carboxylate-
modified microspheres) were purchased from Molecular Probes (Eugene, OR). All oligonu-
cleotides were high-performance liquid chromatography (HPLC)- purified and purchased
from IDT (Coralville, TA). All cell culture reagents and medium (Dulbecco’s modified Eagle
medium (DMEM), Opti-MEM, and fetal bovine serum) were purchased from Invitrogen Cor-
poration. All other reagents, unless otherwise specified, were purchased from Sigma-Aldrich.

Cell Culture

J774A.1, BHK, and HeLa cells were cultured in DMEM /F-12 (1:1) (DMEM-F12) (In-
vitrogen Corporation) supplemented with 10% (v/v) heat inactivated fetal bovine serum
(Invitrogen Corporation), 100 U/mL penicillin, and 100 pg/mL streptomycin. Cells were
grown in a humidified incubator at 37 °C and 5% CO2. J774A.1 macrophages were received
as a gift from Prof. Deborah Nelson Department of Pharmacological and Physiological Sci-
ences at the University of Chicago. BHK cells were received as a gift from Prof. Michaela
Gack Department of Microbiology and the Committee on Microbiology at the University of
Chicago.

For all experiments using U18666a, cells were incubated in DMEM containing 5 pm
U18666a until the indicated time points. For experiments with H-CD, the cells were first
incubated in DMEM containing U18666a for 20 h, and then H-SCD was added at 500 uM
until the indicated time points. The incubation time included a 30 min pulse of nanoparticles
in Opti-MEM, which was supplemented with U18666a or both depending on the condition.

None of the cell lines used in this study were on the list of commonly misidentified cell
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lines maintained by the International Cell Line Authentication Committee. The sources of
each cell line are as mentioned above and were used directly by us without additional au-
thentication. Cells were regularly checked for mycoplasma contamination by DAPI staining
and were found to be negative for contamination.

C. elegans Strains and Maintenance

C. elegans were maintained at 22 °C on nematode growth medium seeded with OP50 bac-
teria. The wild type stain used in these experiments was the N2 strain isolated from Bristol
([33]). The following strains used in this study were provided by the Caenorhabditis Genet-
ics Center (CGC): RRID: WB-STRAIN:RB920 clh6 (0k791), RRID: WB-STRAIN:CB189
unc-32 (e189), RRID: WB-STRAIN:VC3135 gba-3 (gk3287), RRID: WBSTRAIN:VC183
ppt-1 (gk139), RRID: WB-STRAIN:JT11323 heh-1 (0k603), RRID: WB-STRAIN:V(C238
sul-1 (gk151), RRID:WB-STRAIN:VC382 sul-2
(gk187), RRID:WBSTRAIN:RB1487 asm-3 (0k1744), RRID: WB-STRAIN: RB934 C41C4.7
(0k813).

Co-localization Experiments

To measure colocalization of nanoparticles with lysosomes each cell type was first incu-
bated for 45 min with 0.2 mg/mL Alexa488 Dextran 16 h before imaging. Next, cells were
washed 3 times with 1x PBS buffer and incubated in DMEM. Thirty minutes prior to various
indicated time points the cells were washed and incubated in 0.4 pM fluorescent nanopar-
ticles in Opti-MEM for 30 min. Cells were then washed and incubated in DMEM until
the time of imaging. Cells were imaged in 1x PBS for up to 30 min at room temperature.
Images were acquired using a Leica TCS SP5 II laser scanning confocal microscope (Leica
Microsystems, Inc., Buffalo Grove, IL) with a HCX P1Apo 63x /1.4 NA objective. Alexa 488
dextran was excited using a 488 nm argon laser, and the red fluorescent nanoparticles were
excited using a 594 nm HeNe laser. Emission wavelengths were set using acousto-optical

Beamsplitters (AOBS) such that there was no detected bleed through between the channels.
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Images were acquired by a hybrid GaAsP detector (Leica Microsystems, Inc., Buffalo Grove,
IL). Images were analyzed by thresholding the image to select lysosomes and nanoparticles
in the respective images. Image thresholds were selected on the basis of visual inspection
and held constant for all samples in the same experiment. Percentage co-localization was
calculated from the ratio of number of nanoparticles overlapping with regions designated as
lysosomes to the total number of nanoparticles detected.

Passive Nanoparticle Tracking Nanorheology

In cellulo nanoparticle tracking was performed as previously described ([342], [313]).
However, in our case cells would uptake the tracer nanoparticles through endocytosis rather
than being injected into the cytoplasm. Cells were first incubated with red fluorescent 100
nm (99 + 5 nm) or 40 nm (45 £+ 9 nm) carboxylate modified PS microspheres at a concentra-
tion of 0.4 pM (2 x 10® particles/mL) for 30 min in Opti-MEM buffer. Immediately before
adding the nanoparticles a working 100x stock of fluorescent nanoparticles in DI water were
sonicated in a bath sonicator for about 30 s to remove any aggregates. Cells were then incu-
bated in DMEM until nanoparticles reached the lysosome as determined by colocalization,
then mounted in Opti-MEM for imaging periods up to 30 min at room temperature. Images
were acquired using an Olympus IX83 wide-field microscope with a 100x UPLSAPO Super
Apochromat objective and Evolve Delta 512 EMCCD camera (Photometrics). Fluorescent
nanoparticles were excited using a 572/35 excitation filter, 632/60 emission filter and DAPI/
FITC/TexasRed Dichroic bandpass filter acquired from Chroma (Chroma technology, Bel-
lows Falls, VT). Images of each field were acquired at 50 Hz for 10 s. For each condition 20
fields were taken, each typically containing 20-40 nanoparticles in a field of view of 81.92 x
81.92 pum. This setup allowed for the localization of 100 nm nanoparticle centers in fixed cells
of approximately 19+ 1nm (3.5 £ 1.2 x 10*4,um2) as determined by tracking nanoparticles
in cells fixed at room temperature for 10 min with 4% paraformaldehyde (PFA) (Figure 2d).

This localization error was accounted for as previously described ([267]).

184



Image series were processed by Gaussian smoothing and bandpass filtering to identify
regions of interest as previously described ([63]). Regions which were large enough to contain
multiple nanoparticles or had maximum intensity less than 10 times the background were
excluded from the analysis. Nanoparticles centers were then detected by taking the weighted
centroid of each region. Nanoparticle tracks were generated from the position measurements
using Simple Tracker, a Matlab-based particle track generation software ([305]). Trajectories
were then analyzed to obtain mean squared displacement as a function of lag time for each
nanoparticle by first measuring the displacement at every sub trajectory then averaging the
squared displacement with all sub trajectories of the same duration. Viscosity values were
determined by fitting the first 10 points of the MSD curve to a power law model and applying
eq 1.

Measurement of Cholesterol in the Lysosome

Cholesterol was measured by filipin staining similar to previously described methods
(|242], [259]). Cells were fixed in 4% PFA for 10 min at room temperature then stained with
filipin (50 pg/mL for 1 h) in the dark at room temperature. Images were acquired using
Olympus IX83 Wide Field Microscope with a 100X UPLSAPO Super Apochromat objective
and Evolve Delta 512 EMCCD camera (Photometrics, USA). Images were acquired using an
excitation filter 376/30, emission filter 470/30, and DAPI/FITC/TexasRed bandpass filter
acquired from Chroma (Chroma technology, Bellows Falls, VT)

Images were then analyzed by a custom Matlab routine based on the “LSO compartment
ratio assay” previously described (|242]). Images were first thresholded at a low level, which
selected regions containing cells. The mean intensity outside the cells was subtracted from
the whole image as a background noise on the detector. Next, a high threshold that selected
the brightly stained lysosomal regions of the image was set based on examining the images.
High and low thresholds were set globally for all images in the same experiment. All image

settings were held constant and the same diluted filipin stock was used to stain all cells. The
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average intensity in the highthresholded region was divided by the average intensity in the
low-thresholded region to provide the LSO ratio. This ratio was then normalized by wild
type and 20 h U18666a treated cells stained in the same experiment.

Fluorescence Recovery after Photobleaching

FRAP data was taken using a Leica TCS SP5 II laser scanning confocal microscope HCX
PlApo 63x /1.4 NA objective. FITC dextran 70 was excited using a 488 nm argon laser,
and the Alexa 647 labeled dsDNA was excited using a 633 nm HeNe laser. Emission filters
were set by AOBS to minimize bleed through between the different channels. Images were
acquired using a chilled PMT fluorescence detector (Leica Microsystems, Inc., Buffalo Grove,
IL). For all images, a scan speed of 1400 Hz and image size of 256 x 256 pixels was used to
image at a rate of 97 ms per image. Pinhole size of 2 AU was used to minimize required laser
power during acquisition. Laser power (2-6%) was used for image acquisition before and after
bleaching, and 100% laser power was used for bleaching. A total of 20 images were acquired
at 97 ms per image followed by a 194 ms bleaching pulse, and 60 images were acquired at
97 ms per image to monitor recovery. Average intensity in the bleaching region for each
post bleach image was measured and the time series was fit with a single exponential. Data
that did not show exponential recovery were discarded (=~ 10% of samples). Around 10% of
the time series contained sudden jerking movement from the worm. These time series were
truncated to the time prior to this motion or discarded if this occurred less than 2 s after
the bleach event. The exponential time constant for at least 15 lysosomes from at least 5
worms were averaged to quantify relative viscosity in each sample.

For FRAP experiments, the worm ages were synchronized by placing 10-20 gravid adults
on an empty plate for 4 h to lay eggs. Adults were then removed from the plate, and eggs
were given 55 h to reach young adulthood. At this time, we observed the initial presence
of small numbers of eggs inside the nematodes. Worms were then transferred to new plates

each day to ensure enough food was present. Worms (55, 79, 103, or 127 h old) were then
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microinjected with FD70 at 1 mg/mL and Alexa647-labeled-DNA at 500 nM in M9 buffer
(3.0 mg/ mL KH2PO4, 6.0 mg/mL Na2HPO4, 0.5 mg/mL NaCl, and 1.0 mg/mL NH4CI).
Injected worms were incubated at 22 °C for 8 h, and worms that were determined to be
alive by watching for movement were mounted for imaging on 6 — 10% agarose dissolved in
M9. Worms were anesthetized with 500 M Levamisole in M9. We also added fluorescent
red 40 nm nanoparticles (Molecular Probes, Eugene Oregon) to the M9 buffer containing

014

levamisole at 1 nanoparticles/mL to improve immobilization of worms, as previously

described ([145]).
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APPENDIX C
ADDITIONAL PUBLICATION CONTRIBUTIONS

During my PhD I also contributed to other published works which are listed here along with

my contributions:

A pH-correctable, DNA-based fluorescent reporter for organellar calcium (|216])
By Nagarjun Narayanaswamy, Kasturi Chakraborty, Anand Saminathan, Elizabeth Zeich-

ner, KaHo Leung, John Devany, and Yamuna Krishnan

I wrote data analysis code which was used to produce Figure 2C and D, 3J, K, and L,

discussed analysis results and proofread the paper

A DNA-based voltmeter for organelles ([265])
By Anand Saminathan, John Devany, Aneesh Tazhe Veetil, Bhavyashree Suresh, Kavya

Smitha Pillai, Michael Schwake, and Yamuna Krishnan,

I helped set up a patch clamping apparatus on the microscope, helped perform initial
patch clamping experiments, helped collect and analyze data in Figure 1C, D, E, and F,

Fig.S4, S8. I also discussed the results during the intial stages and proofread the paper.

Essential role of the Crk family-dosage in DiGeorge-like anomaly and metabolic home-
ostasis ([130])
By Akira Imamoto, Sewon Ki, Leiming Li, Kazunari Iwamoto, Venkat Maruthamuthu, John
Devany, Ocean Lu, Tomomi Kanazawa, Suxiang Zhang, Takuji Yamada, Akiyoshi Hirayama,

Shinji Fukuda, Yutaka Suzuki, and Mariko Okada

I wrote analysis code used to produce Figure 6B, Figure S9, Figure 7G, Figure S11 and

discussed the analysis results.
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