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ABSTRACT

The present-day expansion rate of the universe as constrained by Type Ia supernovae (SNe

Ia) is directly tied to the zero point of the extragalactic distance scale, which is in turn

set by the calibration of astrophysical distance indicators such as the Tip of the Red Giant

Branch (TRGB). In this study, a new calibration of the TRGB luminosity is determined

in the Magellanic Clouds (MCs). Composite TRGB measurements are constructed for the

Small and Large MCs from individual regions in which the TRGB could be unambiguously

identified. As a result, the highest accuracy measurement of the TRGB in the Clouds to

date is determined. The I vs. (V − I) relation of the TRGB is found to be consistent

with a constant I magnitude over colors 1.45 < (V − I)0 < 1.95 mag, and a shallow,

quadratic curvature is confirmed when including more metal-rich (up to (V −I)0 = 2.2 mag)

Tip stars into the fit. The new measurements are calibrated from apparent brightness to

absolute luminosity with reddening maps from the OGLE-IV survey based on observations of

the Red Clump (RC), and the Araucaria Project’s latest high-accuracy geometric distances

based on detached eclipsing binaries (DEBs). This study’s TRGB measurements place novel

constraints on the three-dimensional tilt of the LMC as well as the distance between the

Small and Large Clouds. Both findings are in agreement with the independent, geometric

constraints derived from the DEBs and establish a better than 0.02 mag cross-consistency

(1% in distance) between the latest DEB measurements, RC reddening maps, and the TRGB

measurements of this study.

xvi



CHAPTER 1

MAIN

1.1 Introduction

The Hubble Tension—a difference between direct measurements of the present day expansion

rate of the universe (or Hubble constant, H0) that do not rely on a cosmological model

versus those that are inferred under the assumption of the standard cosmological constant

and cold dark matter (ΛCDM) model of the universe—remains a pressing question and

potentially a signal of new physics. Improving the accuracy of direct H0 measurements

is necessary to ascertain the nature of the Hubble Tension; that is, the question of its

existence and, if confirmed, the determination of its size. The distance ladder approach is

currently the most precise and accurate method for directly measuring H0. Indeed, we have

reached a 3-4% consensus between the Tip of the Red Giant Branch (TRGB) and Cepheid

calibrations of the SN Ia distance scale,[45, 28, 12, 46] with 1-2% disagreements intensely

debated.[74, 43, 13, 29, 56, 1, 11]

The TRGB is observed in the empirical Hertzsprung-Russell (H-R), or color-magnitude,

diagram (CMD), which encodes information about the luminosities (magnitudes) and tem-

peratures (colors) of astronomical objects. A low-mass star that is increasing in luminosity,

or ascending the H-R diagram, along the red giant branch will undergo a seconds-long ther-

monuclear runaway event after its once-inert He core reaches temperatures to fuse He. This

Helium Flash initiates a rapid evolution off of the RGB and toward evolutionary stages that

are bluer and up to two orders of magnitude fainter, i.e., the Horizontal Branch or the Red

Clump (RC). This rapid migration in luminosity-temperature (or magnitude-color) space

leaves behind a sharp discontinuity in the observed counts of stars at the “Tip” of the RGB.

And due to the identical levels of core degeneracy reached by stars below masses M ∼ 1.8M⊙

at the time of the Helium Flash, their luminosities at the TRGB are almost perfectly invari-
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ant, particularly when observed through the Johnson-Cousins I-band (λeff ∼ 800 nm).

A recent point of contention in the ongoing distance scale debate has centered on cali-

bration of the TRGB in the Magellanic Clouds (MCs). The MC system is perfectly suited

for absolute calibration of the TRGB distance scale. To the LMC and SMC, respectively,

1% and 2% distances have been geometrically derived from late-type detached eclipsing

binaries (DEBs) for which a relation between their surface brightnesses and infrared (IR)

colors has been constrained to better than 0.02 mag in total dispersion (or 1% in distance).

[19, 41, 20, 21, 42, 22] Furthermore, compared to other Milky Way satellites, the Clouds con-

tain relative to their integrated masses a uniquely high proportion of stars that are old and

metal-poor,[37] which are the requisite conditions for the TRGB to manifest at a standard

surface luminosity.[51]

So far, debate in the literature over the MC-based calibration of the TRGB has focused

entirely on the effects of dust attentuation along TRGB star sightlines.[27, 17, 12, 74, 18,

13, 55, 36, 56] But even after removing the reddening issue from the equation, there is still

an 8% disagreement (despite 1-2% quoted uncertainties) over the mean apparent brightness

of the TRGB as observed in the LMC—a glaring problem that has yet to be satisfactorily

addressed.

In this dissertation, the sources of this discrepancy are rectified with a novel sample

selection methodology aimed at filtering out imprecise TRGB signals. It is found that some

earlier studies of the LMC TRGB were biased by these anomalously faint and imprecise

TRGB features. By selecting only regions of the LMC with a well-defined TRGB that are

also free of evidence for significant recent star formation, a sub-percent determination of the

TRGB magnitude in the Clouds—the most precise and accurate to date—is attained.
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1.2 Data

The OGLE collaboration has been monitoring the MCs since the late 1990s [62, 63, 64, 66, 67]

and with each iteration our understanding of them has advanced considerably. The publicly

available OGLE-III [65] photometric maps (recalibrated using OGLE-IV observations of the

bulge).[60] are adopted for the present analysis. The photometry is trimmed to include only

sources on the upper-RGB (I < 17 mag, (V − I) > 0.5 mag).

Duplicate sources defined as within 0.2” of another source (about a factor of five smaller

than the minimum seeing at the Warsaw telescope) in the OGLE maps are merged via

weighted average of their respective mean fluxes, using the number of good observations

underlying each mean flux as the weights. All duplicate candidates are located on the

survey’s chip and field boundaries. Also, magnitude differences between duplicate candidates

are far below the standard deviation of each source’s photometry. Both points indicate that

all candidates are true duplicates and not fluke matches.

High amplitude long-period variables (those classified as Miras or semi-regular variables)

in either Cloud[57, 58] are masked.

For the TRGB calibration in the LMC, both the OGLE-Shallow[68] and OGLE-III photo-

metric maps (http://ogle.astrouw.edu.pl/cont/4_main/map/map.html) are considered

because one or the other has been used in various prior studies of the TRGB in the LMC.

Note, though, the primary OGLE-III catalog was adopted for the final measurements given

its much higher photometric precision.

1.2.1 Gaia Proper Motion Cleaning

Foreground sources are removed from the photometric catalogs using Gaia[14] EDR3[15]

proper motions.[32, 9, 61]

All bright Gaia EDR3 sources within 5.5 deg of the LMC center (α = 80.9d, δ = −69.75d)

are queried in order to select upper RGB stars contained in the OGLE-III footprint. The
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Figure 1.1: Cleaning Foreground Sources with Gaia EDR3 Proper Motions. a.
Distribution of EDR3 proper motions for the LMC. Sources with small parallaxes (blue
points) are used to define an elliptical proper-motion profile (green ellipse). Sources outside
the parallax cut are also plotted (red points). The LMC proper motion determined by the
Gaia Collaboration[16] is plotted for reference (black plus sign). All sources outside the green
profile are excluded as foreground. To avoid unintentionally clipping real LMC sources, only
sources with RUWE < 1.4 are considered for cleaning. b. Distribution of OGLE-III sources
on the sky. Sources identified as foreground (red dots) are plotted over LMC member stars
(blue dots). c. Same but in color-magnitude space. A zoomed view of the TRGB is shown
in the inset.

SQL query was,

SELECT edr3.source_id, edr3.ra, edr3.dec,

edr3.parallax, edr3.parallax_error,

edr3.pm, edr3.pmra, edr3.pmra_error,

edr3.pmdec, edr3.pmdec_error,

edr3.ruwe, edr3.phot_g_mean_mag,

edr3.phot_rp_mean_mag, edr3.bp_rp,

FROM gaiaedr3.gaia_source as edr3

WHERE 1=CONTAINS(POINT(’ICRS’,edr3.ra,edr3.dec),

CIRCLE(’ICRS’,80.9,-69.75,5.5))

AND edr3.phot_g_mean_mag < 17

The same query is done for the SMC but for all sources within 3 deg of the its center

(α = 12.5d, δ = −73.0d), and a limit G < 17.5 mag. This returned 570119 and 200718 sources

4



for the LMC and SMC, respectively. To ensure that only sources with well-measured proper

motions are considered for removal as foreground contaminants, a cut on RUWE < 1.4 is

made.[31]

To isolate the underlying distribution of MC proper motions, an initial cut of −1 < π <

0.15 mas is made (Figure 1.1a). Note this does not define the final PM selection. It is only

used temporarily to filter out most of the foreground sources and enable determination of

the 2D proper motion profiles. An extreme overdensity of sources is found near the expected

values for the proper motions for each Cloud[16] (black crosshair in Figure 1.1a) and is used

to define an elliptical profile for the proper motion distribution (green curve in Figure 1.1a).

The sources identified as foreground exhibit a uniform distribution in on-sky coordinates

(Figure 1.1b) and an expected distribution in color-magnitude space (Figure 1.1c). PM

cleaning removes ∼ 35, 000 foreground sources from the LMC OGLE-III catalog, and ∼

15, 000 from the SMC OGLE-III catalog.

1.2.2 Reddening Corrections

Adopted for the reddening corrections is a recent map released by the OGLE collaboration

that used the observed colors of RC stars to measure line of sight reddening values across

the entirety of each MC, reaching resolutions of 1.7′ × 1.7′ (approximately 20 pc) in their

inner regions.[55] In Figure 1.2, this new OGLE-IV reddening map is shown along with the

earlier OGLE-III survey’s footprint. The large area covered by the OGLE-IV survey enabled

a new, direct calibration of the RC intrinsic color using the Schlafly and Finkbeiner (SF11)

[53] re-normalization of the Schlegel et al. (SFD98)[54] maps in the outer regions of the MCs

where the foreground maps become reliable, a concept identical to an earlier work on early-

type eclipsing binaries.[39] Importantly, this places the de-reddened TRGB measurements

of this study on the exact same SFD98/SF11 Galactic reddening zero point as the SN Host

sample that constitutes the TRGB-SN H0.
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Figure 1.2: The OGLE-IV [55] Red Clump (RC) E(V − I) reddening map of the Magellanic
Clouds plotted on the map’s native pixel grid (a Hammer projection). Regions also covered
by the OGLE-III survey are hued to a Viridis color map, while the rest of the map is in
grayscale. Note the log stretch.

The RC has been used numerous times to quantify dust attenuation along MC sight

lines [24, 39, 4, 18, 55] and has produced consistent results in a relative sense. However,

there was some debate over the calibration of the RC’s intrinsic color as observed in the

MCs.[18, 55, 36] The calibration of the RC intrinsic color is fundamentally tied to an eventual

zero point calibration of the TRGB that uses RC-determined reddening corrections (for

reference, bluer RC intrinsic color calibrations result in larger measured reddening values).

The reader is referred to Section 5 of the OGLE-IV reddening paper[55] for a discussion of

prior determinations of the RC intrinsic color and why their result is the state-of-the-art,

likely accurate, and preferred for this analysis.

To summarize, the OGLE-IV RC map is comprehensive, fully empirical, and most ap-

plicable to the OGLE photometry adopted here. Each calibration step that is required to

use the RC as a standard crayon was undertaken using only homogeneous measurements

made directly in each Cloud (rather than invoking theoretical predictions or external pho-

tometry). These steps include: (1) a direct calibration of the RC intrinsic color made in the

outer regions of each MC via SFD98/SF11 foreground maps, (2) empirical determination of
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the metallicity gradients in each Cloud using recent APOGEE abundance measurements,[37]

and (3) an empirical calibration of the RC color-metallicity relation using homogeneous pho-

tometry of clusters in the MCs. For these many reasons, the OGLE-IV reddening maps are

optimal for this OGLE-based calibration of the TRGB. This view is shared in the literature,

e.g., Soltis et al. [56] state that the new OGLE-IV maps are a “significant improvement”

over a frequently-used, earlier RC reddening map based on OGLE-III photometry and a

theoretical calibration of the RC intrinsic color.[24] Furthermore, the OGLE-IV reddening

study found agreement with Nataf et al. [36] on the metallicity dependence of the intrinsic

RC color.

Throughout this article, the following reddening law coefficients are adopted: E(V −I) =

1.4E(B − V ), and AI = 1.219E(V − I). The former is computed directly from the SF11

Landolt coefficients for RV = 3.1, while the latter is computed by taking the Fitzpatrick

[10] curve (built from the spline points provided in their Table 3) and convolving it with the

OGLE-IV flux transmission curve (http://ogle.astrouw.edu.pl/main/OGLEIV/mosaic

.html).1 Dereddened magnitudes and colors are always indicated with naught subscripts.

1.2.3 Construction of LMC Star-formation History Maps

To estimate the contribution from intermediate-aged (200 Myr< t < 2 Gyr) and young

(t < 200 Myr) populations relative to the LMC’s old (t > 4 Gyr) stellar population, the

following quantities are calculated from the star formation history (SFH) maps of Harris

1. The difference between this exact calculation of the selective to total absorption and the Landolt values
provided in SF11 is 0.19%, and thus used solely for the sake of completeness, having no measurable effect
on the absolute photometry used here.
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a b

Figure 1.3: Maps of Intermediate-age and Young Stellar Populations in the LMC.
The Harris & Zaritsky (HZ09) SFR maps are integrated into mass bins that represent
intermediate-age (panel a) and young (panel b) stellar populations (integrals defined in
Equation 1.2). A black outline indicates the coverage of the OGLE-III photometric maps
adopted for this study. Known star-forming structures such as the LMC’s Northern spiral
arm and the 30 Dor star-forming region (α ≃ 85◦, δ ≃ −69◦) are prominent.

and Zaritsky [23].

fHZ09
1 =

∫ t<2Gyr
t>200Myr SFHHZ09(t)dt∫
t>4Gyr SFHHZ09(t)dt

(1.1)

fHZ09
2 =

∫ t<200Myr SFHHZ09(t)dt∫
t>4Gyr SFHHZ09(t)dt

(1.2)

The f1 and f2 quantities are then normalized, i.e.,

rHZ09
1/2 =

fHZ09
1/2

< fHZ09
1/2

>
(1.3)

and assigned individually to sources in the OGLE photometric catalog nearest each pixel of

the SFH maps. The normalizing values < f1 > and < f2 > are 0.107 and 0.018, implying,

on average, a 9% and 2% contribution to the inner LMC’s total mass from intermediate-aged

and young stellar populations, respectively.

Two-dimensional maps of each quantity are shown in Figure 1.3, which reveal known

star-forming structures of the LMC: 30 Doradus, the arm that extends from the W to the
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N, and the star-forming bar.

1.2.4 LMC Geometric Corrections

In order to accurately calibrate the zero point of the TRGB in the LMC, the effect its on-sky

orientation has on the observed distances to stars must be modeled and removed. To do so,

the predicted line-of-sight distance to a test particle embedded in the infinitely thin LMC

plane is computed via,[73]

r(α, δ; {θ, i}) = (1.4)

−RLMC cos i{cos δ sin(α− α0) sin θ sin(i)

+ [sin δ cos δ0 − cos δ sin δ0 cos(α− α0)] cos(θ) sin(i)

+ cos(i)(cos δ cos δ0 cos(α− α0) + sin δ sin δ0)}−1

Note that the angle θ in the above equation is measured North of West, while the Astro-

nomical convention is East of North, defined as Θ = θ − 90◦, following the nomenclature of

van der Marel et al. [72].

Three thin plane geometries are considered for computing the line-of-sight distance cor-

rections: 1) that determined from the Araucaria Project’s 20 DEBs (Θ = 132◦, i = 25◦), 2)

that determined from a sample of 30000 RR Lyrae observed by the VMC (VISTA Magellanic

Clouds) Survey (Θ = 167◦, i = 22◦)[6], and 3) that determined in this study using the TRGB

(Θ = 153◦, i = 27◦; see subsection 1.4.7). These three sets of parameters comfortably cover

the typical ranges of values for the LMC’s on-sky geometry[73, 72, 38] and will therefore

successfully probe the full effect that adoption of a geometric model has on the final TRGB

calibration. The minimal effect that different geometric model assumptions have on the final

TRGB measurement is discussed in chapter 2.
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1.3 TRGB Measurement Methodology

To measure the TRGB magnitude, a methodology used by the Carnegie Chicago Hubble

Program (CCHP) is adopted.[25] From a color-magnitude diagram (CMD), the RGB lumi-

nosity function (RGB LF) is isolated with a color-magnitude selection. The boundaries of

the selection used in the final measurements were determined by squeezing each edge sepa-

rately until the TRGB magnitude measured from the calibration sample no longer changed.

By contrast, the color selection for the field-by-field TRGB measurements included all upper

RGB stars to ensure a maximally populated RGB LF.

For the MC measurements, the RGB LF is binned at 0.002 mag intervals then smoothed

via Gaussian-weighted Local Regression (GLOESS).[40, 34] To produce the edge detector re-

sponse (EDR) from which the location of the TRGB is measured, the discrete first derivative

of the smoothed RGB LF is weighted by the Poisson Signal-to-noise contributing to each

bin,[33] i.e.,

w(i) =
Ni+1 −Ni−1√
Ni+1 +Ni−1

(1.5)

The peak of the EDR then signals the measured location of the TRGB magnitude. When

estimable, uncertainties for each TRGB measurement presented in this study are determined

via bootstrapping the RGB LF and remeasuring the TRGB.

1.4 Measuring the TRGB in the LMC

As mentioned, there is in the recent literature a statistically significant disagreement regard-

ing the apparent mean TRGB magnitude as measured in the LMC. The most important

factor behind this discrepancy is sample selection. That is, which RGB stars in the Mag-

ellanic Clouds and their coincident sightlines should be used to calibrate the extragalactic

distance scale?

To answer this question, we must consider that the LMC contains complex star-forming
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Figure 1.4: Voronoi tessellation map used to divide the LMC into spatial bins each with a
constant number of RGB stars. The Viridis color mapping is discrete from 1 (dark/purple)
to 39 (light/yellow). The footprint of the OGLE-III survey is shown (black outline). The 25
fields used in this study are contained within that footprint.

structures as was highlighted in the photometric SFH maps (Figure 1.3). Additionally, the

TRGB’s underlying physical mechanism (the Helium Flash event) only occurs at a cosntant

luminosity in low-mass (≲ 1.5 M⊙) stars. As a result, the assumption that a handful of

sub-fields situated in star-forming regions of the LMC can be an accurate representation of

the TRGB luminosity (as has been done in most recent studies[27, 17, 74, 56]) will be prone

to systematic error. On the other hand, using all of the available photometry of the LMC

for one composite TRGB measurement and relying on the central limit theorem[12, 13] has

the advantage of being more resilient to systematic biases in the calibration sample, but

ultimately limits the precision of the TRGB measurement. In this study, a “best of both

worlds” approach is taken. By considering the entirety of the publicly available photometric

maps of the LMC and using a more sophisticated binning procedure than the equal-area

bins of previous studies, the most precise and accurate determination of the LMC’s TRGB

magnitude is determined.
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1.4.1 Dividing the LMC into Spatial Bins

In order to investigate the LMC TRGB as a function of location in the galaxy, the photometry

was divided into 25 spatial bins that trace the isodensity contours of RGB stars and keep

constant the signal-to-noise of the TRGB feature in each bin. These fields were constructed

in a prior study of the LMC which divided the extended LMC disk into 39 bins of equal RGB

star counts (Figure 1.4.[26] This requirement to first order normalizes the signal-to-noise of

the TRGB feature observed in each bin.

The bin definitions were computed using Voronoi tessellation.[3] The algorithm starts

with one “pixel,” in this case the center of a rectangular bin of RGB stars on the sky,

and continues to accrete the nearest pixels until all bins contain approximately a constant

number of RGB stars. 25 of these Voronoi bins overlap with the OGLE-III photometry that

was adopted for this study (see Figure 1.4). Central (source-density-weighted) positions for

each bin are listed in Table 1.1 along with each bin’s angular area on the sky. In addition,

the median stellar content quantities r1 and r2, as well as the median OGLE-IV and SFD98

foreground reddening values for each spatial bin are also tabulated in Table 1.1.

Two tiers of cuts are then used to isolate the standard candle TRGB feature from the

sloshy distribution of gas, dust, and star formation in the LMC.

1.4.2 First Set of LMC Selection Cuts

A TRGB magnitude was determined for each field using the corrected OGLE-III photometry.

An inclusive color-magnitude selection is used to avoid introducing variations in RGB number

statistics across bins. Bootstrapping is performed on the RGB LF within each spatial bin

and the TRGB is redetected for 10000 realizations. The bootstrapped intervals and TRGB

values are tabulated in Table 1.2.

As shown in Figure 1.5, 10 fields are cut via a clear delineation in the distribution of

measured TRGB magnitude mT and the corresponding 90% confidence interval as deter-
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Field R.A. Dec. Area rHZ09
1

a rHZ09
2

a E(B − V )b E(B − V )c

(deg) (deg) (deg2) (mag) (mag)
19 78.78 -70.10 0.9 1.02 0.56 0.070 0.287
11 90.01 -69.79 5.1 0.12 0.89 0.070 0.089
33 71.68 -69.88 3.0 0.68 2.13 0.104 0.132
32 75.58 -70.65 1.6 1.09 1.37 0.069 0.138
13 69.57 -68.27 3.4 0.32 0.89 0.064 0.073
29 79.58 -71.18 1.3 0.62 0.47 0.070 0.156
18 80.38 -69.50 0.4 0.31 1.25 0.050 0.924
27 81.53 -70.58 0.7 0.95 0.43 0.069 0.212
28 83.52 -70.29 0.5 0.77 0.96 0.072 0.409
5 77.79 -67.78 1.8 1.14 0.68 0.076 0.292
17 82.41 -69.78 0.4 0.37 1.34 0.058 0.363
25 76.14 -69.60 1.1 1.18 0.72 0.075 0.198
23 80.99 -69.98 0.3 0.37 1.51 0.071 0.518
6 74.54 -67.39 2.6 1.73 2.01 0.065 0.185
14 78.54 -69.34 0.5 0.48 1.32 0.077 0.828
30 87.53 -71.65 3.4 0.60 0.42 0.096 0.094
31 83.68 -71.31 1.2 0.83 0.77 0.086 0.262
26 86.24 -70.63 1.1 1.95 0.97 0.126 0.449
22 85.10 -69.70 1.3 1.48 0.94 0.161 1.329
15 76.94 -68.76 0.9 1.58 1.53 0.073 0.514
8 79.67 -68.79 0.9 1.36 0.59 0.081 0.571
7 85.72 -68.52 1.7 1.62 1.65 0.104 0.335
10 82.43 -69.05 1.0 1.34 0.95 0.082 0.509
16 73.94 -68.70 1.9 3.24 2.45 0.090 0.322
1 82.19 -68.10 0.9 0.88 0.90 0.101 0.520

Table 1.1: Summary of the 25 LMC Voronoi Fields. The bin spatial boundaries
were defined in a prior study[26] to sample equal numbers of RGB stars. Of the 39 bins
defined in that original wide-area study, 25 overlap with the full OGLE-III photometric
maps adopted for this study’s calibration. This table is sorted according to the width (90%
CI) of bootstrapped TRGB realizations for each field (see subsection 1.4.2). Horizontal lines
indicate the boundaries of each selection cut made to construct the calibration sample to
match the order of Table 1.2 (see subsection 1.4.2 and 1.4.3).
a Star formation statistic. See Equation 1.2, 1.3.
b Median value from the OGLE-IV reddening map.[55]
c Median value from the SF11[53] recalibration of the SFD98[54] Galactic reddening map.
These values are known to overestimate the foreground reddening in the inner regions of the
LMC, due to contamination from LMC member stars.
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Field 19

Field 27

Field 26 Field 1

Figure 1.5: Step One of the Sample Selection Procedure: Intra-field boostrapping
results. The likeliest TRGB magnitude I0,TRGB is plotted as a function of half the 90%
confidence interval for each bootstrapped realization. A vertical dashed line indicates the
first of two cuts used to clean the sample for optimal TRGB calibration accuracy. Four
example distributions are shown. Large intervals are indicative of multimodal edge features
spanning in some cases 0.8 mag in central value. Bin sizes are 0.01 mag for all histograms.
NOTE: The values of I0,TRGB shown here were determined with a wider color selection than
the composite LMC measurements (Figure 1.8) and cannot be directly compared to those
values.
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mined from the bootstrapping experiments. The fields with broader distributions in their

bootstrapped values of mTRGB are strongly (p < 0.001) found to exhibit fainter values of

mTRGB (black line and gray band in Figure 1.5). That is, fields with more imprecise TRGB

features are also systematically biased to fainter mean TRGB magnitudes. This is consistent

with the definition of the tip of the RGB being the brightest luminosity attainable by an

RGB star. That is, any false edges that contribute noise to the CMD will also be necessarily

fainter than the true TRGB magnitude (as visualized in Figure 1.5).

In Figure 1.5, the points are colored according to the rHZ09
1 parameter which was defined

to trace intermediate-age stellar content and normalized to its average value across all fields.

That is, fields with values r1 > 1 have a population size of intermediate-age stars above the

average. These fields are also predominantly located outside the adopted cut, suggesting the

increased scatter in likely TRGB magnitudes in that region is related to population mixing

or related effects.

1.4.3 Second Set of LMC Selection Cuts

Second, the structure of the EDRs are examined in order to isolate the fields of the LMC

which exhibit a single clear discontinuity in the counts of RGB stars (Figure 1.6). In contrast

to the first set of cuts, there is not a clear distinction in r1 between the single- and multi-

peaked fields at this stage. Either the population mixing that may be causing the multi-

modal structure here is not captured by the adopted SFH maps, or something more subtle

like variations in the reddening law are introducing discrepant, competing signals for the

dereddened TRGB. In either case, by definition of the Tip of the RGB it is well-motivated

physically to prefer the brightest signal as the true TRGB. The data independently support

this reasoning as the only singularly-peaked EDRs cluster at a TRGB magnitude of I0 =

14.44 mag. This cut removes another 10 fields from consideration, leaving 5 out of 25 initial

bins to be used in the final calibration.
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Kernel 
width

Figure 1.6: Step Two of the Sample Selection Procedure: Shape of the EDR.
The peak TRGB magnitude of the EDR I0,TRGB is plotted as a function of half the 90%
confidence interval for each subsampled realization (same as previous figure) with the error
bars reflecting the 68% interval of the EDR. For four example fields the CMDs, RGB LFs,
and EDRs are shown. The five fields with narrow, singularly-peaked EDRs (blue points) are
adopted for the calibration. The width of the kernel used to smooth the RGB LF in each
field is also shown (black capped line).
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In Figure 1.6, example TRGB measurements are shown which highlight the nature of

the second set of cuts. In recent studies of the TRGB in the LMC, blurred, multimodal

Tip features such as those seen in Fields 6 and 27 led to measurable biases. Those studies

reduced each field’s TRGB feature into a single modal value with a symmetric standard

error, as a result ignoring the long-tailed and multimodal nature of the EDRs seen in fields

like the red ones shown here. In this study, that ambiguity is circumvented entirely by only

retaining singularly-peaked EDRs (e.g., fields 19 and 13 shown here).

1.4.4 Additional Validation of Selection Cuts

The two quantitative metrics are independently in exact agreement that these five fields

adopted for calibration are the “best” and form a distinct set of precise, unambiguous TRGB

detections (seen in Figure 1.6). Importantly, the five fields are also distributed across the

face of the LMC, extending from the Easternmost to the Westernmost edges of the survey

footprint, decreasing the possibility of a spatial sampling bias.

Furthermore, in Figure 1.7 the spatial positions of various astrophysical tracers of recent

star formation are plotted on top of the OGLE-IV reddening map, with the red fields cor-

responding to those cut in the first set of selection cuts, and orange fields those cut in the

second set of cuts. The young bar as traced by the DEBs and Cepheids correlates very well

with the orange fields in that same region. 30 Doradus and the Northern arm are traced

well by the supergiant shells which also correlate well with the red fields.

1.4.5 TRGB Measurement

The spatially-resolved analysis has revealed that a pair of data-driven and astrophysically-

motivated selection cuts significantly improve the accuracy of the TRGB calibration. Of

the initial 25 spatial bins, five remain in the nominal calibration sample (blue regions in

Figure 1.8a). This somewhat small number of calibration fields is not unexpected considering
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Field rHZ09
1

a 90% (BS) b ITRGB (68% EDR) c (V − I)TRGB
d

(mag) (mag) (mag)
19 1.02 0.01 14.447−0.020

+0.028 1.86+0.18
−0.21

11 0.12 0.01 14.453−0.028
+0.042 1.76+0.15

−0.18
33 0.68 0.01 14.435−0.026

+0.026 1.74+0.18
−0.18

32 1.09 0.02 14.457−0.030
+0.026 1.82+0.19

−0.24
13 0.32 0.02 14.453−0.030

+0.024 1.76+0.13
−0.15

29 0.62 0.02 14.503−0.128
+0.052 1.79+0.16

−0.20
18 0.31 0.02 14.531−0.106

+0.014 1.85+0.19
−0.24

27 0.95 0.02 14.551−0.136
+0.026 1.81+0.19

−0.19
28 0.77 0.03 14.485−0.054

+0.142 1.88+0.11
−0.28

5 1.14 0.03 14.449−0.030
+0.062 1.77+0.17

−0.21
17 0.37 0.03 14.545−0.088

+0.018 1.88+0.17
−0.18

25 1.18 0.04 14.447−0.022
+0.100 1.80+0.15

−0.21
23 0.37 0.05 14.467−0.042

+0.118 1.87+0.16
−0.20

6 1.73 0.06 14.469−0.026
+0.126 1.74+0.19

−0.17
14 0.48 0.06 14.539−0.110

+0.060 1.83+0.22
−0.22

30 0.60 0.10 14.509−nan
+nan 1.72+0.17

−0.15
31 0.83 0.11 14.417−nan

+nan 1.77+0.17
−0.20

26 1.95 0.12 14.735−nan
+nan 1.65+0.19

−0.14
22 1.48 0.13 14.515−nan

+nan 1.73+0.24
−0.20

15 1.58 0.14 14.451−nan
+nan 1.79+0.21

−0.23
8 1.36 0.17 14.815−nan

+nan 1.70+0.15
−0.15

7 1.62 0.20 14.671−nan
+nan 1.65+0.23

−0.13
10 1.34 0.24 14.965−nan

+nan 1.63+0.13
−0.13

16 3.24 0.31 15.037−nan
+nan 1.56+0.11

−0.11
1 0.88 0.37 14.465−nan

+nan 1.71+0.23
−0.15

Table 1.2: TRGB quality metrics for the LMC Voronoi Fields. This table is sorted
according to the width (90% CI) of bootstrapped TRGB realizations for each field. Horizontal
lines indicate the boundaries of each selection cut made to construct the calibration sample.
a Intermediate-age formation statistic. See Equation 1.2, 1.3.
b 90%-ile of bootstrapped realizations for each field. The table is sorted by this statistic.
c Modal value and 68%-ile of the edge detector response (EDR). A reliable TRGB value
could not be determined for the 10 fields with the largest bootstrap uncertainty and the
intervals are quoted as non-numbers to reflect this.
d 68%-ile of observed colors for stars in the magnitude interval [I0,TRGB , I0,TRGB+0.5 mag].
Note that in the cases where a reliable Tip could not be located, this statistic will not
meaningfully reflect a color at the TRGB. As a result, this column cannot be used for an
accurate analysis of the TRGB’s color dependence. See Figure 1.12 for a rigorous exploration
of the TRGB’s color dependence.
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a b c

Figure 1.7: Astrophysical Tracers of Star formation. Objects that trace local star for-
mation plotted on the OGLE-IV reddening map, with different colored regions corresponding
to fields that were cut during the first set of selection cuts (red), the second set (orange),
or retained to comprise the final calibration (blue). Grayscale intensity corresponds to the
E(V − I) reddening. a, DEBs (white)[42], b, Cepheids (cyan)[59], c, Supergiant shells
(cyan).[30]

that the majority of the inner LMC is actively star-forming (see again Figure 1.3). Note

also that the final calibration sample of five fields still covers more of the LMC than all prior

spatially resolved analyses.[27, 17, 74, 56]

Figure 1.8 summarizes the TRGB measurement derived for the LMC. Panel (a) repeats

the external map of dust reddening adopted for this study’s reddening corrections. Regions

are colored blue if the corresponding color-magnitude data are used in this study’s final

calibration, and red if excluded. Grayscale represents regions in the OGLE-IV map that fall

outside the smaller OGLE-III footprint, which provides the publicly available photometry

adopted for this study.

The TRGB measurement before imposing any selection cuts (Figure 1.8b) has a domi-

nant discontinuity in the EDR at I0 = 14.44 mag, with a tail of less significant edges that

extends to fainter magnitudes. As shown in Figure 1.8c, applying the sample selection cuts

considerably sharpens the dominant TRGB feature. The nominal TRGB magnitude is thus

measured to be I0 = 14.439± 0.005 mag, with the uncertainty determined by bootstrapping

the RGB LF.
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Figure 1.8: TRGB measurement in the LMC. a, Datasets underlying the TRGB mea-
surements. Plotted is the reddening map from the OGLE-IV survey [55] that is used to
de-redden the photometric measurements from the OGLE-III survey (its footprint plotted
as a black outline) which are used in the TRGB analysis. Also plotted are the twenty DEBs
(all aged < 2 Gyr) from the Araucaria Project[42] (white circles) which provide the trigono-
metric distance used to calibrate the TRGB luminosity. Spatial bins used to sub-divide
the LMC are colored according to whether they passed (blue) or failed (red) the sample
selection criteria. Note the spatial correlation between the young DEBs and the red regions.
b, The color-magnitude diagram (CMD, left), binned and smoothed representations of the
RGB luminosity function (LF, middle), and edge detector response (EDR, right) for the
entire OGLE-III footprint of the LMC. The photometry is cleaned of foreground sources and
corrected for dust reddening and variations in line-of-sight distance due to the on-sky tilt of
the LMC. c, CMD, RGB LF, and EDR for just the adopted calibration sample (blue fields
in Panel a). The likeliest TRGB magnitude is not measurably shifted from that identified
in the full sample (panel b), demonstrating that the adopted sample selection amplifies the
dominant TRGB signal already present in the unrestricted sample and is representative of
the mean TRGB magnitude in the LMC. This conclusion is verified via subsampling exper-
iments (see subsection 1.4.6).
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Figure 1.9: Results from Subsampling Experiements. a, The frequency of realized
TRGB magnitudes when sampled from: the full OGLE-III footprint (gray, “Control”), only
the calibrating sample (blue), and only the masked sample (red). The subsample size and
edge measurement methodology are held constant for all realizations.

The TRGB discontinuity feature in the latter case is singular and unambiguous. The

total width of the transition from the brighter Asymptotic giant branch (AGB) population

to an RGB-dominated population (i.e., the TRGB feature) spans no more than 0.06 mag.

Indeed, the contrast of the TRGB in the calibration sample is such that its magnitude can be

identified to very high accuracy from visual inspection of the CMD alone. Note the location

of the peak is identical to that seen in the full sample measurement, only that its location

is determined to a higher precision. This indicates that the value of the TRGB determined

from the calibration sample is not skewed by a potential selection bias. This assertion is

verified via subsampling experiments.

1.4.6 Subsampling tests of LMC TRGB Measurements

The TRGB measurements in the LMC are further explored via subsampling experiments in

which RGB stars are drawn from three samples: 1) The entire photometric footprint to serve
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as a control, 2) the calibration sample, and 3) the clipped sample. The size of the subample

drawn from all three is set equal to the size of the calibration sample (i.e., Figure 1.8c) to

ensure that variations in number statistics do not affect the results.

It is confirmed that the calibration sample (blue distribution in Figure 1.9) produces a

TRGB magnitude equal to but measured to higher significance than the already-dominant

signal derived from the entire photometric footprint (gray distribution in Figure 1.9). This

is consistent with inspection of the EDRs in Figure 1.8b,c. On the other hand, the clipped

selection (Figure 1.9) undersamples the dominant peak and samples the broader, fainter

peaks at a higher rate than the Control.

1.4.7 Measuring the On-sky Tilt of the LMC using the TRGB

A direct determination of the LMC geometry is made using TRGB magnitudes measured

from 39 of 116 OGLE-III fields that exhibited single-peaked EDRs (shown in Figure 1.10).

Note the spatial overlap with the main calibration sample from Figure 1.8 despite inde-

pendent but similar sample selections. From these measurements, a strong signal of the

geometric tilt is immediately apparent from the map of TRGB magnitude as a function of

position in the galaxy (Figure 1.10a). A thin plane[38] is fit to this distribution of TRGB

distances (Figure 1.10b,d). The residuals are convincingly de-trended (Figure 1.10c).

The resulting best-fit parameters for the position angle and inclination of the LMC plane

(Θ = 153 ± 12, i = 27 ± 3) are consistent with previous studies that used different astro-

physical probes, including Cepheids[38], DEBs[42], Carbon stars[70], and RR Lyrae.[6] This

provides additional evidence that the high-resolution OGLE-IV reddening map[55] accu-

rately traces sight lines shared with TRGB stars (in regions of the LMC with a well-defined

TRGB), and that the sample selection cuts are well-motivated. Otherwise the geometric

signal would have contained more field-to-field scatter.

The effect of adopted center on the fit results is tested by considering a range of LMC
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a b c

d

Figure 1.10: Determination of the on-sky orientation of the LMC using the TRGB.
a. TRGB measurements made from the 39 adopted OGLE-III fields. b. Model predictions
for the best-fit parameters Θ = 153 ± 12◦, i = 27 ± 3◦. c. Residuals. The position of
the best-fit line of nodes is plotted for reference. d. Three-dimensional visualization of the
best-fit plane geometry, with the negative z-axis extending in the direction of the observer.
A subset (20000 sources) of the total OGLE-III sample of RGB stars is overplotted (gray
points).
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Figure 1.11: TRGB Measurement in the SMC. a, Field Selection as in Figure 1.8a,
but for the SMC. The entirety of the OGLE-III footprint is adopted, with only the central
star-forming region (rGC < 0.4 deg) and the 0.7 deg centered on the star-forming Wing
excluded from calibration. Again, the Araucaria Project DEBs[22] which provide the adopted
trigonmetric distance are plotted (white circles). b, Same as Figure 1.8b but for the full
OGLE-III footprint of the SMC. c, Same, but for only the calibrating sample (blue regions
in panel a). As in the case of the LMC, the field selection does not introduce a significant
shift in the measured TRGB magnitude, but does increase the precision in localizing its
value.

centers derived from isophotes[8], infrared star counts[5] proper motions of young stars[71],

and the distribution of RR Lyrae[6]. The maximal change to the best-fit parameters was

only 1%, well within the ∼ 10% uncertainties on the parameter estimates.

1.5 The TRGB in the SMC

All steps in the SMC TRGB measurement (Figure 1.11) are similar to the LMC one except

that: 1) the SMC is not divided into individual spatial bins for a field-by-field analysis,

and 2) line-of-sight geometric corrections are not applied. Both are not possible due to

the SMC’s extended depth along the line-of-sight, which introduces too much high-spatial-

frequency stochasticity in the measured TRGB magnitudes (i.e., distance) for a reliable

spatially-resolved analysis.

For the nominal SMC TRGB measurement (Figure 1.11), the full OGLE-III catalog

is adopted except for the central 0.4 deg at (α0, δ0) = (12.54,−73.11) deg and a 0.7 deg

radius region centered on the Eastern Wing at (α0, δ0) = (18.75,−73.10) deg (Figure 1.11a).

Both regions are known to host relatively high levels of star formation.[50] The exclusion of
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these small regions (containing only ∼ 20% of the upper RGB stars covered by the OGLE-

III footprint) from the calibrating sample sharpens the observed TRGB feature without

significantly shifting its central value (Figure 1.11b,c).

The TRGB in the SMC follows a similar story to the LMC. The simpler sample selection

here was designed to mask known star-forming regions of the otherwise quiescent SMC.

Again, applying the selection (going from Figure 1.11b to c) sharpens the observed TRGB

feature without significantly shifting its central value. This demonstrates the success of,

and lack of observable bias in, the SMC calibration sample selection. The measured TRGB

magnitude for the SMC is ITRGB
0 = 14.927± 0.023 mag.

1.6 Absolute Calibration of TRGB Measurements

To build the next rung of the cosmic distance ladder, the dereddened TRGB measurements

are brought onto an absolute system using the trigonometric DEB distances from the Arau-

caria Project.[42, 22] For the LMC, the calibration measurement (Figure 1.8c) is pegged to

the DEB distance[42] to determine MI = −4.038 ± 0.012stat ± 0.032sys mag over the color

range 1.60 < (V − I)0 < 1.95 mag. For the SMC (Figure 1.11c), the DEB distance[22] is

used to determine the TRGB zero point over the color range 1.45 < (V − I)0 < 1.65 mag

to be MI = −4.050 ± 0.030stat ± 0.039sys. These absolute calibrations assume there to be

no variation in the TRGB magnitude as a function of color over their narrow color ranges.

They are tabulated in the first two rows of Table 1.3 with only their statistical uncertainties,

with additional uncertainties discussed in .
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Figure 1.12: Color dependence of the I-band TRGB. a, Plotted are TRGB measure-
ments from four color bins in the LMC (red triangles), the one measurement from the SMC
(orange square), and TRGB zero point calibrators from Table 2 of Rizzi et al., 2007 (R07,
blue circles). Filled points are used to fit for a linear dependence of the TRGB magnitude
on color (solid black line) which is tabulated as Linear(Blue) in Table 1.3. The open red
triangle is then included for the Linear(All) and Quad(ZP fit) fits. Also plotted are the flat
zero point calibrations for the SMC (orange band) and LMC (red band). The V I slope of
0.217 mag mag−1 from R07 is plotted (dashed black line) and is a poor fit to the data. b,
Inset that zooms on the TRGB measurements in the metal-poor/blue regime probed in this
study. c, The CMD for the calibrating sample is shown with the corresponding color bin
measurements (red triangles) and the color cut that was used for the flat TRGB measure-
ment (cyan lines).
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1.7 Exploring the Dependence of Intrinsic TRGB magnitude on

Photometric Color

The magnitudes of TRGB stars are known to depend on their photometric colors, which is

predominantly a metallicity effect.[7, 2, 69, 44] In the Johnson-Cousins I-band, the steepness

of this TRGB magnitude-color relation still appears to be in question for metal-poor (blue)

TRGB stars, with two commonly used calibrations diverging in this region of the CMD:

a steep linear relation (hereafter referred to as R07)[48] and a shallower quadratic relation

(hereafter referred to as JL17).[27] The new high-accuracy TRGB measurements in the MCs

from this study can be used to address this question.

To determine the color dependence of the TRGB, the composite CMD of the calibration

sample (Figure 1.8c, reproduced in Figure 1.12c) is divided into four color bins with a Tip

magnitude measured from each (red triangles in Figure 1.12).

The color bins (horizontal error bars on red triangles in Figure 1.12) that define the LMC

datapoints were varied in size and location. It was found that bins with widths smaller than

the adopted ∼ 0.15 mag were too sensitive to small shifts in the bin edges, which would

have introduced a uniqueness problem into the color dependence fits. It is thought that this

stochasticity in small color bins of the composite CMD is due to low number statistics, as

well as residual white noise after application of the reddening and geometric corrections. Too

narrow and a single color selection may be populated by RGB stars from only one spatial

bin and thus only one set of corrections. So wide bin sizes are adopted to ensure the TRGB

magnitude measured from each color bin reflects the mean population of TRGB stars in the

calibrating sample.

For the TRGB measurement made from each color bin, all three sets of geometric cor-

rections were considered, and the full range of measured TRGB magnitudes was added to

the initial measurement uncertainty. This additional uncertainty was observed to increase

for bluer color bins. This is expected because more metal-poor regions of the LMC are also
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further from its center, and thus require larger line-of-sight distortion corrections. In other

words, the bluest, outermost-located TRGB stars in the LMC do not provide as accurate of

a constraint on the TRGB’s color dependence as the inner regions.

Filling this gap at bluer colors, the composite SMC measurement (Figure 1.11b) is in-

cluded, with the relative DEB distance uncertainty (0.017 mag)[22] added in quadrature to

the TRGB measurement uncertainty (orange point in Figure 1.12). This leaves four data-

points with uncertainties between 0.015 mag (for the central LMC points) to 0.035 mag (for

the SMC). Also in Figure 1.12, zero point calibration measurements from another study by

Rizzi+07 (R07, blue points) are plotted along with the LMC and SMC zero points (red and

orange bands, respectively).

Plotted in Figure 1.12 are TRGB magnitudes measured after dividing the LMC calibra-

tion CMD from Figure 1.8c into four color bins (red triangles), as well as one point (orange

square) corresponding to the SMC measurement from Figure 1.11c. Also shown are Local

Group dwarf zero point calibrators from the R07 study (open blue circles) and the R07 cal-

ibration of the I vs. V − I magnitude-color relation (dashed black line). Fits to the TRGB

magnitude and color measurements are also presented: a linear fit from this study (solid

black line) to the blue TRGB points and a quadratic calibration from JL17 after having

rescaled its zero point to best fit the data (dot dashed curve). These fits are tabulated in

Table 1.3 along with the earlier calibrations that assumed a color-invariant TRGB magnitude

over their color ranges (shown as rectangular bands).

When excluding the reddest color bin of the LMC measurements, no evidence (a p-

value of 0.42) is found for a TRGB color dependence (0.018 ± 0.018 mag mag−1), which is

tabulated as “Linear (blue)” in Table 1.3 and plotted as a black solid line in Figure 1.12.

When including the reddest datapoint, stronger evidence (p-value of 0.07) is found for a

shallow slope (0.053± 0.019 mag mag−1), while the RMS scatter increases from 0.004 mag

to 0.006 mag.
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Type cmin cmax Parameter Values and Errors p-value RMS
Flat (SMC) 1.45 1.65 −4.050(±0.023) N/Ab N/Ab

Flat (LMC) 1.60 1.95 −4.038(±0.005) N/Ab N/Ab

Linear(Blue) 1.60 1.95 −4.040(±0.002) + 0.018(±0.018)(c− 1.75) 0.42 0.004
Linear(All) 1.45 2.20 −4.037(±0.003) + 0.053(±0.019)(c− 1.80) 0.07 0.006
Quad (ZP)a 1.45 2.20 −4.045(±0.002) + 0.091a(c− 1.5)2 − 0.007a(c− 1.5) N/Ac 0.004

Table 1.3: Final TRGB Calibrations. c in all cases is a placeholder for (V − I)0. Only
statistical/formal uncertainties are quoted here. The full error budget for each zero point is
presented in chapter 2. Note the different pivot colors adopted for each of the Linear and
Quad calibrations. The Quad calibration is preferred and bolded.
aOnly the intercept of this relation was fit for in this study. The color terms were adopted
directly from Jang & Lee (2017)[27] and allowed to vertically rescale to best fit this study’s
TRGB measurements of the Clouds. The reader is referred to that study for uncertainties
on the adopted curvature parameters and for transformations to HST bandpasses.
bThere is no p-value or Fit RMS for the Flat calibrations, because they were determined
from a nonparametric edge detection, and not from a minimization of a parametric model’s
residuals.
cThere is no p-value for the Quad calibration because only the zero point was fit for, with
the color terms adopted from an external study (see note a).

The JL17 quadratic calibration, after re-fitting for only the vertical intercept of their

QT relation, provides the best fit (RMS = 0.004 mag) to the full color range of TRGB

measurements, while the R07 equation produces an order of magnitude larger scatter (RMS

= 0.033 mag) and is not considered further. The poor fit of the R07 slope is likely caused by

an issue in their transformation from space to ground filter systems, because the other TRGB

slopes determined by R07 in the Hubble Space Telescope (HST) filter sets are consistent with

the analogous equations presented in JL17. Both studies performed their color calibrations

in the native HST filters then later transformed to ground-based magnitudes.

Note the quadratic terms were not newly fit for here and only the intercept was allowed to

vary, meaning the external JL17 model predicts the TRGB color dependence observed in the

Clouds to millimag (sub-percent) precision. The updated QT zero point, along with the JL17

color terms are included as the last entry in Table 1.3. This is the author’s recommended

calibration and is valid over the full MC TRGB color range 1.45 < (V − I)0 < 2.20 mag.

It is important to consider the universality of the newly presented calibrations. A long-
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standing question of the TRGB concerns the extent to which differences in stellar age might

systematically alter the color-metallicity relation of TRGB stars, potentially breaking the

assumed universality of a proposed color calibration.[52] Encouragingly, in this section it was

shown that the quadratic color dependence adopted from JL17—which they determined from

observations of the outer regions of L∗ galaxies—describes very well the TRGB magnitude-

color relation of the MCs measured in this study and that of the Local Group dwarfs from

R07.[48] This consistency indicates that for RGB stars found in these environments either:

the age distributions overlap considerably (i.e., galaxy stellar halo populations resemble

those of satellite dwarfs), or age-dependent variations in the I-band TRGB magnitude are

minimal (which is a consistent result from stellar evolution theory). In either case, the I-

TRGB appears well-behaved and without a measurable bias across these host environments.

Conversely, the present calibration should only be used to measure distances to similar en-

vironments.

1.8 Understanding the Disagreement over the Measured

Brightness of the TRGB in the Clouds

Depicted in Figure 1.13a are previous calibrations of the TRGB in the literature that were

derived using the same photometric measurements of the LMC that were used in this study,

but under different assumptions about the dust reddening. This includes JL17, Gorski+18

(hereafter G18)[17], Yuan+19 (hereafter Y19)[74], Freedman+20 (hereafter F20)[13] and

Soltis+21 (hereafter S21).[56]

In Table 1.4 each of the studies’ originally presented TRGB zero point is included in the

left-most column. See chapter 3 for reproductions of each independent study (this excludes

Y19 and S21 which did not make new TRGB measurements). The second column of Table 1.4

shows the same TRGB values after having been renormalized to the same assumptions on

distance and dust reddening that were adopted for this study, enabling direct comparison
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a b

Figure 1.13: Addressing Disagreement over Measuring the TRGB in the LMC.
a, The on-sky locations of all recent calibrations in the LMC (tabulated in Table 1.4) are
plotted over a source density map of Upper RGB stars (V − I > 0.5 mag, I < 17 mag) in
the LMC (black points). The Jang&Lee (2017) (purple circles with dots)[27] measurements
were directly adopted and post-processed by Yuan+19[74] so they share footprints. The
same is true for the Gorski+18 measurements (orange rectangular outlines)[17] which were
adopted and post-processed by Soltis+21.[56] The inner 1 deg is excised as done in the Freed-
man+20 calibration (all black points). This study’s calibration sample is also shown (blue
outline). Note the JL17 fields overlap considerably and their representation here is decreased
in radius by a factor of two for clarity. b, Histograms (colored rectangles) of TRGB mea-
surements derived from the individual JL17/Yuan+19 (purple) and G18/Soltis+21 (orange)
fields scaled to an arbitrary height. The simple weighted average values adopted by Yuan+19
and Soltis+21 are plotted as vertical dashed and dot-dashed lines, respectively. Both studies
adopted 0.01 mag as the uncertainty on their mean TRGB measurements. Also shown is the
distribution of TRGB magnitudes measured from subsampled realizations of the unrestricted
LMC photometric catalog (no sample selection made), referred to as “Control” (solid black
curve, see Figure 1.9), along with the nominal measurement from this study (blue vertical
dashed line).
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between just the TRGB measurements. Comparing the renormalized TRGB values highlights

that the disagreement over TRGB calibration in the LMC goes beyond the assumptions made

of the dust reddening, and is equally tied to a significant disagreement over the brightness

of the TRGB as measured directly from the same OGLE-III star catalog.

The underlying reason for this discrepancy is demonstrated in Figure 1.13b. In it, the

two recent studies that presented very faint and low-uncertainty measurements of the LMC

TRGB relative to the rest of the literature (Y19 and S21) are compared to the distribution

of TRGB magnitudes determined in this study from the entire OGLE-III footprint (i.e.,

no selection cuts applied). This Control distribution was computed by subsampling with

replacement the RGB LF from Figure 1.8b to match the sample size of the calibration

sample in Figure 1.8c. It is apparent that the JL17 and G18 measurements adopted by Y19

and S21 sampled from a broader, secondary peak in the distribution of bootstrapped TRGB

magnitudes at a higher rate than Control. This introduces an artificial bimodality into the

TRGB measurements for these studies that is not representative of the LMC as a whole (as

traced by the Control distribution).

Y19 and S21 averaged over this bimodality and estimated the uncertainty as the standard

error on the mean of a univariate Gaussian distribution, which is not a valid assumption.

As a result, these studies suffer from at least a ∼ 0.05 mag (2% in distance and in units

of H0) bias that is not accounted for in their proposed calibrations of the TRGB distance

scale. [74, 56] See chapter 3 for why S21 suffers from an additional 0.04 mag bias due to

unaccounted-for metallicity effects.

1.9 Discussion

To highlight the consistency of the new TRGB measurements presented in this study, we com-

pare the TRGB constraint on the relative distance modulus ∆µ between the LMC and SMC

to that derived independently from the DEBs. Differencing the flat LMC and SMC mea-
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surements suggests ∆µ = 0.488± 0.024 mag. Applying the quadratic JL17 color correction

to each galaxy’s measurements results in ∆µ = 0.494± 0.024 mag. Both values are in excel-

lent agreement with the independent constraints from the DEBs, ∆µ = 0.500± 0.017 mag.

The remarkable consistency between this study’s TRGB measurements and the geometric

DEB distances provides an important check on the accuracy of the presented analysis and

highlights our increasingly accurate understanding of the MC system as a whole.

After applying motivated sample selection cuts, the brightness of the TRGB in each of the

LMC and SMC was measured to its highest precision and accuracy to date. The color depen-

dence of the TRGB over the range of colors seen in the MCs was small and best described by

the external quadratic calibration presented in JL17. The TRGB was also used to constrain

the on-sky tilt of the LMC as well as the distance between the Small and Large Clouds.

Both results are in total agreement with the constraints based on the DEBs and provide a

compelling check on the self-consistency of this study’s TRGB measurements. Debate over

the brightness of the TRGB in the Clouds appears to be resolved and the precision of the

TRGB zero point calibration is improved to sub-percent precision in statistical uncertainty.
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CHAPTER 2

ERROR BUDGET

The additional error budget of the TRGB calibration is discussed here and tabulated in

Table 2.1, with separate columns for calibrations based in either the Large or Small Cloud.

In addition to the formal uncertainties on individual calibration zero points (parentheticals in

Table 1.3), a number of additional uncertainties are quantified or, in the case of the external

reddening and distance uncertainties, propagated from the original studies.

The dominant uncertainties in the LMC error budget are systematic uncertainties associ-

ated with the DEB distance (0.026 mag) and the adopted reddening corrections (0.017 mag).

The dominant uncertainty in the SMC calibration is statistical in nature and is due to the

galaxy’s measurable line-of-sight depth, which manifests as a vertical blurring of the SMC’s

TRGB feature (see again Figure 1.11b,c). The size of the effect naturally arises in the TRGB

measurement uncertainty (0.023 mag) and the statistical uncertainty on the DEB distance

(0.019 mag), both of which are about a factor of five times larger than their respective

quantities in the LMC calibration.

Error Term LMC SMC
stat. sys. stat. sys.
(mag) (mag) (mag) (mag)

Sample Selection 0.005 0.002 0.007 0.01
Extinction 0.006 0.017 0.004 0.022
DEB Distance 0.004 0.026 0.019 0.028
Photometry 0.004 0.01 0.004 0.01
Combined Uncertainties 0.010 0.033 0.021 0.038

Table 2.1: Additional Uncertainties in the TRGB Zero point Calibration. Uncer-
tainties here are to be added in quadrature to the formal zero point uncertainties quoted in
Table 1.3. The LMC quantities are to be used for all calibrations of Table 1.3 except for
Flat (SMC).
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2.1 Sample Selection

To estimate statistical uncertainties in the LMC calibration due to sample selection, the

fields in the calibration sample are jack-knife resampled to potentially identify anomalous

detections. The final TRGB magnitude is robust to resampling at the 0.005 mag level, and

that value is adopted as a statistical uncertainty. In the case of the SMC, the masked inner

region boundary is varied from r = 0.2 deg to r = 1.0 deg, with the full range of measured

Tip values spanning 0.007 mag. That value is adopted as a statistical uncertainty under

“Sample Selection” in Table 2.1. Varying the boundary of the also-masked Wing region of

the SMC over the same range of radii had no effect on the measured TRGB magnitude.

The effect of a radial cut (varied between 0 and 1 deg) on the LMC calibrating sample

was also tested, with no change observed in the measured TRGB magnitude.

In the case of the SMC, there is a substantial uncertainty due to its back-to-front depth.

In a recent study,[35] RR Lyrae were used to determine the line-of-sight depth of the SMC’s

spheroidal component to be 4 kpc (±0.14 mag) which places an absolute upper limit on

our ability to converge on a central value for the mean distance to the SMC. If we assume

one TRGB star provides an independent sampling of the mean SMC distance distribution,

then the uncertainty due to back-to-front depth can be estimated via the standard error,

i.e., 0.14/
√
(168) = 0.011 mag where the number of TRGB stars was estimated by selecting

for TRGB stars within 0.02 mag of the adopted Tip magnitude. The existing uncertainties

on the Tip detection (0.023 mag) and DEB distance (0.019 mag) more than encompass this

estimate on the uncertainty due to line-of-sight depth.

2.2 Geometry

In the case of the LMC, the effect of adopted plane geometry, from which distortion correc-

tions were applied on a star-by-star basis, was also considered. Using any of the three sets

36



5

10

15

20

25

30

None
Hoyt
P19
C21

14.2 14.4 14.6 14.8
I0

0.02

0.04

Figure 2.1: Comparison of Geometric Correction Models. Comparison of RGB LFs
and EDRs resulting from the three different sets of geometric corrections derived from: RR
Lyrae (C21, red solid curves)[6], the DEBs (P19, orange dashed curves)[42], and this study’s
TRGB measurements (Hoyt, green dotted curves). All three return consistent TRGB edge
locations which are sharper than the measurement without geometric corrections (None, blue
dot-dashed curves). The corrections based on the RRL-derived geometry (see text) produce
the sharpest edge feature and that set is adopted for the final calibration. The 2σ band
representing the nominal statistical uncertainty σ = 0.005 mag is plotted for reference.
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a b

Figure 2.2: TRGB measurement using model-independent corrections for the
LMC’s tilt. a, Twenty r < 35′ fields (circles of colored points) centered on the DEBs
(colored stars) are constructed and empirical (model-independent) geometric distortion cor-
rections are computed for each source equal to the distance measured to the DEB at the
center of its respective field. For sources contained in multiple DEB fields, a weighted (in-
verse variance) average of the associated DEB distances is used. The rest of the sources in
the LMC photometry are also plotted (black points). The DEB stars are colored according
to their offset in distance from the mean value in P19 (µ = 18.477 mag) while the sources
in the circular regions are colored according to the modeled corrections that were adopted
for the main analysis. b, The sample is then convolved with the main analysis calibration
selection (blue fields in Figure 1.8a). The agreement with the primary result (Figure 1.8b,c)
confirms that the modeled line-of-sight depth corrections adopted for the LMC calibration
are accurate. The 0.002 mag difference is folded into the error budget.
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of geometric corrections result in TRGB magnitudes all consistent to within 0.002 mag (Fig-

ure 2.1). Furthermore, in Figure 2.2, a TRGB measurement made using a model-independent

set of line-of-sight depth corrections is within 0.002 mag of the result using modeled correc-

tions. This value is adopted as a systematic uncertainty in the “Sample Selection” row of

Table 2.1.

An additional uncertainty in the SMC is explored by considering the effect that choice

of adopted center has on the final TRGB magnitude (since the innermost region is masked).

The adopted SMC center is varied between a range of values from the literature[5, 47, 35]

and the full range of measured TRGB magnitudes (0.01 mag) is adopted as an uncertainty.

This value is tabulated under the “Sample Selection” row in Table 2.1 as a systematic.

2.3 Extinction/Reddening

To estimate the statistical uncertainty due to adoption of the OGLE-IV reddening map[55],

their σ1 and σ2 quantities are used. These quantities are intended to characterize the am-

plitude of back-to-front differential reddening inherent to each pixel, i.e., the statistical un-

certainty associated with discretely sampling the distribution of dust along LMC sight lines.

To quantify the effect this uncertainty has on the final zero point calibration, the peak of the

σ1 distribution for the calibrating sample of TRGB stars (determined by selecting for stars

within 0.02 mag of the adopted TRGB magnitude) is divided by the square root of the sam-

ple size, resulting in 0.065/
√
156 = 0.005 mag for the LMC and 0.05/

√
168 = 0.004 mag for

the SMC. These quantities, after conversion to AI , are included as statistical uncertainties

in the Extinction row of Table 2.1.

The dominant uncertainty in the reddening lies in its zero point. Systematic uncertain-

ties on the zero point of 0.014 mag and 0.018 mag are adopted for the LMC and SMC,

respectively. These values are taken directly from the total RMS scatter in the OGLE-IV

calibration of the RC mean color, which used the SFD98/SF11 dust maps, as well as an em-
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pirically calibrated RC color vs. galactocentric radius relation, to determine the RC intrinsic

color throughout the MCs. This ensures that their reddenings are on the same system as

the widely-used SFD98/SF11 foreground dust maps and places this study’s TRGB calibra-

tion on the same extinction zero point as any TRGB measurement to which only integrated

foreground reddening corrections are required (e.g., in the SN Host stellar halo imaging that

calibrates the TRGB-SN H0).

The color-metallicity relation of the RC plays an important role in the OGLE-IV redden-

ing maps, especially since it is required to extrapolate the RC intrinsic color from the outer

regions of both Clouds (where they could calibrate directly to the SFD98/SF11 maps) to the

inner regions like those used for the present TRGB calibration. To perform this extrapola-

tion, they measured two empirical relations: a metallicity-radius relation for each Cloud and

a color-metallicity relation for RC stars. Notably, both of these were determined empirically

with measurements made in the MCs themselves (spectroscopic metallicities of red giants

and star clusters paired with OGLE-IV photometry). Also, the RC color-metallicity rela-

tion from the OGLE-IV map[55] differs by no more than 0.02 mag from a recent theoretical

prediction[36] at either end of the LMC’s metallicity range, suggesting the dependence of

the RC color on metallicity is well-behaved. It is thus concluded that the current adopted

systematic reddening uncertainties (again, taken to be the full scatter in the (V − I)RC vs.

E(V −I)SFD98/SF11 vs. radius relation for each Cloud) sufficiently account for uncertainties

in the RC color-metallicity relation. Furthermore, any systematic effect on the RC intrinsic

color due to an age dependence of the RC intrinsic color is minimized in this study because

only regions with well-defined TRGB features have been considered. Because the TRGB

also requires a pristine, older population of stars, it becomes likelier that the RC stars that

coincide with the TRGB calibration sample will be similar to the RC population that makes

up the intrinsic color calibration in the quiescent outer regions of each Cloud.
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2.4 Photometry

In the case of the LMC, there exist two OGLE photometric catalogs, the primary photometric

maps[65] and the OGLE-Shallow survey,[68] both of which have been used in prior studies

of the LMC TRGB. The two result in slightly different (0.004 mag) final TRGB calibration

results and that quantity is adopted as an additional statistical uncertainty (since there is no

clear choice of which photometry might set the “true” baseline). The same quantity is also

propagated to the SMC, despite the lack of an equivalent “Shallow” catalog to perform the

same comparison. Lastly, a systematic uncertainty equal to 0.01 mag is adopted for both

galaxies based on the OGLE collaboration’s preferred uncertainty on their photometric zero

points.
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CHAPTER 3

REPRODUCTIONS AND RENORMALIZATIONS OF

LITERATURE STUDIES

In this chapter, the literature studies discussed in the main text are reproduced, if possible.

To enable congruous comparison with the TRGB calibration determined in this study, each

of the literature studies’ results are rescaled onto the OGLE-IV reddening map[55] and the

latest DEB distances from the Araucaria Project.[42, 22]

3.1 Notes on Geometric Corrections in Pietrzynski+19

ECL-09678
SC9-230659

ECL-18365

Figure 3.1: Geometric Correction Models and the P19 DEB Distances. Upper RGB
(V − I > 0.5 mag, I < 17 mag) stars from OGLE-III are plotted and colored according to
their associated geometric distortions, as computed with Equation 1.4 and the fit parameters
from P19. Also plotted are the 20 DEBs from P19, color-coded according to the “corr” values
tabulated in their Table 1. The lines of nodes from P19, C21, and this study are plotted
(green, orange, and red lines, respectively). For reference, the position angle of the Bar as
determined from HI observations[49] is plotted (blue line). DEBs with anomalous “corr”
values in P19 Table 1 are annotated and discussed in the text. Equatorial coordinates are
converted to physical, Cartesian coordinates using µ = 18.477 mag.[73] Note the inverted
scale as compared to Figure 2.2. This inversion is to be consistent with the P19 representation
of the geometric distortions as corrections to be made, rather than measured distances.
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During computation of the geometric distortion corrections (see again subsection 1.2.4),

it was noticed that the “corr” values contained in Table 1 of the DEB distance paper [42, here-

after P19] do not appear consistent with the predictions from their best-fit planar model of

the LMC disc. To illustrate this point, the DEBs ECL-09678 and SC9-230659 are highlighted

in Figure 3.1a. The two DEBS are in very close proximity to each other (separated by only

19′) but are tabulated in the original P19 Table 1 as having predicted line-of-sight corrections

that differ by 0.026 mag (or 0.59 kpc at a distance 50 kpc), a gradient that far exceeds all

known measurements of the LMC’s on-sky tilt. Another illustrative outlier is ECL-18365

which, according to its listed coordinates, is located on the more distant, SW side of the

line of nodes, while the P19 “corr” value states that it is predicted to be 0.033 mag nearer.

It is not possible for a smooth planar model to produce these high-frequency variations in

predicted line-of-sight distance.

Summarizing the situation, it was found that the standard deviation of the DEB distances

in P19 increases from σµ = 0.026 mag without any geometric corrections applied to σµ =

0.028 mag, after adding the “corr” values quoted in P19 Table 2. Conversely, if the corrections

are instead re-computed here using Equation 1.4 and the P19 planar fit parameters (Θ =

132◦, i = 25◦), the dispersion in the distortion-corrected DEB distances decreases as expected

to σµ = 0.022 mag, which is closer to the typical uncertainty quoted for each DEB distance

measurement (σ = 0.019 mag). It would appear that the parameters quoted for their LMC

planar fit were reported accurately, but some minor inconsistencies were introduced in the

presentation of the data (their Table 1 and Figure 2). The source of the inconsistency is

unclear but from this analysis it becomes clear the issue was introduced in post-production

and did not affect their results.

In any case, the actual effect on computing the mean distance to the LMC is trivial.

When using any of the three sets of DEB distances— (1) with no geometric correction, (2)

after applying the apparently inaccurate corrections tabulated in the “corr” column of P19
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Table 2, or (3) using the updated and accurate P19 geometric corrections re-computed here

—the maximal difference in the mean LMC distance is only 3 mmag.

3.2 JL17/Y19

3.2.1 Original Study

After calibrating the run of the I-band TRGB magnitude with V I color (see again Fig-

ure 1.12), JL17 measured the TRGB in r ≤ 50′ fields centered on the eight DEBs that

defined their adopted distance.[41] They used RC reddening maps calibrated to a theo-

retical intrinsic color calibration[24] and the DEB distance (and accompanying geometric

corrections)[41] to bring their TRGB measurements onto an absolute system and determine

a TRGB zero point. They provided two calibrations based in the LMC: a “blue-TRGB”

which selected for only metal-poor TRGB stars, MI = −3.970±0.102 mag and a calibration

using their externally-determined quadratic color correction (MI = −3.998± 0.096 mag for

(V − I)0 = 1.80 mag). These calibrations are tabulated in the first two rows of Table 1.4

with the DEB distance uncertainties subtracted out.

Looking at the measurements made by JL17 (their Figure 10 and Table 5), there is an

apparent internal discrepancy between the individual QT and “blue TRGB” measurements

for their eight EB fields. As an introduction, the blue edge of their RGB selection box for

the blue-TRGB measurements was positioned at (V − I)0 = 1.5 mag, exactly at the pivot

color of the QT correction (pictured in Figure 1.12). Thus, all of their QT corrections in

the LMC should have monotonically brightened the TRGB magnitudes by a predictable

amount based on the mean color of TRGB stars in those fields. This however was not

always the case. For example, their field EB8 TRGB measurement became 0.05 mag fainter

after the QT color correction, which should not be possible. Similarly, fields EB6 and EB7

both became 0.08 mag brighter when measured in the QT-rectified CMD. However, if one
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directly computes the expected color-correction based on their QT function (see Quad row

of Table 1.3), the exact correction values are 0.027 mag and 0.017 mag, for mean colors

(V −I)0 = 2.00 mag, and (V −I)0 = 1.90 mag, respectively. This inconsistency between the

QT and blue TRGB detections is likely real and a reflection of the ambiguous nature of the

TRGB detections in those fields. Put another way, even small percent-level modifications

to the stellar magnitudes (via color-rectification) and sample selection (color selection box)

can introduce 5-10% discrepancies in the measured TRGB magnitude, up to a factor of four

larger than expected and the level of the disagreement that motivated this study. This will

now be confirmed.

The TRGB is re-measured to each of the JL17 fields and it is found that the EDRs for

five of the eight DEB-centered fields exhibit strongly bimodal responses, similar to those cut

in stage 2 of the selection cuts (Figure 1.6). Only three of eight JL17 fields were found to

exhibit clear, unambiguous TRGB measurements: EB4, EB7, and EB8. My measurements

to these fields are in excellent agreement with those of JL17 (after correcting for differences

in reddening), except for the TRGB measurement to EB7 for which I find an unambiguous

bright peak 0.10 mag brighter than that measured by JL17. Notably, the five low-quality

fields overlap considerably (as was shown in Figure 1.13 near α = −77◦, δ = −69◦), so the

bimodal feature is likely sourced by the same local stellar population. Indeed, the overlap is so

considerable that there are 640000 sources contained in total across all eight fields (including

overlapping sources). That number decreases to 340000 after exclusion of duplicates.

To illustrate the bimodality in the JL17 measurements the TRGB was measured to the

eight JL17 fields in two ways: allowing the edge detector to trigger anywhere, and where it

was forced to trigger on the brighter of the two observed peaks. From the former unrestricted

analysis, the mean TRGB was found to be 14.50± 0.040 mag, while the latter set the mean

TRGB magnitude is 14.46±0.011 mag, where the quoted error bars are the total dispersion.

The former is identical to what JL17 originally measured to their eight fields (after taking
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Figure 3.2: Composite CMD Measurement from the JL17 sample. Instead of con-
sidering each of the eight, r < 50′ DEB-centered fields separately as done by JL17 and Y19,
a composite CMD is formed from the set union of the eight fields. The field-by-field average
and uncertainty adopted by JL17 (red band) and Y19 (blue band) is shown. The choice
made by Y19 to reduce the JL17 uncertainties makes the bias in the field-by-field average
statistically significant. The composite CMD approach aggregates power in what is ostensi-
bly the true, constant-luminosity TRGB which produces an unbiased final result; the biased
TRGB features only add noise and a long tail of smaller peaks in the EDR.

into account the updated DEB distances and reddening map). In the latter case, the smaller

scatter and brighter mean magnitude would suggest that the brighter of the two peaks

likely represents the true TRGB magnitude in each field. Crucially, the authors noticed this

bimodality and adopted an appropriately large uncertainty (0.04 mag uncertainty on the

average and an additional 0.02 mag to account for intermediate-age contamination).

Later, Y19[74], however, in their adoption of the central values of the JL17 blue-TRGB

measurements, did not also propagate the JL17 uncertainties, thereby increasing the sta-

tistical significance of this bias in their proposed calibration. Y19’s calibration MF814W =

−3.97± 0.046 mag is shifted back to MI = −3.952± 0.046 mag by their measured ground-

to-HST offset I −F814W = 0.018 mag. This value is entered in the fourth row of Table 1.4.

Furthermore, if the TRGB is measured from a composite CMD constructed from the set

union of the eight JL17 DEB fields, then the bias in their field-by-field average calculation

(red band in Figure 3.2) is weakened, with the source of the bimodality in their individual

measurements also identified (note how the field-by-field average sits in the middle of two
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peaks). Again, the uncertainty from Yuan+19[74] is confirmed to be a significant underesti-

mate of the underlying distribution (blue band Figure 3.2). The value I0 = 14.447±0.02 mag

determined from this approach (gray band) is in agreement with the result from this study.

3.2.2 Renormalization to Homogeneous Reddening and Distance

Measurements

To accurately compare the original JL17 results with this study’s results, the JL17 zero

points are shifted by the average offset between their adopted RC reddening map[24] and

the OGLE-IV[55] reddening map adopted for this study (∆E(V − I) = +0.032 mag).[55]

The zero point is also updated from the old DEB distance from the Araucaria Project[41]

to the latest distance ∆µ = +0.016 mag[42]. Their blue-TRGB calibration becomes MI =

−3.993± 0.059 mag and the QT zero point becomes MI = −4.020± 0.046 mag, where the

extinction and distance uncertainties have been subtracted out. These renormalized zero

points are tabulated in the second column of Table 1.4 under the “Renormalized” block and

are consistent with this study’s measurements to within the uncertainties.

The Yuan et al.[74] zero point is also shifted by the average offset between the two

reddening maps, giving MI = −3.991 ± 0.027 mag. They had already updated the JL17

calibration to the latest DEB distance.

3.3 G18

3.3.1 Original Study

G18 presented a multi-wavelength calibration of the TRGB magnitude using a selection of

14 (out of 116 available) centrally located, metal-rich fields. They determined a TRGB zero

point of −4.119± 0.008 mag at (V −K)0 = 3.8 mag. After extrapolating to the mean color

(V −K)0 = 4.0 mag of their LMC fields, the LMC zero point is −4.088± 0.011 mag.
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Figure 3.3: Reproductions of the G18 results. a. G18 results reproduced as originally
quoted. The TRGB magnitudes from their Table 1, after applying their Table 2 corrections to
an absolute system, are plotted (blue circles) with the best-fit line (solid blue line). Absolute
magnitudes and colors from Table 2 (green squares) are plotted with a best-fit (dashed green
line) line. The adopted calibration from G18 Table 3 is also shown (dot-dashed orange line).
None of the three datasets were consistent with one another. b. Rescaling the absolutely
calibrated G18 Table 1 measurements onto the OGLE-IV reddening zero point (blue points
and line). The original G18 calibration is plotted for reference (dot-dashed orange line).
Plotted is the TRGB calibration presented by Soltis et al.[56] that is meant to be made from
this same dataset, where the authors did not control for metallicity/color (dashed red line).

As in the previous section, the G18 analysis is revisited at the photometry level to verify

their TRGB measurements can be reproduced. To each of their adopted fields (5/40 available

in the SMC and 14/116 available in the LMC), the apparent TRGB magnitude is determined.

Good agreement is found with the G18 TRGB measurements presented in their Table 1, with

an offset of ITRGB − ITRGB
G18 = +0.006± 0.03 mag when using an un-weighted Sobel kernel

vs. −0.017 ± 0.028 mag when using the Poisson-weighted Sobel (the “PN” filter, following

the nomenclature defined in G18). Thus, it is confirmed that both sets of methodologies

are consistent in their TRGB measurements. A divergence is seen between the TRGB as

measured via weighted and unweighted edge detection kernels. This is consistent with G18’s

findings and is explained by the low quality TRGB features contained in these fields that

cause small changes in edge measurement methodology to produce significant shifts in the

measured Tip magnitude. This is only a problem in the kinds of populations that were

removed from this study’s analysis.
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After confirming the raw G18 measurements could be reproduced, it is sensible to now

check for internal consistency between their Table 1 (apparent measured magnitudes), Ta-

ble 2 (calibrated absolute magnitudes), and Table 3 (final adopted calibration). However,

consistency between any of their three tables was not able to be established. The absolute

magnitudes in their Table 2 (green squares in Figure 3.3a) could not be reproduced by com-

bining the Table 1 apparent magnitudes, the tabulated reddenings and presented values of

Aλ, the tabulated geometric corrections and their adopted DEB distance (blue circles in

Figure 3.3a).[41] Furthermore, the calibration equation in their Table 3 (orange dot dashed

line in Figure 3.3a,b) could not be reproduced from a fit to either the data in Table 1 (solid

blue line in Figure 3.3a) or Table 2 (dashed green line in Figure 3.3a). The three sets of

calibrations in order of Table 1 to 3 are:

MG18
I = −4.084(±0.011) + 0.063(±0.045)(V0 −K0 − 3.8)

= −4.067(±0.009) + 0.059(±0.039)(V0 −K0 − 3.8)

= −4.107(±0.008) + 0.094(±0.034)(V0 −K0 − 3.8)

indicating the very steep slope and bright zero point of the TRGB as presented by G18

cannot be reproduced from their tables.

Indeed, the absolute magnitudes and dereddened colors in Table 2 are not the same

values plotted in their Figures 6, 7, and 8 which were used to determine their calibration.

For example, the brightest MI value in their Table 2 is −4.119 mag, while the brightest MI

value in their Figures 6, 7, and 8 is close to −4.18 mag. The source of disagreement between

the values quoted in their Table 2 and those plotted in Figures 6, 7, and 8 is not understood.

It was also not clear from where G18 derived their adopted ratios of selective to total

absorption. In their paper it is stated that they used a “Schlegel et al. reddening law.”1

1. Note that the reddening law adopted by SFD98 is a combination of the O’Donnell (1994) and the
Cardelli, Clayton, and Mathis (1989) curves.
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However, after direct inspection of SFD98 Table 6, the G18 adopted value of AV = 1.08RV

for RV = 3.1 could not be confirmed, and the same is true for the rest of their adopted ratios

of selective-to-total absorption.

3.3.2 Renormalization to Homogeneous Reddening and Distance

Measurements

To enable accurate comparison with this study’s calibrations, the magnitudes from G18

Table 1 and colors from G18 Table 2 are shifted by the differences between the later pre-

sented Gorski+20[18] reddening map and that from OGLE-IV (∆E(V −I) = 0.048 mag and

0.045 mag for the SMC and LMC, respectively).[55] The magnitudes are then calibrated by

the updated DEB distances [42, 22] and a new fit is made to these renormalized datapoints

(blue points and blue solid line in Figure 3.3b).

The best-fit line is MG18′
I = −4.008(±0.012) + 0.037(±0.045)(V0 − K0 − 3.8). Scaling

the zero point to the mean LMC color of (V − K)0 = 4.1 mag returns a value MI =

−3.997 ± 0.018 mag, which is entered into Table 1.4 under the Renormalized column. By

simply updating to modern DEB distances and to the S21 reddening map, the slope is

considerably flattened as compared to that originally adopted by G18 (orange dot-dashed

line in Figure 3.3).

Soltis et al.[56] quoted an MI = −3.96 ± 0.011 mag using these same measurements

presented in G18 (red dot-dot-dashed line in Figure 3.3b). However, they took a simple

average of the raw G18 magnitudes and did not account for color/metallicity effects, which

was a primary goal of the original G18 study. As a result, their quoted calibration is biased

to fainter magnitudes by ∼ 0.04 mag, in addition to the similarly-sized bimodality bias

discussed in the main text and in Figure 1.13.

50



3.4 F20

3.4.1 Original Study

F20 presented a calibration of the TRGB zero point using a differential, multi-wavelength

technique that simultaneously constrained the distances and reddenings to TRGB stars. F20

detailed the sample they used to perform their LMC analysis, despite claims made to the

contrary in the recent literature.[36, 56] Directly following their Sections 3 and 3.2, the entire

OGLE-III (in their case OGLE-III Shallow) footprint, minus the inner 1 deg, is adopted for

the reanalysis undertaken in this section.

3.4.2 Renormalization to Homogeneous Reddening and Distance

Measurements

To compute the F20 renormalized result, a scalar offset in MI is determined from the

difference between the mean of the OGLE-IV reddening map over the entire F20 sample

(E(V − I) = 0.113 mag) and the F20 reddening determination (E(V − I) = 0.136 mag)

which gives MI = −4.018 mag.

3.4.3 On the F20 SMC Calibration

F20 also presented a separate TRGB zero point calibration using the SMC with the SFD98/SF11

foreground estimate of AI = 0.056, an earlier DEB distance[20], and an apparent TRGB

measurement I = 14.93 mag to determine an MI = −4.09 ± 0.03stat ± 0.05sys mag. How-

ever, given the agreement of their quoted apparent TRGB measurement with this study’s

extinction-corrected measurement, it is likely that the TRGB magnitude quoted as appar-

ent by F20 had already been corrected for foreground extinction, i.e., the reddening cor-

rection may have been twice-applied. This is corroborated in a follow-up discussion in

Freedman21.[11] Adopting instead 14.93 as the extinction-corrected TRGB, their SMC de-
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termination becomes −4.035± 0.03stat± 0.05sys mag, which is in very good agreement with

the measurements of this study.

As a check, the apparent TRGB magnitude is measured from the SMC using the same

error estimation methodology of this study and determined to be I = 14.99 ± 0.03 mag.

Adopting the updated G20 DEB distance, and again the SFD98/SF11 foreground estimate,

gives MI = −4.040± 0.04stat± 0.03sys mag. This value is in very good agreement with that

determined in this study.
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