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ABSTRACT

This thesis, based on two papers by Satishchandran and Wald [1, 2], investigates the behavior

of classical and quantum fields in scattering theory in asymptotically flat spacetimes. It has

been known that the presence of massless fields will give rise to a “memory effect” in four

dimensions. At order 1/r a massless field generically will not return to the same value at late

retarded times as it had at early retarded times. This memory effect is deeply connected to

the asymptotic symmetry group of an asymptotically flat spacetime as well as the infrared

divergences encountered in quantum field theory and quantum gravity. The full scope of this

thesis is to fully understand the relationship between these seemingly disparate phenomena

and develop an infrared finite scattering theory in QFT and quantum gravity. To understand

the origin of these relationships we investigate the behavior of massless scalar, electromagnetic,

and gravitational perturbations near null infinity in all dimensions greater than or equal to

4 assuming that they admit an expansion in 1/r. We consider the gravitational memory

effect and show that in even dimensions, the memory effect is at Coulombic order and can be

decomposed into null and ordinary memory. In odd dimensions, the memory effect vanishes.

In 4 dimensions, there is a close relationship between memory and the supertranslations

charge/flux relations. We then show that the vanishing of memory of at radiative order

is responsible for the lack of IR divergences in higher than 4 dimensions but is directly

responsible for IR divergences in 4 dimensions. IR divergences are artifacts of trying to

represent states with memory in the standard Fock space. For a well-defined S-matrix, it is

necessary to define in/out Hilbert spaces with memory. Such a construction was given by

Faddeev and Kulish (FK) for QED. Their construction "dresses" momentum states of the

charged particles by pairing them with memory states of the electromagnetic field to produce

states of vanishing large gauge charges at spatial infinity. However, in massless QED, due to

collinear divergences, the "dressing" has an infinite energy flux so these states are unphysical.

In Yang-Mills theory the "soft particles" used for dressing also contribute to the current
x



flux, invalidating the FK procedure. In quantum gravity, the analogous FK construction

would attempt to produce a Hilbert space of eigenstates of supertranslation charges at spatial

infinity. However, we prove that there are no eigenstates of supertranslation charges except

the vacuum. Thus, the FK construction fails in quantum gravity. We investigate some

alternatives to FK constructions but find that these also do not work. We believe that to

treat scattering at a fundamental level in quantum gravity - as well as in massless QED and

YM theory - it is necessary to take an algebraic viewpoint rather than shoehorn the in/out

states into some fixed Hilbert space. We outline the framework of such an IR finite scattering

theory.
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CHAPTER 1

INTRODUCTION

In both classical and quantum scattering theory one is often interested in the description of

the “outgoing” field at large distances from the “source”. At asymptotically late times, any

radiative degrees of freedom propagate away from sources and the fields are approximately

free. In a scattering process such as, for example, the classical merger of black holes or the

quantum scattering of charged particles in QED, the outgoing fields encode the details of

the scattering event which can be measured by LIGO or the LHC. The prediction of the

“outgoing” field at asymptotically late times given “incoming” initial data at asymptotically

early times is known as “scattering theory”. In the quantum theory, this approach embodies

the “S-matrix formalism” of quantum field theory and is widely viewed as a fundamental

approach to quantum gravity.

In this thesis, we examine fundamental aspects of classical and quantum scattering theory.

In particular, over the past half-century, there are three seemingly disparate insights and

issues in scattering theory in four spacetime dimensions that have been argued to be deeply

related [3, 4]. (I) The discovery that the group of symmetries of scattering theory is actually

an infinite dimensional group of “asymptotic symmetries” [5]. (II) The well-known issue

of “infrared divergences” in the standard quantum S-matrix in the presences of massless

particles due to the emission of an infinite number of low-frequency massless particles in

any generic scattering process [6, 7, 8, 9]. (III) The existence of the memory effect which,

in the gravitational case, is the permanent relative displacement of an arrangement of test

particles due to the passage of a burst of gravitational radiation [10]. In Maxwell theory,

the “electromagnetic memory effect” corresponds to a permanent “momentum kick” of a test

charge due to the passage of a burst of electromagnetic radiation [11]. While the gravitational

memory effect is expected to be experimentally detected by LIGO or LISA [12, 13, 14], it
1



also plays a fundamental role in both classical and quantum scattering theory. Indeed, as we

explain below, the existence of the memory effect in four dimensions implies the enlargement

of the asymptotic symmetry group and is the obstruction to defining the standard S-matrix

in the quantum theory [3, 15].

This thesis is divided into two parts. In chapter 2, we first analyze the classical memory

effect in all spacetime dimensions. An important aim of this analysis is to clarify the origin

of the relationship between memory, symmetries and infrared divergences. In chapter 3, we

then consider the quantum implications of the memory effect where we argue that one must

go well beyond the traditional S-matrix formulation of scattering theory in order include

memory as a quantum observable and have a well-defined, infrared finite scattering theory in

quantum field theory and quantum gravity.

We now turn to the description of this work.

1 The asymptotic behavior of massless fields in all spacetime dimensions

The classical memory effect is a radiative effect defined at asymptotically large distances from

the source. Therefore an analysis of memory requires a precise analysis of the asymptotic

behavior of massless fields. This analysis was first carried out in four dimensions by Bondi

and collaborators in the 1960’s [16, 17, 18] by assuming a 1/r expansion of the metric near

“null infinity” (r → ∞ at fixed retarded time u). The primary aim of sec. 2 of chapter 2 is

to extend this analysis to all d ≥ 4 spacetime dimensions. To achieve this we assume an

expansion in powers of 1/r as an ansatz in a similar spirit to the original analysis by Bondi

and collaborators. The generality of this ansatz is shown in Appendix A where we shown

that, for d even, our ansatz is compatible with smoothness of the metric at I +.

The main results of sec. 2 of chapter 2 are given in Props. 2.1 and 2.2 as well as Theorems 1–

2



3. These results can be summarized as follows: we show that if one can choose a gauge

compatible with our ansatz in which the massless fields satisfy a wave equation near null

infinity, then a recursive solution can be straightforwardly obtained order by order in 1/r

given “free data”, up to constraints, at “radiative order” O(1/rd/2−1) or “Coulombic order”

O(1/rd−3). For electromagnetic fields or linearized gravitational fields the relevant gauge

in which these propositions apply is the “Lorentz gauge” whereas in fully nonlinear general

relativity the relevant gauge is the Harmonic gauge. We prove in Props. 2.3–2.5 that the

only obstruction to putting the fields in these gauges is in d = 4 if there is a non-vanishing

flux of charge current to I + in the electromagnetic case or a non-vanishing energy flux in

the gravitational case. This is clearly far too restrictive in general relativity and therefore

in d = 4 one must use the “Bondi gauge” conditions. However, in higher dimensions this

approach yields a simpler and more straightforward method for analyzing the behavior of

massless fields near null infinity in higher dimensions.

2 The memory effect in all spacetime dimensions

Given this asymptotic analysis of sec. 2 of sec. 2 we then straightforwardly analyze the

gravitational memory effect for any scattering scenario where the metric is stationary at

leading order in 1/r at early and late times. The precise stationarity conditions at early and

late times are spelled out in sec. 3.1 of chapter 2. We focus particularly on the gravitational

memory effect, but exactly similar conclusions shall hold in the electromagnetic case. In four

dimensions, it can be shown that the memory effect naturally decomposes into “null memory”

and “ordinary memory”. “Null memory”, which was originally discovered by Christodoulou,

is associated with a flux of energy to null infinity [19]. Ordinary memory, which was originally

discovered by Zel’dovich and Polnarev [10], can be associated with the metric being non-

stationary at one order faster than “Coulombic order” which, in four dimensions, is at order

3



1/r. This will generically occur if there is a flux of matter stress-energy at past or future

timelike infinity. In sec. 3 of chapter 2 we generalize this result to all spacetime dimensions.

More precisely, we prove that the memory effect vanishes at all fall-off slower than Coulombic

order and is first non-vanishing at Coulombic order O(1/rd−3). In even dimensions we prove

that the Coulombic order memory admits a decomposition into “ordinary memory” and “null

memory” in a manner similar to the decomposition in four dimensions. However in odd

spacetime dimensions, we show that the total memory effect at Coulombic order vanishes.

Given this decomposition we then investigate the general relationship between memory

and symmetries in sec. 3.4 of chapter 2. In four spacetime dimensions, there are two ways

in which memory is related to asymptotic symmetries. The first way is when memory can

be expressed as a diffeomorphism. The memory effect is physically the displacement of

test masses due to the passage of radiation. In four dimensions, it has been previously

noted that this displacement can correspond to a diffeomorphism. This diffeomorphism is an

asymptotic symmetry known as a “supertranslation” which is an “angle dependant” time

translation and does not lie in the usual Poincaré group. Physically this implies that, due to

the flux of radiation, the early and late time frames in the stationary eras are related by (at

least) a supertranslation which is not a degeneracy of the symplectic form [20]. Therefore,

the existence of memory implies the enlargement of the asymptotic symmetry group to

include all supertranslations in four dimensions. The second way memory is related to

symmetries is through “charge-flux” relations. Asymptotic supertranslations can be used

to generate corresponding “supertranslation charges” whose total flux through all of I + is

determined by the memory and the null memory [21]. The change in the supertranslation

charge between asymptotically early and late times is equivalent to the ordinary memory

effect and so this “charge-flux” relation can be equivalently viewed as a rearrangement of the

memory formula expressed in terms of ordinary and null memory. These charge-flux relations

can be similarly defined at past null infinity. The matching of supertranslation charges at

4



spatial infinity [22, 23, 24, 25, 26] relates the incoming charges, memory and null memory to

the corresponding outgoing quantities at future infinity and plays an important role in the

quantum scattering theory in chapter 3.

While these arguments illustrate the necessity of the enlargement of the asymptotic

symmetry group in d = 4 we show that memory is not related to any symmetries for d > 4.

To see this, we first show that the memory effect can always be decomposed into scalar,

vector and tensor parts on the (d− 2)-sphere. The null memory is always of scalar type but

the ordinary memory can be of scalar, vector or tensor type. Furthermore, we show that all

types of memory can be sourced by physically reasonable matter distributions which satisfy

the dominant energy condition. We show that memories of vector and tensor type cannot be

described by a diffeomorphism. Memories of scalar type can be described by a diffeomorphism

but this diffeomorphism is pure gauge for d > 4 and is precisely a supertranslation in d = 4.

We give an explicit example in four dimensions of a shell of matter with vector stresses

which gives rise to a vector ordinary memory effect. Since vector memory is not related to

diffeomorphisms, this shows that even in four dimensions there is no general correspondence

between memory and symmetries. We also consider the relationship between the Coulombic

memory effect to charges and fluxes in higher dimensions. The ordinary memory effect

in higher dimensions can again be interpreted in terms of the difference of “charges” and

therefore its “flux” can be expressed in terms of the higher dimensional memory and null

memory. However, these “charges” are not generated by any local symmetries on I +.1

For these reasons, one can consistently reduce the asymptotic symmetry group to the finite

dimensional Poincaré group in d > 4 spacetime dimensions whereas one cannot consistently

do so in d = 4.

We finally consider, in sec. 3.7 of chapter 2, the relationship between memory and “infrared

1. One could instead attempt to define supertranslation charges following the methods of [21]. However,
the charges associated to supertranslations in higher dimensions diverge at null infinity [20, 27]
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divergences” in quantum scattering theory. As is well-known, there are no infrared divergences

in dimensions d > 4. The main purpose of this subsection was to understand this statement in

terms of memory and its relation to the existence of the Weinberg soft graviton theorem which

holds in all dimensions and implies the factorization of S-matrix amplitudes into “hard” (high

frequency) and “soft” (low frequency) parts [28]. The full algebra of asymptotic observables

and its corresponding quantization is given in detail in chapter 3 however, to see the essential

differences between four and higher dimensions we considered the simple model of linearized

quantum gravity coupled to a classical stress energy. We show that if the classical stress

energy produces classical radiation with no memory then the “out” graviton state is in the

standard Fock representation. However, if the classical stress tensor produces a classical field

with memory then the “out” graviton state has an infinite number of low-frequency gravitons

and cannot be represented in the standard Fock representation. This state with memory,

however, can be expressed as a state in an inequivalent Fock representation. Given an infrared

cutoff, we show that one can factor the state into “hard” part (which lies in the standard

Fock space) and “soft” part (which lies in an inequivalent “memory Fock representation”).

We argue that this factorization should hold more generally and is equivalent to the Weinberg

soft graviton theorem. In higher dimensions, we show that “out” states with non-vanishing

higher dimensional memory lie in the standard “out” Fock space. This is due to the fact

that the memory occurs at “Coulombic order” and not “radiative order” and therefore does

not affect the quantization of the radiative gravitons. Additionally, one can do a similar

‘hard/soft” splitting of the “out” state but there is no necessity to do so in order to describe

the “out” state as a Fock space state. In this regard, the S-matrix as a map on the standard

Fock space is perfectly well-defined in d > 4 dimensions but one runs into serious issues

in defining the S-matrix d = 4 spacetime dimensions. More precisely, in the full quantum

scattering theory one will have non-vanishing amplitudes for the “out” state to lie in different

memory Fock representations. Therefore, a well-defined scattering theory in four dimensions

6



must include all of the uncountably infinite number of memory Fock representations in both

the “in” and “out” Hilbert spaces. Whether such a Hilbert space exists in quantum field

theory or quantum gravity is considered in chapter 3.

In summary, in four spacetime dimensions, the memory effect is intimately linked to the

enlargement of the asymptotic symmetry group to the BMS group as well as the infrared

divergences found in the standard S-matrix formulation of scattering theory. In higher

dimensions, the memory occurs at Coulombic order O(1/rd−3) whereas radiation decays as

O(1/rd/2−1). Therefore, for d > 4, the memory no longer occurs at radiative order and this

is ultimately the reason for the reduction of the asymptotic symmetry group to the Poincaré

group as well as the lack of infrared divergences in higher dimensions.

3 Infrared finite scattering theory in quantum field theory and quantum

gravity

In chapter 3 we investigate the long-standing problem of defining an “infrared finite” scattering

theory in quantum field theory and quantum gravity. As described above, the outgoing

state will generically have memory and cannot be represented as a state in the standard

Fock representation. The most common way of dealing with such infrared divergences is

by introducing an infrared cut-off so that the “out” state is expressible as an ordinary Fock

state and then once can calculate “inclusive cross sections” which yields the probability

for any “hard” process given the emission of any “soft” quanta [9, 28]. This procedure is

extremely successful in obtaining observables relevant for collider physics. However, this

infrared cutoff removes the memory effect as a quantum observable. Furthermore the “soft”

radiation also results in an enormous amount of decoherence of the “hard” particles [29, 30]

and this decoherence is observable in finite time interference experiments [31, 2]. Finally,

this situation is highly unsatisfactory if one wishes to view the S-matrix as a fundamental

7



quantity in the formulation of quantum field theory and quantum gravity since the S-matrix

itself is undefined.

As explained previously, if one starts with an “in” state in the standard Fock space

with zero memory then the “out” state will generically have memory and will not lie in the

standard Fock space. Therefore, to have a well-defined S-matrix one must include states with

memory into a single, separable Hilbert space. However, there are an uncountably infinite

number of inequivalent memory Fock representations and the memory is not conserved (i.e.

the “in” memory is not generically equivalent to the “out” memory). There is a priori no

clear way to assemble these Fock spaces together in a manner which will be preserved under

scattering. Furthermore, one will encounter infrared divergences if one chooses the incorrect

“out” representation.

In chapter 3 we investigate the existence of any suitably representations for scattering

theory in quantum electrodynamics (QED) with a massive or massless charged fields, Yang-

Mills theories or in full quantum gravity. To study this problem it is essential to define the

theory at asymptotically early and late times prior to a choice of Hilbert space representation.

This is achieved by the algebraic approach to quantum field theory which we review in sec. 2

and 3 of chapter 3. In this approach, the asymptotic quantum theory is defined by specifying

the algebra of observables and states then correspond to a class of positive linear maps on

the algebra to the complex numbers. More concretely, a state is determined by specifying

the “n-point correlation functions” of the field where we further require all states to have the

same singular structure as the vacuum. While this notion of a state is equivalent, by the

GNS construction, to the more usual definition as an element of a prescribed Hilbert space,

this notion of a state allows one to simultaneously consider states which live in different

representations. In other words, states with or without memory are treated with equal footing

in this approach. In sec. 4.1, 5.1, 5.5 and 6.1 of chapter 3 we take the algebraic approach and

define the algebra of asymptotic observables and states for each theory that we consider. We

8



then extend these algebras in sec. 4.2, 5.2 and 6.2 to include “charges” and “fluxes” which

correspond to generators of the asymptotic symmetry group in each respective theory.

Given this reformulation of the theory in terms of the algebra of observables and the

corresponding scattering states, we then consider the consider the problem of finding a

suitable Hilbert space representation for scattering theory which yields an infrared finite

S-matrix. Remarkably, this was accomplished in QED with massive charged particles by

Faddeev and Kulish in the 1970’s [32]. In sec. 4.4 of chapter 3 we recast their construction in

terms of the extended algebra of observables (i.e. charges and memory) of QED. In QED,

the “incoming” electromagnetic memory effect can also be decomposed into an “ordinary

memory effect” and a “null memory effect”. The ordinary electromagnetic memory effect

is expressible in terms of the difference of “large gauge charges” defined at past timelike

infinity and spatial infinity which are charges generated by asymptotic “angle-dependent”

gauge transformations. The null electromagnetic memory effect corresponds to the angular

distribution of the incoming current-flux through I − due to the flux of any incoming massless

charged particles. In QED with massive charged particles, the null memory effect vanishes

and one only gets a contribution to memory from the ordinary memory effect. Furthermore,

the incoming charge at timelike infinity is completely determined by the incoming massive

matter and the incoming memory is determined by the incoming electromagnetic radiation.

Therefore, the large gauge charge at spatial infinity is uniquely determined from the initial

data.

We now summarize the construction of Faddeev-Kulish states. A more detailed overview

which contains more of the mathematical details can be found in the introduction of chap-

ter 3 and the full construction can be found in sec. 4.4. The Faddeev-Kulish construction

corresponds to constructing a Hilbert space of eigenstates of the charge at spatial infinity.

Since charge at spatial infinity satisfies a “matching condition” [33] the Hilbert space of

“in” states will evolve into a similarly defined “out” eigenspace of the large gauge charges at

9



future infinity. To construct these eigenstates we note that the eigenstates of the large gauge

charge at past timelike infinity are (improper) plane wave states of the incoming electron

where the eigenvalue corresponds to the asymptotic Liénard–Wiechert solution of a sum of

charged particles and antiparticles with momenta determined by the incoming plane wave.

Given a definite value of the large gauge charge at spatial infinity, the required incoming

memory is uniquely determined by the incoming charge at timelike infinity and the definite

charge at spatial infinity. Therefore, the eigenstates of the large gauge charge correspond to

wave packets where each plane wave state of the electron is highly correlated with incoming

electromagnetic radiation with memory uniquely determined by the incoming plane wave

state. Such states are referred to as “dressed electrons” where the incoming electron is highly

correlated with a “cloud of soft photons” (i.e. radiation states with memory).

While the resulting Hilbert space of states of definite charges at spatial infinity should

evolve into a corresponding “out” Hilbert space of definite charge, the charges at spatial

infinity are not Lorentz invariant unless all of the charges vanish — including the total

electric charge. Therefore, the Hilbert spaces of definite charge will not have a continuous

action of the Lorentz group unless all of the charges are set to zero. One must then pair

an incoming “dressed” electron” with a “dressed” positron in such a way that all of the

charges at spatial infinity vanish. This construction provides a Hilbert space of states which

has a continuous action of the Poincaré group and yields a well-defined, IR-finite S-matrix.

However, there are clearly a number of unpleasant features of this construction. The first is

the vanishing of total electric charge. This may seem like a severe restriction since one may,

for instance, wish to consider the scattering of two electrons. As was argued by [34], one

could still achieve this within the Faddeev and Kulish framework by hiding two positrons

“behind the moon” (i.e. incoming states which do not interact strongly with the electrons).

Therefore, in principle, this restriction does not fully invalidate the construction. Another

unpleasant feature is that the incoming state of the electron and the incoming state of the
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photons are independent degrees of freedom, however the Faddeev-Kulish construction forces

a high degree of entanglement between the photons and the electrons resulting in a complete

decoherence of the electrons [30, 35, 29, 2]. One cannot consider, for example, “undressed”

incoming electrons and so the Faddeev-Kulish Hilbert space artificially excludes a large

class of physical states. Nevertheless, this class of states do yield a genuine, infrared finite

S-matrix.

However, we show in sec. 5.4 and 5.5 that a similar construction does not work in a

satisfactory way for QED with massless charged particles and for Yang-Mills theories. The

analog of the “dressing procedure” is to now pair eigenstates of the charge-current flux in

massless QED or the gluon color-flux in Yang Mill theories with the appropriate memory.

However, the memories obtained in this procedure contain “collinear divergences” in the

angular behavior of the photon or gluon fields which implies that the incoming field must

have infinite energy. Therefore, one must attempt to pair the incoming massless particles or

gluons with radiation states with infinite energy. In the Yang-Mills case the situation is worse

because, due to the non-linearities in Yang-Mills theory, the color-flux of the dressing will

now further contribute to the charge at spatial infinity and due to the collinear divergences

the additional contribution to the color-flux is also infinite. Therefore, while one can do

the dressing procedure (with infinite energy dressing) in massless QED, there is no analog

of this procedure in Yang-Mills. Nevertheless, one could consider other means of obtaining

eigenstates of the charge. We prove that the only eigenstates are states whose correlation

functions are Casimirs of the Lie algebra. For example, the one-point function must vanish and

the two-point function must be proportional to the Cartan-Killing metric of the Lie algebra.

While there exist states which satisfy these conditions, this is clearly far too restrictive to

represent all “hard” scattering processes.

The situation in quantum gravity is even worse. First, in order to have a well-defined

action of the Lorentz group one needs to set all of the supertranslation charges to vanish —
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including the total four-momentum. The only state which satisfies this is the vacuum state

and so the Faddeev-Kulish construction fails at this elementary step. One could forgo having

a well-defined action of Lorentz and consider eigenstates with non-vanishing supertranslation

charges. This is possible in linearized gravity with massive or massless sources by an analog

dressing procedure outlined above. Furthermore, due to the lack of “collinear divergences” in

quantum gravity [36] there is no fundamental issue in dressing both massive and massless

fields. However, there is a serious issue in extending this to full quantum gravity. In this case,

the incoming flux of gravitational radiation energy (i.e. the “null memory”) contributes to the

supertranslation charges at spatial infinity. These nonlinearities, as in the Yang Mills case,

imply that any attempt to pair the incoming graviton energy flux with incoming memory will

also introduce more incoming energy and spoil the eigenstate condition we wish to achieve.

One could hope to obtain these eigenstates by some other procedure besides dressing, however

the only eigenstates of the supertranslation charge are those that are invariant under all

supertranslations. We prove in Theorem 5 that the only such state is the vacuum state.

In sec. 7 we explore alternative constructions involving direct integrals with respect to

Gaussian measures of the memory Fock representations and find that these also do not work.

While our analysis does not exhaust all possibilities, we believe that in all cases except for

QED with massive charged fields, there is no satisfactory Hilbert space construction for “in”

and “out” states which yields a well-defined, infrared finite S-matrix.

We believe that the inherent issue is simply in demanding that all physical states of

interest lie in a single Hilbert space representation. As already emphasized, the algebra of

observables and the space of correlation functions is perfectly well-defined. However, as we

have argued, there is in general no preferred Hilbert space of states which evolves into itself

in massless QED, Yang-Mills theories and quantum gravity. Therefore, in sec. 8, we advocate

that if one wishes to have a well-defined S-matrix one should take an algebraic point of

view on scattering theory. In particular, one can choose any “in” state (defined as a list of
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correlation functions) that one wishes — without any a priori “dress requirements” — and

evolve this state to an “out” state defined as a list of correlation functions. At no stage would

we demand that the “in” and “out” states lie in any pre-chosen Hilbert space and we would

encounter infrared divergences if we select the wrong one. We believe that one must adopt

this manifestly infrared-finite approach to scattering theory if one wishes to treat scattering

at a fundamental level.

Notation and conventions

We work in natural units (G = c = ℏ = 1) and will use the notation and sign conventions

of [37]. In particular, our metric signature is “mostly positive” and our sign convention

for curvature is such that the scalar curvature of a round sphere is positive. Greek indices

(µ, ν, . . . ) correspond to tensors in the “bulk” of the spacetime.2. We now spell out our

notational conventions in chapter 2 and chapter 3 which differ slightly. The most important

difference between chapter 2 and chapter 3 is that in chapter 2 we work in the physical

asymptotically flat spacetime whereas in chapter 3 it will be far more convenient to work in

the unphysical, conformally compactified spacetime.

In chapter 2 we will consider the expansion of tensors in terms of powers of 1/r in the

physical, d-dimensional, asymptotically flat spacetime. In this chapter, Greek indices are

raised and lowered with respect to the “background” Minkowski metric ηµν . In this chapter,

capital Latin indices (A,B,C, . . . ) will be used to denote tensors on the (d− 2)−sphere. We

will also use capital Latin indices to denote coordinates, xA, on the sphere and components

in this coordinate basis. (We do not feel that the potential confusion resulting from using

the same notation for a tensor on a sphere and its components in a coordinate basis is

sufficient to justify introducing another alphabet into our notation.) When we expand a

2. We also will use Greek indices in several places in sec. 2 of chapter 3 to denote tensors on phase space.
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scalar field ϕ in powers of 1/r, ϕ(n) will denote the coefficient of 1/rn. When we expand a

tensor field ta1...ak in powers of 1/r, the quantity t(n)
a1...ak will denote the coefficient of 1/rn in

a normalized basis. In particular, for a co-vector field, ta, the quantity t(n)
A is such that its

action on the normalized basis element 1
r

∂
∂xA falls as 1/rn. This differs from a much more

common convention [38, 39, 40] where t(n)
A would be such that its action on ∂

∂xA falls as

1/rn. Our conventions thereby avoid a spurious mixing of orders, and the orders we assign to

components do not depend on whether we are using Cartesian or spherical coordinates.

In chapter 3, we will generally use the symbol A to denote a ∗-algebra of observables,

ω to denote a state on the algebra, H to denote a Hilbert space and F to denote a Fock

space. Algebras of local field observables in the asymptotic past and future will be denoted

as Ain and Aout, respectively. We will append a superscript “in” or “out” on various other

quantities to distinguish between quantities defined in the asymptotic past or future, but we

will omit this superscript when the context is clear. We will use superscripts “EM”, “KG”,

“KG0”, “YM”, and“GR” on quantities to distinguish between the particular cases of the

electromagnetic, massive Klein-Gordon, massless Klein-Gordon, Yang-Mills, and gravitational

fields, respectively. Thus, for example, A EM
in denotes the algebra of local electromagnetic field

observables in the asymptotic past. We will append subscripts “Q” and “P” to denote the

extensions of algebras of local field observables to include large gauge charges and Poincare

generators respectively. Thus, for example A KG
in,Q denotes the extension of the algebra of

local field observables of a massive scalar field in the asymptotic past to include large gauge

charges.

Quantum observables will be denoted by the boldfaced version of the symbol for the

corresponding classical observable; for example, the quantum observable corresponding to a

classical scalar field ϕ is denoted by ϕ.

We will work with the Penrose conformal completion (see, e.g., [37, 41]) of flat spacetime
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(for QED and Yang-Mills theory) and asymptotically flat spacetimes (for gravity). The

conformal boundaries I ± denote future/past null infinity, i0 denotes spatial infinity and i±

denotes future/past timelike infinity. The conformal factor will be denoted by Ω and without

loss of generality we impose the Bondi condition ∇µ∇νΩ = 0 at null infinity I ±. The null

normal to I ± will be denote nµ = ∇µΩ.

We will frequently encounter down index tensors on I ± that are orthogonal to nµ in

each index. We will denote such tensors with capital Latin letters (A,B, . . . ). Again, we do

not believe the potential confusion arising from the conflict with the notation in chapter 2

warrants introducing another alphabet into our notation. For example, the pullback of the

electric field Eµ = Fµνn
ν to I ± is such a tensor and it will be denoted as EA. Similarly, the

(degenerate) metric on I ± (obtained from the pullback of the conformal spacetime metric)

will be denoted as qAB . We also will use capital Latin letters to denote equivalence classes of

“up” index tensors on I ±, where two such tensors are equivalent if they differ by a multiple

of nµ in any index. (Such “up” index tensors are dual to the corresponding down index

tensors.) The metric qAB acts non-degenerately on such equivalence classes of vectors, so it

has an inverse, which we will denote as qAB . We will use qAB and qAB to lower and raise

capital Latin indices. Most of our analysis will be done with incoming fields on past null

infinity I − and we will use coordinates x = (v, xA) on I −, where v is the advanced Bondi

time coordinate and xA are arbitrary coordinates on a 2-sphere. Note that the index on the

coordinates xA should not be confused with a tensor index as described above.
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CHAPTER 2

THE ASYMPTOTIC BEHAVIOR OF MASSLESS FIELDS AND

THE MEMORY EFFECT IN ALL SPACETIME DIMENSIONS

1 Introduction

In the early 1960’s, Bondi and collaborators [16, 17, 18] performed a general analysis of the

asymptotic behavior of the metric near “null infinity” (r → ∞ at fixed retarded time u)

for asymptotically flat spacetimes. They assumed an expansion of the metric in powers of

1/r and obtained a recursive algorithm for solving the Einstein equations near null infinity.

Several years later, Penrose [42] gave an elegant, geometric reformulation of the Bondi ansatz

via conformal compactification. A similar analysis of higher even-dimensional, asymptotically

flat spacetimes can be given using conformal compactification [27]. However, such a conformal

compactification is not possible for odd dimensional spacetimes with gravitational radiation

[43].

In sec. 2 of this chapter, we will analyze the asymptotic behavior of massless scalar,

electromagnetic, and linearized gravitational fields near null infinity in Minkowski spacetimes

with d ≥ 4. We will then analyze asymptotically flat, nonlinear general relativity near null

infinity. Since we wish to treat odd dimensions as well as even dimensions, we will not use

conformal compactification but, instead, will assume an expansion in powers of 1/r as an

ansatz. For d even with d > 4, our ansatz is precisely equivalent to smoothness1 at I + in

the conformally compactified spacetime, whereas we will see in Appendix A that for d = 4

it is slightly weaker, i.e., we allow a small class of additional solutions that would not be

1. It should be noted that our analysis will be primarily concerned with behavior of fields at 1/rd−3 and
slower fall off, so for our main results, “smoothness” can be replaced by differentiability to the corresponding
order.
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allowed by smoothness at I +. Our fields will be allowed to have arbitrary interior sources,

i.e., only the field equations near null infinity will be used. Near null infinity the fall-off of

the sources is required to be rapid enough to ensure that there is a finite flux through spheres

near null infinity.

In sec. 3 of this chapter, we will give a thorough analysis of the memory effect in nonlinear

general relativity in all dimensions d ≥ 4. An important aim of our analysis is to extend and

clarify the work of Strominger and collaborators [44, 4, 45, 46, 47, 38].

We begin our analysis in sec. 2.1 by considering a massless scalar field, ϕ, in d-dimensional

Minkowski spacetime. We show that the wave equation gives a recursion relation that relates

different coefficients in an expansion of the field in powers of 1/r. This recursion relation

motivates an expansion in integer steps, with the slowest fall-off being 1/rd/2−1 (“radiative

order”). In odd dimensions, integer powers starting at 1/rd−3 (“Coulombic order”) must also

be allowed. The “free data” needed to specify a solution is characterized in sec. 2.2.

We then consider an electromagnetic field, Aµ, in sec. 2.3. It is very convenient to put

Aµ in Lorenz gauge, ∂µAµ = 0, since then many of the results for the scalar field can be

directly taken over. In order to put the electromagnetic field in Lorenz gauge, we need to

solve the scalar wave equation with a source. We show that when d > 4, this can be done in

a manner compatible with our 1/r expansion ansatz. However, when d = 4 we cannot do

this if there is a nonvanishing flux of charge to null infinity. In Lorenz gauge, each Cartesian

component of Aµ satisfies the same recursion relations as the scalar wave equation, but there

also are additional conditions (“constraints”) arising from the Lorenz gauge condition itself.

It is convenient to write the recursion relations and constraints in terms of the components

Au, Ar, AA in coordinates (u, r, xA) where u is the retarded time and xA denotes coordinates

on the (d− 2)-sphere. We do this explicitly in sec. 2.3. The “free data” is then characterized.

Gravitational perturbations, hµν , are considered in sec. 2.4. In order to put hµν in Lorenz
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gauge, ∂µhµν = 0 (with hµν ≡ hµν − 1/2ηµνh and h ≡ ηµνhµν), we need to solve the vector

wave equation with a source. Again, we find that when d > 4, this can be done in a manner

compatible with our 1/r expansion ansatz. However, when d = 4 we cannot do this if there is

a nonvanishing flux of matter stress-energy to null infinity. We give the recursion relations and

constraints explicitly in terms of the components huu, hur, hrr, huA, hrA, hAB and identify

the “free data.”

It might be thought that the full, nonlinear Einstein equation would be much more difficult

to analyze. However, as we shall see in sec. 2.5, the nonlinear terms first enter Einstein’s

equation at order 1/rd−2 and they first affect the behavior of the metric at Coulombic order

1/rd−3. Similarly, the nonlinear terms in the harmonic gauge condition first affect the metric

at Coulombic order. Thus, under our ansatz concerning the expansion of the metric in powers

of 1/r, the analysis of the nonlinear Einstein equation coincides with the linearized analysis

until Coulombic order, and the differences at Coulombic order can be taken into account in a

relatively straightforward manner.

In sec. 3, we turn our attention to the memory effect, i.e., the permanent relative

displacement of an arrangement of test particles near null infinity that are initially at rest.

We assume that the metric initially is stationary to Coulombic order, goes through a non-

stationary epoch, and again becomes stationary to Coulombic order. The precise stationarity

assumptions and the motivation for them are spelled out in sec. 3.1. We obtain general

properties of the memory tensor in sec. 3.2. In sec. 3.3, we calculate the memory tensor for

all d ≥ 4. We show that the memory tensor vanishes at all fall-off slower than Coulombic,

i.e., it vanishes at order 1/rn for all n < d− 3. In even dimensions, the memory tensor at

Coulombic order can be nonvanishing [38, 48] and we also show that it naturally decomposes

into “null memory” and “ordinary memory,” in a manner similar to the known decomposition

in 4-dimensions [39]. “Null memory” is associated with a flux of energy to null infinity,

whereas we show that “ordinary memory” is associated with the metric being non-stationary
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at one order faster fall-off than Coulombic, as will generically occur if there is a flux of matter

stress-energy moving inertially in from infinity or out to infinity at less than the speed of

light. In odd dimensions, we show that the total memory effect vanishes near null infinity at

Coulombic order.

As discussed in sec. 3.4, in all dimensions, the memory effect can be decomposed into

scalar, vector and tensor parts on the (d− 2)-sphere. Null memory is always of scalar type,

but ordinary memory can be of any type. We give an explicit example in linearized gravity

in d = 4 dimensions involving a shell of matter with vector stresses that gives rise to vector

(i.e., “magnetic parity”) ordinary memory at order 1/r. In sec. 3.5, we show that scalar

memory can be characterized by a diffeomorphism. This diffeomorphism is an asymptotic

symmetry in d = 4 dimensions, but it is gauge for d > 4. Vector and tensor memory cannot

be described by a diffeomorphism.

We then consider the relationship of memory to charges and conservation laws in eq. (1.9).

In d = 4 dimensions, we show in sec. 3.6.1 how the charges and fluxes associated with

supertranslations can be used to derive the formula for scalar memory. Although memory

cannot be associated with an asymptotic symmetry when d > 4, similar expressions are

obtained from our general formulas for memory in sec. 3.3. In sec. 3.6.2 we provide some

arguments in favor of “antipodal matching” of solutions between future and past null infinity,

and show that under the assumption of antipodal matching, we obtain expressions that can

be interpreted as representing conservation laws relating charges and fluxes at past and future

null infinity.

Finally, in sec. 3.7 we show that in d = 4 dimensions, the presence of a nontrivial memory

effect at future null infinity is intimately related to infrared divergences in the “out” state in

quantum field theory. The factorization of the “out” state vector into a product of “hard”

and “soft” parts is shown for the case of quantum linearized gravity with a classical source,
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and is argued to hold generally.

2 The general behavior of fields near null infinity

Consider d-dimensional Minkowski spacetime with d ≥ 4. In terms of global inertial coordi-

nates (t, x1, . . . , xd−1), the metric takes the form

η = −dt2 +
d−1∑
µ=1

(dxµ)2. (2.1)

Let r = (∑(xµ)2)1/2, let u ≡ t − r, and let xA be arbitrary coordinates on the spheres of

constant r and u. In the coordinates (u, r, xA), the Minkowski metric η takes the form

η = −du2 − 2dudr + r2qABdx
AdxB (2.2)

where qAB is the metric on the round unit (d− 2)-sphere. Let

Kµ = (∂/∂r)µ (2.3)

lµ = (∂/∂u)µ − 1
2(∂/∂r)µ (2.4)

so that Kµ and lµ are the future-directed, radially outgoing and ingoing null vector fields,

which satisfy

Kµlµ = −1 . (2.5)

Let qµν denote the spacetime tensor field whose pullback to spheres of constant u and r is

qAB and Kµqµν = 0 = lµqµν . The metric can be written as

ηµν = −2K(µlν) + r2qµν . (2.6)
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We will be concerned in the following with the behavior of fields near “null infinity” in

this spacetime, i.e., the limit as r → ∞ at fixed (u, xA).

1 Ansatz for the massless scalar field

Consider a massless Klein-Gordon field ϕ satisfying

□ϕ = 0 (2.7)

where □ ≡ ηµν∂µ∂ν . (In the next subsection, we will allow a source term S, i.e., we will

consider □ϕ = S.) We assume, as a preliminary ansatz, that near null infinity, ϕ can be

expanded as a series in 1/r as follows:

ϕ ∼
∞∑

j=0

1
rα+j ϕ

(j)(u, xA) (2.8)

where α ∈ (0, 1]. Here, the meaning of the “∼” in eq. (2.8) is as follows: We do not require

that the series on the right side of this equation converges (even for large r) but require that

for any N ≥ 0 we have

ϕ−
N∑

j=0

1
rα+j ϕ

(j)(u, xA) = O(1/rα+N+1) (2.9)

as r → ∞, i.e., we require this series to be asymptotic. We further require that all partial

derivatives of the left side of eq. (2.9) with respect to u and xA are also O(1/rα+N+1),

whereas k partial derivatives with respect to r are O(1/rα+N+1+k). For convenience, we

have taken the upper limit in the sum in eq. (2.8) to be ∞, but all of our results will require

eq. (2.9) to hold only for finite N (with the precise value of N needed depending on the

result).

21



We now substitute eq. (2.8) into eq. (2.7) and collect the terms that fall off as 1/rα+j+1.

We thereby obtain the following recursion relations for the coefficients appearing in eq. (2.8)

[D2 + (α + j − 1)(α + j − d+ 2)]ϕ(j−1) + (2α + 2j − d+ 2)∂uϕ
(j) = 0 (2.10)

Here, D2 = DADA is the Laplacian on the unit sphere, where DA is the derivative operator

associated with qAB and sphere indices are lowered and raised with qAB and qAB .

It follows immediately from eq. (2.10) that if, for some i ≥ 0, ϕ(i) has nonpolynomial

dependence on u, then for even d, no solution of the form eq. (2.8) exists unless α = 1,

whereas for odd d, no solution of the form eq. (2.8) exists unless α = 1/2. To see this, we

note that unless the coefficient of the ∂uϕ
(j) term vanishes for some j, the nonpolynomial

dependence of ϕ(i) will propagate to ϕ(i−1) and thence to ϕ(i−2), etc. This will result in an

inconsistency in eq. (2.10) at the lowest nontrivial order, j = 0, since the first term in that

equation is then absent. Thus, the coefficient of ∂uϕ
(j) in eq. (2.10) must vanish for some j.

For d even, this requires α = 1, in which case the coefficient vanishes for j = d/2 − 2. For d

odd, this requires α = 1/2, in which case the coefficient vanishes for j = (d− 3)/2.

However, in the odd dimensional case, eq. (2.8) with α = 1/2 is not adequate for several

reasons. First, eq. (2.8) with α = 1/2 does not admit static solutions, since static solutions

satisfy Laplace’s equation and fall off as integral powers of 1/r, starting at order, 1/rd−3.

Second, when a source term S is considered in eq. (2.7), it is natural to allow S to fall off with

integral powers of 1/r. In particular, in order to have a nonvanishing, finite source flux at

null infinity, it will be necessary to have S fall off as 1/rd−2. Such source terms will generate

terms in ϕ that fall off as integral powers of 1/r, again starting at order 1/rd−3. Third,

even if one does not consider sources, for nonlinear equations such as Einstein’s equation,

quadratic and higher order even powers of the field will generate terms that fall off as integral

powers of 1/r. This will lead to inconsistencies unless one also includes integral powers of
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1/r in the fall-off of the field, again starting at order 1/rd−3.

Thus, in odd dimensions, we must allow integral powers of 1/r starting at least at order

1/rd−3. However, in odd dimensions, the coefficient of a term that falls as 1/rp for integer

p < d − 3 must have polynomial dependence in u of degree < p in order for the recursion

relations to terminate. (Source terms and nonlinear terms will not enter the recursion relations

at these orders.) Such solutions do not appear to be of any physical interest, and we will

exclude them from our ansatz.

Thus, we adopt the following as the final form of our ansatz:

ϕ ∼
∞∑

n=d/2−1

1
rnϕ

(n)(u, xA) d even (2.11)

ϕ ∼
∞∑

n=d/2−1

1
rnϕ

(n)(u, xA) +
∞∑

p=d−3

1
rp ϕ̃

(p)(u, xA) d odd (2.12)

where the meaning of “∼” is as explained below eq. (2.8). Note that in eq. (2.12), n runs

over half-integer values rather than integer values (as in eq. (2.11)). We have done this

(rather than insert α = 1/2 and keep integer values) so that the superscript “(n)” is always

associated with 1/rn fall-off and so that we can write the recursion in the same form

[D2 + (n− 1)(n− d+ 2)]ϕ(n−1) + (2n− d+ 2)∂uϕ
(n) = 0 (2.13)

in both even and odd dimensions. In both even and odd dimensions, we refer to the leading

(slowest fall-off) term n = d/2 − 1 as radiative order, and we refer to the term with 1/rd−3

fall-off as Coulombic order. In odd dimensions, the ϕ̃(p) satisfy separate recursion relations of

the same form

[D2 + (p− 1)(p− d+ 2)]ϕ̃(p−1) + (2p− d+ 2)∂uϕ̃
(p) = 0. (2.14)
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In the source free case, ϕ̃(p) must have polynomial dependence in u with degree no higher

than p−d+ 3 in order for the expansion to terminate at order d− 3. However, this restriction

will not apply when source terms or nonlinear terms are present.

Remark 2.1. Note that the lower limit of the sum in (2.11) was taken to be radiative order,

n = d/2 − 1. However, the ansatz would not be changed if we allowed the lower limit of the

sum to extend to n = 1 for d > 4 because the recursion relation eq. (2.13) at n = d/2 − 1

yields

[D2 − (d/2 − 2)(d/2 − 1)]ϕ(d/2−2) = 0 (2.15)

which implies ϕ(d/2−2) = 0. The recursion relations at smaller n then successively yield

ϕ(n) = 0 for all n < d/2 − 1. Similarly, the lower limit of the first sum in (2.12) could be

taken to be n = 1/2 without affecting the ansatz. The upper limit of the sums appearing in

(2.11) and (2.12) were taken to be ∞ for convenience. Most of our analysis will concern

the behavior of fields at Coulombic order and slower fall-off and only a small number of

derivatives will be taken, so the asymptotic expansion need hold only to the corresponding

order.

Finally, we address the issue of the reasonableness of our ansatz, i.e., what classes of

solutions to eq. (2.7) satisfy our ansatz. In Minkowski spacetime of both even and odd2

dimensions, there is an alternative criterion of smoothness of the conformally rescaled field

ϕ = Ω−(d/2−1)ϕ at future null infinity, I +, in the conformally completed spacetime. Since

Ω = 1/r is a suitable conformal factor for Minkowski spacetime, it is easily seen that

smoothness of ϕ at Ω = 0 is equivalent to our asymptotic expansion eq. (2.11) in even

dimensions and our asymptotic expansion eq. (2.12) without the integer power terms in

odd dimensions. By the argument3 of Prop. 11.1.1 of [37], smoothness at I + holds for all

2. Future null infinity does not exist for an odd dimensional radiating spacetime [43], but it exists for odd
dimensional Minkowski spacetime.

3. Prop. 11.1.1 of [37] is stated for d = 4 but is easily generalized to Minkowski spacetime of arbitrary
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solutions to eq. (2.7) with smooth initial data of compact support. Thus, all solutions with

initial data of compact support satisfy our ansatz. Furthermore, static, asymptotically flat

solutions satisfy the asymptotic expansion eq. (2.11) in even dimensions and the asymptotic

expansion eq. (2.12) with only the integer power terms in odd dimensions. It follows that in

both even and odd dimensions, all solutions to eq. (2.7) with smooth initial that corresponds

to a static asymptotically flat solution outside of a compact region satisfy our ansatz.

2 Solutions to the scalar wave recursion relations

We now consider the scalar wave equation with smooth source S

□ϕ = S. (2.16)

We assume that S also has an expansion in powers of 1/r. In order that the flux of S through

a sphere near null infinity be finite in the limit as r → ∞, we must have S = O(1/rd−2). We

take as our ansatz for S

S ∼
∞∑

n=d−2

1
rnS

(n)(u, xA). (2.17)

In even dimensions, the sum ranges over integer n. In odd dimensions, we could also allow

half-integral powers of 1/r in the expansion of S, beginning at order 1/rd−5/2. Indeed, for

nonlinear equations, half-integral powers would appear as an effective source generated by

cubic and higher order terms in the field, although these terms would first enter only at order

1/r3(d/2−1). However, we will be primarily interested in the behavior of solutions ϕ at fall-off

ranging from radiative (1/rd/2−1) to Coulombic (1/rd−3) orders. In odd dimensions, only

the leading order source term S(d−2)/rd−2 will enter our analysis. Therefore, for notational

simplicity, we will take the sum in eq. (2.17) to range only over integer values of n in both

dimension
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even and odd dimensions. Note that our asymptotic expansion takes account only of sources

“near null infinity.” Sources that go out to infinity along, e.g., timelike inertial trajectories do

not contribute at all to the asymptotic expansion of S.

In even dimensions, under the ansatz eq. (2.11), the recursion relations eq. (2.13) are

modified by the source term to become

[D2 + (n− 1)(n− d+ 2)]ϕ(n−1) + (2n− d+ 2)∂uϕ
(n) = S(n+1). (2.18)

In odd dimensions, under the ansatz eq. (2.12), eq. (2.13) is unmodified, but eq. (2.14) is

modified to become

[D2 + (p− 1)(p− d+ 2)]ϕ̃(p−1) + (2p− d+ 2)∂uϕ̃
(p) = S(p+1). (2.19)

It should be noted that when d = 4, eq. (2.18) for n = 1 yields S(2) = 0. Thus,

for d = 4 there is an inconsistency with our ansatz eq. (2.11) when S(2) ̸= 0, i.e., when

there is nonvanishing flux of the source through spheres near null infinity. This could be

accommodated by modifying the ansatz in d = 4 to allow an additional series of terms that

fall as ln r/rn. This issue will arise in the next subsections when we consider whether the

Lorenz gauge condition can be imposed on electromagnetic fields and linearized gravitational

perturbations, and we will see that a non-vanishing flux of charge current or stress energy will

provide an obstruction to imposing the Lorenz gauge in d = 4 in a manner compatible with

our ansatz. Similarly, in full, nonlinear general relativity, we will find that a non-vanishing

flux of stress energy or Bondi news will provide an obstruction to imposing the harmonic

gauge in d = 4 in a manner compatible with our ansatz. Rather than include any such

additional ln r terms in these cases, we will simply not impose the Lorenz and harmonic

gauges in d = 4 when these obstructions exist. For the analysis of this subsection, we will
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simply restrict consideration to the case that S(2) = 0 when d = 4, so that our ansatz can be

imposed.

We now consider two procedures for solving the above recursion relations. The first

procedure is as follows: Consider, first, the even dimensional case, where we must solve

eq. (2.18) with integral n. By our ansatz for ϕ and S, this equation automatically holds

for n = d/2 − 1, since ϕ(d/2−2) = S(d/2) = 0 and the coefficient of ∂uϕ
(d/2−1) vanishes.

(Here, when d = 4, we have assumed that S(2) = 0.) Thus, we may specify ϕ(d/2−1)(u, xA)

arbitrarily. The n = d/2 equation then yields

2∂uϕ
(d/2) = S(d/2+1) − [D2 + (n− 1)(n− d+ 2)]ϕ(d/2−1). (2.20)

The right side is “known,” so this equation can be straightforwardly integrated to obtain

ϕ(d/2). The solution is unique up to the arbitrary specification of ϕ(d/2)
0 (xA) = ϕ(d/2)(u0, xA)

at the retarded time u = u0. This procedure can then be iterated indefinitely to solve for

ϕ(n) for all n > d/2 − 1 up to the arbitrary specification of ϕ(n)
0 (xA) = ϕ(n)(u0, xA).

In odd dimensions, we must solve eq. (2.13) with half-integral n as well as eq. (2.19). To

solve eq. (2.13), we may again, specify ϕ(d/2−1)(u, xA) arbitrarily. We may then again uniquely

solve for ϕ(n) for all n > d/2 − 1 up to the arbitrary specification of ϕ(n)
0 (xA) = ϕ(n)(u0, xA).

Similarly, we can uniquely solve eq. (2.19) with p = d − 3 for ϕ̃(d−3), up to the arbitrary

specification of ϕ̃(d−3)
0 (xA) = ϕ̃(d−3)(u0, xA). We can then perform a similar iteration to

obtain ϕ̃(p) for all p > d− 3, up to the arbitrary specification of ϕ̃(p)
0 (xA) = ϕ̃(p)(u0, xA).

We summarize these results in the following proposition.

Proposition 2.1. Let ϕ be given by the asymptotic expansion eq. (2.11)-(2.12) and let S

be given by the asymptotic expansion eq. (2.17). Assume further that for d = 4 we have

S(2) = 0. Then, in even dimensions, a unique solution to the recursion relations eq. (2.18)
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is obtained by arbitrarily specifying ϕ(d/2−1)(u, xA) (i.e., specifying ϕ at “radiative order”)

and arbitrarily specifying ϕ(n)(u0, xA) for all n > d/2 − 1 at some initial time u0. Similarly,

in odd dimensions, a unique solution to the recursion relations eq. (2.13) and eq. (2.19) is

obtained by arbitrarily specifying ϕ(d/2−1)(u, xA) (i.e., specifying ϕ at “radiative order”) and

arbitrarily specifying both ϕ(n)(u0, xA) for all n > d/2 − 1 and ϕ̃(p)(u0, xA) for all p ≥ d− 3

at some initial time u0.

The second procedure involves solving the recursion relations in the reverse order. Suppose

that, for some n > d/2−1, we specify ϕ(n)(u, xA) arbitrarily. We can then try to solve eq. (2.18)

for ϕ(n−1). In order to do so, we must invert the angular operator D2 + (n− 1)(n− d+ 2).

A unique inverse of this operator exists whenever −(n− 1)(n− d+ 2) is not an eigenvalue of

the Laplacian, D2. Since the eigenvalues of D2 are −ℓ(ℓ+ d− 3) for ℓ = 0, 1, . . . , it can be

seen that this operator is invertible at every order in odd dimensions, where n is half-integer.

On the other hand in even dimensions, this operator is invertible when n ≤ d − 3, but it

is not invertible when n > d − 3. Thus, in even dimensions, we can specify ϕ(d−3)(u, xA)

arbitrarily and then uniquely solve for ϕ(d−4)(u, xA) by inverting the angular operator in

eq. (2.18). Iterating this process, we uniquely obtain ϕ(n)(u, xA) for all n < d− 3. We then

can solve for ϕ(n)(u, xA) for all n > d− 3 as before, with the freedom to arbitrarily specify

ϕ(n)(u0, xA). In odd dimensions, we can similarly arbitrarily specify ϕ(n0)(u, xA) for any

half-integer n0 ≥ d/2 − 1. We can then uniquely solve for ϕ(n)(u, xA) for all n < n0 by

inversion of the angular operators, and then solve for ϕ(n)(u, xA) for all n > n0 as before,

with the freedom to arbitrarily specify ϕ(n)(u0, xA). This can be summarized as follows:

Proposition 2.2. Let ϕ be given by the asymptotic expansion eq. (2.11)-(2.12) and let S

be given by the asymptotic expansion eq. (2.17). Assume further that for d = 4 we have

S(2) = 0. Then, in even dimensions, a unique solution to the recursion relations eq. (2.18) is

obtained by arbitrarily specifying ϕ(d−3)(u, xA) (i.e., specifying ϕ at “Coulombic order”) and

arbitrarily specifying ϕ(n)(u0, xA) for all n > d− 3 at some initial time u0. Similarly, in odd
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dimensions, a unique solution to the recursion relations eq. (2.13) and eq. (2.19) is obtained

by arbitrarily specifying ϕ(n0)(u, xA) for any half-integral n0, and, for some initial time u0,

arbitrarily specifying ϕ(n)(u0, xA) for all n > n0 and ϕ̃(p)(u0, xA) for all p ≥ d− 3.

An important corollary of the argument leading to Proposition 2.2 is the following:

Corollary 2.1. Suppose for d even we have ∂uϕ
(n0) = 0 for some n0 < d− 3. Then ϕ(n) = 0

for all n < n0. Similarly, if ∂uϕ
(d−3) = 0 and S(d−2) = 0, then ϕ(n) = 0 for all n < d− 3.

For d odd, if ∂uϕ
(n0) = 0 for some half-integral n0 (without restriction), then ϕ(n) = 0 for

all n < n0.

Finally, it is worth noting that for n > d− 3, the spherical harmonic Yn−d+2,m is in the

kernel of D2 + (n− 1)(n− d+ 2). It follows immediately that in the source-free case, for d

even we have that

αd
nm ≡

∫
S2

dΩ Yn−d+2,mϕ
(n) (2.21)

is a constant of motion for all n > d− 3 [49, 50], i.e., ∂uα
d
nm = 0, where dΩ is the measure

on the (d− 2)−sphere. Similarly, in the source free case, for d odd we have that

α̃d
pm ≡

∫
S2

dΩ Yp−d+2,mϕ̃
(p) (2.22)

is a constant of motion for all p > d− 3.

3 Maxwell’s equations

Consider Maxwell’s Equations with vector potentialAa and charge-current ja on d−dimensional

Minkowski spacetime

□Aµ − ∂µ∂
νAν = −4πjµ (2.23)
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where ∂µjµ = 0. In analogy with the scalar field ansatz (2.11) and (2.12), we assume as an

ansatz that there exists a choice of gauge for Aa such that it admits an asymptotic expansion

of the form

Aµ ∼
∞∑

n=d/2−1

1
rnA

(n)
µ (u, xA) d even (2.24)

Aµ ∼
∞∑

n=d/2−1

1
rnA

(n)
µ (u, xA) +

∞∑
p=d−3

1
rp Ã

(p)
µ (u, xA) d odd. (2.25)

We further assume, in analogy with eq. (2.17) that ja admits an asymptotic expansion of

the form

jµ ∼
∞∑

n=d−2

1
rn j

(n)
µ (u, xA). (2.26)

In addition, we require that j(d−2)
µ (u, xA) → 0 as u → −∞, i.e. there is no current flux to

future null infinity at asymptotically early times. Here, as already mentioned at the end of the

Introduction, A(n)
µ , Ã(n)

µ , and j(n)
µ are defined so that their normalized basis components are

independent of r—in contrast to a more common convention where the orders of the expansion

would denote the powers of 1/r occurring in the expansion of coordinate basis components of

Aµ in the coordinates of eq. (2.2). Thus, in our convention, A(n)
r , A(n)

u , and A(n)
A all contribute

to the physical fall off rate of 1/rn, i.e., A(n)
A is the 1/rn part of 1/r(∂/∂xA)µAµ, not the

1/rn part of (∂/∂xA)µAµ. Our convention avoids a spurious “mixing of orders” in equations

due to the different behavior of the coordinate basis elements. Again, our assumption that

upper limits in the above asymptotic expansions run to ∞ is for convenience, as only finitely

many orders will be needed for our main results.

In even4 dimensions, we now compare our ansatz eq. (2.24) to what would be obtained

4. We are not aware of any smoothness at I + criterion for Aµ that can be formulated in odd dimensions,
since Aµ itself cannot be smooth at I + for radiating solutions and giving Aµ a conformal weight would not
appear to be of any use since Maxwell’s equations are not conformally invariant when d ̸= 4.
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by requiring that Aµ (with no conformal weight) be smooth at I +. Since Ω = 1/r is a

suitable conformal factor for Minkowski spacetime, the necessary and sufficient condition for

smoothness of Aµ at I + is that its components, (Au, AΩ, AA), defined by

A = Audu+ AΩdΩ + AAdx
A (2.27)

be smooth functions of (u,Ω, xA) at Ω = 0. For d = 4, it is easily seen that this smoothness

criterion differs from the asymptotic expansion eq. (2.24) only in that the smoothness criterion

(i) allows a 0th order term, A(0)
u , in Au and (ii) requires A(1)

r = 0. It is easily seen that

A
(0)
u can be set to zero by a gauge transformation, so smoothness at I + implies that our

ansatz eq. (2.24) holds. Conversely, we show in Appendix 0.1 that starting from our ansatz

eq. (2.24), one can set A(1)
r = 0 by a gauge transformation if and only if5 j

(3)
r = 0. Thus,

for d = 4 our ansatz eq. (2.24) is slightly weaker than smoothness at I + in that it admits

additional solutions with j
(3)
r ̸= 0.

In higher even dimensional spacetimes, eq. (2.24) requires strictly faster fall-off than

needed for smoothness of Aa (with no conformal weighting) at I +. Thus, eq. (2.24) is

nominally stronger than the condition of smoothness of Aµ at I +. However, we show in

Appendix 0.1 that the Lorenz gauge condition can be imposed when d > 4 within a slower

fall-off ansatz. As explained in Remark 2.2, the slower fall-off solutions excluded by eq. (2.24)

are therefore pure gauge. Thus, in even dimensional spacetimes with d > 4, our ansatz is

exactly equivalent to smoothness of Aµ (in some gauge) at I +.

In the following, we will focus on the even dimensional case, and then indicate how the

arguments can be modified to accommodate the odd dimensional case. Just as in the scalar

case, Maxwell’s equations give rise to recursion relations for the coefficients of the asymptotic

5. j
(3)
r must be independent of u by conservation of current. A nonvanishing j

(3)
r would correspond to

having an ingoing null current near I +.
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expansions eq. (2.24) and eq. (2.26). In the even dimensional case, these recursion relations

are explicitly

[
D2 + (n− 1)(n− d+ 2)

]
A

(n−1)
u + (2n− d+ 2)∂uA

(n)
u − ∂uψ

(n+1) = −4πj(n+1)
u (2.28)

[
D2+n(n−d+1)

]
A

(n−1)
r +(d−2)A(n−1)

u +(2n−d+2)∂uA
(n)
r −2DAA

(n−1)
A +nψ(n) = −4πj(n+1)

r

(2.29)[
D2+(n−1)(n−d+2)−1

]
A

(n−1)
A −2DA

(
A

(n−1)
u −A(n−1)

r −ψ(n)

2
)
+(2n−d+2)∂uA

(n)
A = −4πj(n+1)

A

(2.30)

where n takes integer values. Here, we have defined

ψ ≡ ∂µAµ (2.31)

so

ψ(n) = DAA
(n−1)
A + (d− n− 1)(A(n−1)

r − A
(n−1)
u ) − ∂uA

(n)
r . (2.32)

It would be very convenient to put Aµ in Lorenz gauge, ψ = 0. On general grounds, we

know that Aµ can always be put in the Lorenz gauge, but it is not obvious a priori whether

it can be put in Lorenz gauge in such a way that the form of the asymptotic expansions,

eq. (2.24) is maintained. We now investigate this issue.

Under a gauge transformation, we have

Aµ → Aµ − ∂µϕ. (2.33)

Thus, in order to put Aµ in Lorenz gauge, we must solve

□ϕ = ψ. (2.34)
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Thus, the equation that we must solve is of the same form as eq. (2.16), which we analyzed

in the previous section. However, there are two key differences: (i) From its definition, a

priori, ψ may fall off as slowly as 1/rd/2−1 rather than 1/rd−2. (ii) We do not require that

ϕ satisfy the ansatz eq. (2.11) but rather that ∂µϕ satisfy the ansatz eq. (2.24). Therefore,

we may take the ansatz for ϕ to be

ϕ ∼
∞∑

n=d/2−2

1
rnϕ

(n)(u, xA) (2.35)

where ∂uϕ
(d/2−2) = 0. In d = 4 dimensions, we may also add the term c ln r to the ansatz

for ϕ, where c is a constant.

We first note that it follows immediately from ∂µjµ = 0 that ∂uj
(d−2)
r = 0. Hence, if

j
(d−2)
a → 0 as u → −∞ as we have assumed in our ansatz above, we have

j
(d−2)
r = 0. (2.36)

Thus, the r-component of jµ falls off at least one power of 1/r faster than required by the

ansatz eq. (2.26). Since d/2 ≤ d− 2 for all d ≥ 4, it follows immediately from eq. (2.29) with

n = d/2 − 1 that

ψ(d/2−1) = 0, (2.37)

i.e., Maxwell’s equations require ψ to fall off at least one power of 1/r faster than implied by

the ansatz (2.24). To proceed further, we must separately consider the cases d > 4 and d = 4.

When d > 4 all components of ja vanish at order n = d/2. It follows from eq. (2.28) with

n = d/2 − 1 that

∂uψ
(d/2) = 0. (2.38)

We now can solve the scalar recursion relation eq. (2.18) at order n = d/2 − 1 by allowing a
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nonvanishing ϕ(d/2−2) given by

ϕ(d/2−2) = [D2 − (d/2 − 2)2]−1ψ(d/2). (2.39)

Although ϕ(d/2−2) falls off more slowly than allowed by the ansatz eq. (2.11), since ∂uϕ
(d/2−2) =

0 the gradient of ϕ(d/2−2)/rd/2−2 will be compatible with the ansatz eq. (2.24). Furthermore,

since ∂uϕ
(d/2−2) = 0, the scalar recursion relations imply that all slower fall-off terms vanish.

We may now specify ϕ(d/2−1) arbitrarily and solve the recursion relations for the faster fall-off

terms in the same manner as in Proposition 2.1. Thus, when d > 4, there is no difficulty in

putting Aa in the Lorenz gauge in a manner compatible with the ansatz eq. (2.24).

When d = 4, we still have ψ(1) = 0 but we now have

∂uψ
(2) = 4πj(2)

u . (2.40)

The scalar recursion relation eq. (2.18) at order n = 1 (with the term c ln r added to the

ansatz for ϕ) yields

c+ D2ϕ(0) = ψ(2). (2.41)

However, ϕ(0) has to be u-independent in order that ∂aϕ satisfy the ansatz eq. (2.24). This

requires ∂uψ
(2) to vanish and hence j(2)

u = 0, i.e., there can be no flux of charge to infinity.6

Conversely, if j(2)
u = 0, then ψ(2) is u-independent. We can choose c to cancel the ℓ = 0 part

of ψ(2). We can then invert D2 to solve for ϕ(0). Thus, for d = 4, we can solve eq. (2.41) if

and only if j(2)
u = 0. We may then choose ϕ(1) arbitrarily and solve the remaining recursion

relations for the faster fall-off terms in the same manner as in Proposition 2.1. Thus, for

d = 4, Aµ can be put in the Lorenz gauge in a manner compatible with the ansatz eq. (2.24)

if and only if j(2)
u = 0.

6. The Lorenz gauge can be imposed with j
(2)
u ̸= 0 by adding a series with terms of the form ln r/rn [51].
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We now describe the modifications to the above results for odd dimensions. The recursion

relations for A(n)
µ take the form eqs. (2.28)-(2.30) with n half-integral and with the current

source terms absent, whereas the recursion relations for Ã(p)
µ take the same form as eqs.

(2.28)-(2.30) with n replaced by p, with p an integer. The ansatz for ϕ is taken to be

ϕ ∼
∞∑

n=d/2−2

1
rnϕ

(n)(u, xA) +
∞∑

p=d−3

1
rp ϕ̃

(p)(u, xA) (2.42)

with ∂uϕ
(d/2−2) = 0. The analysis of imposing the Lorenz gauge then proceeds in close

parallel to the even dimensional case for d > 4. We find that the Lorenz gauge can always be

imposed in a manner compatible with the ansatz eq. (2.25).

We summarize our above results on the imposition of the Lorenz gauge in the following

proposition:

Proposition 2.3. In Minkowski spacetime of dimension d ≥ 4, suppose that in some gauge the

vector potential Aµ satisfies our ansatz eq. (2.24) (for d even) or our ansatz eq. (2.25) (for d

odd). Suppose further that the charge-current jµ satisfies eq. (2.26) and that j(d−2)
µ (u, xA) → 0

as u → −∞. Then for all d > 4, Aµ can be put in the Lorenz gauge in such a way that it

continues to satisfy our ansatz. In d = 4 the Lorenz gauge condition can be imposed within

the ansatz eq. (2.24) if and only if j(2)
u = 0, i.e., if and only if the flux of charge to null

infinity vanishes.

Remark 2.2. We show in Appendix 0.1 that if, for d > 4, we had allowed the sum in eq. (2.24)

to extend to n = 1 and the sum in eq. (2.25) to extend to n = 1/2, our proof that the

Lorenz gauge condition can be imposed within the revised ansatz would still go through. Since

□Aµ = −4πjµ in the Lorenz gauge and j(n)
µ = 0 for n < d− 2, it follows from Remark 2.1

that in Lorenz gauge, we have A(n)
µ = 0 for all n < d/2 − 1. Thus, the only solutions excluded

by starting the sums at n = d/2 − 1 in eqs. (2.24) and (2.25) (rather than at n = 1 and

n = 1/2) are pure gauge.
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Remark 2.3. Suppose that Aµ satisfies the ansatz eq. (2.24) and is stationary at all orders

n ≤ m where m ≤ d− 2. Suppose further that j(n)
µ = 0 for all n ≤ m+ 1. By conservation of

jµ, we obtain ∂uj
(n)
r = 0 for all n ≤ m+ 2. It follows directly from its definition, eq. (2.32),

that ψ(n) must be stationary for all n ≤ m. However, using eq. (2.29) and the stationarity of

j
(n)
r for all n ≤ m+ 2, we obtain the stronger result that ψ(n) actually must be stationary

for all n ≤ m+ 1. We then may solve the recursion relation eq. (2.18) for all n ≤ m− 1 by

setting

ϕ(n−1) = [D2 + (n− 1)(n− d+ 2)]−1ψ(n+1). (2.43)

We may then set ϕ(m−1) = 0 and solve the recursion relations for ϕ(n) = 0 for n ≥ m as in

Proposition 2.1. The resulting gauge transformation will put Aµ in the Lorenz gauge satisfying

the ansatz eq. (2.24) and maintaining stationarity at all orders n ≤ m. In particular, if a

solution with jµ = 0 is stationary in some gauge to order m ≤ d− 2, then it is stationary in

a Lorenz gauge to the same order.

Remark 2.4. Let d = 4 and suppose j(2)
u = 0. Suppose, further, that j(3)

r = 0 so that, as

shown in Appendix 0.1, our ansatz is equivalent to smoothness of Aµ at I + in some gauge.

Although, by Prop. 2.3, the Lorenz gauge can be imposed within our ansatz eq. (2.24), it need

not be the case that A(1)
r = 0 in the Lorenz gauge, in which case Aµ in the Lorenz gauge will

not be smooth at I +. In other words, in d = 4 when j
(2)
u = 0, the Lorenz gauge is compatible

with our ansatz but it need not be compatible with smoothness of Aµ at I +.

When Aµ is in Lorenz gauge—as, by Proposition 2.3 we may assume for d > 4 and for

d = 4 when j
(2)
u = 0—it satisfies

□Aµ = −4πjµ (2.44)

∂µAµ = 0. (2.45)

The recursion relations arising from □Aµ = −4πjµ are just eqs. (2.28)-(2.30) with ψ = 0 in
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even dimensions. (They are modified as described above in odd dimensions.) The recursion

relations arising from ∂µAµ = 0 are just ψ(n) = 0 where ψ(n) is given by eq. (2.32). However,

it is more convenient to work with a linear combination of this equation and the other

equations so as to eliminate all u-derivatives. This can be achieved by defining

ω = Kµ[□Aµ + 4πjµ] − 2Kµ∂µψ − (d− 2)ψ/r (2.46)

where Kµ = (∂/∂r)µ. When eq. (2.44) holds, the vanishing of ω is equivalent to the vanishing

of ψ. The relation ω(n+2) = 0 yields

[D2−(n−d+2)(n−d+3)]A(n)
r +(2n−d+2)(n−d+3)A(n)

u +(2n−d+2)DAA
(n)
A = −4πj(n+2)

r

(2.47)

which contains no u-derivatives (and therefore also does not mix different orders).

We now consider the analogs of Propositions 2.1 and 2.2 for Maxwell’s equations in Lorenz

gauge. By eq. (2.44) each Cartesian component of Aµ satisfies the scalar wave equation.

Therefore, we may directly apply Propositions 2.1 and 2.2 to determine the data needed to

uniquely determine a solution to eq. (2.44) alone. Thus, the remaining task is to specify this

data in such a way that eq. (2.45) holds. However, if eq. (2.44) holds we have

□ψ = □∂µAµ = ∂µ□Aµ = −4π∂µjµ = 0. (2.48)

Thus, ψ satisfies the homogeneous scalar wave equation, and we can ensure that ψ = 0 by

choosing data for Aµ so as to ensure that the corresponding data for ψ yields the solution

ψ = 0. Again, we can determine this using Propositions 2.1 and 2.2, and also using the fact

that when eq. (2.44) holds, the vanishing of ψ(n) is equivalent to the vanishing of ω(n+1).

Putting all of the above statements together, it follows using Proposition 2.1 that a unique

solution to Maxwell’s equations in Lorenz gauge can be determined by specifying A(d/2−1)
µ
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subject to eq. (2.47) for n = d/2 − 1, and then specifying A(n)
µ (u0) for all n > d/2 − 1 subject

to eq. (2.47) holding at u = u0 (see exercise 2 of [47] for the case d = 4 with jµ = 0). In odd

dimensions, we also must similarly specify data for Ã(p)
µ at u = u0 subject to the constraint

for all p.

Alternatively, in even dimensions, using Proposition 2.2, a solution can be uniquely

determined by specifying data at Coulombic order, A(d−3)
µ . However, in this case, the

constraint eq. (2.47) at n = d− 3 ensures that ψ(d−2) = 0 but this does not quite suffice to

ensure that ψ vanishes at all slower fall-off. This is because the recursion relation eq. (2.13)

for n = d− 2 yields

D2ψ(d−3) = −(d− 4)∂uψ
(d−2) = 0 (2.49)

which does not imply that the ℓ = 0 part of ψ(d−3) must vanish. Hence, the condition

[ψ(d−3)]|ℓ=0 = 0 (2.50)

must be imposed separately. Using eq. (2.44), we may write this condition purely in terms of

the Coulombic order data as

∂uQ(u) = −Adj
(d−2)
u |ℓ=0 (2.51)

where

Q(u) = Ad

4π [A(d−3)
r + (d− 4)A(d−3)

u ]|ℓ=0 d even (in Lorenz gauge) (2.52)

and Ad is the area of a unit (d− 2)−sphere

Ad = 2π
d−1

2

Γ(d−1
2 )

. (2.53)
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Using the Lorenz gauge condition, it can be verified that Q(u) is the total electric charge at

time u, defined by

Q(u) ≡ 1
4π

∫
S2

dΩ F
(d−2)
ur (2.54)

with Fµν = 2∂[µAν]. Thus, eq. (2.51) expresses conservation of charge. Note that the

formula eq. (2.52) for Q(u) holds only in the Lorenz gauge and thus cannot be used in d = 4

when j
(2)
u ≠ 0. In odd dimensions, we do not obtain a similar additional constraint, but

eq. (2.51) follows directly from the recursion relation for Ã(d−3)
a corresponding to eq. (2.28)

with p = d − 3 as well as the Lorenz gauge condition given by eq. (2.32) with p = d − 3,

where the charge is now given by

Q(u) = Ad

4π [Ã(d−3)
r + (d− 4)Ã(d−3)

u ]|ℓ=0 d odd (in Lorenz gauge). (2.55)

We summarize our results as follows:

Theorem 1. Suppose d > 4 or d = 4 and j(2)
u = 0, so that the Lorenz gauge condition can

be imposed. Then a unique solution to the recursion relations and constraints for Maxwell’s

equations in the Lorenz gauge is obtained by specifying data in either of the following two

ways:

(1) Radiative Order Data: Specify A(d/2−1)
µ (u, xA) subject to the constraint eq. (2.47) at

n = d/2 − 1. Specify A
(n)
µ (u = u0, xA) for all n > d/2 − 1 subject to the constraint

eq. (2.47) at u = u0. In odd dimensions, also specify Ã(p)
µ (u = u0, xA) for all p ≥ d− 3,

subject to the constraint eq. (2.47) at u = u0.

(2) Coulombic Order Data: In even dimensions, specify A
(d−3)
µ (u, xA) subject to the

constraint eq. (2.47) at n = d − 3 and the additional constraint eq. (2.51); specify

A
(n)
µ (u = u0, xA) for all n > d − 3 subject to the constraint eq. (2.47) at u = u0. In

odd dimensions, specify A(m)
µ (u, xA) for any half-integer m ≥ d/2 − 1, subject to the
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constraint eq. (2.47) at n = m, specify A(n)
µ (u = u0, xA) for all n > m subject to the

constraint eq. (2.47) at u = u0; specify Ã(p)
µ (u = u0, xA) for all p ≥ d − 3, subject to

the constraint eq. (2.47) at u = u0.

4 Linearized Einstein equation

We consider the linearized Einstein equation on d-dimensional Minkowski spacetime for a

metric perturbation hµν with stress-energy source Tµν

− 2δGµν ≡ □hµν − 2∂(µ∂
ρhν)ρ + ηµν∂

ρ∂σhρσ = −16πTµν (2.56)

where δGµν is the linearized Einstein tensor and

hµν ≡ hµν − 1
2hηµν (2.57)

with h ≡ ηµνhµν . Our ansatz for hµν is

hµν ∼
∞∑

n=d/2−1

1
rnh

(n)
µν (u, xA) d even (2.58)

hµν ∼
∞∑

n=d/2−1

1
rnh

(n)
µν (u, xA) +

∞∑
p=d−3

1
rp h̃

(p)
µν (u, xA) d odd (2.59)

where our conventions for labeling the orders in this expansion is as in the electromagnetic

case. Our ansatz for Tµν is

Tµν ∼
∞∑

n=d−2

1
rnT

(n)
µν (u, xA). (2.60)

In addition, we require that Tµν satisfy the dominant energy condition and that T (d−2)
µν (u, xA) →

0 as u → −∞, i.e. there is no stress energy flux to future null infinity at asymptotically early
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times. In odd dimensions, it would be reasonable to also allow terms in the expansion of Tµν

that fall as half-integral powers of 1/r—and when we consider the full Einstein’s equation,

nonlinearities will effectively generate such terms in the equations. However, our analysis will

mainly be concerned with the terms in hµν with fall-off ranging from radiative (1/rd/2−1) to

Coulombic (1/rd−3) orders, for which only the leading order terms in the expansion of Tµν

will contribute, so for simplicity, we do not include half-integral powers of 1/r in the ansatz

for Tµν in odd dimensions.

In even dimensions, we can compare our ansatz eq. (2.58) to what would be obtained

by requiring that Ω2hµν with Ω = 1/r be smooth at I +, i.e., at Ω = 0. For d = 4, if

one assumes smoothness at I + in some gauge, then, by a further choice of gauge (see [52]

or p.280 of [37]), one can ensure that hµν satisfies our ansatz eq. (2.58). Conversely, if

hµν satisfies our ansatz, then Ω2hµν will be smooth at I + if and only if h(1)
rr vanishes. In

Appendix 0.2, we show that we can set h(1)
rr = 0 by a gauge transformation provided that7

T
(3)
ur = T

(3)
rr = T

(3)
rA = 0. Thus, for d = 4, our ansatz is slightly weaker than smoothness of

Ω2hµν at I + in that we allow additional solutions with T
(3)
ra ̸= 0.

For even dimensional spacetimes with d > 4, our ansatz eq. (2.58) requires faster fall-off

than what is needed for smoothness of Ω2hµν at I +. However, starting with smoothness at

I + and choosing the conformal Gaussian null gauge, it was shown in [52] that the fall-off

given by our ansatz holds; we also will show in Appendix 0.2 that, starting with smoothness

of Ω2hµν at I +, the Lorenz gauge condition can be imposed, which also implies the faster

fall-off given by our ansatz. Thus, in even dimensional spacetimes with d > 4, our ansatz is

precisely equivalent to smoothness of Ω2hµν at I + in some gauge.

In even dimensions, where n is integer, Einstein’s equation gives rise to the following

7. T
(3)
ur , T

(3)
rr , and T

(3)
rA are independent of u by conservation and the dominant energy condition. These

quantities vanish identically if the stress-energy is produced by a scalar or electromagnetic field satisfying our
ansatz for those fields.
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system of recursion relations:

[
D2 + (n− 1)(n− d+ 2)

]
h

(n−1)
uu + (2n− d+ 2)∂uh

(n)
uu − (d− n− 2)(χ(n)

r − χ
(n)
u )

− 2∂uχ
(n+1)
u − DAχ

(n)
A + ∂uχ

(n+1)
r = −16πT (n+1)

uu (2.61)

[
D2 + n(n− d+ 1)

]
h

(n−1)
ur + (d− 2)h(n−1)

uu + (2n− d+ 2)∂uh
(n)
ur − 2DAh

(n−1)
uA − DAχ

(n)
A

− (d− n− 2)χ(n)
r + (d− 2)χ(n)

u = −16πT (n+1)
ur (2.62)

[
D2 + (n− 1)(n− d+ 2) − 1

]
h

(n−1)
uA − 2DA(h(n−1)

uu − h
(n−1)
ur ) + (2n− d+ 2)∂uh

(n)
uA

− DAχ
(n)
u − ∂uχ

(n+1)
A = −16πT (n+1)

uA (2.63)

[
D2 + (n− 1)(n− d+ 2) − 2(d− 2)]h(n−1)

rr + 2(d− 2)h(n−1)
ur + (2n− d+ 2)∂uh

(n)
rr

+ 2qABh
(n−1)
AB − 4DAh

(n−1)
Ar + 2nχ(n)

r = −16πT (n+1)
rr (2.64)

[
D2 + (n− 1)(n− d+ 2) − d− 1

]
h

(n−1)
rA + dh

(n−1)
uA − 2DAh

(n−1)
ur + (2n− d+ 2)∂uh

(n)
rA

+ 2DAh
(n−1)
rr − 2DBh

(n−1)
BA − DAχ

(n)
r + (n+ 1)χ(n)

A = −16πT (n+1)
rA (2.65)

[
D2 + (n− 1)(n− d+ 2) − 2

]
h

(n−1)
AB + 2

(
h

(n−1)
rr − 2h(n−1)

ur + h
(n−1)
uu

)
qAB

− 4D(A
(
h

(n−1)
B)u − h

(n−1)
B)r

)
+ (2n− d+ 2)∂uh

(n)
AB − 2

(
D(Aχ

(n)
B) − qAB

2 DCχ
(n)
C

)

+ (d− n− 4)(χ(n)
r − χ

(n)
u )qAB − qAB∂uχ

(n+1)
r = −16πT (n+1)

AB . (2.66)
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Here we have defined

χa = ∂bhab (2.67)

so that

χ
(n)
u = DAh

(n−1)
Au + (d− n− 1)

(
h

(n−1)
ur − h

(n−1)
uu

)
− ∂uh

(n)
ur (2.68)

χ
(n)
r = DAh

(n−1)
Ar + (d− n− 1)

(
h

(n−1)
rr − h

(n−1)
ur

)
− qABh

(n−1)
AB − ∂uh

(n)
rr (2.69)

χ
(n)
A = DBh

(n−1)
AB + (d− n)

(
h

(n−1)
rA − h

(n−1)
uA

)
− ∂uh

(n)
rA . (2.70)

In odd dimensions, where n is half-integral, eqs. (2.61)-(2.66) hold with Tµν = 0, whereas the

recursion relations for h̃(p)
µν are the same as eqs. (2.61)-(2.66).

In the electromagnetic case, the current ja is subject only to the conservation law ∂µjµ = 0.

This gave rise to the condition Kµj
(d−2)
µ = 0, where Kµ = (∂/∂r)µ. The stress-energy tensor

Tµν is also subject to the conservation law ∂µTµν = 0. This gives rise to the condition

KµT
(d−2)
µν = 0. (2.71)

However, in the gravitational case, we have the further requirement that the stress-energy

tensor satisfy the dominant energy condition. The only way eq. (2.71) can be compatible

with the dominant energy condition is if

T
(d−2)
µν = αKµKν (2.72)

for some function α(u, xA). Thus, all components of T (d−2)
µν must vanish except for T (d−2)

uu .

It is of interest to examine the gauge dependence of the radiative order metric h(d/2−1)
µν

and the gauge invariant quantities that can be constructed from h
(d/2−1)
µν . Under a gauge

transformation, we have

hµν → hµν − ∂(µξν) (2.73)
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so

h
(d/2−1)
µν → h

(d/2−1)
µν − [∂(µξν)](d/2−1) (2.74)

where

[∂(αξβ)](d/2−1) =D(Aξ
(d/2−2)
B) − D(A

(
Kβ)ξ

(d/2−2)
u − rβ)ξ

(d/2−2)
r

)
+ ξ

(d/2−2)
r qαβ

− ξ
(d/2−2)
u qαβ − r(αξ

(d/2−2)
B) −

(
d

2 − 2
)
r(αξ

(d/2−2)
β) −K(α∂uξ

(d/2−1)
β) .

(2.75)

Here ξ(d/2−2)
α must be stationary in order to maintain our ansatz eqs.(2.58) and (2.59). It is

clear from eq. (2.75) that ξ(d/2−1)
α can always be used to set h(d/2−1)

uu , h
(d/2−1)
ur and h(d/2−1)

uA

to zero. It also is clear from eq. (2.75) that the remaining components can be changed only

by a stationary transformation. It follows immediately that ∂uh
(d/2−1)
µν is gauge invariant

for all µ, ν ̸= u. However, using the linearized Einstein equation, it can be shown8 that

∂uh
(d/2−1)
rr = ∂uh

(d/2−1)
rA = ∂u(qABh

(d/2−1)
AB ) = 0. Therefore, the only nontrivial gauge

invariant quantity that can be constructed from ∂uh
(d/2−1)
µν is

Nµν ≡
(
qµ

ρqν
σ − 1

d− 2qµνq
ρσ

)
∂uh

(d/2−1)
ρσ . (2.76)

We may view Nαβ as a tensor on the sphere, denoted NAB . NAB is called the Bondi news

tensor.

We now seek to put hµν in Lorenz gauge,

∂µhµν = 0 (2.77)

8. The vanishing of ∂uh
(d/2−1)
rr , ∂uh

(d/2−1)
rA and ∂u(qABh

(d/2−1)
AB ) follows from eq. (2.84) below, together

with eqs. (2.68)-(2.70) for n = d/2 − 1.
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while preserving the form of the ansatz eqs. (2.58) or (2.59). Under a gauge transformation,

hµν changes by eq. (2.73). Thus, we can put hµν into Lorenz gauge if and only if we can solve

□ξµ = 2χµ. (2.78)

Thus, the equations we must solve take the same basic form as the scalar wave equation, and

we can analyze them in close parallel to the electromagnetic case. We take our ansatz for ξµ

to be

ξµ ∼
∞∑

n=d/2−2

1
rn ξ

(n)
µ (u, xA) d even (2.79)

ξµ ∼
∞∑

n=d/2−2

1
rn ξ

(n)
µ (u, xA) +

∞∑
p=d−3

1
rp ξ̃

(p)
µ (u, xA) d odd (2.80)

where it is required in both of these expressions that ∂uξ
(d/2−2)
µ = 0. When d = 4, we may

also add a term c(∂/∂u)µ ln r to ξµ, where c is a constant.

When d > 4, the stress-energy terms in eqs. (2.61)-(2.66) do not enter at radiative order

n = d/2 − 1. The ur,rr and rA components of these equations yield, respectively

− (d/2 − 1)χ(d/2−1)
r + 2(d/2 − 1)χ(n)

u − DAχ
(d/2−1)
A = 0 (2.81)

(d− 2)χ(d/2−1)
r = 0 (2.82)

(d/2)χ(d/2−1)
A − DAχ

(d/2−1)
r = 0. (2.83)

Thus, we have

χ
(d/2−1)
µ = 0. (2.84)
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The uu, uA and AB components yield, respectively

− 2∂uχ
(d/2)
u + ∂uχ

(d/2)
r = 0 (2.85)

∂uχ
(d/2)
A = 0 (2.86)

qAB∂uχ
(d/2)
r = 0 (2.87)

which implies

∂uχ
(d/2)
a = 0. (2.88)

As in the electromagnetic case, equations (2.84) and (2.88) ensure that we can solve eq. (2.78)

within the ansatz.

However, when d = 4, we still have that χ(1)
µ vanishes but eq. (2.61) for n = 1 yields

∂uχ
(2)
u = 8πT (2)

uu . (2.89)

As in the electromagnetic case, this will give rise to an obstruction to solving eq. (2.78) within

the ansatz if and only if T (2)
uu is nonvanishing. Thus, for d = 4, the necessary and sufficient

condition for imposing the Lorenz gauge within our ansatz is that T (2)
uu vanish identically.

We summarize these results in the following proposition:

Proposition 2.4. For all d > 4, any hµν that satisfies our ansatz eq. (2.58) (for d even) or

ansatz eq. (2.59) (for d odd) can be put in the Lorenz gauge in such a way that it continues

to satisfy our ansatz. In d = 4 the Lorenz gauge condition can be imposed within the ansatz

if and only if T (2)
uu = 0.

Remark 2.5. As in the electromagnetic case, for d > 4 we show in Appendix 0.2 that the Lorenz

gauge condition could still be imposed if we weakened the fall-off conditions to 1/r fall-off in

even dimensions and 1/
√
r fall-off in odd dimensions. As in Remark 2.2, this justifies our
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taking the lower limit of the sum in eq. (2.58) and eq. (2.59) to start at n = d/2 − 1. Also,

as in the electromagnetic case, it follows that if a solution is stationary in some gauge for all

n ≤ m with m ≤ d− 2 and if T (n)
µν = 0 for all n ≤ m+ 1, then it is stationary in a Lorenz

gauge for all n ≤ m.

Remark 2.6. Let d = 4 and T
(2)
uu = 0. Suppose further that T (3)

rν = 0 so that our ansatz is

equivalent to smoothness of Ω2hµν at I + in some gauge. Although, by Prop. 2.4, the Lorenz

gauge can be imposed within our ansatz eq. (2.58), it need not be the case that h(1)
rr = 0 in the

Lorenz gauge, in which case Ω2hµν in the Lorenz gauge will not be smooth at I +, i.e., the

Lorenz gauge need not be compatible with smoothness at I +.

When hµν is in Lorenz gauge—as, by Proposition 2.4 we may assume for d > 4 and for

d = 4 when T
(2)
uu = 0—it satisfies

□hµν = −16πTµν (2.90)

∂µhµν = 0. (2.91)

The recursion relations for eq. (2.90) are eqs. (2.61)-(2.66) with χµ = 0. The recursion

relations arising from eq. (2.91) are just eqs. (2.68)-(2.70) with χµ = 0. Again, it is useful to

eliminate the terms in eqs. (2.68)-(2.70) with u-derivatives using eqs. (2.61)-(2.66). This can

be achieved by defining

τµ = Kν [□hµν + 16πTµν ] − 2Kν∂νχµ − (d− 2)χµ/r. (2.92)

When eq. 2.90 holds, the vanishing of τµ is equivalent to the vanishing of χµ. The relation

τ
(n+2)
µ = 0 yields

[D2−(n−d+2)(n−d+3)]h(n)
ru +(n−d+3)(2n−d+2)h(n)

uu −(2n−d+2)DAh
(n)
uA = −16πT (n+2)

ru

(2.93)
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[D2 − ((n− d+ 2)2 + n)]h(n)
rr + (d− 2 + (n− d+ 3)(2n− d+ 2))h(n)

ur

− (2n− d+ 2)qABh
(n)
AB + (2n− d)DAh

(n)
Ar = −16πT (n+2)

rr (2.94)

[D2 − (n− d+ 3)(n− d+ 2) + (2n− d+ 1)]h(n)
rA + (2n− d+ 2)(n− d+ 2)h(n)

uA

+ 2DA(h(n)
rr − h

(n)
ur ) + (2n− d+ 2)DBh

(n)
AB = −16πT (n+2)

rA . (2.95)

Equations (2.93)–(2.95) reduce to the “constraint equations” given by [38] if one applies the

additional gauge conditions that they impose.

The analysis of the appropriate data for solutions to eq. (2.90) and (2.91) follows in exact

parallel with the electromagnetic case. We solve the wave equation given by eqs. (2.61)-(2.66)

with χµ = 0, subject to the constraints eqs. (2.93)-(2.95). We can specify data at radiative

order subject to the constraints and solve for the faster fall-off terms exactly as in the

electromagnetic case. We also can specify data at Coulombic order and solve for slower fall-off

terms. In exact parallel with the electromagnetic case, in even dimensions, in addition to the

Coulombic order constraints, the Coulombic order data must satisfy

∂uM = −AdT
(d−2)
uu |ℓ=0 (2.96)

where

M = 1
16πAd[h(d−3)

ur + (d− 4)h(d−3)
uu ]|ℓ=0 d even (in Lorenz gauge) (2.97)

with Ad given by eq. (2.53). Thus, M satisfies the same flux relation as the linearized Bondi

mass in linearized gravity, and thus it can differ from the linearized Bondi mass only by a

constant. To show that M is, indeed, the linearized Bondi mass, it suffices to show that it

agrees with the Bondi mass in the stationary case, where tµ = (∂/∂u)µ, is a Killing field. In
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the stationary case, it can be verified that M agrees with the Komar mass formula

M = − 1
16π

(d− 2)
(d− 3)

∫
S2

ϵµνρσ∇µtν (2.98)

where ϵµνρσ is the volume form and the integral is taken over a sphere near infinity. Since

the Komar mass agrees with the Bondi mass in the stationary case [53], it follows that M is,

indeed, the linearized Bondi mass9. In odd dimensions, we do not obtain a similar additional

constraint, but the recursion relation eq. (2.61) with p = d− 3 as well as the Lorentz gauge

constraint eq. (2.68) with p = d− 3 implies that eq. (2.96) holds where the linearized Bondi

mass is given by

M = 1
16πAd[h̃

(d−3)
ur + (d− 4)h̃

(d−3)
uu ]|ℓ=0 d odd (in Lorenz gauge). (2.99)

We summarize our results on solutions to the linearized Einstein equation in Lorenz gauge

with the following theorem:

Theorem 2. Suppose d > 4 or d = 4 and T (2)
uu = 0, so that the Lorenz gauge condition can be

imposed. Then a unique solution to the recursion relations and constraints for the linearized

Einstein equation in Lorenz gauge is obtained by specifying data in either of the following two

ways:

(1) Radiative Order Data: Specify h(d/2−1)
µν (u, xA) subject to the constraints eqs. (2.93)-

(2.95) at n = d/2 − 1. Specify h
(n)
µν (u = u0, xA) for all n > d/2 − 1 subject to the

constraints eqs. (2.93)-(2.95) at u = u0. In odd dimensions, also specify h̃(p)
µν (u = u0, xA)

for all p ≥ d− 3, subject to the constraint eqs. (2.93)-(2.95) at u = u0.

(2) Coulombic Order Data: In even dimensions, specify h(d−3)
µν (u, xA) subject to the con-

9. We caution the reader that eq. (2.97) holds only in the Lorenz gauge, which cannot be imposed for
d = 4 when T

(2)
uu ̸= 0.
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straints eqs. (2.93)-(2.95) at n = d− 3 and the additional constraint eq. (2.96); specify

h
(n)
µν (u = u0, xA) for all n > d−3 subject to the constraints eqs. (2.93)-(2.95) at u = u0.

In odd dimensions, specify h(m)
µν (u, xA) for any m ≥ d/2 − 1, subject to the constraints

eqs. (2.93)-(2.95) at n = m, specify h
(n)
µν (u = u0, xA) for all n > m subject to the

constraints eqs. (2.93)-(2.95) at u = u0; specify h̃
(p)
µν (u = u0, xA) for all p ≥ d − 3,

subject to the constraints eqs. (2.93)-(2.95) at u = u0.

5 Nonlinear Einstein equation

For the nonlinear Einstein equation, we write gµν = ηµν +hµν and we assume the same ansatz

for hµν as in linearized gravity (see sec. 2.4). For d even with d > 4, our ansatz eq. (2.58) is

equivalent to smoothness of Ω2hµν (and, therefore, smoothness of Ω2gµν = Ω2ηµν + Ω2hµν)

at I + by the same arguments as for the linearized case. For d = 4 our ansatz eq. (2.58) in

linearized gravity was slighter weaker than smoothness of Ω2hµν at I + in that it admitted

additional solutions for which h
(1)
rr cannot be set to zero by a gauge transformation within

our ansatz. However, we show in Appendix 0.3 that, if the Bondi news is nonvanishing at all

angles at any time, such additional solutions do not exist in the nonlinear theory. Thus, for

d = 4 our ansatz eq. (2.58) is also equivalent to smoothness at I + for spacetimes in which

NAB is nonvanishing everywhere on some cross-section.

The nonlinear Einstein equation is far more complex than the linearized Einstein equation.

However, since the slowest fall-off of hµν is 1/rd/2−1, the nonlinear terms first enter at order

(1/rd/2−1)2 = 1/rd−2. Consequently, for n < d − 3, the recursion relations for the full

Einstein equation are identical to eqs. (2.61)-(2.66) in the linearized case. For n = d− 3, the

equations are modified by terms of the form (∂uh
(d/2−1)
µν )2 and h

(d/2−1)
µν ∂2

uh
(d/2−1)
ρσ , which

are the only types of nonlinear terms that can contribute at this order. At higher orders, the

nonlinear correction terms are far more complicated, but they always involve adding terms
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arising from metric components of slower fall-off.

We define the non-linear part of the Einstein tensor Gµν as

Gµν ≡ Gµν − δGµν (2.100)

where Gµν is the Einstein tensor and δGµν is the linearized Einstein tensor defined in

eq. (2.56). Our ansatz then implies an asymptotic expansion of Gµν in integer powers of 1/r

in even dimensions and both integer and half-integer powers in odd dimensions. In both

even and odd dimensions, the expansion starts at order 1/rd−2. In all dimensions, Einstein’s

equations give rise to the same set of recursion relations as in the linearized case with the

replacement

8πT (n)
µν → 8πT (n)

µν − G(n)
µν for n ≥ d− 2 (2.101)

where n is an integer in even dimensions and takes on both integer and half integer values in

odd dimensions. By a direct calculation, we find that the leading order contribution to Gµν

is given by

G(d−2)
µν = −1

4N
ρσNρσKµKν + 1

2∂u

(
qρσqκδcρκNσδKµKν + qρσcrρNσ(µKν) + crrNµν

)
(2.102)

where cµν ≡ h
(d/2−1)
µν and Nµν is the Bondi news tensor as defined in eq. (2.76). In writing

eq. (2.102), we have used the fact that, as in the linearized case (see eq. (2.84)), the recursion

relations imply that χ(d/2−1)
µ = 0, where χµ ≡ ∂νhµν .

We wish to determine whether the metric gµν can be put in the harmonic gauge while

maintaining our 1/r expansion ansatz. To put the metric in harmonic gauge, we must find

coordinate functions xµ such that

□gx
µ = 0 (2.103)
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where □g ≡ gµν∇µ∇ν and ∇µ is the derivative operator compatible with gµν . Let

xµ = ◦
xµ + ξµ (2.104)

where ◦
xµ are global inertial coordinates of ηµν , satisfying ∂α

◦
xµ = δα

µ. Applying □g to

eq. (2.104) we obtain

□ξµ = − 1√
−g

∂α(
√

−ggαµ) −Hαβ∂α∂βξ
µ − 1√

−g
∂α(

√
−ggαβ)∂βξ

µ (2.105)

where, again, □ ≡ ηab∂a∂b, and

Hαβ ≡ gαβ − ηαβ . (2.106)

Here we have used the fact that, for any function f ,

□gf = 1√
−g

∂α(
√

−ggαβ∂βf). (2.107)

In parallel with the analysis of imposition of the Lorenz gauge condition in linearized

gravity, we will be able to put the metric in harmonic gauge in nonlinear gravity while

maintaining our expansion ansatz if we can solve eq. (2.105) via the ansatz

ξµ ∼
∞∑

n=d/2−2

1
rn ξ

µ (n)(u, xA), (2.108)

with ∂uξ
µ (d/2−2) = 0. In odd dimensions, the sum in eq. (2.108) is allowed to run over

integer values (starting at d− 3) as well as half-integer values. For d = 4, in the case of a

stationary spacetime with Killing field ∂/∂u, we may also add a term c(∂/∂u)µ ln r to ξµ,

where c is a constant.

To analyze existence of solutions to eq. (2.105) of the form eq. (2.108), we note that
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eq. (2.105) is of the form

□ξµ = χµ + Lµ(h, ξ) (2.109)

where, again, χµ ≡ ∂αh
αµ, and where Lµ is composed of terms that are (i) quadratic and

higher order in hµν or (ii) linear in ξµ and linear or higher order in hµν . The leading order

contribution of Lµ to this equation arises at order 1/rd−2.

Consider, first, the case d > 4. As noted previously, the non-linear contributions to

Einstein’s equation enter at order 1/rd−2, so the recursion relations derived for the linearized

Einstein’s equation given by eqs. (2.61)–(2.66) are equivalent to the recursion relations for the

full, non-linear Einstein’s equation for n ≤ d− 3. As already noted above, these equations

imply that χ(d/2−1)
µ must vanish. It also follows that χ(d/2)

µ is stationary. It then follows that

we can solve eq. (2.109) at order 1/rd/2 by a choice of ξµ (d/2−2) that is stationary. We may

then specify ξ(d/2−1)
µ arbitrarily and recursively solve eq. (2.105) with the ansatz eq. (2.108)

for all of the faster fall-off terms, in the same manner as in Prop. 2.1. The source Lµ plays

an innocuous role in this procedure since it is obtained from ξµ at orders that have already

been solved for and thus is a “known” source term.

For the case d = 4, we still have that χ(1)
µ = 0. In addition, since ∂uh

(1)
rA = 0 (as follows

from eqs. (2.84) and (2.70)), we may perform a gauge transformation of the form eq. (2.75)

to set h(1)
rA = 0. We then find that χ(2)

r and χ
(2)
A are stationary. However, χ(2)

u now satisfies

∂uχ
(2)
u = 8πT (2)

uu − G(2)
uu . (2.110)

Using eq. (2.102) together with h
(1)
rA = 0, we obtain

G(2)
uu = −1

4N
CDNCD + 1

2∂u

(
CCDNCD

)
(2.111)

where CAB is the trace free part of the projection of h(1)
αβ onto the sphere. However, eq. (2.109)
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implies the u-component of the leading order term ξµ (0) satisfies

D2ξ(0)
u = χ

(2)
u +NABC

AB (2.112)

and hence

D2
(
∂uξ

(0)
u

)
= 8πT (2)

uu + 1
4N

CDNCD + 1
2∂u

(
NABC

AB
)
. (2.113)

Since T (2)
uu ≥ 0, if we assume that NAB vanishes as u → ±∞, it is easily seen that we cannot

have ∂uξ
(0)
u = 0 at all u as required unless both T

(2)
uu and NAB vanish identically. Thus, we

cannot impose the harmonic gauge condition within our ansatz10 if T (2)
uu ̸= 0 or NAB ̸= 0.

On the other hand, if the spacetime is stationary—i.e. if it admits a timelike Killing field

ta—then T
(2)
uu = 0 and NAB = 0. Using the fact that the equations for ξ(0)

r and ξ
(0)
A contain

only “source terms” that are stationary—it can be seen that we can solve eq. (2.112) by

choosing ξµ(0) to be stationary (provided that we again add the term cgµνt
ν ln(r) to our

ansatz to solve the ℓ = 0 part of eq. (2.112)). The recursion relations for all faster fall-off can

then be solved as in the case d > 4 so the harmonic gauge condition can be imposed11.

We summarize these results in the following proposition:

Proposition 2.5. For all d > 4, any gµν = ηµν + hµν that satisfies our ansatz eq. (2.58)

(for d even) or our ansatz eq. (2.59) (for d odd) can be put in the harmonic gauge in such a

way that it continues to satisfy our ansatz. In d = 4 the harmonic gauge condition cannot be

imposed within the ansatz if T (2)
uu ̸= 0 or NAB ̸= 0.

Remark 2.7. In linearized gravity, the restriction T
(2)
uu = 0 in d = 4 allows all vacuum

solutions as well as all solutions with a stress-energy source that has vanishing flux at null

10. We could impose the harmonic gauge condition for nonvanishing T
(2)
uu or NAB for d = 4 if we modified

our ansatz to allow additional series involving terms of the form (ln r)k/rn [54].

11. If the spacetime is non-stationary and T
(2)
uu = 0 = NAB then we do not believe that the metric can be

put in harmonic gauge within our ansatz, but we have not proven this.
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infinity. Thus, the Lorenz gauge can be imposed in linearized gravity within our ansatz in

a wide variety of circumstances of interest. However, in nonlinear general relativity, the

harmonic gauge cannot be imposed within our ansatz in d = 4 if—in addition to T (2)
uu ̸= 0—the

Bondi news is also nonvanishing, i.e., in d = 4 the harmonic gauge cannot be imposed within

our ansatz in any spacetime with gravitational radiation. In particular, for d = 4 we cannot

use the harmonic gauge when considering the memory effect in the next section, so we will

have to treat the case d = 4 separately.

When gµν is in the harmonic gauge, it satisfies

GH
µν = 8πTµν (2.114)

Hν ≡ 1√
−g

∂ν [
√

−ggµν ] = 0 (2.115)

where GH
µν is the Einstein tensor in the harmonic gauge

GH
µν = Gµν + gρ(µ∂ν)H

ρ − 1
2gµν∂ρH

ρ. (2.116)

We now turn to the issue of whether these equations can be solved recursively within our

ansatz. We restrict consideration to d > 4, since, as just remarked above, the harmonic gauge

can be imposed only in trivial cases when d = 4.

Taking the divergence of eq. (2.116) with respect to ∇µ and using the Bianchi identity

we find that when GH
µν = 8πTµν , we have

□Hµ = Wµ(h,H) (2.117)

where Wµ is linear in Hµ and its first derivative and is quadratic and higher order in hµν

and its first derivative. It follows that if H(d/2−1)
µ = 0 for all u and H(n)

µ = 0 for n > d/2 − 1
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at some u = u0, then Hµ = 0. Namely, if we inductively assume that H(n)
µ = 0 for all n ≤ k,

then the source term arising from Wµ that appears in the recursion equation for H(k+1)
µ will

vanish. It then follows from the same arguments as used to prove Prop. 2.1 that H(k+1)
µ = 0.

It is convenient to replace Hµ by

τ ′
µ = Kb[−2G(H)

µν + 16πTµν ] + 2Kν∂νHµ + (d− 2)Hµ/r (2.118)

where the form of τ ′
µ has been chosen so that, for n < d − 3, τ ′(n+2)

µ can be expressed

purely in terms of h(n)
µν , with no u-derivatives of hµν appearing. When eq. (2.114) holds, the

vanishing of τ ′(n+1)
µ implies the vanishing of H(n)

µ . Thus we obtain a solution to eqs. (2.114)

and (2.115) if we can solve eq. (2.114) in such a way that we also obtain τ ′
µ = 0.

The recursion relations for eq. (2.114) for n < d−3 are identical to eqs. (2.61)–(2.66) with

χµ = 0. In addition, we have τ ′(n+2)
µ = τ

(n+2)
µ for n < d− 3, where τµ is the corresponding

quantity in linearized gravity given by eq. (2.92). Thus, for n < d− 3, the recursion relations

and constraints are identical to the linearized case. It follows that if one specifies data at

radiative order, one may solve the recursion relations for h(n)
µν for all n < d − 3 exactly as

in the linearized case. The recursion relations and constraints needed to solve for h(n)
µν for

n ≥ d − 3 receive nonlinear corrections relative to the linearized equations. However, the

nonlinear terms entering the equations will be of the form of products of metric perturbations

arising at lower orders. Consequently, the non-linear terms can be effectively treated as

source terms in our recursive analysis and they pose no difficulties in solving for h(n)
µν for

n ≥ d− 3. We thereby obtain the following theorem:

Theorem 3. Suppose d > 4 so that, by Prop. 2.5, the harmonic gauge condition can be

imposed. Then a unique solution to the recursion relations and constraints for the Einstein’s

equation in the harmonic gauge is obtained by the following specification of data: Specify

h
(d/2−1)
µν (u, xA) subject to the constraints τ ′(d/2+1)

µ = 0 (which are identical to eqs. (2.93)-
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(2.95) at n = d/2 − 1). Specify h(n)
µν (u = u0, xA) for all n > d/2 − 1 subject to the constraints

τ
′(n+2)
µ = 0 at u = u0. In odd dimensions, also specify h̃(p)

µν (u = u0, xA) for all p ≥ d − 3

subject to the constraint τ ′(p+2)
µ = 0 at u = u0.

Note that there is no analog of the “Coulombic order data specification” method for

getting a solution of the recursion relations in nonlinear general relativity, since the Bondi

news enters the equations for the metric at Coulombic order. Thus, we need to know the

solution at radiative order before we can determine whether h(d−3)
µν (u, xA) is a solution to

the recursion relations and constraints.

Finally, it is worth noting that the analog of eq. (2.96) in nonlinear general relativity for

d > 4 is

∂uM = −AdT
(d−2)
uu |ℓ=0 − 1

32πAdN
ABNAB |ℓ=0 (2.119)

where in even dimensions

M = 1
16πAd[h(d−3)

ur +(d−4)h(d−3)
uu −CABNAB ]|ℓ=0 d even (in harmonic gauge), (2.120)

and in odd dimensions

M = 1
16πAd[h̃

(d−3)
ur + (d− 4)h̃

(d−3)
uu −CABNAB ]|ℓ=0 d odd (in harmonic gauge) (2.121)

where Ad is the area of a unit (d− 2)−sphere given by eq. (2.53). By the same arguments as

given in the linearized case, M is the Bondi mass. Again, the above formulas for M apply

only in harmonic gauge and thus cannot be applied when d = 4 if T (2)
uu ̸= 0 or NAB ̸= 0. A

gauge invariant expression for the Bondi mass in all even dimensions d ≥ 4 was given in [27].

Positivity of the Bondi mass in even dimensions was proven in [52].
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3 The memory effect

We now turn our attention to the analysis of the memory effect in nonlinear general relativity

in d ≥ 4 dimensions. In physical terms, the memory effect can be described as the permanent

relative displacement resulting from the passage of a “burst of gravitational radiation” of a

system of test particles that are initially at rest. The relative displacement of test particles is

governed by the geodesic deviation equation

(vµ∇µ)2ξν = −Rµρσ
νvµvσξρ (3.1)

where vµ is the tangent the worldline of the test particle, ξµ is the deviation vector and

Rµνρσ is the Riemann tensor. In our case, we will be interested in test particles near future

null infinity and wish to determine the leading order memory effect in a 1/r expansion.

We note that there are closely analogous “memory effects” for electromagnetic and scalar

fields [11, 55, 56]. For the electromagnetic field or the scalar field, the memory effect would

correspond to a charged particle with electric or scalar charge, originally at rest, getting a

momentum kick after the passage of a burst of electromagnetic or scalar radiation. However,

since we now have fully developed the machinery for the gravitational case, we will bypass the

analysis of these other cases and go directly to the analysis of the memory effect in general

relativity.

1 Stationarity conditions at early and late retarded times

Our first task in analyzing the memory effect is to define more precisely what we mean by

a “burst of gravitational radiation,” i.e., to specify the stationarity conditions that we will

assume hold at early and late retarded times.
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We wish to consider spacetimes where there is significant gravitational radiation near

future null infinity only over some finite range of retarded time. We envision this radiation

as arising from “localized event” in the interior of the spacetime involving the interaction of

matter and/or black holes and/or gravitational waves—although our entire analysis will be

done near future null infinity and will not make any assumptions about the source of the

gravitational radiation. Thus, we wish to consider a situation where the metric is (nearly)

stationary at early retarded times and again becomes (nearly) stationary at late retarded

times.

However, it would be much too strong a condition to demand that the metric becomes

stationary at early and late retarded times at all orders in 1/r. This is because we wish to

allow for the presence of bodies of matter (or black holes) that move inertially from/towards

infinity at early/late retarded times. To see the implications of this, we note that a static

multipole of angular order ℓ will decay as r → ∞ at fixed global inertial time t as 1/rℓ+d−3.

However, for inertially moving bodies, the ℓth multipole moment will grow with time as tℓ.

Thus, near future null infinity, there will be contributions from the ℓth multipole solution

that result in hµν behaving as12

hµν ∼ tℓ

rℓ+d−3 = (u+ r)ℓ

rℓ+d−3 = 1
rd−3 + ℓu

rd−2 + . . . (3.2)

Thus, the leading order behavior of hµν is Coulombic—but note that hµν is not spherically

symmetric near null infinity at Coulombic order. Although hµν is stationary at Coulombic

order, it is, in general, non-stationary for ℓ ≥ 1 at order 1/rd−2. This non-stationarity can

be removed for ℓ = 1 by Lorentz boosting to a frame where the center of mass of the matter

is at rest, but hµν will, in general, be genuinely non-stationary at order 1/rd−2 for ℓ ≥ 2.

12. The ℓth multipole solution with leading order time dependence eq. (3.2) will also have terms that
behave as tℓ−2k/rℓ−2k+d−3 with k integer and 2k ≤ ℓ, which also will contribute to the field at future null
infinity in the same manner as indicated in eq. (3.2).
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The late time behavior near null infinity in curved spacetime with matter (or black

holes) inertially moving to infinity along timelike trajectories cannot be expected to satisfy a

stronger stationarity condition than would hold for inertially moving bodies in Minkowski

spacetime. Indeed, as we shall see in the next subsection, if we were to require stationarity at

order 1/rd−2 at both late and early retarded times, we would entirely exclude the “ordinary

memory” effect. On the other hand, we do not believe that we would exclude any interesting

phenomena by assuming that the metric becomes stationary at Coulombic order at early and

late retarded times.

We will therefore adopt as our stationarity condition that, in some gauge within our

ansatz, the metric becomes stationary at Coulombic order and slower fall-off at early and

late retarded times. More precisely, in even dimensions we require that there exist a gauge in

which

∂uh
(n)
µν → 0 as u → ±∞ for n ≤ d− 3, (3.3)

and in odd dimensions we require that there exist a gauge in which

∂uh
(n)
µν → 0 as u → ±∞ for n < d− 3 (3.4)

∂uh̃
(d−3)
µν → 0 as u → ±∞. (3.5)

It follows immediately from these conditions that in the stationary eras, the nonlinear

terms in Einstein’s equation are O(1/r2(d−2)) and will not enter the equations to the orders

to which we will work. In addition, stationarity at Coulombic order implies that the Bondi

mass (which can be defined in any gauge) is time independent, which implies that T (d−2)
uu |ℓ=0

vanish in the stationary eras. However, positivity of T (d−2)
uu then implies that T (d−2)

uu = 0 and

the dominant energy condition then implies that T (d−2)
µν = 0. We can then apply Remark 2.5

to conclude that, for d > 4, without loss of generality, the fall-off conditions eq. (3.3) or
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eq. (3.4) can be assumed to hold in a harmonic gauge, as we shall assume in the following. It

then follows from Cor. 2.1 that in even dimensions we have h(n)
µν = 0 for all n < d− 3, and in

odd dimensions, h(n)
µν = 0 for all n < d− 2.

Finally, we note that Mädler and Winicour [57] have imposed a “weak stationarity

condition” in their treatment of the memory effect in linearized gravity in 4 dimensions. Their

condition effectively requires the metric to be stationary at order 1/r2, i.e., one order faster

fall-off than Coulombic. Thus, their condition is stronger than ours. As we shall see in the

next subsection, this stronger condition rules out all “ordinary memory” effects.

2 The memory tensor and its properties at Coulombic order and slower

fall-off

As discussed in the previous subsection, we wish to consider a spacetime where the metric

near future null infinity is stationary at Coulombic order, 1/rd−3, at early and late retarded

times. We consider an array of test particles near null infinity whose tangents vµ initially

point in the (∂/∂u)µ direction. We wish to compute the memory effect for such test particles

at all orders n ≤ d − 3. Since the metric differs from the Minkowski metric only at order

1/rd/2−1, the geodesic determined by vµ will differ from the corresponding integral curve of

(∂/∂u)µ beginning only at order 1/rd/2−1, and u will differ from an affine parametrization

also beginning only at this order. Since the curvature also falls off as rd/2−1, it can be seen

that the deviations of vµ from (∂/∂u)µ in eq. (3.1) can affect ξµ only at order rd−2 and faster

fall-off. Since we consider only the memory effect at orders n ≤ d − 3, we may therefore

replace vµ in eq. (3.1) with (∂/∂u)µ, i.e., we may replace eq. (3.1) with

∂2

∂u2 ξ
µ = −Ruνu

µξν . (3.6)
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Since, by our ansatz, Tµν = O(1/rd−2), it follows immediately from Einstein’s equation

that the Ricci tensor vanishes at Coulombic order and slower fall off. Consequently, we may

replace the Riemann tensor in eq. (3.6) with the Weyl tensor. We also may replace ξν on the

right side of eq. (3.6) with its initial value, ξν
0 , since ξν − ξν

0 = O(1/rd/2−1), so this difference

cannot contribute to the right side at Coulombic and slower fall-off. Thus, at Coulombic and

slower fall-off, we have
∂2

∂u2 ξ
µ = −Cuνu

µξν
0 . (3.7)

Now suppose that the metric is stationary at Coulombic order and slower fall-off for

u → ±∞, as discussed in the previous subsection. Integrating eq. (3.7) twice, we obtain

ξ(n)µ
∣∣∣∣u=∞

u=−∞
= ∆(n)µ

ν ξ
ν
0 for n ≤ d− 3 (3.8)

where

∆(n)
µν ≡ −

∞∫
−∞

du′
u′∫

−∞
du′′C(n)

uνuµ. (3.9)

We refer to ∆(n)
µν as the n-th order memory tensor. It characterizes the memory effect at

order 1/rn. We note that the Weyl tensor at these orders is equivalent to the linearized Weyl

tensor and is gauge invariant. Therefore, the memory effect at these orders is manifestly

gauge invariant.

It follows immediately from its definition, eq. (3.9), that for all n ≤ d − 3 the memory

tensor, ∆(n)
µν , is symmetric, trace-free, and has vanishing u-components,

∆(n)
µν = ∆(n)

νµ , ∆(n)µ
µ = 0 , ∆(n)

uν = 0 for alln ≤ d− 3. (3.10)

Obviously, from its definition, ∆(n)
µν does not depend on u, so we also have ∂u∆(n)

µν = 0.

Additional properties of ∆(n)
µν follow from the Bianchi identity. We remind the reader that
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the uncontracted Bianchi identity is

∇[µRνρ]σκ = 0. (3.11)

Contracting over µ and σ yields

gµσ∇µRνρσκ = 2∇[νRρ]κ. (3.12)

Applying gµδ∇δ to eq. (3.11) we obtain

□gRνρσκ + gλµ∇λ∇νRρµσκ + gλµ∇λ∇ρRµνσκ = 0. (3.13)

Commuting the derivatives in the second and third terms of eq. (3.13) and using eq. (3.12)

we obtain

□gRνρσκ =4∇[ν∇|[σRκ]|ρ] − 2gµλgδπRλ[νρ]δRπµσκ − 2gδπRδ[νRρ]πσκ

− 2gµλgδπRσδλ[νRρ]µπκ − 2gµλgδπRδκλ[νRρ]µσπ. (3.14)

We also remind the reader that the Riemann tensor is related to the Weyl tensor by

Rµνρσ = Cµνρσ + 4
d− 2g[µ|[ρRσ]|ν] − 2

(d− 1)(d− 2)Rgµ[ρgσ]ν . (3.15)

In linearized gravity with Rµν = 0, the above relations imply

∂µCµνρσ = 0 (linearized gravity) (3.16)

and

□Cµνρσ = 0 (linearized gravity). (3.17)
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These relations, of course, do not hold in nonlinear general relativity, and they also do not

hold in linearized gravity when Rµν ̸= 0. However, let

Eµν ≡ Cuνuµ (3.18)

so that Eµν is the “electric part” of the Weyl tensor. Define Tµ by

Tµ = Kν□Eµν − 2Kν∂ν∂
αEαµ − (d− 2)∂αEαµ/r (3.19)

where Kµ = (∂/∂r)µ. In linearized gravity with Rµν = 0, we have Tµ = 0. Remarkably,

we find13 that in nonlinear general relativity with our ansatz for hµν and Tµν , we have

T (n+2)
µ = 0 for all n ≤ d− 3. Now, the formula eq. (3.19) defining Tµ is exactly the same as

the formula eq. (2.92) defining τ (n+2)
µ under the substitution hµν → Eµν and Tµν → 0. Thus,

Eµν satisfies eqs. (2.94) and (2.95) with vanishing right side for all n ≤ d − 3. (Equation

(2.93) is trivial since the u-components of Eµν vanish.) Integrating this equation twice with

respect to u, we find that for n ≤ d− 3, ∆(n)
µν satisfies

[D2 − (n− d+ 1)(n− d+ 2)]∆(n)
rr + (2n− d)DA∆(n)

Ar = 0 (3.20)

[D2 − (n− d+ 3)(n− d+ 2) + (2n− d+ 1)]∆(n)
rA + 2DA∆(n)

rr + (2n− d+ 2)DB∆(n)
AB = 0

(3.21)

where we used the fact that the trace of ∆µν vanishes to relate ∆rr to qAB∆AB . We note

that eqs. (3.20) and (3.21) have nothing to do with the harmonic gauge condition and hold

for d = 4 as well as d > 4.

13. The peeling properties of the Weyl tensor [58] (which are a consequence of our ansatz) were used to
show this.
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These relations will be used in sec. 3.4 below. They also have the following important

consequence. The spherically symmetric (ℓ = 0) part of ∆µν automatically has ∆rA = 0 and

∆AB ∝ qAB , since no vector on the sphere can be spherically symmetric and qAB is the only

tensor of this index type that is spherically symmetric. Consequently, eq. (3.20) implies that

the spherically symmetric part of ∆(n)
µν vanishes for n ≤ d− 3. Similar arguments also show

that eqs. (3.20) and (3.21) imply that the ℓ = 1 part of ∆(n)
µν vanishes for all n ≤ d− 3. This

implies that

[∆(n)
µν ]|ℓ=0,1= 0 for alln ≤ d− 3. (3.22)

In addition, in d = 4 dimensions, eqs. (3.20) and (3.21) imply

∆(1)
rν = 0 (3.23)

and, similarly, in d = 6 dimensions, we obtain

∆(3)
rr = 0. (3.24)

However, in higher dimensions, all components of the Coulombic order memory tensor (other

than u components and the trace) may be nonvanishing. These results in d = 4 and d = 6

dimensions also follow directly from the peeling properties of the Weyl tensor in these

dimensions [58].

3 Evaluation of the memory tensor at Coulombic order and slower fall-off

We now evaluate ∆(n)
µν for all n ≤ d− 3. We separately consider the cases (1) d > 4 and even,

(2) d odd, and (3) d = 4. For d > 4, we impose the harmonic gauge condition to greatly

simplify the analysis.
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1 d even, d > 4

For n ≤ d− 3, the relevant components of the nth order Weyl tensor take the form

C
(n)
uαuβ = α

(n)
αβ

ρσh
(n−2)
ρσ + β

(n)
αβ

ρσ∂uh
(n−1)
ρσ + γ

(n)
αβ

ρσ∂2
uh

(n)
ρσ (3.25)

Here α(n)
αβ

ρσ, β
(n)
αβ

ρσ, γ
(n)
αβ

ρσ are given by

α
(n)
αβ

ρσ = −1
2(n−1)(n−2)rαrβnρnσ +(n−2)nρnσr(αDβ)− 1

2n
ρnσDαDβ + 1

2(n−2)qαβn
ρnσ,

(3.26)

β
(n)
αβ

ρσ = − (n− 1)rαrβn(ρKσ) + n(ρKσ)r(αDβ) − nr(αn
(ρqβ)

σ) + nρq(β
σDα)

+ 1
2qαβ(2n(ρKσ) − ncρnσ), (3.27)

γ
(n)
αβ

ρσ = −1
2rαrβK

ρKσ − r(αK
(ρqβ)

σ) − 1
2qα

ρqβ
σ (3.28)

where Kµ = (∂/∂r)µ, nµ = (∂/∂u)µ and rµ = (dr)µ.

We now use the recursion relations to eliminate h(n−2)
µν and h

(n−1)
µν in favor of h(n)

µν in

eq. (3.25). We consider, first, the case n < d− 3; we will treat the case n = d− 3 after we

have completed the analysis for n < d− 3.

For n < d− 3, the relevant recursion relations do not contain any nonlinear terms in hµν

and are thus given by eqs. (2.61)-(2.70) with χµ = 0. In addition, the stress-energy tensor

does not appear in any equations at the orders relevant to this analysis. It is clear from the

arguments that led to Theorem 2 that it must be possible to eliminate h(n−2)
µν and h(n−1)

µν in

favor of h(n)
µν , but it is useful to have an explicit construction, which we now give.

First, we can directly invert the angular operator appearing in eq. (2.61) to solve for
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h
(n−1)
uu in terms of h(n)

uu . Explicitly, we have

h
(n−1)
uu = −(2n− d+ 2)

[
D2 + (n− 1)(n− d+ 2)

]−1
∂uh

(n)
uu . (3.29)

Note that h(n)
uu appears in this solution only in the form ∂uh

(n)
uu . We then iterate this procedure

to obtain h
(n−2)
uu in terms of h(n−1)

uu and thence h(n)
uu , thereby expressing h(n−2)

uu in terms of

inverse angular operators applied to ∂2
uh

(n)
uu . Next, we eliminate DAh

(n−1)
Au using eq. (2.68)

(with χ
(n)
u = 0) and substitute into eq. (2.62). The resulting equation can then be solved

for h(n−1)
ur in terms of ∂uh

(n)
ur and ∂uh

(n)
uu . Iterating, we obtain h(n−2)

ur in terms of ∂2
uh

(n)
ur and

∂2
uh

(n)
uu . We then similarly invert eq. (2.63) to solve for h(n−1)

uA and then h
(n−2)
uA .

Thus far, we have shown how to write the uu, ur, and uA components of hµν at orders

n− 2 and n− 1 in terms of these components at n-th order. To proceed further, we note that

h ≡ h
µ

µ = −2hur + hrr + qABhAB satisfies the ordinary scalar wave equation. Hence, we

can recursively solve for h(n−1) and h(n−2) in terms of ∂uh
(n) and ∂2

uh
(n) respectively. Then

one can use eq. (2.64) and eq. (2.69) to obtain

[
D2 +(n−d+1)(n−2)]h(n−1)

rr = 2(d−2n+2)h(n−1)
ur +2h(n−1) −(2n−d−2)∂uh

(n)
rr . (3.30)

This equation can be used to solve for h(n−1)
rr and h

(n−2)
rr in terms of nth order quantities.

We can then use eq. (2.70) and eq. (2.65) to solve for h(n−1)
rA and h

(n−2)
rA in terms of nth

order quantities. Finally, we solve (2.66) to obtain h
(n−1)
AB and h

(n−2)
AB in terms of nth order

quantities.

The above results show explicitly that we can write h(n−2)
µν as an operator (composed of

inverses of angular operators and angular derivatives) applied to ∂2
uh

(n)
µν . Similarly, we can

write h(n−1)
µν as such an operator applied to ∂uh

(n)
µν . Substituting this result in eq. (3.25), we
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see that for all n < d− 3, the nth order Weyl tensor takes the form

C
(n)
uαuβ = O

(n)
αβ

ρσ∂2
uh

(n)
ρσ (3.31)

where the operator O is constructed of inverses of angular operators and angular derivatives.

It follows immediately from eq. (3.9) that for n < d− 3 the memory tensor takes the form

∆(n)
µν = P (n)

µν
ρσ[∆h(n)

ρσ ] for n < d− 3 (3.32)

where

∆h(n)
µν ≡ h

(n)
µν (u → ∞) − h

(n)
µν (u → −∞) (3.33)

and P (n)
µν

ρσ is a linear operator constructed from inverses of angular operators and angular

derivatives. However, as already remarked below eq. (3.5), we have h(n)
µν = 0 for all n < d− 3

when the metric is stationary at Coulombic order. Thus, the memory tensor vanishes at

slower than Coulombic fall-off

∆(n)
µν = 0 for n < d− 3. (3.34)

In particular, for d > 4 the memory tensor vanishes at radiative order [20]. Now consider

the case n = d− 3. The calculation ∆(d−3)
µν differs from the above calculation for n < d− 3

only in that (i) ∆h(d−3)
µν need not vanish and (ii) the recursion relations eqs. (2.61)-(2.66) used

to solve for h(d−4)
µν will now contain the additional terms T (d−2)

µν and G(d−2)
µν (see eq. (2.101)).

With regard to these additional terms the only nonvanishing component of T (d−2)
µν is T (d−2)

uu .

Similarly, it can be seen from eq. (2.102) that all of the components of G(d−2)
µν except G(d−2)

uu

are u-derivatives of quantities that vanish in stationary eras. It is not difficult to show that

the total u-derivative terms do not contribute to ∆(d−3)
µν under our stationarity conditions.

Thus, the terms involving T (d−2)
µν and G(d−2)

µν give rise to additional terms in the memory
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tensor that are proportional to the integral of the total flux, F , of matter and gravitational

energy to null infinity

F ≡ T
(d−2)
uu + 1

32πN
ABNAB . (3.35)

Carrying through the calculation of ∆(d−3)
µν in the manner described above, we obtain the

final formula

∆(d−3)
µν = Pµν [∆h(d−3)

ρσ ]ℓ>1 +
∞∫

−∞
duLµν [F ]ℓ>1 (3.36)

where

Pµν [∆h(d−3)
ρσ ] = 1

2rµrν
[
(d− 3)(d− 4)2(d− 6)D−2

5 D−2
4 ∆h(d−3)

uu + ∆h(d−3)
rr

+ 4D(µD−2
3 Dν)D

−2
4 + (d− 4)2

d− 2
(
(d− 5)(d− 6)D−2

5 − 2
)
D−2

4 ∆h(d−3)
]

− (d− 4)2(d− 6)r(µDν)D
−2
5 D−2

4 ∆h(d−3)
uu − 2(d− 3)(d− 4)D−2

3 r(µDν)D
−2
4 ∆h(d−3)

uu

− 2(d− 3)(d− 4)(d− 6)D−2
3 r(µDν)D

−2
5 D−2

4 ∆h(d−3)
uu − (d− 3)(d− 4)r(µqν)

ρ∆h(d−3)
ρu

− d− 4
d− 2r(µDν)

(
(d− 5)(d− 6)D−2

5 − 1
)
D−2

4 ∆h(d−3) + (d− 6)r(µDν)D
−2
5 ∆h(d−3)

ru

+ 2(d− 6)(d− 3)D−2
3 r(µDν)D

−2
5 ∆h(d−3)

ru + 1
2(d− 4)

(
− (d− 6)DµDνD−2

5 + qµν

+ 4D(µD−2
3 Dν)D

−2
4 − 4(d− 6)D(µD−2

3 Dν)D
−2
5 + (d− 6)(d− 7)qµνD−2

5
)
D−2

4 ∆h(d−3)
uu

+ 1
2
d− 4
d− 2

(
− (d− 6)DµDνD−2

5 − qµν + (d− 5)(d− 6)qµνD−2
5
)
D−2

4 ∆h(d−3)

−
(

2(d− 6)D(µD−2
3 Dν)D

−2
5 − (d− 6)qµνD−2

5 − 1
d− 2qµν

)
∆h(d−3)

ru − qµν

d− 2∆h(d−3)
rr

+ (d− 4)D(µqν)
ρ∆h(d−3)

ρu + r(µqν)
ρ∆h(d−3)

ρr + 1
2

(
qµ

ρqν
σ − 1

d− 2qµνq
ρσ

)
∆h(d−3)

ρσ (3.37)
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and

Lµν = 8π
[
rµrν(d− 3)(d− 4)(d− 6)D−2

5 D−2
4 − 2

(
(d− 4)(d− 6)r(µDν)D

−2
5

− 2(d− 3)(d− 6)D−2
3 r(µDν)D

−2
5
)
D−2

4 +
(

− (d− 6)DµDνD−2
5

− 4(d− 6)D(µD−2
3 Dν)D

−2
5 + qµν + (d− 6)(d− 7)qµνD−2

5
)
D−2

4

+ 4D(µD−2
3 Dν)D

−2
4 D−2

4 + 4(d− 3)D−2
3 r(µDν)D

−2
4

]
F. (3.38)

Here, in order to write these equations in a more compact form, we have introduced the

notation

D2
3 ≡ [D2 − (d− 3)] (3.39)

D2
4 ≡ [D2 − (d− 4)] (3.40)

D2
5 ≡ [D2 − 2(d− 5)]. (3.41)

The notation [·]ℓ>1 in eq. (3.36) means that only the ℓ > 1 part of the quantity is to be

taken. The memory tensor ∆(d−3)
µν has only ℓ > 1 spherical harmonic parts (see eq. (3.22)).

However, ∆h(d−3)
ρσ and F have ℓ = 0, 1 parts. The ℓ = 0, 1 parts of ∆h(d−3)

ρσ and F should be

excluded from eqs. (3.37) and (3.38) for the computation of ordinary and null memory.

Equation (3.36) naturally splits the memory tensor into a “null memory” piece associated

with the flux F of stress-energy and/or Bondi news to null infinity, and an “ordinary memory”

piece associated with the change in the metric in harmonic gauge at Coulombic order. The
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ordinary memory piece can be rewritten in terms of ∆E(d−1)
µν = ∆C(d−1)

µuνu as follows14:

Pµν [∆h(d−3)
ρσ ] = −rµrν(d− 4)(d− 6)D−2

5 D−2
4 ∆E(d−1)

rr

+ 2(d− 4)r(µDν)(D2 − 2)D−2D−2
5 D−2

4 ∆E(d−1)
rr

+ d(d− 2)qµρqν
σ(D2 − 2)−1D−2

−4 ∆E(d−1)
ρσ + (d− 4)(d− 6)

d− 2 qµνD−2
5 D−2

4 ∆E(d−1)
rr

+ 2d(d− 2)(D2 − 2)−1D−2
−4D(µD−2

−3Dν)D
−2DλDκ∆E(d−1)

λκ

− d(d− 2)2

d− 3 (D2 − 2)−1D−2
−4

(
DµDν − 1

d− 2qµνD2
)
D−2

−2D−2DλDκ∆E(d−1)
λκ

+ (D2 − 2)−1D−2
−4

(
2dD(µD−2

−3Dν) + d

(
DµDν − 1

d− 2qµνD2
)
D−2

−2 + dqµν

)
∆E(d−1)

rr

+ 2(d− 2)D(µD−2
−3D2

−5D
−2
3 (D2 − 1)−1(qν)

λ − Dν)D
−2Dλ)∆E(d−1)

rλ

+ 1
d− 3

(
DµDν − 1

d− 2qµνD2
)

[(d− 6) − 2(d− 4)(D2 − 2)D−2]D−2
5 D−2

4 ∆E(d−1)
rr

− 2(d− 2)(d− 4)D−2
3 (D2 − 1)−1r(µ(qν)

λ − Dν)D
−2Dλ)∆E(d−1)

rλ

− 2d(d− 2)(D2 − 2)−1D−2
−4D(µD−2

−3Dλ∆E(d−1)
ν)λ (3.42)

where

D2
−4 ≡ [D2 + (d− 4)] (3.43)

D2
−5 ≡ [D2 + (d− 5)] (3.44)

D2
−3 ≡ [D2 + (d− 3)] (3.45)

D2
−2 ≡ [D2 + (d− 2)]. (3.46)

Again, the The ℓ = 0, 1 parts of ∆E(d−1)
ρσ should be excluded from eq. (3.42) for the

computation of memory.

14. It should be possible to derive eqs. (3.38) and (3.42) directly from eqs. (3.12) and (3.14), bypassing
the need to introduce the harmonic gauge. We have shown that such a derivation can be given in linearized
gravity with sources.
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Since F is gauge invariant, null memory is manifestly gauge invariant. Since C(d−1)
αβγδ is

gauge invariant in stationary eras, ordinary memory is also manifestly gauge invariant when

expressed in the form of eq. (3.42). We shall see in sec. 3.3.3 that eqs. (3.38) and (3.42) also

hold in d = 4.

We now consider the effects on the memory tensor at Coulombic order of placing stronger

stationarity conditions than those imposed by eq. (3.3) on the metric at early and late times

in even dimensions. Specifically, suppose we were to require that

∂uh
(k)
µν → 0 as u → ±∞ for k ≤ d− 2, (3.47)

i.e., suppose that we require stationarity at one order faster fall-off than Coulombic. Suppose

that, in addition, we require

T
(d−1)
µν → 0 as u → ±∞ . (3.48)

In the stationary eras, the nonlinear terms in Einstein’s equation are O(1/r2(d−2)) and will

not enter our analysis to the orders we consider. It then follows from Remark 2.5 that

h
(n)
µν can be put in harmonic gauge such that in the stationary eras, we have ∂uh

(n)
µν = 0

for all n ≤ d − 2. It further follows from Cor. 2.1 that, in the stationary eras, h(n)
µν = 0

for all n < d − 3. Furthermore, h(d−3)
µν satisfies eqs. (2.61)-(2.66) for n = d − 2 with all

terms involviing χµ, u-derivatives, and stress-energy put to zero. In addition, h(d−3)
µν satisfies

eqs. (2.93)-(2.95) for n = d− 3 with vanishing stress-energy terms. It is not difficult to show

that the unique solution to these equations is

h
(d−3)
uu = h

(d−3)
ur = h

(d−3)
rr = const. (3.49)

with all other components vanishing. This corresponds to the Schwarzschild solution in
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harmonic gauge at Coulombic order. Thus, with the stronger stationarity conditions eq. (3.47)

and eq. (3.48), the solution approaches the Schwarzschild solution (possibly with different

masses) at early and late retarded times. Thus, ∆h(d−3)
µν has only an ℓ = 0 part, and cannot

contribute to memory by eq. (3.22). Thus, if the stronger stationarity conditions eq. (3.47)

and eq. (3.48) hold at early and late retarded times, then ordinary memory vanishes (but a

nonvanishing null memory effect may still occur).

2 d odd

For d odd, the analysis of the memory effect for n < d− 3—where n is now half-integral—

follows the even dimensional case exactly, and we find that

∆(n)
µν = 0 for n < d− 3. (3.50)

Since h̃(d−3)
µν is the leading order term in the integer power part of the expansion of hµν

(see eq. (2.59)), the only contribution to C(d−3)
uµuν is

C
(d−3)
uµuν = γ

(d−3)
µν

ρσ∂2
uh̃

(d−3)
ρσ (3.51)

where the γ(d−3)
µν

ρσ is given by eq. (3.28) with n = d− 3. Einstein’s equation in harmonic

gauge yields

(d− 4)∂uh̃
(d−3)
µν = −16πT (d−2)

µν + 2G(d−2)
µν . (3.52)

However, we have

T
(d−2)
µν = T

(d−2)
uu KµKν (3.53)

and

G(d−2)
µν = −1

4N
ABNABKµKν + ∂uBµν (3.54)
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where Bµν vanishes in stationary eras. From eq. (3.28), it is easily seen that γ(d−3)
µν

ρσKρKσ =

0. It can also be seen immediately from eq. (3.9) and eq. (3.51) that Bµν cannot contribute

to ∆µν . Thus, we find that for d odd,

∆(d−3)
µν = 0 for d odd. (3.55)

and thus the memory effect vanishes at Coulombic order (as well as slower fall-off) in odd

dimensions.

At first sight, it may seem paradoxical that there is a major difference between odd and

even dimensions in the memory effect at Coulombic order: First, in odd dimensions there is a

flux of energy to null infinity at order 1/rd−2 in exact parallel with the even dimensional case,

so why isn’t there a null memory contribution at Coulombic order? Second, if one considers,

e.g., the scattering of timelike particles, one would expect that the retarded solution at early

and late times should behave like eq. (3.2) at late and early times, potentially giving rise to a

nonvanishing ∆hµν at Coulombic order in odd dimensions. Why doesn’t this give rise to an

ordinary memory effect?

The answer to the first question is that the key difference that occurs in odd dimensions—

as compared with even dimensions with d > 4—is that terms with integer power fall-off slower

than 1/rd−3 are not permitted. In even dimensions with d > 4, the possible presence of a

nonvanishing h(d−4)
µν and h(d−5)

µν effectively makes the null and ordinary memory independent.

In odd dimensions, there can, indeed, be a null memory effect, but it is always exactly

canceled by ordinary memory.

The answer to the second question is more subtle and has to do with the manner in

which the retarded solution approaches a solution of the form eq. (3.2) at late times for

particles moving on inertial trajectories. To see this, it is illuminating to consider the concrete

example of the retarded solution, ϕ, to the scalar wave equation eq. (2.16) with source
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corresponding to the creation of a scalar particle with scalar charge q at time t = 0 at the

origin in 5−dimensional Minkowksi spacetime

S = qθ(t)δ(4)(x⃗). (3.56)

The exact retarded solution for such a source is

ϕ = q
θ(u)

(2πr)2
r + u√
u(2r + u)

. (3.57)

For r ≫ u, eq. (3.57) admits an expansion in half-integer powers of 1/r fully consistent with

our ansatz eq. (2.12)

ϕ = q

2
√
π(2πr)3/2

θ(u)√
u

+ 3
√
πq

4(2πr)5/2 θ(u)
√
u+O(1/r7/2). (3.58)

No integer powers of 1/r occur. In particular, at all retarded times, the scalar field vanishes at

Coulombic order. In addition, as u → ∞, we have ϕ(3/2) → 0, so ϕ vanishes at late retarded

time at Coulombic and slower fall-off. On the other hand, if we fix r and take the limit of

the exact solution eq. (3.57) as u → ∞, we obtain the Coulomb solution

lim
u→∞ϕ = q

4π2r2 . (3.59)

In other words, ϕ approaches the Coulomb solution at timelike infinity (u → ∞ at fixed r),

but does not approach the Coulomb solution at null infinity (r → ∞ at fixed u) even if u is

then taken to be arbitrarily large. In other words, the Coulomb solution eq. (3.59) will not

be evident to an observer unless he waits a time much longer than the light travel time to

the source.

Similarly, in the gravitational case in any odd dimension d ≥ 5, consider classical particle
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scattering wherein the particles move on timelike, inertial trajectories at early and late times.

Then at early retarded times, the retarded solution at Coulombic order, h̃(d−3)
µν , will have

the multipolar structure corresponding to the incoming particles, as in eq. (3.2). However,

except for huu, this multipolar structure will not change with u and will remain the same as

u → ∞, i.e., ∆h̃(d−3)
µν = 0 except for µ = ν = u. The ordinary memory effect that may result

from a nonvanishing ∆h̃(d−3)
uu will be exactly canceled by the null memory effect.

Thus, the total memory effect vanishes at Coulombic order in odd dimensions. However,

the above considerations suggest that it may be possible to define a notion of a memory effect

at timelike infinity that would be nonvanishing.

3 d = 4

In dimension d = 4, radiative and Coulombic order coincide, since d/2 − 1 = d − 3 = 1.

Our analysis for d > 4 was based upon the imposition of the harmonic gauge, so it cannot

be applied15 in nonlinear gravity when d = 4 if T (2)
µν ̸= 0 or NAB ̸= 0. Thus, we cannot

impose the harmonic gauge, i.e., we cannot set χµ = 0 in eqs. (2.61)-(2.70), nor can we use

the corresponding simplifications in calculating the nonlinear terms in Einstein’s equation.

Nevertheless, the properties of the metric perturbation at radiative order described in the

paragraph below eq. (2.72) still apply. In particular, the Bondi news tensor

NAB =
(
qA

CqB
D − 1

2qABq
CD

)
∂uh

(1)
CD (3.60)

15. However, our harmonic gauge analysis can be applied in linearized gravity to the case where T
(2)
µν = 0,

in which case ordinary memory is possible.
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is gauge invariant. Furthermore, at radiative (= Coulombic) order, the only components of

the Weyl tensor that can be nonvanishing are the uAuB components, which are given by

C
(1)
uAuB = −1

2∂uNAB = −1
2∂

2
uh

(1)
AB . (3.61)

Integrating this equation twice, we immediately obtain the following extremely simple formula

for the memory tensor:

∆(1)
AB = 1

2∆h(1)
AB (3.62)

where ∆h(1)
AB denotes the difference between h

(1)
AB in the initial and final stationary eras.

Equation (3.62) holds in any gauge compatible with our ansatz.

To proceed further we use Einstein’s equations eqs. (2.61)-(2.70) with χa not put to zero

and with T (2)
ab replaced by T (2)

ab − G(2)
ab /8π. These equations can be simplified significantly by

restricting consideration to the case h(1)
rr = 0 (see Appendix 0.3), in which case we can impose

the Bondi gauge conditions hrr = hrA = 0 and ∂r(det(hAB)) = 0. Einstein’s equations do

not directly yield an equation for ∂uh
(1)
AB , but they do yield an equation for ∂uDBh

(1)
AB , which

can be integrated to obtain DB∆(1)
AB and thence ∆(1)

AB . We will not carry out the analysis

here, as it has already been done by many authors16 [10, 19, 40, 39]. The final result is that

the memory tensor in 4 dimensions can be expressed as [19, 40, 39]

∆(1)
AB = [PAB ]ℓ>1 +

∞∫
−∞

duLAB [F ]ℓ>1. (3.63)

16. References [10, 39] worked in the context of linearized gravity whereas [40, 19] analyzed the memory
effect in four dimensions in full, nonlinear general relativity. References [39, 40, 19] considered contributions
to memory from null sources whereas [10] did not. References [10, 19, 40, 39] all considered ordinary memory
effects in which ∆Q = 0 in eq. (3.64).

77



Here the “ordinary memory” (the first term in eq. (3.63)) is given by

PAB = −2
(
DADB − 1

2qABD2
)
D−2(D2 + 2)−1∆P + 2ϵ(ACDB)DCD−2(D2 + 2)−1∆Q

(3.64)

where

P ≡ C
(3)
urur, (3.65)

Q ≡ 1
2ϵ

µνC
(3)
µνru, (3.66)

and ∆P and ∆Q correspond to the difference in these quantities at early and late retarded

times. Only the ℓ > 1 parts of ∆P and ∆Q enter the formula for memory. The contributions

to ordinary memory of ∆P and ∆Q are usually referred to as its “electric parity" and

“magnetic parity" parts17, respectively. The “null memory” (the second term in eq. (3.63)) is

given by [19, 40, 39]

LAB [F ] = 16π
(
DADB − 1

2qABD2
)
D−2(D2 + 2)−1F (3.67)

where F is the total flux of matter and gravitational energy to null infinity—given by

eq. (3.35) with d = 4—and only the ℓ > 1 part is taken. Equations (3.64) and (3.67) agree

with eqs. (3.38) and (3.42) with d set equal to 4.

Finally, suppose that we were to impose the strong stationarity conditions eq. (3.47) and

eq. (3.48) at early and late retarded times. Our analysis for d > 4 used the harmonic gauge,

which we cannot assume here. However, the gauge freedom for the metric at order 1/r that

preserves strong stationarity is given by eq. (2.75) with d = 4, with the requirement that

ξ
(0)
µ is stationary and ξ

(1)
µ vanishes. We can use up the full gauge freedom of h(1)

µν by setting

ηµνh
(1)
µν = 0 and h

(1)
AB = 0. One then can show that Einstein’s equations with these gauge

17. As we shall see in the next subsection, the “magnetic parity” part is the same as the “vector part” in a
spherical tensor decomposition.
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conditions imply that when eq. (3.47) and eq. (3.48) hold the metric at Coulombic order

(i.e. order 1/r) must be Schwarzschild. The stronger stationarity conditions together with

the field equations also imply that h(2)
µν and h

(3)
µν do not contribute to P or Q as defined

in eqs. (3.65) and (3.66). Since h(1)
µν is spherically symmetric it follows that Q = 0 and P

is spherically symmetric. Hence, as was the case for d > 4, we find that when d = 4, the

ordinary memory vanishes if the stronger stationarity conditions eq. (3.47) and eq. (3.48) are

imposed.

We summarize the main results of this subsection in the following theorem:

Theorem 4. Suppose d ≥ 4 and the metric satisfies the stationarity condition eq. (3.3) (for

even dimensions) or eqs. (3.4) and (3.5) (for odd dimensions) at early and late retarded times.

Then the memory tensor, defined by eq. (3.9), has the following properties:

(1) In odd dimensions, ∆(n)
µν = 0 for all n ≤ d− 3.

(2) In even dimensions, ∆(n)
µν = 0 for all n < d − 3. For n = d − 3, the memory tensor

can be decomposed into “ordinary memory” and ”null memory” as in eq. (3.36). For

d > 4, the ordinary and null memory are given, respectively, by eq. (3.37) and eq. (3.38).

For d = 4, the ordinary and null memory are given, respectively, by eq. (3.64) (or

eq. (3.42)) and eq. (3.67). If one imposes the stronger stationarity conditions eq. (3.47)

and eq. (3.48) at early and late retarded times, then the ordinary memory vanishes at

Coulombic order (but null memory may still be nonvanishing at Coulombic order).

79



4 Non-scalar memory

As proven in [59] (see Propositions 2.1 and 2.2 of that reference), any (co)-vector field, vA,

on a sphere in (d− 2)-dimensions can be decomposed into its vector and scalar parts via

wA = WA + DAW (3.68)

where DAWA = 0. Any symmetric tensor field, xAB on the sphere can be decomposed into

its tensor, vector, and scalar parts via

xAB = XAB + D(AXB) +
(
DADB − 1

d− 2qABD2
)
X + 1

d− 2qABY (3.69)

where DAXAB = 0 = qABXAB and DAXA = 0. Any rotationally invariant operator (such

as D2) acting on wA or xAB maps the scalar, vector, and tensor parts into themselves, i.e.,

rotationally invariant operations cannot “mix” these different parts.

Thus, the Coulombic order memory tensor ∆(d−3)
µν may be decomposed into its scalar,

vector, and tensor parts via

∆(d−3)
rr = −U (3.70)

∆(d−3)
rA = RA + DAR (3.71)

∆(d−3)
AB = SAB + D(ASB) +

(
DADB − 1

d− 2qABD2
)
T + 1

d− 2qABU (3.72)

where DARA = 0 = DASA and DASAB = 0 = qABSAB . Note that the fact that ∆(d−3)
µν is

traceless was used to relate ∆(d−3)
rr to the scalar function U appearing in eq. (3.72). In d = 4

dimensions, the tensor part, SAB , in eq. (3.72) vanishes, since there are no divergence-free,

trace-free, symmetric, rank−2 tensors on S2. Furthermore, on S2, the vector part SA can

always be written as SA = ϵABDBS. Thus, in d = 4 dimensions, the “vector part" can be

replaced by a “magnetic parity scalar” part. In addition, since ∆(1)
rµ = 0 in 4 dimensions
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(see eq. (3.23)), we also have U = RA = R = 0 when d = 4. For d = 6, we have U = 0 (see

eq. (3.24)).

We shall refer to U , R, and T as “scalar memory”, RA and SA as “vector memory,” and

SAB as “tensor memory”. The scalar functions U , R, and T are not independent because

∆(d−3)
µν must satisfy the “constraint equations” eq. (3.20) and eq. (3.21) with n = d− 3. This

yields

[D2 − 2]U − (d− 6)D2R = 0 (3.73)

and

[D2 + 2(d− 4)]R + 1
2(d− 4)[D2 + 2(d− 3)]T − d

d− 2U = 0. (3.74)

Note that for d = 4, this implies that U = R = 0, so scalar memory takes the form

[∆(1)
AB ]scalar =

(
DADB − 1

2qABD2
)
T for d = 4. (3.75)

The vector part of eq. (3.20) vanishes, but eq. (3.21) implies that RA and SA must satisfy

[D2 + (d− 5)]RA + 1
2(d− 4)[D2 + (d− 3)]SA = 0. (3.76)

The constraint equations (3.20) and (3.21) do not give any restrictions on SAB .

We can use eqs. (3.73) and (3.74) to solve for U and R in terms of T and we can use

eq. (3.76) to solve for RA in terms of SA. Thus, the memory tensor is fully characterized

by T , SA, and SAB , i.e., the trace-free part of the angle-angle components of the memory

tensor.

No other obvious restrictions on ∆(d−3)
µν arise from Einstein’s equations near null infinity

for d even—of course, we have already shown that ∆(d−3)
µν = 0 for d odd. This suggests

that—in addition to scalar memory—magnetic parity memory may be possible for d = 4,
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and vector and tensor memory may be possible for d > 4 (for d even). We now investigate

whether this is possible for physically reasonable solutions.

Consider, first, null memory. The null memory part of ∆(d−3)
µν is constructed from a

rotationally invariant operator Lµν (see eq. (3.38) and eq. (3.67)) acting on the integrated

flux F . Since F is a scalar function on the sphere, it follows immediately that null memory

is always of purely scalar type.

The analysis of ordinary memory requires that we know that the Coulombic order solution

h
(d−3)
µν at early and late retarded times. This is not feasible in nonlinear general relativity

but can be analyzed in linearized gravity. Consider, first, classical particle scattering, as

treated in [55]. For classical particle scattering, the solution at early and late retarded times

is a sum of boosted linearized Schwarzschild solutions. It is easily checked that for boosted,

linearized Schwarzschild solutions, h(d−3)
µν is of purely scalar type. Since ordinary memory is

obtained by applying a rotationally invariant operator to ∆h(d−3)
µν , it follows that ordinary

memory is of purely scalar type for particle scattering in linearized gravity.

However, it is not difficult to show that vector and tensor ordinary memory can occur in

linearized gravity for the retarded solution arising from other kinds of ingoing or outgoing

matter stress-energy satisfying the dominant energy condition. In particular, magnetic parity

(i.e, vector) ordinary memory can be produced in d = 4. To see this, consider a stress-energy

tensor (for t = u+ r > 0)

Tµν = 1
r2 [ρuµuν + lµν ]δ(r − vt) (3.77)

where ρ > 0 is a constant, uµ corresponds to a radially outward 4-velocity with velocity

1 > v > 0, and the components of lµν in a Cartesian basis (or normalized spherical basis) are
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independent of t and r and, on the unit sphere, are given by

lµν = −ϵ(µ
λ[uν)(D2 + 1) − γvDν)]Dλα. (3.78)

Here α is a time independent, arbitrary function on the sphere (containing multipoles l > 1)

and γ ≡ (1 − v2)−1/2. For α = 0, eq. (3.77) would correspond to an outgoing spherical dust

shell and its stress-energy would be conserved. The lµν term has been constructed so that

it is purely of magnetic parity (i.e., vector) type and is conserved by itself, so its addition

to the stress-energy tensor does not affect conservation. By choosing ρ sufficiently large, we

can ensure that Tµν satisfies the dominant energy condition. Thus, we see no principle that

would imply that a stress-energy tensor of the form eq. (3.77) is not physically possible.

Since we are considering linearized gravity and there is no stress energy flux to null infinity,

we may work in the Lorenz gauge. In a Cartesian basis, each component of hµν satisfies the

ordinary scalar wave equation with source. At radiative order, the contribution of lµν to the

retarded solution for u > 0 is independent of u and is given by

h
(1)
µν (xA) = 8π

∫
S2

dΩ′ lµν(x′A)
1 − vr̂(xA) · r̂(x′A)

(3.79)

where the integral is taken over a sphere and r̂ denotes the unit radial vector (with parallel

transport in Euclidean space is understood in taking the dot product of vectors at different

points on the sphere). It can be seen that h(1)
AB is, in general, nonvanishing. It must be of

purely vector type since the source is of purely vector type and the retarded Green’s function

is rotationally invariant.

Now suppose one starts in the distant past with a static laboratory and no incoming

gravitational radiation. At retarded time u = 0, a laboratory assistant launches a shell with

stress energy of the form eq. (3.77). This shell then continues to move radially outward with
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velocity v forever. Then, h(1)
AB has no magnetic parity part at early retarded times, but it has

a nonvanishing magnetic parity part at late times. By eq. (3.62), this yields a nonvanishing

magnetic parity memory tensor.

We note that Mädler and Winicour [57] have shown that under the stronger stationarity

condition that they impose, magnetic parity memory cannot occur. This result is consistent

with our results because, as we have already shown, their stronger stationarity condition rules

out all ordinary memory, and null memory is always of scalar type. Bieri [60] has shown that

magnetic parity memory cannot occur for vacuum solutions with “small data” in nonlinear

general relativity. This result also is consistent with our results.

Finally, we comment that examples with tensor ordinary memory can be obtained for

d > 4 by choosing a shell stress-energy tensor18

Tµν = 1
rd−2 [ρuµuν + Sµν ]δ(r − vt) (3.80)

where Sµν has vanishing u and r components and its angle-angle components are of purely

tensor type.

In summary, null memory is always of scalar type in linear and nonlinear general relativity.

Ordinary memory also is of scalar type for classical particle scattering in linearized gravity.

However, ordinary memory need not be of scalar type in general. In particular, we have

constructed explicit examples with outgoing shells of matter in linearized gravity that give rise

to magnetic parity (= vector) ordinary memory in 4 dimensions and tensor ordinary memory

in higher even dimensions.

18. We can, of course, also construct sources with vector memory for d > 4 in a similar manner to eqs. (3.77)
and (3.78).
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5 Memory as a diffeomorphism

In this subsection, we consider the issue of whether the memory tensor up to Coulombic

order can be written as an infinitesimal diffeomorphism, i.e., whether there exists a vector

field ξµ such that

∆(n)
µν = [∇(µξν)](n) (3.81)

for all n ≤ d − 3. One reason why this question is of some interest can be seen from the

following considerations.

We introduce the following new gauge: For d > 4, start in the harmonic gauge in the early

time stationary era u < u0. For d = 4, start in an arbitrary gauge compatible with our ansatz

and stationarity assumption for u < u0. Then, for u < u0, we have h(n)
µν = 0 for all n < d− 3

and ∂uh
(d−3)
µν = 0. By a further gauge transformation of the form ψa = uf(xA)/rd−3(∂/∂u)µ,

we may, in addition, set h(d−3)
uu = 0 for u < u0. Now, define coordinates for u ≥ u0 by fixing

the (r, xA) coordinates along each geodesic determined by the initial tangent ∂/∂u and taking

the u coordinate to be given by the affine parameter along each geodesic. This agrees with

proper time up to and including order 1/rd−3. Thus, the new coordinates are essentially

Gaussian normal coordinates, except that the initial surface u = u0 is not orthogonal to

(∂/∂u)µ. By the same argument as for Gaussian normal coordinates, we have ∂uguµ = 0

(and, hence ∂uhuµ = 0) at all times at Coulombic order and slower fall-off. Note that the new

coordinates will not, in general, be harmonic in the radiative era or the final stationary era.

For u ≥ u0, the coordinate vector fields ∂/∂r and ∂/∂xA are deviation vectors for the
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timelike geodesic congruence with tangent field uµ = (∂/∂u)µ. We have

∂2hµν

∂u2 = ∂2gµν

∂u2 = ∂2

∂u2

gab

(
∂

∂xµ

)a (
∂

∂xν

)b


= ud∇d u
c∇c

gab

(
∂

∂xµ

)a (
∂

∂xν

)b


= gab u
d∇d u

c∇c

( ∂

∂xµ

)a (
∂

∂xν

)b
 . (3.82)

This equation holds to all orders in 1/r in our coordinates. The derivatives of the term

in brackets on the right side of eq. (3.82) yield terms where uρ∇ρu
σ∇σ acts on a single

coordinate vector field and terms where one derivative each acts on each of the two coordinate

vector fields. The terms where two derivatives act on a single coordinate vector field can be

evaluated from the geodesic deviation equation. The terms where one derivative acts on each

of the coordinate vector fields are O(1/rd−2). Thus, we obtain in our gauge

∂2h(n)
µν

∂u2 = −2C(n)
uµuν (3.83)

for all n ≤ d− 3. It follows immediately from the definition, eq. (3.9), of the memory tensor

that in our gauge we have

∆(n)
µν = 1

2∆h(n)
µν (3.84)

for all n ≤ d− 3. Note that the right side of eq. (3.84) is the full memory tensor, including

null memory. This expression is compatible with our previous expression eq. (3.36) for d > 4

because that expression held in harmonic gauge whereas eq. (3.84) is valid only in the gauge

we have defined above. Equation (3.84) also is compatible with eq. (3.62) for d = 4.

Now, suppose we start with an array of geodesic test particles that are initially “at rest”

at early times and consider their final configuration at late times. If eq. (3.81) holds, then

∆h(n)
µν is “pure gauge” for all n ≤ d− 3. This means that if we displace the test particles by
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ξµ at late times, they will go back to their original relative configuration at Coulombic and

slower fall-off. In other words, at Coulombic order, the final spacetime geometry is the same

as the initial geometry. On the other hand, if eq. (3.81) does not hold, then it is impossible to

displace the particles so that they go back to their original relative configuration. A genuine

change in the geometry at Coulombic order has occurred.

We now turn to the analysis of whether one can find a ξµ so that eq. (3.81) holds. It is

clear that in order for [∇(µξν)](n) to vanish for n < d− 3 and be u-independent at n = d− 3,

we must choose ξµ to be such that ξ(n)
µ = 0 for n < d− 4 whereas

ξ
(d−4)
µ = Jµ(xA) , ξ

(d−3)
µ = uBµ(xA). (3.85)

Decomposing Jµ(xA) and Bµ(xA) into their scalar, vector, and tensor parts, we see that we

have 6 scalar functions on the sphere, 2 divergence-free vector fields on the sphere, and no

transverse, traceless tensors. On the other hand, the decomposition of a general symmetric

tensor, tµν , on the sphere yields 7 scalar functions, 3 divergence-free vector fields, and 1

transverse, traceless tensor (for d > 4). Thus, a priori, we are one free scalar, one free vector,

and one free tensor (for d > 4) short of being able to express a general tensor on the sphere

in the form we seek.

However, ∆µν is not a general tensor on the sphere. It has vanishing u-components, is

trace-free, and its scalar and vector parts satisfy the constraint eqs. (3.73), (3.74) and (3.76).

The symmetrized derivative of ξa at order 1/rd−3 is

[∇(µξν)](d−3) =q(µσDν)Jσ + (Jr − Ju)qµν + r(µDν)Jr −K(µDν)Ju − q(µ
σrν)Jσ

− (d− 4)r(µJν) −K(µBν). (3.86)

It is clear from this equation that we may choose Bν such that the u components of eq. (3.86)
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vanish, so we need only consider whether Jµ can be chosen so as to make the non-u components

of the right side of eq. (3.86) match ∆(d−3)
µν . We may separately consider the scalar, vector,

and tensor parts. The scalar parts of Jµ are Jr, Ju, and J , where J denotes the scalar part of

JA. Equating the scalar part of eq. (3.86) to the scalar part of ∆(d−3)
µν (see eqs. (3.70)-)3.72)),

we obtain the following equations

(d− 4)Jr = U (3.87)

Jr − (d− 3)J = 2R (3.88)

J = T (3.89)

D2J + (d− 2)(Jr − Ju) = U. (3.90)

This is an overdetermined system for Jr, Ju, and J . The necessary and sufficient condition

for a solution to exist is that U , R, and T satisfy

U

(d− 4) − (d− 3)T = 2R. (3.91)

However, it can be shown that this equation is implied by the constraint equations eqs. (3.73)

and (3.74). Thus, the scalar part of ∆µν can always be written in the form eq. (3.81) for

a ξa of the form eq. (3.85). Thus, scalar memory at Coulombic order is always given by a

diffeomorphism [38]. In particular, as is well known, the scalar memory eq. (3.75) for d = 4 is

of the form of a supertranslation. However, a similar calculation shows that no such miracles

occur for vector memory, and vector memory can never be written in the form eq. (3.81).

Tensor memory, of course, also can never be written in the form eq. (3.81).

In summary, scalar memory at Coulombic order always can be written as a diffeomorphism,

but this never holds for vector and tensor memory.
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6 Charges and conservation laws

1 Charges and memory

In d = 4 dimensions, it is well known [21] that all asymptotic symmetries at future null

infinity give rise to associated charges and fluxes. In this sub-subsection, we will show that

the charges and fluxes associated with supertranslations are intimately related to the memory

effect in 4 dimensions, and, indeed, we will derive the formula for scalar memory in d = 4

from the supertranslation charges and fluxes. We will then obtain corresponding results for

d > 4. Since the derivations and formulas of [21] apply only to the vacuum case, in the

following two paragraphs we will restrict to the case where Tµν = 0 in a neighborhood of null

infinity. We will then restore Tµν in our formulas.

Consider a supertranslation, i.e., a diffeomorphism belonging to the gauge equivalence

class of

ψµ = f(xA)
(
∂

∂u

)µ

− f(xA)
(
∂

∂r

)µ

− qBCDBf(xA)1
r

(
∂

∂xC

)µ

+ . . . (3.92)

where the . . . stand for a vector field that vanishes as r → ∞ for fixed u and xA. From

general considerations [21] arising from the Lagrangian formulation of general relativity, a

charge Q+
f , and flux, F+

f , can be associated with ψµ such that for any u0, u1, we have

Q+
f (u1) − Q+

f (u0) =
u1∫

u0

du
∫
S2

dΩ F+
f . (3.93)

An explicit formula for Q+
f (originally due to Geroch [41]) is given in eq.(98) of [21], and an

explicit formula for F+
f is given in eq.(82) of [21]. Here we have inserted a superscript “+”

to distinguish these charges and fluxes from similar quantities at past null infinity, which will

89



be considered later. The flux is evaluated to be

F+
f = − 1

32π (fNABNAB − 2NABDADBf). (3.94)

The formula for the charge is considerably more complicated, but this formula simplifies

considerably in stationary eras, when NAB = 0. From eq.(98) of [21], we find that in

stationary eras we have

Q+
f

∣∣∣stationary = − 1
8π

∫
S2

dΩ fC
(3)
urur. (3.95)

Thus, if we impose the stationarity conditions of sec. 3.1 and we let u0 → −∞ and u1 → +∞

in eq. (3.93), we obtain

Q+
f (+∞) − Q+

f (−∞) =
∫

I +

dudΩ F+
f . (3.96)

The flux integral can be rewritten as

∫
I +

dudΩ F+
f = −

∫
I +

dudΩ fF + 1
16π

∫
S2

dΩDADBf

∞∫
−∞

du NAB

= −
∫

I +

dudΩ fF + 1
8π

∫
S2

dΩ
(
DADBf

)
∆(1)

AB

= −
∫

I +

dudΩ fF + 1
8π

∫
S2

dΩfDADB∆(1)
AB (3.97)

where F = 1
32πN

ABNAB is the Bondi flux, and we used eq. (3.62) in the second line. The

contribution to
∫

I +
dudΩ F+

f arising from the term fF is often referred to as the “hard”

integrated flux (or “hard charge”) whereas the term involving ∆(1)
AB is called the “soft”

integrated flux (or “soft charge”). The terms Q+
f (−∞) and Q+

f (+∞) can be viewed as the

contributions to “hard charge” coming from the asymptotic past (spatial infinity) and future
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(timelike infinity). From eqs. (3.95) - (3.97), we obtain,

∫
S2

dΩ fC
(3)
urur

∣∣∣+∞ −
∫
S2

dΩ fC
(3)
urur

∣∣∣−∞ − 8π
∫

I +

dudΩ fF = −
∫
S2

dΩ fDADB∆(1)
AB (3.98)

which relates the hard charges to the soft charge. Note that if f is an ℓ = 0 or ℓ = 1 spherical

harmonic (in which case ψa is a translation), the term in ∆(1)
AB does not contribute, and this

equation corresponds to the integrated conservation law for Bondi 4-momentum.

Since eq. (3.98) holds for all f , this equation must hold pointwise on the sphere. Therefore,

we obtain

− DADB∆(1)
AB = C

(3)
urur

∣∣∣+∞ − C
(3)
urur

∣∣∣−∞ − 8π
∞∫

−∞
du F. (3.99)

It is easily seen that vector memory makes no contribution to DADB∆(1)
AB . On the other

hand, substituting the form eq. (3.75) of scalar memory, we obtain

− 1
2D2(D2 + 2)T = C

(3)
urur

∣∣∣+∞ − C
(3)
urur

∣∣∣−∞ − 8π
∞∫

−∞
duF. (3.100)

Solving for T and substituting back in eq. (3.75), we obtain a formula for scalar memory that

agrees with the scalar part of eq. (3.63).

In the above two paragraphs, we have restricted to the case where Tµν = 0 in a neigh-

borhood of null infinity in order to use the formulas given in [21]. However, eq. (3.63) holds

when Tµν ̸= 0. This shows that when Tµν ≠ 0, eq. (3.98) is modified merely by the simple

substitution F = 1
32πN

ABNAB → 1
32πN

ABNAB + T
(2)
uu .

We now consider the case d > 4. As we have seen in the previous subsection, in d > 4

dimensions, scalar memory is still given by a diffeomorphism. However, this diffeomorphism

is now pure gauge, i.e., it has vanishing symplectic product with all asymptotically flat pertur-

bations. Thus, nontrivial charges and fluxes cannot be associated with these diffeomorphisms
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via the Lagrangian formalism. Nevertheless, our general memory formula eq. (3.36) can be

interpreted as a charge/flux formula. Namely, we may write this formula in the form

Pµν [h(d−3)
ρσ ]

∣∣∣∞ − Pµν [h(d−3)
ρσ ]

∣∣∣−∞ +
∞∫

−∞
du Lµν [F ] = ∆(d−3)

µν . (3.101)

Now for arbitrary scalar field f on the sphere, define the scalar charge, Q+
f during a stationary

era, by19

Q+
f =

∫
S2

dΩPAB [h(d−3)
ρσ ]

(
DADB − 1

d− 2q
ABD2

)
f. (3.102)

Using eq. (3.42), we can rewrite the right side of eq. (3.101) in terms of ∆E(d−1)
rr . It then

can be seen that eq. (3.102) corresponds to eq.(5.21) of [38], but with different angular

weights, i.e. our f is related to their f by angular operators. Multiplying eq. (3.101) by

(DADB − 1
d−2q

ABD2)f and integrating over a sphere, we obtain

Q+
f

∣∣∣∞ −Q+
f |−∞ +

∫
I +

f

(
DADB − qAB

d− 2D2
)
LAB [F ] =

∫
S2

dΩf
(
DADB − qAB

d− 2D2
)

∆(d−3)
AB

(3.103)

which is closely analogous to eq. (3.98) and can be given an interpretation in terms of “hard”

and “soft” charges.

Similarly, during stationary eras we can define the vector charge, Q+
βA

, associated with a

19. An important difference between d > 4 and d = 4 is that the scalar charge for d > 4 is defined only
during stationary eras, whereas in d = 4 a local, gauge invariant scalar charge can be defined at all times
(even though we gave the formula eq. (3.95) for scalar charge in d = 4 only during a stationary era). The
existence of local, gauge invariant charge during radiative eras in d = 4 traces back, by the considerations
of [21], to its association with an asymptotic symmetry. Since there is no such association in d > 4, we see
no reason to believe that a local, gauge invariant scalar charge corresponding to eq. (3.102) can be defined
during radiative eras for d > 4.
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divergence free vector field βA on the sphere by the formula

Q+
βA

=
∫
S2

dΩ βBDAPAB [h(d−3)
ρσ ]. (3.104)

We then obtain

Q+
βA

∣∣∣∞ − Q+
βA

∣∣∣−∞ =
∫
S2

dΩ βBDA∆(d−3)
AB . (3.105)

No contribution from F appears in this equation since LAB [F ] cannot have a vector part.

Finally, for any divergence-free, trace-free tensor field γAB on the sphere, we can define the

tensor charge Q+
γAB

during a stationary era by

Q+
γAB

=
∫
S2

dΩ γABPAB [h(d−3)
ρσ ] (3.106)

and obtain

Q+
γAB

∣∣∣∞ − Q+
γAB

∣∣∣−∞ =
∫
S2

dΩ γAB∆(d−3)
AB . (3.107)

Of course, there is no information contained in eq. (3.103), eq. (3.105), and eq. (3.107) than

that which already appeared in eq. (3.36).

2 Conservation laws

Thus far, the analysis of this chapter has been concerned solely with the behavior of fields

near future null infinity. Of course, the same analysis could be applied to past null infinity.

In this sub-subsection, we wish to consider the relationship between quantities at past and

future null infinity. Under the assumptions specified below, we will obtain a conservation law

relating past and future null infinity.

Consider, first, the case of a scalar field ϕ in Minkowski spacetime with d even and d ≥ 4,
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with source S = 0 in a neighborhood of future null infinity. We restrict attention to solutions,

ϕℓm, whose angular dependence is given by a single spherical harmonic, Yℓm. (A general

solution, of course, can be expressed as a superposition of such solutions.) Suppose that at

Coulombic order, ϕℓm is stationary at early retarded times, ∂uϕ
(d−3)
ℓm = 0, so that at early

times,

ϕ
(d−3)
ℓm = cYℓm(xA) (3.108)

where c is a constant. In the recursion relations eq. (2.13), we may replace D2 by −ℓ(ℓ+d−3),

so we have

(2n− d+ 2)∂uϕ
(n)
ℓm = [ℓ(ℓ+ d− 3) − (n− 1)(n− d+ 2)]ϕ(n−1)

ℓm . (3.109)

Thus, as usual, we obtain ϕ(n)
ℓm = 0 for n < d− 3. For d− 3 ≤ n < ℓ+ d− 2, we see that ϕ(n)

ℓm

is a polynomial, Pn(u), in u of degree n− d+ 3, with the coefficients of the polynomials at

the different orders related by eq. (3.109). For n = ℓ+ d− 2, we obtain ∂uϕ
(ℓ+d−2)
ℓm = 0, so

we may terminate the series by setting ϕ(n)
ℓm = 0 for n ≥ ℓ + d − 2. We thereby obtain an

exact solution of the form

ϕℓm =
d−3∑

n=ℓ+d−3

Pn(u)
rn Yℓm(xA). (3.110)

This solution is of direct physical interest, since it corresponds to the Yℓm part of the retarded

solution with source corresponding to matter in inertial motion (e.g., classical incoming

particles on inertial timelike trajectories). The general solution with Yℓm angular dependence

that is stationary at Coulomb order is eq. (3.110) plus a solution with an asymptotic expansion

whose slowest fall-off term is at order 1/rℓ+d−2, and with the coefficients of the higher powers

of 1/rn being polynomials in u of degree n− (ℓ+ d− 2). This series cannot terminate.

We consider, now, the exact solution eq. (3.110). The highest power of u in eq. (3.110)
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appears as the term Cuℓ/rℓ+d−3, where C is related to the coefficient of the Coulombic order

coefficient c by an ℓ fold product of the numerical factors arising from successively solving

eq. (3.109). Now, consider the behavior of the solution eq. (3.110) near past null infinity. We

can determine this behavior by writing u = v− 2r and re-expanding in 1/r. It is immediately

clear that the highest power of v occurring in this solution will be the term C ′vℓ/rℓ+d−3.

The coefficient C is related to the Coulombic order coefficient C ′ at past null infinity by a

set of recursion relations. The recursion relations at past null infinity are the same as the

recursion relations at future null infinity except for the following important difference: ∂/∂r

is now past directed, which gives rise to a change in the sign of the ∂/∂u term in each of the

recursion relations. Thus, we end up with ℓ sign flips by the time we reach Coulombic order.

We thereby obtain C ′ = (−1)ℓC, i.e., we have

ϕ
(d−3)
ℓm

∣∣∣
I − = (−1)ℓCYℓm(xA). (3.111)

Since (−1)ℓYℓm(xA) = Yℓm(−xA), this means that the solution eq. (3.110) at Coulombic

order has an “antipodal matching” between I + and I − [47].

The antipodal matching eq. (3.111) has been shown only for the exact solutions eq. (3.110)

that terminate at order 1/rℓ+d−3. However, since the additional terms in the asymptotic

series of more general solutions behave no worse than uk/rk+ℓ+d−2 for k ≥ 0, these individual

terms would not contribute at Coulombic order at I −. Of course, the series composed of

these terms is merely an asymptotic series near I +, and we clearly cannot determine the

behavior of solutions near I − from an asymptotic expansion near I +. Nevertheless, it

seems not implausible that the antipodal matching may hold for a much more general class

of solutions than the exact solutions eq. (3.110). In any case, since the antipodal matching

holds for eq. (3.110) for all ℓ,m and the retarded solution corresponding to incoming inertial

particles is a sum of such solutions, the antipodal matching holds for the retarded solution for
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incoming inertial particles—as can be verified directly from the explicit form of the solution

[47].

Similar antipodal matching results hold for Maxwell’s equations and for linearized gravity

[44, 4, 47, 33]. The situation in nonlinear general relativity is less clear. Even for a solution

that is stationary at Coulombic order, nonlinear terms will enter Einstein’s equation at order

2(d− 2). However, even in the linear case above, the behavior at I − at Coulombic order

depends on the form of the solution at order n = ℓ + d − 3 near I +. Thus, for large l,

the nonlinear terms in Einstein’s equation cannot be ignored. Nevertheless, it remains not

implausible that the antipodal matching may continue to hold in quite general circumstances.

Indeed, the matching of supertranslation charges was shown under the Ashtekar-Hansen [61]

asymptotic flatness conditions at spatial infinity together with an additional null regularity

condition at spatial infinity [26, 62]. However, a full proof of the matching conditions would

require an extension of the Christodoulou and Klainerman analysis [63] for initial data with

non-vanishing supertranslation charges at spatial infinity.

In any case, we will now assume that we have a solution to Einstein’s equation for which

the antipodal matching holds at Coulombic order and consider the consequences. The key

point is that the matching of the Coulombic order metrics implies a corresponding matching of

the charges of the previous subsection, since the charges are constructed out of the Coulombic

order metric. In particular, in d = 4 dimensions, we have

Q+
f |u=−∞ = Q−

f̃
|v=+∞ (3.112)

where Q−
f̃

denotes the charge at I − associated to the supertranslation ψ̃a with f̃ antipodally

matched to f . Since, in analogy to eq. (3.96), we have

Q−
f̃

|v=+∞ − Q−
f̃

|v=−∞ =
∫

I −

dvdΩ F−
f̃

(3.113)
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where

F−
f̃

= 1
32π (f̃NABNAB + 2NABDADB f̃) (3.114)

we obtain the conservation law [44, 4, 47]

Q+
f |u=+∞ +

∫
I +

fF − 1
8π

∫
S2

dΩ fDADB∆(1)
AB |I +

= Q−
f̃

|v=−∞ +
∫

I −

f̃F + 1
8π

∫
S2

dΩ f̃DADB∆(1)
AB |I − . (3.115)

This may be interpreted as saying that the ingoing hard charge plus the integrated hard and

soft fluxes at I − are equal to the corresponding quantities at I +.

Similarly, in d > 4 dimensions, we get a similar antipodal matching of the scalar, vector,

and tensor charges defined by eq. (3.102), eq. (3.104), and eq. (3.106), which leads to similar

conservation laws.

7 Memory and infrared divergences in four and higher dimensions

In d = 4 dimensions, there is a very close relationship between the memory effect and infrared

divergences that occur in quantum field theory. This follows directly from the fact that, by

eq. (3.62), the memory tensor is just the change in h(1)
AB between late and early retarded times.

Thus, if ∆(1)
AB ̸= 0, then h

(1)
AB(u, xA) cannot vanish at future null infinity at both u → −∞

and u → +∞. It follows that the Fourier transform of h(1)
AB with respect to u will diverge

at small ω as 1/ω. As we shall now explain, this behavior gives rise to infrared divergences

in quantum field theory. Exactly similar behavior occurs in the scalar and electromagnetic

cases, but we will restrict our discussion here to the gravitational case.

Let d ≥ 4, with d allowed to be odd as well as even. The Lagrangian formulation of

general relativity gives rise to a conserved symplectic current density wµ constructed out of a
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background solution gµν and two perturbations hµν and h′
µν . Consider the symplectic flux

(∂/∂u)µwµ = wu near future null infinity. Only the leading order term w
(d−2)
u can contribute

to this flux. However, only the radiative order parts of hµν and h′
µν can contribute to w(d−2)

u ,

and the deviation of gµν from the flat metric ηµν cannot contribute at all. We obtain

w
(d−2)
u (h′

AB , hCD) = 1
32π (CABN ′

AB − C ′AB
NAB) (3.116)

where NAB is the Bondi news tensor, eq. (2.76) and CAB is the trace free part of the

projection of h(d/2−1)
AB onto the sphere. In writing eq. (3.116), we have imposed the gauge

conditions h(1)
rA = h

(1)
uu = ηµνh

(1)
µν = 0 in d = 4 and we have imposed the harmonic gauge for

d > 4. The integrated symplectic flux can be used to define a symplectic form Ω(h′
AB , hCD)

at future null infinity

Ω(h′
AB , hCD) =

∞∫
−∞

du
∫
S2

dΩ w
(d−2)
u (h′

AB , hCD). (3.117)

Equation (3.117) gives us the necessary structure to define a Fock space of “outgoing

graviton" states. We define the “one-particle outgoing Hilbert space” Hout as the space of

radiative order trace-free ψAB that are purely positive frequency with respect to u, with

inner product given by

⟨ψ′
AB |ψCD⟩ = −iΩ(ψ′∗

AB , ψCD) (3.118)

where “∗” denotes complex conjugation. More precisely, we define Hout by starting with

smooth positive frequency ψAB with fast fall-off in u, defining the inner product eq. (3.118)

on such ψAB , and taking the Cauchy completion. The inner product eq. (3.118) is positive

definite, as can be seen from the fact that in Fourier transform space, it is given by

⟨ψ′
AB |ψCD⟩ = 1

16π

∫
S2

dΩ
∞∫
0
ωdω ψ̂′∗

ABψ̂
AB (3.119)
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where the “hat” denotes the Fourier transform. A classical solution hµν can be associated

with a state in Hout via hµν → h
(1)
+AB—where the subscript “+” denotes the positive

frequency part—provided, of course, that h(1)
+AB ∈ Hout. Given Hout, one may then define

the corresponding Fock space F (Hout). A free field operator, hout
µν , on F (Hout) can then

be defined in the usual manner in terms of annihilation and creation operators. Note that

this construction is well defined even if the quantum gravity theory has not been defined in

the interior spacetime [64].

However, this space, F (Hout), of outgoing graviton states need not be adequate to

describe all physically relevant outgoing states. This is most easily seen by considering the

theory of linearized quantum gravity (i.e., a massless, spin-2 field) with a classical stress

energy source, i.e., the stress-energy operator is taken to be TabI where Tab is a classical stress

energy and I is the identity operator. This is a well defined, mathematically consistent theory

that can be solved exactly. After analyzing this theory, we will discuss the implications for a

full theory in which the stress-energy is fully quantum and the nonlinear effects of gravity

are taken into account.

The Heisenberg equations of motion for the field operator hµν for linearized gravity with

a classical stress-energy source are easily solved to yield

hµν = hin
µν + hret

µν I (3.120)

where hin
µν is the free field operator corresponding to the “in” field and hret

µν is the classical

retarded solution with classical source Tab. Suppose we consider the state |0in⟩, corresponding

to the vacuum state of hin
µν . If we assume that this state corresponds to some state Ψ ∈

F (Hout), then it follows from eq. (3.120) that for any one particle state ψAB , we have

aout(ψAB)Ψ = −⟨ψAB |hret
+AB⟩Ψ. (3.121)
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The solution to this equation is the coherent state associated with hret
+AB , namely

Ψ ∝ exp
[
−a†

out(h
ret
+AB)

]
|0out⟩ (3.122)

Equation (3.122) was derived under the assumption that Ψ ∈ F (Hout). If hret
+AB has

finite norm in the inner product eq. (3.118), then the right side of eq. (3.122) defines a state

in F (Hout), and this state corresponds to |0in⟩. However, if hret
+AB does not have finite norm

in the inner product eq. (3.118), then the right side of eq. (3.122) does not define a state in

F (Hout). It follows that |0in⟩ cannot correspond to a state in F (Hout). This should not be

a cause of any distress. The Heisenberg state |0in⟩ is well defined everywhere as a state on the

algebra of local field observables. It is similarly well defined on the algebra of asymptotic field

observables near future null infinity. All of its correlation functions are well defined at future

null infinity. If we wish to represent this state as a vector in a Hilbert space, H̃out, carrying a

representation of the “out” field observables, we may always do so via the GNS construction.

However, if hret
+AB does not have finite Klein-Gordon norm, the representation of the field

observables on H̃out cannot be unitarily equivalent to its representation on F (Hout) (see

[64], Section V.A of [65]).

Now let d = 4 and consider the case where the classical source Tab is such that the

corresponding retarded solution hret
ab has a nonvanishing memory tensor ∆(1)

AB ̸= 0. Then, as

already noted in the first paragraph of this subsection, the Fourier transform of of hret (1)
AB

with respect to u will diverge at small ω as 1/ω. But by eq. (3.119), we then have

∥∥∥∥ĥret (1)
+AB

∥∥∥∥2
= 1

16π

∫
dΩ

∞∫
0
dωω|ĥret (1)

+AB |2 = ∞ (3.123)

on account of the “infrared divergence” as ω → 0. Thus, the “out” state corresponding to

|0in⟩—or, for than matter, any other state in F (Hin)—does not live in F (Hout), and one
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would have to work with a different representation to represent this state as a vector in a

Hilbert space. Exactly analogous results hold in the scalar and electromagnetic cases for

d = 4.

We have just shown that in linearized gravity with a classical source for which a nontrivial

memory effect is present in the classical retarded solution—as would occur generically in

classical particle scattering—the “out” state Ψ is not a state in F (Hout). However, the

infrared divergence described in the previous paragraph is sufficiently innocuous that one can,

in effect, proceed as though one were dealing with a state in F (Hout). To see this, consider,

first, the case where no infrared divergences occur and hret
+AB has finite Klein-Gordon norm,

so eq. (3.122) defines a state in F (Hout). Choose a frequency ω0 > 0 and decompose Hout

into the direct sum of its “hard” and “soft” graviton spaces

Hout = H H
out ⊕ H S

out (3.124)

where H H
out is spanned by trace-free ψAB composed of frequencies ω ≥ ω0 and H S

out is

spanned by trace-free ψAB composed of frequencies ω0 > ω ≥ 0. The Fock space F (Hout)

then factorizes as

F (Hout) = F (H H
out) ⊗ F (H S

out). (3.125)

Now decompose hret
+AB into its “hard” and “soft” parts,

hret
+AB = [hret

+AB ]H + [hret
+AB ]S . (3.126)

The creation operator a†
out(hret

+AB) appearing in eq. (3.122) and be written as the sum of

creation operators for the hard and soft parts of hret
+AB . Since these operators commute, Ψ

factorizes as

Ψ = ΨH ⊗ ΨS (3.127)
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where ΨH ∈ F (H H
out) is the coherent state associated with [hret

+AB ]H and ΨS ∈ F (H S
out)

is the coherent state associated with [hret
+AB ]S . The factorization in eq. (3.127) implies that

if we are interested solely in the “hard part” of the outgoing state, we may effectively put

in an “infrared cutoff” at ω = ω0 and work with the state ΨH in the Fock space F (H H
out).

In particular, the probability that ΨH ∈ F (H H
out) contains a specified number of “hard

gravitons” in specified modes is the same as the sum of the probabilities that Ψ ∈ F (Hout)

contains these “hard gravitons” and any number of “soft gravitons.” This is the essential

content of the “soft theorems” [28]. In perturbation theory, the fact that inclusion of the

effects of “soft gravitons” does not affect the calculation of “hard graviton” probabilities

manifests itself in a cancelation of the contributions of “real soft gravitons” and “virtual soft

gravitons.”

The above discussion assumed that hret (1)
AB does not have infrared divergences, in which

case there is no need to decompose the “out” state into “hard” and “soft” parts. Now consider

the case where a memory effect is present and hret (1)
AB does have an infrared divergence. Then,

as discussed above, Ψ /∈ F (Hout). Nevertheless, we may still write

Ψ = ΨH ⊗ Ψ̃S (3.128)

where ΨH ∈ F (H H
out) is the coherent state associated with [hret

+AB ]H and Ψ̃S ∈ F̃S
out is

the “soft graviton” state written as a vector in the Hilbert space F̃S
out in the representation

to which it belongs. Although the “soft graviton” content of Ψ near future null infinity is

ill defined (since ΨS /∈ F (H S
out)), the “hard graviton” content of Ψ is well defined (since

ΨH ∈ F (H H
out)). Thus, if we are interested only in the “hard particle” content of Ψ near

future null infinity, we may, in effect, put in an infrared cutoff and treat Ψ as an ordinary

Fock space state ΨH ∈ F (H H
out) [9].

All of the above discussion beginning with eq. (3.120) holds for the rather trivial theory
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of linearized gravity with a classical stress-energy source. It is quite a leap to go from this

theory to the case of quantum, interacting matter and quantum, nonlinear general relativity,

especially since a quantum theory of nonlinear general relativity is not in hand. Nevertheless,

let us consider a scattering situation where, by assumption, we have non-interacting ingoing

“hard” particles at early times and non-interacting outgoing “hard” particles late times.

Consider the “soft” content of the outgoing state, associated with ω < ω0, where ω0 is much

less than any inverse length or time scale associated with the interaction. Then, it seems

plausible that the dominant contributions to this “soft” content will come from asymptotically

early and late times, where the “hard” particles are non-interacting and effectively can be

treated classically. If so, then a factorization similar to eq. (3.128) should occur, but with

the following important difference: If we fix an “in” state consisting of “hard” particles in

momentum eigenstates, then the hard content of the “out” state should have a nonvanishing

amplitude for “hard” particles in many different momentum eigenstates. (Of course, total

energy-momentum is conserved.)

But this means that there also should be nonvanishing amplitudes for different memory

tensors. However, there are an uncountably infinite set of inequivalent memory Fock repre-

sentations. How should these representations be put together into a single separable Hilbert

space such that the S-matrix is well-defined (i.e. infrared finite) and has a continuous action

of the asymptotic symmetry group? This question shall be directly addressed in chapter 3.

Finally, we note that essentially all of our discussion above also applies to d > 4. For

d even, the memory tensor is first nonvanishing only at Coulombic order. However, since

C
(d/2−1)
uµuν can be expressed as inverse angular operators acting on ∂d/2−2C(d−3)

uµuν /∂u
d/2−2,

it can be seen that the Fourier transform of h(d/2−1)
AB (u, xA) behaves as ωd/2−3 as ω → 0.

Thus, there are no infrared divergences for d > 4. This result holds in odd dimensions as

well. Thus, although one can still factorize states into “hard” and “soft” parts, there is no
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necessity to do so in order to describe the “out” state as a Fock space state.20

20. However, there may be other considerations that indicate the utility of factorization of the out state
into “hard” and “soft” parts (see [66, 67]).
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CHAPTER 3

INFRARED FINITE SCATTERING THEORY IN QUANTUM

FIELD THEORY AND QUANTUM GRAVITY

1 Introduction

In this chapter, we consider the problem of infrared divergences in quantum scattering theory.

The seminal work of Lehmann, Symanzik and Zimmerman (LSZ) [68], Haag and Ruelle

[69, 70], and others established that conventional scattering theory should be well-defined in

the case of massive quantum fields. In particular, for massive fields, it should be possible to

obtain a unitary S-matrix relating the standard “in” and “out” Fock spaces of asymptotic

states. However, in four spacetime dimensions, when one has massless quantum fields, one

encounters severe difficulties in carrying out this program [6, 7, 8, 9]. Classical massless fields

that interact with massive fields or undergo suitable self-interactions will generically undergo

a memory effect wherein, at order 1/r in null directions, the field at late retarded times

will not return to the value it had at early retarded times.1 Thus, at order 1/r, the Fourier

transform of a solution with memory will diverge as 1/ω at low frequencies. In the quantum

theory, the one-particle norm of the positive frequency part of such a solution is infinite.

Consequently, if one tries to express a quantum state corresponding to a classical solution

with memory as a vector in the standard Fock representation, it will have an infinite number

of “soft” (i.e. arbitrarily low frequency) massless quanta and its norm will be “infrared

divergent.” In other words, although states with memory are entirely legitimate quantum

field states that necessarily arise in scattering processes, they cannot be accommodated in

1. In spacetime dimension d, the memory effect occurs at Coulombic order, 1/rd−3, whereas radiation
decays as 1/rd/2−1 [1]. For d = 4, both occur at order 1/r, so memory directly affects the quantization of the
“in” and “out” radiation. For d > 4, the memory effect does not lead to infrared divergences in the quantized
radiation. The discussion of this chapter is restricted to d = 4.
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the standard Fock space. Consequently, the S-matrix cannot be defined as a map taking “in”

states in the standard Fock representation to “out” states in the standard Fock representation,

and infrared (IR) divergences will arise if one attempts to do so.

The most common way of dealing with such infrared divergences is to initially impose an

infrared cutoff (so that the “out” state can be expressed as an ordinary Fock space vector),

calculate inclusive processes that sum over all possible states of the low frequency massless

quanta in the cutoff state, and then remove the cutoff [9, 28, 71]. As a practical matter, this

procedure works quite successfully if one is interested in obtaining typical quantities of direct

relevance for accelerator experiments, such as (inclusive) cross-sections for the scattering of

“hard” particles. However, the infrared cutoff removes the memory effect, so one cannot even

ask questions about memory as a quantum observable, as has been of particular recent interest

(see e.g. [72, 15, 65] and references therein). Furthermore, even if one is interested only in

“hard” particles, this approach cannot properly deal with issues such as the entanglement of

“hard” and “soft” particles, which should result in decoherence of the “hard” particles [29, 30].

More significantly, this approach is highly unsatisfactory if one wishes to view the S-matrix

as a fundamental quantity in the formulation of quantum field theory and quantum gravity,

since the S-matrix itself is undefined.2

In order have a well-defined S-matrix, it clearly is necessary to construct Hilbert spaces

of “in” and “out” states such that the “in” states evolve to the “out” states. As we have

just indicated, this is not the case if one takes the “in” and “out” Hilbert spaces to be the

standard Fock spaces, since a generic state “in” Fock space state will evolve to an “out”

2. We note that there are at least two notions of an “infrared finite” S-matrix in the literature. The notion
that we are concerned with in this chapter is to construct appropriate Hilbert spaces of “in” and “out” states
and to obtain the S-matrix as a well-defined map between these Hilbert spaces. An alternative notion is
to develop a procedure for rendering the standard (infrared divergent) S-matrix amplitude finite (see e.g.
[73, 74]). While such a procedure then can be used to calculate “inclusive quantities” or determine formal
properties of the S-matrix amplitudes [66, 75], there is no actual “out” state (with memory) constructed by
this procedure.
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state with a nonvanishing probability for nonzero memory, which cannot be accommodated

in the “out” Fock space. Thus, if we wish to have a well-defined S-matrix, we must make

alternative choices of the “in” and “out” Hilbert spaces that contain states with nonvanishing

memory. In order to have a satisfactory scattering theory, these “in” and “out” Hilbert space

constructions should satisfy the following properties:

(1) The “in” and “out” Hilbert spaces are obtained by the “same construction.” More

precisely, if we identify the algebra of “out” field observables with the algebra of “in”

field observables via a change of the time orientation of the bulk spacetime, we require

that the “in” and “out” Hilbert space representations of these algebras be unitarily

equivalent.

(2) Dynamical evolution maps all “in” states to “out” states and vice-versa, so that one

has a unitary S-matrix.

(3) The “in” and “out” Hilbert spaces should admit a natural, continuous action of the

Poincaré group.3

(4) The “in” Hilbert space should be large enough to contain incoming states representing

all “hard” scattering processes.

(5) The “in” and “out” Hilbert spaces should be separable, so that they are not “too large”.4

For the case of quantum electrodynamics (QED) with a massive charged field, a satisfactory

construction of “in” and “out” Hilbert spaces was given many years ago by Faddeev and

Kulish [32] based on the earlier work of [80, 81, 82]. However, the main purpose of this

3. In the gravitational case we require that the “in” and “out” Hilbert spaces should admit a natural,
continuous action of the BMS group.

4. A nonseparable Hilbert space was previously studied in [76, 77, 78, 79] which considered the direct sum
over all memory representations. We discuss the deficiencies of this direct sum in sec. 7.
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chapter is to show that a similar construction does not work in a satisfactory way for QED

with massless charged particles and for Yang-Mills theory. Furthermore, we will show that

such a construction does not work at all in quantum gravity. We argue that in these cases, at

a fundamental level, scattering theory should be formulated at the level of algebraic states,

without attempting to “shoehorn” all the states into a single, separable Hilbert space.

Since many of our arguments and constructions require a considerable amount of technical

machinery, we now provide a sketch of all of the key results of the chapter, so that a reader

can obtain the gist of our arguments without having to delve into the details that we will

provide in due course in the body of the chapter. This overview will be more detailed than

the brief overview given in sec. 0.3 of chapter 1 and a more quantitative emphasis will placed

on the construction of the Faddeev-Kulish Hilbert space.

We begin by describing the Faddeev-Kulish construction for QED with a massive charged

field. In order to understand the relevant ingredients of their construction, it is necessary to

reformulate it in the language of the memory effect and the related symmetries and charges.

In this section, for ease of explanation, we will work in the bulk spacetime — introducing

“null coordinates” (u, r, xA), where u = t − r and xA denotes angular coordinates on the

sphere — and work to appropriate orders in 1/r. However, in the remainder of this chapter it

will be more convenient and conceptually clearer to express both the classical and quantum

theory in terms of the conformal completion of Minkowski spacetime.

The classical memory effect at future null infinity for an electromagnetic field corresponds

to having the angular components, A(1)
A (u, xA), of the vector potential at order 1/r asymptote

to different values at early and late retarded times, u → ±∞. Since the electric field at order

1/r is given by

E
(1)
A = −∂uA

(1)
A

(1.1)

it follows that there will be a nontrivial memory effect if and only if at order 1/r the electric
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field satisfies
∞∫

−∞
du E

(1)
A ≠ 0. Since

∞∫
−∞

du E
(1)
A is proportional to the integrated force on

a test particle placed at a large distance from the source of radiation, this fact allows one

to give a physical interpretation of the memory effect in terms of a charged test particle

receiving a net momentum kick at order 1/r due to the passage of the radiation [83, 11].

Since we assume that E(1)
A → 0 at early and late retarded times, A(1)

A is “pure gauge” at

early and late retarded times, but the electromagnetic memory

∆out
A := −

∞∫
−∞

du E
(1)
A = A

(1)
A |u=+∞ − A

(1)
A |u=−∞ (1.2)

is gauge invariant, as is obvious from the fact that it is given by an integral of the electric

field. In eq. (1.2), we have appended the superscript “out” to ∆out
A to distinguish the

electromagnetic memory of the outgoing radiation from the electromagnetic memory, ∆in
A , of

incoming radiation.

The gauge transformations relevant for changing the angular components of the vector

potential at order 1/r are the so-called “large gauge transformations”

Aµ → Aµ + ∇µλ (1.3)

where λ = λ(xA) is a function of purely the angular coordinates xA. Under such a gauge

transformation, we have

A
(1)
A → A

(1)
A + DAλ (1.4)

where DA is the derivative operator on the unit sphere. In fact, the “gauge transformations”

eq. (1.3) are actually “symmetries” in the sense that they have nonvanishing symplectic

product with other solutions, i.e., they are not degeneracies of the symplectic form. There

are charges and fluxes associated with these symmetries. The charge Qu(λ) associated with
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the symmetry λ at retarded time u is given by

Qu(λ) = 1
4π

∫
S(u)

dΩ λ(xA)F (2)
ur (u, xA) (1.5)

where S(u) ∼= S2 is an asymptotic sphere at fixed retarded time u, Fµν is the electromagnetic

field tensor, and the superscript “(2)” denotes the order 1/r2 part of the field as r → ∞

at the given value of u. The difference of the charge Qu(λ) at two retarded times u1 and

u2 is determined by a corresponding flux between these retarded times associated with the

symmetry λ

Qu2(λ) − Qu1(λ) =
u2∫

u1

du
∫
S2

dΩ λ(xA)
(
J

(2)
u (u, xA) − 1

4πDAE
(1)
A (u, xA)

)
(1.6)

where J(2)
µ is the charge-current at order 1/r2, which can be nonvanishing only if there are

massless charged fields. In the limit as u1 → −∞ and u2 → +∞, this first term corresponds

to the total flux of charge-current, which we denote as

J out(λ) :=
∞∫

−∞
du
∫
S2

dΩ λ(xA)J(2)
u (u, xA) (1.7)

where, again, the “out” corresponds to the “outgoing” flux of massless charge-current. The

second term on the right-hand-side of eq. (1.6) in this limit is proportional to the divergence

of memory DA∆out
A (xA) smeared with λ(xA) on the sphere. Finally, in this limit, the charges

Qu2(λ) and Qu1(λ) approach future time-like infinity i+ and spatial infinity i0, respectively.

Therefore, in the case where u1 = −∞ and u2 = +∞, eq. (1.6) yields that the charges

given by eq. (1.5) and the flux of null charge-current given by eq. (1.7) are related to the
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electromagnetic memory by5

1
4π

∫
S2

dΩ ∆out
A (xA)DAλ = Qi+(λ) − Qi0(λ) + J out(λ) (1.8)

where the charges are defined as limits as u → ±∞. The difference of charges on the right

hand side of eq. (1.8) is known as the “ordinary memory effect” and the contribution due to

the total charge-current flux of massless charged fields is known as the “null memory effect”

[11].

Similar charges and fluxes associated with the symmetry λ can be defined at past null

infinity, wherein we replace retarded time u in the above formulas by advanced time v = t+ r.

In a scattering situation, there is, in general, no direct relation between the memory ∆out
A

of the electromagnetic field at future null infinity and the memory ∆in
A at past null infinity.

Indeed, as we have already indicated, if the incoming electromagnetic field has vanishing

memory, the outgoing electromagnetic field will generically have nonvanishing memory.

However, there is a matching of the incoming and outgoing charges as one approaches spatial

infinity [22, 23, 24, 33, 25]. Specifically, we have

Qout
i0 (λ) = Qin

i0(λ ◦ Υ) (1.9)

where we have used “in/out” to denote that the limit is taken from past/future null infinity to

spatial infinity and Υ is the antipodal map on a sphere, so that (λ◦Υ)(θ, φ) = λ(π−θ, φ+π).

The “conservation law” eq. (1.9) is the key to enabling one to define “in” and “out” Hilbert

5. Memory can be decomposed into electric and magnetic parity parts via ∆A = DAα + ϵA
BDBβ.

Equation (1.8) only involves the electric part, α. Magnetic parity charges similar to eq. (1.5) can be defined
(although they are not associated with large gauge transformations) and an analog of eq. (1.8) (without the
current term) then holds. The constructions of this chapter of the thesis could be straightforwardly extended
to include magnetic parity memory. However, magnetic parity memory does not arise in usual scattering
processes starting with states of vanishing memory — although it can occur in certain processes (see [1] for
an example in the gravitational case). We will focus entirely on electric parity memory in this chapter.
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spaces satisfying conditions (1)–(5) in the case of QED with massive charged fields. If we

restrict all of the incoming states to have fixed, definite large gauge charges at spatial infinity

for all λ, then the outgoing states will have the corresponding charges given by eq. (1.9).

Hence, if we can construct “in” and “out” Hilbert spaces of definite values of all charges

at spatial infinity, it should be possible to satisfy properties (1) and (2) above. However,

since these charges are not invariant under Lorentz transformations, it will not be possible

to have the Poincaré group have a continuous action on a space of incoming or outgoing

states of definite charges except in the case where all charges (including the ordinary total

electric charge) vanish6 at spatial infinity [85, 84, 86, 34]. Thus, in order to satisfy property

(3), we restrict the incoming states — and, therefore, the outgoing states by eq. (1.9) — to

have vanishing charges at spatial infinity. It may appear that the requirement of vanishing

total electric charge will violate condition (4) of our above requirements on the “in” Hilbert

space, since it will allow us to consider only scattering processes with an equal number of

charged particles and antiparticles. However, if we wish to consider the scattering of, say, two

electrons, we can simply add two positrons “behind the moon”, i.e., incoming states where

they don’t interact significantly with the electrons or with each other [34]. Thus, arguably,

the restriction to states of vanishing charges does not preclude having representatives of all

“hard” scattering processes.

As discussed in more technical detail in sec. 4, a separable Hilbert space of “in” and

“out” states of vanishing charges for QED with massive charged particles can be constructed

as follows. For the construction of the “in” Hilbert space, we note that the charges at

past timelike infinity, Qi−(λ), are determined by the incoming state of the massive charged

particles. The (improper) incoming Fock space state |p1 . . . pn; q1 . . . qn⟩ consisting of n

6. One could start with a Hilbert space with nonvanishing charges and obtain a new space that admits an
action of the Poincaré group by taking the direct sum of the continuous family of Hilbert spaces with charges
equal to the action of the Lorentz group on the original charges. However, this direct sum Hilbert space
would be non-separable. Furthermore, there would be no infinitesimal action of the Lorentz group on the
direct sum Hilbert space, so, in particular, the angular momentum operator would not be defined [84, 85].
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incoming charged particles and n incoming antiparticles with definite momenta p1, . . . , pn and

q1, . . . , qn, respectively, has vanishing total ordinary electric charge and can be seen to be an

eigenstate of the charge operator Qi−(λ) for all λ. We denote its eigenvalue as Qi−(λ; p1 . . . qn).

By the corresponding version of eq. (1.8) for past null infinity with J in = 0 (since we are

considering only massive charged particles) we can obtain an (improper) state for which all

large gauge charges vanish at spatial infinity (v → +∞) by pairing |p1 . . . pn; q1 . . . qn⟩ with

any incoming electromagnetic field state that lies in the representation with memory ∆in
A

determined by7

1
4π

∫
S2

dΩ ∆in
ADAλ = −Qi−(λ; p1, . . . , qn) (1.10)

for all λ(xA). In other words, we can take the tensor product of the one-dimensional Hilbert

space spanned by the improper state |p1 . . . pn; q1 . . . qn⟩ with the Fock space representation

of the electromagnetic field with memory ∆in
A given by eq. (1.10). The pairing of the charged

particle state |p1 . . . pn; q1 . . . qn⟩ with electromagnetic states in the representation ∆in
A is

usually referred to as “dressing” the charged particles with a corresponding “cloud of soft

photons.”8 We can then obtain a Hilbert space with arbitrary proper Fock space states of

n charged particles, n antiparticles and arbitrary “hard” photon states by taking a direct

integral over p1, . . . , pn, q1, . . . , qn. We then take the direct sum over n. This yields a

separable Hilbert space that has representatives of all incoming states of the massive charged

particles with vanishing total electric charge and all incoming “hard” photon states. This

construction is equivalent to the one given by Faddeev and Kulish. All states in this “in”

Hilbert space are eigenstates with eigenvalue 0 of all of the large gauge charges at spatial

7. This relation uniquely determines the electric parity memory (see footnote 5).

8. Note that one does not have to “dress” the charged particles with a specific state , i.e., any electromagnetic
state with the required memory is allowed. The “cloud of soft photons” refers to any state in the representation
with the required memory. A charged particle “dressed” with an infrared “cloud of soft photons” is sometimes
referred to as an “infraparticle” [87, 84].
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infinity.9 By conservation of charges at spatial infinity, these states should evolve to states

in the similarly constructed “out” Hilbert space. Indeed, finiteness of the Faddeev-Kulish

“S-matrix amplitudes” has been verified to all orders in perturbation theory [89]. These

results are also supported by recent, rigorous analyses of perturbative QED [90] as well as

non-perturbative studies of nonrelativistic QED [91, 92].10 Consequently, all of the above

properties (1)–(5) should be satisfied.

Thus, the Faddeev-Kulish construction provides definitions of “in” and “out” Hilbert

spaces that enable one to have a well-defined S-matrix. However, it should be noted that this

construction has a number of unpleasant features. First, it allows only states of vanishing

total ordinary electric charge. As already mentioned above, this can be dealt with by putting

any excess charges “behind the moon.” A more unpleasant feature is that it requires the

incoming massive charged particles to be “dressed” with incoming electromagnetic states

with the corresponding memory. This dressing is quite unnatural, since — although the

incoming massive charged field and incoming electromagnetic radiative field are completely

independent degrees of freedom — it requires the incoming electromagnetic radiative state

to “know” the exact state of the incoming charged field. Furthermore, since each state in

the Faddeev-Kulish Hilbert space has an extremely high degree of entanglement between the

state of the massive charged field and the state of the electromagnetic field, one cannot have

a coherent superposition of incoming charged particle states of different momenta [29]. Thus,

the Faddeev-Kulish Hilbert space appears to artificially exclude many states that one might

wish to consider. Nevertheless, by restricting consideration to the states in the Faddeev-Kulish

Hilbert space, one should obtain a genuine S-matrix, with no infrared divergences.

9. The relationship between the Faddeev and Kulish “dressed states” and eigenstates of Qi0(λ) has been
previously discussed in [66, 88].

10. Similar analyses have also been done in the case of infrared divergences arising from the scattering
of a massless scalar field coupled to a massive scalar field (sometimes referred to as the “Nelson model”)
[93, 94, 95].
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We turn now to differences that occur if we consider QED with a massless charged field,

as will be discussed in detail in sec. 5. Since there are no incoming massive particles, the

charges Qi−(λ) at timelike infinity vanish in the massless case. However, since there are

incoming massless particles, the charge-current flux J in(λ) at null infinity will not vanish.

One can perform a construction of “in” and “out” Hilbert spaces that is completely analogous

to the Faddeev-Kulish construction as follows: In the massless case, the (improper) incoming

Fock space states |p1 . . . pn; q1 . . . qn⟩ of the charged field are eigenstates of the charge-current

operator J in(λ) for all λ. Therefore, one can again pair |p1 . . . pn; q1 . . . qn⟩ with the incoming

electromagnetic field states that lie in the representation with memory ∆in
A chosen so as

to give vanishing charges at spatial infinity. In this case, by eq. (1.8), the required ∆in
A is

determined by
1

4π

∫
S2

dΩ ∆in
ADAλ = −J in(λ; p1, . . . , qn) . (1.11)

where J in(λ; p1, . . . , qn) denotes the eigenvalue of J in(λ) in the state |p1 . . . pn; q1 . . . qn⟩. By

taking a direct integral over p1, . . . , pn, q1, . . . , qn and a direct sum over n, we will again get a

separable Hilbert space of states with vanishing charges at spatial infinity, so the “in” Hilbert

space should unitarily map to the similarly constructed “out” Hilbert space under dynamical

evolution. This yields a direct analog for massless charged fields of the Faddeev-Kulish

construction for massive charged fields.

However, although the Faddeev-Kulish construction can be carried out in close analogy

with the massive case, a truly significant difference arises in the nature of the resulting states.

For massive charged fields, the charges Qi−(λ; p1 . . . qn) for the state |p1 . . . pn; q1 . . . qn⟩

correspond to a smooth function on the sphere. Consequently, the corresponding memory

∆in
A determined by eq. (1.10) is smooth, and the corresponding memory representation of the

electromagnetic field has a dense set of nonsingular states. By contrast, in the massless case,

the flux J in(λ; p1, . . . , qn) for the state |p1 . . . pn; q1 . . . qn⟩ has δ-function angular singularities
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in each of the directions xA
i of the momenta p1, . . . , pn, q1, . . . , qn. It follows that the memory

∆in
A(xB) determined by eq. (1.11) will have angular singularities of the form 1/|xB − xB

i |

in the vicinity of xB
i . These additional angular singularities occurring in the massless case

correspond to what are referred to as collinear divergences. If one is interested in calculating

inclusive cross-sections, they merely give rise to an additional nuisance in that one must

introduce a further angular cutoff in addition to the usual infrared cutoff when performing

calculations [96, 97]. But they give rise to a fatal difficulty for the usefulness of the “in” and

“out” Hilbert spaces constructed above. The angular singularities in the memory are such that

the memory is not square integrable over a sphere. This implies that the expected electric

field ⟨Ein
A ⟩ in any state in the memory representation paired with |p1 . . . pn; q1 . . . qn⟩ cannot

be square integrable over null infinity. By further arguments, it can be seen that the total

energy flux of the electromagnetic field in any state in this memory representation is infinite.

In other words, in the massless case, the required “soft photon dressing” of the charged

particles always carries infinite energy. Thus, all of the allowed states of the electromagnetic

field in this construction are physically unacceptable. Although we should be able to obtain

a well-defined scattering theory between states in the “in” and “out” Hilbert spaces, none of

the scattering states are of any physical relevance.

We now turn to Yang-Mills theory with a compact, semi-simple Lie group, which will be

discussed in more detail in sec. 5.5. The Yang-Mills fields occurring in nature are strongly

coupled to other fields and do not behave as free fields at asymptotically early and late times.

However, we can consider the scattering theory of “pure” Yang-Mills theory (with no coupling

to other fields) as a toy model that has features similar to both electromagnetism and gravity.

Collinear divergences similar to massless QED occur in Yang-Mills theory. Consequently, as

in massless QED, the “dressing” required by the Faddeev-Kulish construction will be singular.

However, an additional — and, in some respects, even more serious — difficulty arises in the

Yang-Mills case, due to the fact that the Yang-Mills field acts as its own source. The analog
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of eq. (1.8) in the Yang-Mills case is

1
4π

∫
S2

dΩ ∆YM,out
A,j DAλj = QYM

i+ (λ) − QYM
i0 (λ) + J YM,out(λ) (1.12)

where j denotes a Lie algebra index, such indices are lowered and raised with the Cartan-

Killing metric, and the charges are defined by a natural generalization of eq. (1.5) where the

Lie algebra valued field strength is now integrated with λi(xA). Since there are no massive

sources, the charges at timelike infinity vanish, QYM
i+ (λ) = 0. The charge-current flux in the

Yang-Mills case is

J YM,out(λ) = 1
2π

∞∫
−∞

du
∫
S2

dΩ cijkq
ABλiA

(1)j
A E

(1)k
B (1.13)

where cijk denote the structure constants of the Lie algebra. Similar charges and fluxes

associated to the symmetry λ can be defined at past null infinity. The analog of eq. (1.11)

for obtaining eigenstates of vanishing charge11 at spatial infinity for the Yang-Mills field is

1
4π

∫
S2

dΩ ∆YM,in
A,j DAλj = −J YM,in(λ) . (1.14)

The key difference with massless QED is that the “hard” and “soft” quanta now correspond

to the same field. Thus, we must use “soft” Yang-Mills quanta to “dress” (via the memory,

∆YM,in
A,j ) the “hard” Yang-Mills quanta. But these “soft” quanta will then make additional

contributions to the current flux, so we will not get an eigenstate of charges at spatial

infinity by choosing the memory to satisfy eq. (1.14), with J YM,in(λ) the flux of the “hard”

Yang-Mills quanta. Thus—in addition to the fact that, as in the case of massless QED,

this soft “dressing” is singular and therefore the corresponding Yang-Mills current flux is

11. The charges at spatial infinity satisfy the commutation relations
[
QYM

i0 (λ1), QYM
i0 (λ2)

]
= QYM

i0 ([λ1, λ2])
where [λ1, λ2]i = ci

jkλj
1λk

2 . For a semisimple Lie group it is impossible to have an eigenstate of all charges
unless all of the charge eigenvalues vanish.
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infinite—one cannot get states of vanishing charges at spatial infinity by attempting to pair

flux eigenstates with corresponding memory representations.

Thus, in order to obtain an analog of the Faddeev-Kulish Hilbert space in the Yang-Mills

case, one must find some other means to obtain a suitable Hilbert space of eigenstates of

vanishing charges at spatial infinity. However, there are insufficiently many such states, as

can be seen from the fact that the charge QYM
i0 (λ) at spatial infinity acts on the “in” and

“out” states as an infinitesimal generator of the large gauge transformation associated with λj .

Thus, an “in” state with vanishing charges at spatial must be gauge invariant with respect to

all large gauge transformations, which is a strong constraint on the n-point functions of the

Yang-Mills electric field. In particular this implies that the 1-point function must vanish, the

2-point function must be proportional to the Cartan-Killing metric and, more generally, all

n-point functions must be proportional to Casimirs of the Lie algebra. Although there exist

states that satisfy these conditions, these conditions are far too restrictive to allow one to

satisfy condition (4) of our requirements on the “in” Hilbert space.

We now turn to general relativity, which will be considered in detail in sec. 6. We introduce

Bondi coordinates (u, r, xA), and let Cµν(u, xA) denote the deviation of the spacetime metric

from the asymptotic Minkowski metric ηµν at leading order in 1/r in these coordinates.12

The classical memory effect at future null infinity in the gravitational case corresponds to

having the angular components, CAB , at order 1/r asymptote to different values at early and

late retarded times, u → ±∞. This will occur if and only if at order 1/r the Bondi News

NAB = −∂uCAB satisfies
∞∫

−∞
du NAB ̸= 0. In the gravitational case, the presence of memory

physically corresponds to an array of test particles initially at rest receiving a permanent

relative displacement at order 1/r due to the passage of gravitational radiation [10].

If the Bondi News goes to zero at early and late retarded times, CAB will be “pure gauge”

12. Again, we state our main results in this section in Bondi coordinates in the bulk spacetime, but in
sec. 6 we will work at null infinity in the conformally completed spacetime.
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at early and late retarded times, but the gravitational memory

∆GR,out
AB := 1

2

∞∫
−∞

du NAB = −1
2
(
CAB |u=+∞ − CAB |u=−∞

)
(1.15)

is gauge invariant. The relevant gauge transformations in the gravitational case are the

supertranslations whose infinitesimal action is given by

CAB → CAB − fNAB − 2
(
DADBf − 1

2qABDCDCf

)
(1.16)

where f = f(xA) is an arbitrary function on the sphere and qAB is the metric on the unit

sphere. The supertranslations are, in fact, “symmetries,” i.e., they are not degeneracies of

the symplectic form. Again, there are charges and fluxes associated with these symmetries.

The charge QGR
u (f) associated with the supertranslation f at retarded time u is given by

QGR
u (f) = − 1

8π

∫
S(u)

dΩ f(xA)
[
C

(3)
urur(u, xA) − 1

4N
ABCAB

]
(1.17)

where S(u) ∼= S2 is an asymptotic sphere at fixed retarded time u, Cµνρσ is the Weyl tensor

and the superscript “(3)” denotes the order 1/r3 part as r → ∞ at fixed u. The difference of

the charge QGR
u (f) at two retarded times u1 and u2 is determined by a corresponding flux

between these retarded times associated with the symmetry f

QGR
u2 (f) − QGR

u1 (f) = − 1
32π

u2∫
u1

du
∫
S2

dΩ f
(
NABNAB + 2DADBNAB

)
. (1.18)

If other massless fields are present and if their stress energy Tµν satisfies the dominant energy

condition then eq. (1.18) is modified by the substitution NABNAB → NABNAB + 32πT (2)
uu

where the “(2)” denotes the order 1/r2 part as r → ∞ at fixed u. In the gravitational case,

eq. (1.18) with u1 → −∞ and u2 → +∞ directly yields an analogous formula to eq. (1.8)
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relating charges, fluxes and memory13

− 1
8π

∫
S2

dΩ ∆GR,out
AB DADBf = QGR

i+ (f) − QGR
i0 (f) + J GR,out(f). (1.19)

The terms on the right hand side of eq. (1.19) involving the difference of charges is referred

to as “ordinary memory” [10] and the term involving the flux is usually referred to as “null

memory” or “nonlinear memory” [39, 19] given by

J GR,out(f) = 1
32π

∞∫
−∞

du
∫
S2

dΩ fNABNAB . (1.20)

Similar formulas hold for the “in” memory in terms of difference of charges at past timelike

infinity and spatial infinity as well as incoming null memory. As in the electromagnetic case,

there is a matching of the incoming and outgoing charges as one approaches spatial infinity

as originally conjectured by Strominger [22]

QGR,out
i0 (f) = QGR,in

i0 (f ◦ Υ). (1.21)

As is well known, significant difficulties arise in the formulation of a quantum theory of

gravity in the bulk spacetime. However, as Ashtekar has emphasized, no such difficulties arise

in the asymptotic quantization of the radiative degrees of freedom of the gravitational field at

null infinity [64, 3, 65]. Thus, the notion of asymptotic states of the quantum gravitational

field in asymptotically flat spacetimes is well-defined, irrespective of the details of the bulk

theory of gravity. In view of the classical memory effect, it is not possible that “in” states

13. This equation determines the electric parity part of the memory. The “magnetic parity” part of the
memory is determined by ϵCADCDB∆GR

AB , which can be expressed in terms of the difference of magnetic parity
charges [1] with no null memory contribution. All of the analysis of this chapter could be straightforwardly
generalized to include magnetic parity memory. However, as in the electromagnetic case (see footnote 5), we
shall focus entirely on electric parity memory in this chapter.
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with vanishing memory (i.e., states in the standard “in” Fock representation) will generically

evolve to “out” states with vanishing memory. Thus, infrared divergences similar to those

occurring in QED must arise if one attempts to define an S-matrix with the conventional

choices of “in” and “out” Hilbert spaces. One may ask whether there exist alternative choices

satisfying conditions (1)–(5) above.

In linearized gravity with matter sources, massive fields will contribute to ordinary memory

and massless fields will contribute to null memory, in close analogy with QED. In the case

of QED, the vanishing of the charges Qi0(λ) at spatial infinity – including the ordinary

electric charge – was required to have a Lorentz group action. As discussed above, in QED,

it can be argued that the requirement of vanishing total electric charge is not a problem

for obtaining representatives of all “hard” scattering processes because one can always put

additional charges “behind the moon”. However, in linearized gravity with massive/massless

sources, the analogous requirement of vanishing total 4-momentum is a serious problem, since

the ordinary vacuum state is the only state that satisfies this requirement — there is no way

to “cancel” the 4-momentum if a state by adding particles. Therefore the Faddeev-Kulish

construction fails for this elementary reason at this initial stage.

Nevertheless, one could give up on having a well-defined action of the Lorentz transforma-

tions and attempt to construct states of definite, non-vanishing charges QGR
i0 (f) at spatial

infinity [98]. For linearized gravity with a massive field source, one can straightforwardly

carry out an analog of the construction of sec. 4.4 for massive QED. For linearized gravity

with a massless field source, one can carry out an analog of the construction of sec. 5.4 for

massless QED. Indeed, the situation for linearized gravity with a massless field source is

somewhat better than massless QED in that the singularities of the memory are less severe

[36]. In linearized gravity, for incoming momentum eigenstates of massless particles, the

corresponding flux in eq. (1.19) will again have δ-function angular singularities. However,

on account of the presence of two derivatives on the left side of eq. (1.19) (as compared to
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the one derivative in eq. (1.11)), the corresponding collinear divergence singularities of ∆GR
AB

will be of the form log |xA − xA
i |. Although still singular, this is square integrable and does

not imply an infinite energy flux of soft gravitons. Thus, arguably, in linearized gravity, the

“dressed states” in the analogously constructed Faddeev-Kulish Hilbert space are physically

acceptable, although since there is no a well-defined action of the Lorentz group, the states

obtained in this construction do not have a well-defined angular momentum.

However, we show in sec. 6.3 that the Faddeev-Kulish type of construction fails catas-

trophically in nonlinear gravity. The fundamental problem is that, as in the Yang-Mills case,

the “soft gravitons” that must be used to dress the “hard gravitons” will contribute their

own flux, thereby invalidating any attempt to pair flux eigenstates of hard gravitons with

corresponding memory representations. Thus, as in the Yang-Mills case, in order to obtain

an analog of the Faddeev-Kulish Hilbert space, one must find some other means to obtain

eigenstates of the supertranslation charges. In the Yang-Mills case, charge eigenstates must

have vanishing charges and thus the n-point functions of any eigenstate of all large gauge

charges must be invariant under all large gauge transformations. Although this is a highly

restrictive condition, there do exist some invariant states besides the vacuum state. However,

as we show in Theorem 5 of sec. 6.3, the corresponding condition in quantum gravity is that

the n-point functions of the news must be invariant under supertranslations. However, this

requirement is incompatible with the fall-off requirements on states. Thus, apart from the

vacuum state, there are no eigenstates whatsoever of the supertranslation charges. Thus

there is no analog of the Faddeev-Kulish Hilbert space in nonlinear gravity.

Thus, if one is to obtain “in” and “out” Hilbert spaces in quantum gravity that satisfy

properties (1)–(5), one will have to do so by a very different means than by the Faddeev-Kulish

construction. We explore some possibilities in sec. 7 involving direct integrals with respect

to Gaussian measures of Fock representations with memory. We find that these also do not

work. Of course, our analysis does not exhaust all possibilities, but we do not see any further
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avenues of approach that appear promising. Thus, we believe that for gravity (as well as for

Yang-Mills theory and massless QED), no satisfactory Hilbert space construction of “in” and

“out” states can be given.

What does this mean for scattering theory? There is no problem defining “in” and “out”

states that should accommodate all scattering processes, allowing arbitrary incoming and

outgoing “hard” particle states and arbitrary memory. The difficulties arise entirely from the

attempt to “shoehorn” all states relevant to scattering theory into a single, separable Hilbert

space. It is our view that there is no need to try to do this. An “in” state can be defined in

the algebraic viewpoint as a positive linear function on the algebra of “in” observables. In

this viewpoint one would specify an “in” state by giving the complete list of the correlation

functions of the “in” fields — where this list must satisfy positivity requirements. Any state

in any Hilbert space construction gives rise to a state in this sense, since one can compute

all the correlation functions and they will automatically satisfy the positivity requirement.

Conversely, the Gel’fand-Naimark-Segal (GNS) construction shows that any state in the

algebraic sense can be realized as a vector in some Hilbert space, so one does not get entirely

new objects by considering states in the algebraic sense. But by considering states in the

algebraic sense, one is freed from the necessity of choosing in advance a particular Hilbert

space in which it lies. Thus, one may consider any “in” state that one wishes, without placing

any “dress requirements” on the state. If one evolves the chosen “in” state through the bulk,

one will get some “out” state, defined, again, as a list of correlation functions of the “out”

fields. There is no reason to impose an a priori restriction as to which Hilbert space this

“out” state will lie in — and one will get infrared divergences if one selects the wrong one.

As discussed in sec. 8, we see no difficulty of principle in describing scattering theory in this

framework. Of course, if one is interested in calculating quantities relevant to collider physics,

we are not suggesting that there would be any advantage to taking such an approach over

the usual approach of working in the standard Fock space and imposing infrared cutoffs.
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However, if one wishes to treat scattering at a fundamental level, we believe it is necessary to

approach it from such an algebraic viewpoint on “in” and “out” states.

The structure of the remainder of the chapter is as follows. In sec. 2 we briefly review

the classical phase space of a free scalar field in an asymptotically flat spacetime and give

a precise notion of “observable” on this phase space. We also define local field observables

at null infinity and determine their Poisson brackets. In sec. 3, we review the algebraic

viewpoint on quantization and the formulation of free field theory in this framework. We

briefly review the notion of Hadamard states in the bulk and consider their limit to null

infinity in the case of massless fields. Although we are, of course, interested in the scattering

theory of interacting fields, these interacting fields are assumed to behave like free fields in

the asymptotic past and future, so the results of this section provide the tools needed to

define the asymptotic quantization of interacting fields. In sec. 4 we consider QED with a

massive, charged Klein-Gordon field. In sec. 4.1 we construct the asymptotic algebra and

Hadamard states of the massive scalar field at timelike infinity and the electromagnetic

field at null infinity. In sec. 4.2 we consider the extension of the field algebras to include

charges and Poincaré generators. In sec. 4.3 we obtain Fock representations of the field

algebras. The standard Fock representation of the massive Klein-Gordon field provides all of

the necessary asymptotic states of that field, but we need all of the memory representations

of the electromagnetic field to have an adequate supply of asymptotic electromagnetic states

for scattering theory. In sec. 4.4 we use these representations to construct the Faddeev-Kulish

representation in massive QED by pairing momentum eigenstates of the Klein-Gordon field

with corresponding memory representations of the electromagnetic field, thereby “dressing”

the charged particles. In sec. 5 we consider massless scalar QED. In sec. 5.1 we construct the

asymptotic algebra of field observables at null infinity for a massless, charged Klein-Gordon

field, and we extend this algebra to include charges and Poincaré generators in sec. 5.2. In

sec. 5.3 we obtain the Fock representations of the massless scalar field. In sec. 5.4 we construct
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the analog of the Faddeev-Kulish representations for massless QED and point out the serious

problems arising from the singular nature of the required memory representations. In sec. 5.5

we consider source-free Yang-Mills theory and discuss the new serious difficulty that arises

from the fact that the Faddeev-Kulish “dressing” also contributes to the charge-current flux.

In sec. 6 we consider general relativity. In sec. 6.1 we provide the asymptotic algebra of

observables in vacuum gravity. This algebra is extended in sec. 6.2 to include the BMS charges.

In sec. 6.3 we prove the non-existence of Faddeev-Kulish representations in quantum gravity.

Some alternatives to Faddeev-Kulish representations are explored in sec. 7 but none are

found to be satisfactory. Finally, in sec. 8 we advocate for the development of an “algebraic

scattering theory,” wherein one does not attempt to “shoehorn” all of the asymptotic states

of scattering theory into pre-chosen “in” and “out” Hilbert spaces. Such a formulation of

scattering theory would be manifestly infrared finite.

2 Classical phase space: Observables and asymptotic description

Our interest in this chapter of the thesis is in interacting quantum field theories, specifically,

QED, Yang-Mills theory, and quantum gravity. However, we will be concerned only with

the description of states at asymptotically early and late times, where it will be assumed

that the states correspond to states of “in” and “out” free field theories. Thus, in essence,

for the considerations of this chapter, we need only be concerned with the structure of free

field theory. The quantum theory of a free field is based on the phase space structure of the

classical theory. In this section, we will review the phase space structure relevant for our

considerations and explain the notion of “observable” that we shall use. For the case of a

massless field, we will relate the “bulk” description of the field to its asymptotic description

at null infinity.

Since the phase space of a field theory is infinite dimensional, it would take some effort to
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define a mathematically precise Fréchet space or other structure of phase space (see [99]) that

would properly incorporate the smoothness and fall-off conditions of the fields and provide a

suitable topology on these fields. We believe that this could be done but we shall not attempt

to do so here. Thus, we will freely use terms like “smooth vector field on phase space” in our

discussion below without attempting to give a mathematically precise meaning to such terms.

The basic structure of the classical phase space of a linear field theory is well illustrated by

the case of a real scalar field ϕ. Since we want to apply our constructions to the asymptotic

behavior of the gravitational field in general relativity, it would not be reasonable to assume

more structure than would be present on a globally hyperbolic, asymptotically flat, curved

spacetime. Thus, we will take as our model system a real scalar field ϕ on a globally hyperbolic

spacetime (M, g), with Lagrangian

L = −1
2
[
∇µϕ∇µϕ+m2ϕ2 + ξRϕ2] (2.1)

where m denotes the mass, ξ is an arbitrary constant, and R is the Ricci scalar. Then ϕ

satisfies (
□ −m2 − ξR

)
ϕ = 0. (2.2)

As discussed in detail in [100, 101] and many other references, the Lagrangian eq. (2.1)

endows the theory with a symplectic form, which thereby provides the space of initial data

for solutions with a phase space structure. For the scalar field eq. (2.1), the points of phase

space P can be taken to be the quantities (ϕ, nµ∇µϕ) on a spacelike Cauchy surface Σ, where

nµ denotes the unit normal to Σ. In general, the symplectic form, Ω, is a 2-form on P , i.e.,

at each point of P it maps a pair of tangent vectors into a number. However, in the case of a

linear theory as considered here, P has a vector space (or, more generally, an affine space14)

14. As we shall see, in electromagnetism and gravity, the presence of large gauge transformations implies
that there are many points of phase space that have vanishing gauge invariant field strengths. Any of these
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structure, and we can identify tangent vectors with points of P . Consequently, we can view

Ω as a bilinear map on P . The symplectic product of two solutions ϕ1, ϕ2 is given by

ΩKG
Σ (ϕ1, ϕ2) =

∫
Σ

√
hd3x

[
ϕ1n

µ∇µϕ2 − ϕ2n
µ∇µϕ1

]
(2.3)

where
√
hd3x is the proper volume element on Σ. This symplectic product is conserved, i.e.,

it is independent of the choice of Cauchy surface Σ.

If P were finite dimensional, the nondegeneracy of the symplectic form Ωαβ would imply

that it has an inverse Ωαβ , where the Greek indices here represent tensor indices on phase

space. A classical observable F on P could then be taken to be an arbitrary smooth map

F : P → R. The inverse symplectic form would then allow us to define the Poisson bracket

of any two such observables F1, F2 to be the observable on phase space given by

{
F1, F2

}
= Ωαβ∇αF1∇βF2. (2.4)

However, on an infinite dimensional phase space, the symplectic form is only weakly nonde-

generate and its inverse will not be defined on all one-forms on the phase space. Thus, we

cannot use eq. (2.4) to define the Poisson bracket of arbitrary smooth functions on phase

space.

Nevertheless, on a general phase space, we can define the Poisson bracket on a particular

class of smooth functions F . Namely, suppose F is such that there is a smooth vector field

Xα on P with the property that for all smooth curves z(α) on phase space, we have

δF = Ω(δz,X) (2.5)

points could serve as an “origin”.
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where

δz := d

dα
z(α)

∣∣∣∣∣
α=0

, δF := d

dα
F (z(α))

∣∣∣∣∣
α=0

. (2.6)

Formally, eq. (2.5) corresponds to Xα = Ωαβ∇βF , but eq. (2.5) is expressed in a way that

avoids the introduction of the inverse symplectic form. If eq. (2.5) holds, we say that the

function F generates the vector field Xα. Given two functions F1 and F2 on phase space

that generate vector fields Xα
1 and Xα

2 , respectively, we can define the Poisson bracket of F1

and F2 by {
F1, F2

}
:= −Ω(X1, X2). (2.7)

Formally, this corresponds to eq. (2.4) because, formally, Ω(X1, X2) = ΩαβX
α
1 X

β
2 =

ΩαβΩαγ∇γF1Ωβη∇ηF2 = Ωηγ∇γF1∇ηF2. However, eq. (2.7) avoids introducing the in-

verse symplectic form and is well-defined. For the case of an infinite dimensional phase space,

we define an observable to be a smooth function F on phase space that satisfies eq. (2.5).

By construction, the Poisson bracket of any two observables is well-defined. It is only for

classical observables in this sense that we can hope/expect to have quantum representatives.

The situation with regard to obtaining observables simplifies considerably in the case

of a phase space P with vector space structure, as considered here. Consider a vector

field X corresponding to an infinitesimal displacement at each ϕ of the form of an affine

transformation

ϕ 7→ ϕ+ ϵ(Lϕ+ χ0) (2.8)

where χ0 is a constant (ϕ-independent) displacement and L is a linear map on phase space.

Suppose that L satisfies

Ω(ψ,Lϕ) = −Ω(Lψ, ϕ) (2.9)
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for all ϕ, ψ ∈ P . Then it is straightforward to verify that the function F : P → R defined by

F (ϕ) = Ω(ϕ, χ0) + 1
2Ω(ϕ, Lϕ) (2.10)

satisfies eq. (2.5). Thus, any function F on phase space of the form eq. (2.10) with L satisfying

eq. (2.9) is an observable on phase space.

An important class of observables on P are the local field observables. Let f : M → R

be a test function on spacetime, i.e., a smooth function of compact support. Let Ff be the

linear function on phase space given by

Ff (ϕ) = ϕ(f) :=
∫ √

−gd4y ϕ(y)f(y). (2.11)

where y denotes arbitrary coordinates on M. Then Ff can be shown to be an observable as

follows. Let

Ef = Af −Rf (2.12)

where Af denotes the advanced solution to eq. (2.2) with source f and Rf denotes the

retarded solution with source f . Then Ef a smooth, source-free solution to eq. (2.2) with

initial data of compact support, so it corresponds to a point in P . By lemma 3.2.1 of [102],

for any solution ϕ we have15

ϕ(f) = ΩKG
Σ (ϕ,Ef). (2.13)

Thus, Ff is of the form eq. (2.10) with χ0 = Ef and L = 0. Thus, the “smeared fields” ϕ(f)

are observables.16 It is not difficult to see that the Poisson bracket of smeared fields is given

15. Note that our convention for the symplectic form in eq. (2.3) has the opposite sign compared to the one
used in [102].

16. Note that the field evaluated at a point, ϕ(x), is too singular to be considered to be an observable. The
associated vector field Xα would correspond to an infinitesimal displacement in the direction of the singular
solution given by the advanced minus retarded solution with delta function source at x, which does not lie in
the phase space.
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by {
ϕ(f1), ϕ(f2)

}
= E(f1, f2)1 (2.14)

where “1” denotes the constant function on P that maps all points to 1, and

E(f1, f2) =
∫ √

−gd4y f1(y)Ef2(y) . (2.15)

For any Cauchy surface Σ and any test function s on Σ, we may define the linear function

FΣ,s on phase space by

FΣ,s(ϕ) = ϕΣ(s) :=
∫
Σ

√
hd3x ϕ(x)s(x). (2.16)

We may similarly define (nµ∇µϕ)Σ(s). These “3-smeared” fields are also observables, which

can be seen from eq. (2.13) to be equivalent to the “4-smeared” observables eq. (2.11). Namely,

we have

ϕΣ(s) = ϕ(f) (2.17)

where f is a test function on spacetime such that the initial data for Ef on Σ is [Ef ]Σ = 0

and [nµ∇µ(Ef)]Σ = s. A similar formula holds for (nµ∇µϕ)Σ(s).

Our main interest in this chapter is to characterize the states of quantum fields in

asymptotically flat spacetimes at asymptotically early and late times. It therefore will be

important to have a description of the phase space and observables that characterizes the

behavior of the field at asymptotically early and late times. We shall now explain how this

can be done for massless fields. The corresponding asymptotic quantization will be described

in the next section. The classical and quantum asymptotic description of massive fields will

be given in sec. 4.

For massless fields, we assume that past null infinity, I −, and future null infinity, I +,
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can be treated as Cauchy surfaces, so that initial data at I − or I + uniquely determines

a solution.17 For a massless field with the Cauchy surface taken to be I −, initial data for

solutions consists of the specification of the conformally weighted scalar field, Φ, on I −

Φ := lim
I −

Ω−1ϕ (2.18)

where Ω is a conformal factor, which, in Bondi coordinates, can be chosen to be Ω = 1/r.

We assume that the solutions in P are such that ∂Φ/∂v = O(1/|v|1+ϵ) for some ϵ > 0 as

v → ±∞. This will ensure that all integrals below will converge. Note, however, that we do

not assume that Φ → 0 as v → ±∞, as this would exclude the memory effect. Although we

could, of course, restrict consideration to initial data at I − satisfying Φ → 0 as v → ±∞, if

interactions occur in the bulk, such initial data will generically evolve to fields at I + that

do not satisfy Φ → 0 as u → ∞. Since we wish to treat I − and I + on an equal footing in

scattering theory, we do not require Φ → 0 as v → ±∞ at I −.

In terms of the initial data eq. (2.18), the symplectic product eq. (2.3) is given by

ΩKG0
Σ (ϕ1, ϕ2) =

∫
I −

dvdΩ
[
Φ1
∂Φ2
∂v

− Φ2
∂Φ1
∂v

]
(2.19)

where we have inserted an extra “0” in the superscript “KG0” on Ω to indicate that this

formula holds only for the case of a massless scalar field. It is convenient to define

Π := ∂vΦ (2.20)

on I −, since this quantity will arise in many formulas below. It follows from eq. (2.19) that

17. This is true in Minkowski spacetime but is an assumption in a general asymptotically flat spacetime. It
would not hold in spacetimes with a black hole or white hole, but one could presumably then supplement the
asymptotic description of states at null infinity by including states on the horizon of the black hole or white
hole.
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for any test function s on I −, we have

Π(s) :=
∫

I −

dvdΩ ∂Φ
∂v

(v, xA)s(v, xA) = 1
2ΩKG0

Σ (Ef,Φ) = −1
2ϕ(f) (2.21)

where f is a function on spacetime such that on I − we have lim
I −

Ω−1Ef = s. Thus, the

smeared field quantities Π(s) on I − are observables on phase space that are essentially

equivalent18 to the bulk field observables ϕ(f). The Poisson brackets of these observables at

I − are given by

{
Π(s1),Π(s2)

}
= 1

4
{
ϕ(f1), ϕ(f2)

}
= 1

4E(f1, f2)1

= 1
4ΩKG0

Σ (Ef1, Ef2)1

= 1
4

∫
I −

dvdΩ
(
s2
∂s1
∂v

− s1
∂s2
∂v

)
1.

(2.22)

Here, the third line was obtained by writing

E(f1, f2) =
∫ √

−gd4y f1(y)Ef2(y) = −ΩKG0
Σ (Ef2, Ef1) (2.23)

where eq. (2.13) with f = f1 and ϕ = Ef2 was used.

Finally, note that if w is a test function of the form w = ∂s/∂v for some test function s,

18. We say “essentially equivalent” because if f is of compact support on spacetime, then in a curved
spacetime — where Huygens’ principle does not hold for the wave equation (2.2) — Ef will not be of compact
support on I − and vice-versa, so the test function spaces do not align precisely. We will ignore this issue
here. Except for the case of nonlinear gravity, our applications are to Minkowski spacetime, where Huygens’
principle does hold and the correspondence is exact.
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then

Φ(w) :=
∫

I −

dvdΩ Φ(v, xA)w(v, xA) =
∫

I −

dvdΩ Φ∂s
∂v

= −
∫

I −

dvdΩ ∂Φ
∂v

s = −Π(s). (2.24)

Thus, Φ(w) for w = ∂s/∂v is equal to −Π(s) and hence is well-defined and corresponds to a

local observable in the bulk. However, if w is not of this form — i.e., if
∫
dv w(v, xA) ̸= 0 for

some xA — then Φ(w) does not correspond to a local observable in the bulk.

3 Algebraic viewpoint: Quantization of free fields and asymptotic

quantization of massless interacting fields

Since we are concerned in this chapter with the possible choices of a Hilbert space of “in”

and “out” states in scattering theory, it is essential to have a notion of the structure of the

theory prior to a choice of Hilbert space. The algebraic approach provides such a notion.

The purpose of this section is to review the key ideas ideas in the algebraic approach and

describe the asymptotic quantization of massless fields corresponding to the asymptotic

characterization of phase space given at the end of the previous section. For further discussion

of the algebraic viewpoint we refer the reader to [102, 103, 104].

In the algebraic approach, one assumes that the quantum field observables have the

structure of a ∗-algebra A . States are then defined as positive linear functions on the algebra,

i.e., a state, ω, is simply a linear map ω : A → C such that ω(a∗a) ≥ 0 for all a ∈ A . If

we take A to be generated by local (smeared) field observables, then an arbitrary element

a ∈ A would be a sum of products of local field observables, so a specification of ω would be

equivalent to providing the complete list of the correlation functions of the field observables.
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Our interest in this chapter is in interacting quantum field theories, specifically, QED,

Yang-Mills theory, and quantum gravity. There are many nontrivial and still unanswered

questions about the formulation of interacting quantum field theories. However, in this

chapter, we will be concerned only with the behavior of these fields at asymptotically early

and late times. As is normally done in scattering theory, we will simply assume that states

of the theory behave at asymptotically early and late times like states of the corresponding

“in” and “out” free field theories, i.e., that the interactions can be neglected at asymptotically

early and late times. Of course, the determination of the relationship between the “in” and

“out” states requires knowledge of the interacting quantum field theory, but our analysis

in this chapter will be exclusively concerned with the nature of “in” and “out” states and

whether suitable Hilbert spaces of such states can be defined. Thus, as previously stated at

the beginning of sec. 2, for the considerations of this chapter, we need only be concerned

with the structure of free field theory.

The structure of the quantum theory of a free field is well illustrated by the case of a

real scalar field ϕ, eq. (2.1). The classical phase space structure of the real scalar field was

described in sec. 2. The quantum theory of ϕ is defined by specifying an algebra, A , of

quantum observables. We obtain A by starting with the free algebra of the smeared fields

ϕ(f), their formal adjoints ϕ(f)∗ and an identity 1 where f is a real-valued, smooth function

on M with compact support. The algebra A is then obtained by factoring this free algebra

by the following relations:

(A.I) ϕ(c1f1 + c2f2) = c1ϕ(f1) + c2ϕ(f2) for any f1, f2 and any c1, c2 ∈ R, i.e., the smeared

field is linear in the test function

(A.II) ϕ((□−m2 − ξR)f) = 0 for all f , i.e., ϕ satisfies the field equation in the distributional

sense

(A.III) ϕ(f)∗ = ϕ(f) for all f , i.e., the field is Hermitian
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(A.IV) [ϕ(f1),ϕ(f2)] = iE(f1, f2)1, i.e., the field satisfies canonical commutation relations

(see eq. (2.14))

As already mentioned above, a state is a linear map ω : A → C that satisfies ω(a∗a) ≥ 0

for all algebra elements a ∈ A (M, g). We further require the normalization condition

ω(1) = 1. A state is thus determined by specifying its smeared “n-point correlation functions”

ω(ϕ(f1) . . .ϕ(fn)). If we have a Hilbert space H on which the smeared fields are represented

as operators satisfying (A.I)–(A.IV), then any normalized vector |Ψ⟩ ∈ H gives rise to a state

via ω(a) = ⟨Ψ|π(a)|Ψ⟩ for all a ∈ A , where π(a) is the operator representative of a. More

generally, any normalized density matrix ρ on H gives rise to a state via ω(a) = tr(ρπ(a)).

Conversely, by a remarkably simple construction due to Gel’fand, Naimark and Segal (GNS),

given an algebraic state ω : A → C, one can obtain a representation, π, of A on a Hilbert

space H and a vector |Ψ⟩ ∈ H such that ω(a) = ⟨Ψ|π(a)|Ψ⟩ for all a ∈ A . The GNS

construction consists of starting with the vector space A and using ω to define an inner

product on A . One then completes A in this inner product and factors out any degenerate

elements to get a Hilbert space H . By construction, H contains a dense set of vectors |a⟩

corresponding to elements a ∈ A . We obtain a representation, π, of A on H by the formula

π(a) |b⟩ = |ab⟩ for all a, b ∈ A . The vector |Ψ⟩ ∈ H corresponding to ω is simply |1⟩. Note

that |1⟩ is cyclic, i.e., the action of π(a) on |1⟩ for all a ∈ A generates a dense subspace of

states. Note further that this construction uses only the ∗-algebra structure of A .

A state is called pure if it cannot be written as a sum of two other states with positive

coefficients; otherwise the state is referred to as mixed. The GNS construction will represent

a mixed state as a vector (rather than density matrix) in H , but for a mixed state the GNS

representation will be reducible. In particular, for a state that corresponds to a density matrix

on a Hilbert space H̃ that carries an irreducible representation of A , the GNS construction
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will suitably enlarge H̃ to a Hilbert space H on which the state is represented as a vector.19

An important class of states are known as “Gaussian states” (also referred to as “quasi-free

states” or “vacuum states”). By definition, for Gaussian states, the n-point functions for

n > 2 are given by formulas in terms of the 1- and 2-point functions that are analogous

to the formulas for the n-th moments of a Gaussian probability distribution. This can be

described by saying that the “connected n-point functions” (also known as “truncated n-point

functions”) vanish for all n > 2 (see e.g. [103]). For example, for a Gaussian state of the

Klein-Gordon field the 3-point function is given by

ω(ϕ(y1)ϕ(y2)ϕ(y3)) =ω(ϕ(y1)) · ω(ϕ(y2)ϕ(y3)) + ω(ϕ(y2)) · ω(ϕ(y3)ϕ(y1))

+ ω(ϕ(y3)) · ω(ϕ(y1)ϕ(y3)) − 2ω(ϕ(y1)) · ω(ϕ(y2)) · ω(ϕ(y3))
(3.1)

where all “unsmeared” formulas here and below should be interpreted as holding distribution-

ally. The GNS Hilbert space of a Gaussian state ω has a natural Fock space structure

F (H1) = C ⊕

⊕
n≥1

(
H1 ⊗S · · · ⊗S H1

)
︸ ︷︷ ︸

n times

 . (3.2)

where ⊗S is the symmetrized tensor product, and the inner product on the “one-particle

Hilbert space” H1 is determined20 by the 2-point function ω(ϕ(y1)ϕ(y2)). In Minkowski

spacetime, the Poincaré invariant vacuum state |0⟩ is a Gaussian state and the Fock space

eq. (3.2) is the standard choice of Hilbert space for free field theory.

The general definition of a state given above admits many states with singular ultraviolet

behavior — too singular for nonlinear field observables to be defined. It is therefore necessary

19. For example, the GNS construction represents a thermal state as a vector in its “thermofield double”.

20. More precisely on the space of smooth functions f of compact support we define the inner product
⟨f1|f2⟩ = ω(ϕ(f1)∗ϕ(f2)) (see [105] for details).
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to impose an additional restriction on the short distance behavior of states. In most treatments

of quantum field theory in Minkowski spacetime, this issue is not highlighted because the

vacuum state |0⟩ has the required ultraviolet behavior, as do all states in the corresponding

Fock space eq. (3.2) with smooth n-particle “mode functions”. Thus, the states that are

normally considered in usual treatments satisfy the required condition on ultraviolet behavior.

However, in this chapter, we seek alternative choices of Hilbert spaces — since, as explained

in sec. 1, the standard Fock space of “in” and “out” states cannot accommodate the states

that arise in scattering processes — so it is essential that we explicitly impose the condition

that states have the required ultraviolet behavior. This additional restriction on states is

given by the Hadamard condition, which requires that the short distance behavior of the

2-point function of any allowed state be of the form

ω(ϕ(y1)ϕ(y2)) = 1
4π2

U(y1, y2)
σ + i0+T

+ V (y1, y2) log(σ + i0+T ) +W (y1, y2). (3.3)

Here σ is the squared geodesic distance between y1 and y2, T = t(y1) − t(y2) with t a global

time function on spacetime, U and V are smooth, symmetric functions that are locally

constructed via the Hadamard recursion relations [106], and W is also smooth and symmetric.

The Hadamard condition can be very usefully reformulated in terms of microlocal spectral

conditions on the distribution ω(ϕ(y1)ϕ(y2)) [107], but we shall not need this reformulation

here. The Hadamard condition eq. (3.3) together with the positivity condition on states

implies that the connected n-point functions for n ̸= 2 of a Hadamard state are smooth and

symmetric [108].

We conclude this section by giving the asymptotic quantization of ϕ in the massless case.

Again, we assume that past null infinity, I −, and future null infinity, I +, can be treated as

Cauchy surfaces. We cannot proceed by starting with the bulk theory and taking limits of

correlation functions to I − or I +, since the quantum fields are distributional on spacetime
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and cannot straightforwardly be restricted to a lower dimensional surfaces such as I − or

I +. However, we can proceed by working with the asymptotic description of the classical

phase space given at the end of the previous section.

For the asymptotic quantization on I −, we take the observables on phase space to be

Π(s) (eq. (2.21)), where s is an arbitrary test function on I − with conformal weight −1.

We define the algebra Ain by starting with the free algebra generated by Π(s), Π(s)∗ and

1 and factoring it by relations corresponding to (A.I)–(A.IV). Conditions (A.I) and (A.III)

translate straightforwardly to Ain. There is no condition corresponding to condition (A.II)

since we are now smearing Π with free data for solutions. The commutation relation (A.IV)

translates to

[Π(x1),Π(x2)] = i

2δ
′(v1, v2)δS2(xA

1 , x
A
2 )1 (3.4)

(see eq. (2.22)) where x = (v, xA) are coordinates on I − and this equation is to be understood

as a distributional relation on I −. This completes our specification of the algebra Ain. The

algebra Aout is defined similarly.

The algebra Ain constructed in this manner is essentially equivalent21 to the bulk free

field algebra A . For an interacting theory, the bulk algebra, of course, is no longer a free

field algebra, but the central assumption of scattering theory is that states on the bulk

algebra asymptote to states on the free field algebras Ain and Aout at early and late times,

respectively.

We now impose regularity conditions on states on Ain. For the bulk theory, we imposed

the Hadamard condition eq. (3.3) on states on A , and we wish to express this condition as a

corresponding condition on states on Ain. For the conformally invariant case (ξ = 1/6) in a

spacetime with a regular timelike infinity, it has been shown [109] that Hadamard states on

21. We say “essentially equivalent” for the reason stated in footnote 18.

138



A correspond to states on Ain whose 2-point function is of the form22

ω (Π(x1)Π(x2)) = − 1
π

δS2(xA
1 , x

A
2 )

(v1 − v2 − i0+)2 + S(x1, x2) (3.5)

where S(x1, x2) is a smooth function on I − × I −. In particular, this result holds in

Minkowski spacetime (for an arbitrary ξ, since ξ does not enter the equations of motion

in that case). We assume that this form holds generally for massless fields, i.e., with no

restriction to ξ = 1/6 or to spacetimes with a regular timelike infinity. Thus, we impose

eq. (3.5) as the ultraviolet regularity condition on states on Ain. Note that in Minkowski

spacetime, the 2-point function of the Poincaré invariant vacuum state ω0 takes the form

eq. (3.5) with S = 0, i.e.,

ω0 (Π(x1)Π(x2)) = − 1
π

δS2(xA
1 , x

A
2 )

(v1 − v2 − i0+)2 . (3.6)

In addition to the ultraviolet regularity condition on states, we impose the following decay

conditions on states, analogous to the classical decay conditions mentioned below eq. (2.18):

We require that S and all connected n-point functions for n ̸= 2 decay for any set of |vi| → ∞

as O((∑i v
2
i )−1/2−ϵ) for some ϵ > 0.

In the subsequent sections, we will assume that the quantization of the “in” and “out”

electromagnetic and gravitational fields are given by a direct analog of our construction of

Ain above, and we will impose ultraviolet regularity (Hadamard) conditions on states given

by the direct analog of eq. (3.5), as well as the analogous decay conditions.

Finally, we note that we have included only observables that are linear in the field ϕ in

our algebras, A and Ain, of local field observables. For the case of the bulk theory, A can

be extended to include smeared polynomial quantities (“Wick polynomials”) in the field by a

22. A similar result holds for any field (including massive fields) on a Killing horizon [105].

139



“Hadamard normal ordering” procedure (see [103]). However, an analogous procedure does not

work for Ain, as Hadamard normal ordering produces quantities that are too singular in the

angular directions. Thus, we cannot extend Ain to include polynomial local field observables.

Nevertheless, quantities that are quadratic in the fields can be defined as quadratic forms by

Hadamard subtraction, using eq. (3.6) for the subtraction. In particular, for any Hadamard

state ω, we may define the expected value of Π2 by

ω
(
Π2(x)

)
= lim

x′→x

[
ω
(
Π(x)Π(x′)

)
− ω0

(
Π(x)Π(x′)

)]
= S(x, x).

(3.7)

We can use this notion to define expected values of observables that are quadratic in the fields.

However, higher powers of Π(x) cannot even be defined as quadratic forms. In particular,

since the stress-energy flux through I − is Tvv = Π2 this implies that the local energy flux

cannot be defined as an operator and is only well-defined as a quadratic form (i.e. only its

expected value is well-defined). This result is in accord with arguments given in [110].

4 QED with a massive, charged Klein-Gordon field

In this section we consider massive scalar QED, i.e., the theory of a Maxwell field Aµ, coupled

to a charged massive complex Klein-Gordon scalar field φ in Minkowski spacetime. The

Lagrangian for this theory is

L = −1
4F

µνFµν − 1
2D

µφDµφ− 1
2m

2φφ (4.1)

where Fµν = ∂µAν − ∂νAµ and Dµ is the gauge covariant derivative operator

Dµφ := ∂µφ− iqAµφ , Dµφ := Dµφ . (4.2)
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The theory is invariant under the action of gauge transformations

Aµ 7→ Aµ + ∂µλ , φ 7→ eiqλφ . (4.3)

In sec. 4.1, we give the asymptotic quantization of the massive Klein-Gordon and electro-

magnetic fields. In sec. 4.2, we extend the algebra of asymptotic observables to include large

gauge charges and Poincaré generators. In sec. 4.3, we construct Fock representations of the

extended algebra of asymptotic observables with arbitrary choices of memory. Finally, in

sec. 4.4 we construct the Faddeev-Kulish Hilbert space.

1 Asymptotic quantization of QED with a massive Klein-Gordon field

We wish to provide a characterization of the states in QED in terms of free field states in the

asymptotic past and asymptotic future. For definiteness, we will focus upon the asymptotic

past; exactly the same procedure is used for the asymptotic future. We assume that in the

asymptotic past, classical solutions approach solutions to the free Klein-Gordon and Maxwell

equations.23 Correspondingly, in the asymptotic past, states in QED should approach “free

field ‘in’ states,” i.e., states on the tensor product

Ain = A EM
in ⊗ A KG

in . (4.4)

of the asymptotic algebra, A EM
in , of the free electromagnetic field with the asymptotic algebra,

A KG
in , of the free massive Klein-Gordon field. Thus, our task in this subsection is to obtain

the free field algebras A EM
in and A KG

in .

The strategy for obtaining A EM
in was presented in the previous section. The electromag-

23. This assumption is supported by rigorous studies of the classical behavior of the QED fields [111, 112,
113, 114].
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netic field is conformally invariant, so, classically, for solutions with appropriate fall-off at

spatial infinity, one can choose a gauge24 so that the vector potential Aµ extends smoothly

to I −. We may further choose a gauge for which nµAµ|I − = 0 where nµ := ∂v is the null

normal. In this gauge, the pullback of Aµ to I − is a down index tensor on I − that is

orthogonal to nµ, so in accord with the notational conventions stated at the end of sec. 0.3,

we denote it as AA.

The points of the classical phase space are given by the specification of AA on I −. This

is the analog of the specification of Φ on I − in the scalar field case. The analog of the

observable Π = ∂vΦ on I − is the electric field

EA = −£nAA = −∂vAA (4.5)

which is the pullback to I − of Fµνn
ν . Note that EA is gauge invariant. The symplectic

form is given by
ΩEM

I (A1, A2) = − 1
4π

∫
I −

d3x
[
E1AA

A
2 − E2AA

A
1
]
. (4.6)

The local field observables for the Maxwell field on I − are

E(s) =
∫

I −

d3x EA(x)sA(x) (4.7)

where sA is test vector field on I −, with no conformal weight, and the capital Latin index

is in accord with the notational conventions stated at the end of sec. 0.3 because eq. (4.7)

depends only on the equivalence class of the vector field. Note that the observable E(s)

generates the infinitesimal affine transformation AA → AA − 2πϵsA. The Poisson brackets

24. Note that the vector potential Aµ is not smooth at null infinity in the Lorenz gauge when there is a
non-vanishing total charge (see Remark 4 and eq. (52) of [1]). Nevertheless one make other gauge choices
that yield a smooth Aµ.
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are

{E(s1), E(s2)} = −4π2ΩEM
I (s1, s2)1 (4.8)

where, for test functions sA
1 , s

A
2 we have that

ΩEM
I (s1, s2) = − 1

4π

∫
I

dΩdv
[
sA
1 ∂vs2A − sA

2 ∂vs1A

]
= − 1

2π

∫
I −

dΩdv sA
1 ∂vs2A. (4.9)

In exact parallel with the asymptotic quantization of the massless scalar field given in sec. 3,

the algebra A EM
in is defined to be the free algebra generated by the smeared fields E(s), their

formal adjoints E(s)∗, and an identity 1 — where sA(x) are real test vector fields on I − —

factored by the following relations:

(B.I) E(c1s1 + c2s2) = c1E(s1) + c2E(s2) for any sA
1 , s

A
2 and any c1, c2 ∈ R

(B.II) E(s)∗ = E(s) for all sA

(B.III) [E(s1),E(s2)] = −i4π2ΩEM
I (s1, s2)1 for any sA

1 , s
A
2

We shall denote states on the algebra A EM
in as ωEM. The Hadamard regularity condition

on asymptotic states of the electromagnetic field analogous to eq. (3.5) is that the 2-point

function has the form

ωEM(EA(x1)EB(x2)) = −
qABδS2(xA

1 , x
A
2 )

(v1 − v2 − i0+)2 + SAB(x1, x2) (4.10)

where SAB is a (state-dependent) smooth bi-tensor on I − that is symmetric under the

simultaneous interchange of x1, x2 and the indices A,B. Furthermore, we require that the

connected n-point functions for n ̸= 2 of a Hadamard state on I − are smooth.25 The 2-point

function of the Poincaré invariant vacuum state ωEM
0 is given by eq. (4.10) with SAB = 0.

25. It is possible that, in analogy with the bulk theory [108], this requirement actually a consequence of
eq. (4.10). However, we have not investigated whether this is the case.
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Finally, we impose a decay condition on states to ensure that all fluxes are well-defined.

We require states to be such that SAB and all connected n-point functions for n ̸= 2 decay

for any set of |vi| → ∞ as O((∑i v
2
i )−1/2−ϵ) for some ϵ > 0. This completes the specification

of A EM
in and the allowed states on A EM

in .

We turn now to the asymptotic quantization of a massive complex scalar field φ in

Minkowski spacetime. We follow the same basic strategy of finding an appropriate asymptotic

surface that can be treated as a Cauchy surface. We then obtain the asymptotic description

of the classical phase space by finding appropriate initial data on the asymptotic surface and

we express the symplectic form in terms of this initial data. We then use eq. (2.13) to obtain

observables involving this initial data that correspond to local observables in the bulk, and

we obtain the Poisson brackets of these observables. This enables us to define A KG
in .

For massive fields, the appropriate asymptotic surface is an asymptotic hyperboloid H−

rather than I −. To see this, we introduce a coordinate system as follows [115] (see also

[116, 117]). Let

τ2 := t2 − r2 , ρ := tanh−1 r/t. (4.11)

where t, r are the standard Minkowski time and radial coordinates. These coordinates foliate

the interiors of the future/past light cone of an arbitrary choice of origin in Minkowski

spacetime by a family of Riemannian hyperboloids with τ = constant (see fig. 3.1). The

induced metric on the 3-dimensional unit-hyperboloid H (with τ2 = 1) is given by

ds2
H = dρ2

1 + ρ2 + ρ2sABdx
AdxB (4.12)

where sAB is the metric on the unit 2-sphere and xA are coordinates on the sphere. The

metric on a hyperboloid with τ2 ̸= 1 is just τ2ds2
H. Note that any point on H can also be

thought of as a unit-normalized timelike vector p in Minkowski spacetime, and we will use
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the notation p = (ρ, xA
p ) to denote points on H. The induced volume element on H is then

d3p := ρ2√
1 + ρ2

dρdΩ. (4.13)

The stationary phase method suggests that as τ → −∞ at fixed p, there exists a gauge26

such that (up to a constant phase factor) the leading order asymptotic behaviour of φ is

given by [115] (see also [116])

φ ∼
√
m

2(2πτ)3/2

[
c(p)e−imτ + ib(p)eimτ

]
(4.14)

where p denotes a future-directed unit-normalized momentum and thus, a point p = (ρ, xA
p )

on the unit-hyperboloid H− in the tangent space at past timelike infinity. Note that although

each hyperboloid of constant τ extends to past null infinity, the hyperboloid H− corresponds

to taking the limit τ → −∞ at fixed p = (ρ, xA
p ) and thus gives a representation of unit-

timelike directions at past timelike infinity closely analogous to the description of spatial

infinity given by Ashtekar and Hansen [61].27 We will assume that the asymptotic behavior

of φ is given by eq. (4.14) and that H− can be treated as a Cauchy surface.

The initial data on H− of a solution consists of the complex functions b(p) and c(p)

appearing in eq. (4.14). The symplectic form on this initial data can be written as [115]28

ΩKG
i− (φ1, φ2) = − im2

4(2π)3

∫
H−

d3p
[
b1(p)b2(p) + c1(p)c2(p) − (1 ↔ 2)

]
. (4.15)

26. In the Lorenz gauge for the electromagnetic vector potential, the scalar field in eq. (4.14) would have
an additional overall phase eiq log τ in its asymptotic behavior (see e.g. [115] or Ch. IV of [118]). However
this logarithmic “Coulomb phase” can be eliminated by a different choice of gauge. The vector potential in
the Lorenz gauge is also badly behaved at null infinity (see footnote 24).

27. A similar analysis at timelike infinity can be found in [116, 117].

28. Our convention for the symplectic form differs from that in [115] by a factor of −1/2.
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Figure 3.1: A schematic picture (with angu-
lar dimensions suppressed) of the family of
hyperboloids Hτ used to take the limits to
timelike infinity i−. The vertical line labeled
r = 0 is the axis of rotational symmetry, O
is an arbitrary choice of origin in Minkowski
spacetime with past light cone depicted by a
dotted line, and I − denotes past null infin-
ity. The Hτ are 3-dimensional hyperboloids
of τ = constant with τ → −∞ corresponding
to the limiting hyperboloid H− at i−. The Γp

denote curves of constant p = (ρ, xA
p ) along

which the limit to past timelike infinity is
taken.

The symplectic form is a real-bilinear map on the real and imaginary parts of b and c, but it

is not complex-bilinear (or complex-bi-antilinear) in b and c. On the complex plane, it is often

convenient to treat z = x+ iy and z = x− iy as though they were independent quantities,

imposing that they are conjugates only at the end of any calculation. For similar reasons, it

is convenient to treat b and c as though they are quantities independent of b and c on phase

space, imposing that they be conjugates of b and c at the end of any calculation. Thus, we

will take a point in the asymptotic description of the classical phase space to be represented as

the quadruple (b(p), b(p), c(p), c(p)). The symplectic form is then a complex-bilinear function

of its variables.

Local observables are obtained by smearing the fields with a complex test function w(p)

on H−. The smeared fields b(w) and b(w) are defined by

b(w) :=
∫

H−

d3p b(p)w(p) , b(w) :=
∫

H−

d3p b(p)w(p). (4.16)

Note that we take b(w) to be anti-linear in w whereas b(w) is linear in w, so b(w) = b(w).

Note also that the Hamiltonian vector fields corresponding to these observables are given by
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−4(2π)3

im2 (0, w(p), 0, 0) and 4(2π)3

im2 (w(p), 0, 0, 0) respectively. We similarly define the smeared

local observables

c(w) :=
∫

H−

d3p c(p)w(p) , c(w) :=
∫

H−

d3p c(p)w(p) (4.17)

where we now take c(w) to be linear and c(w) to be anti-linear in w. The nontrivial Poisson

brackets are

{
b(w1), b(w2)

}
= −i4(2π)3

m2 ⟨w1, w2⟩H− 1 ,
{
c(w1), c(w2)

}
= −i4(2π)3

m2 ⟨w2, w1⟩H− 1.

(4.18)

Here, the inner product ⟨w1, w2⟩H− is the ordinary L2 inner product on H− with the volume

element eq. (4.13), which is antilinear in its first argument and is linear in its second argument.

The asymptotic quantization algebra, A KG
in , for the massive complex scalar field is then

defined by starting with the free algebra generated by the smeared fields b(w), c(w), their

formal adjoints b(w)∗, c(w)∗ and an identity 1. We note that the adjoint operators b(w)∗ and

c(w)∗ correspond to the complex conjugate observables b(w) and c(w) respectively. We then

factor this algebra by the analog of the linearity condition (B.I), the commutation relations

[b(w1), b(w2)∗] = 4(2π)3

m2 ⟨w1, w2⟩H− 1 , [c(w1), c(w2)∗] = 4(2π)3

m2 ⟨w2, w1⟩H− 1 (4.19)

and vanishing commutators for all other fields. This completes the specification of the algebra

A KG
in of local observables of the massive, charged Klein-Gordon field.

The Hadamard condition for states ωKG on A KG
in , is that the 2-point functions given

by ωKG(b(p1)b(p2)), ωKG(c(q1)c(q2)), ωKG(b(p1)c(q2)), and ωKG(b(p1)∗c(q1)) are smooth,
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whereas the remaining 2-point functions have the form

ωKG(b(p1)b(p2)∗) = 4(2π)3

m2 δH(p1, p2) +B(p1, p2) (4.20a)

ωKG(c(q1)c(q2)∗) = 4(2π)3

m2 δH(q2, q1) + C(q2, q1) (4.20b)

where it is understood that δH is to be smeared with a complex conjugate test function w in

its first argument and a test function w in its second argument, and the functions B and

C are (state-dependent) smooth functions on H × H. Furthermore, the connected n-point

functions for n ̸= 2 of ωKG are required to be smooth. Note that the 2-point function of the

Poincaré invariant vacuum state ωKG
0 is given by eq. (4.20) with B = C = 0.

In addition, we impose the following decay condition on states: We require that B, C

and all the connected n-point functions for n ̸= 2 of ωKG decay for any set of |pi| → ∞ as

O((∑i p
2
i )−1/2−ϵ) for some ϵ > 0. This completes our specification of the regularity conditions

on states.

2 Extension of the asymptotic quantization algebra to include charges and

Poincaré generators

The algebra Ain that we have defined in the previous subsection was generated by the local

field observables of the asymptotic “in” fields. Thus, the only observables represented in Ain

are the local fields. However, there are additional observables of interest, where, here and

elsewhere in this chapter, we use the term “observables” in the precise sense explained in

sec. 2. In this section, we will extend Ain to the algebra Ain,Q by the addition of generators

of large gauge transformations (i.e. “charges”). We will then further extend this algebra to

an algebra Ain,QP that includes the generators of Poincaré symmetries. We will construct

these algebras by obtaining observables on the classical phase space that generate large gauge
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transformations and Poincaré symmetries. These observables automatically have well-defined

Poisson brackets with themselves and with the local fields. We then will obtain Ain,Q by

starting with the free algebra generated by Ain together with the observables that generate

large gauge transformations and then factoring by the commutation relations obtained from

the Poisson brackets. We will then further enlarge this algebra to Ain,QP by including the

observables that generate Poincaré symmetries.

We first consider the large gauge charges. As stated above, QED has an invariance

under eq. (4.3). The transformations eq. (4.3) with λ vanishing at infinity are genuine gauge

transformations in the sense that the infinitesimal versions of these transformations are

degeneracies of the symplectic form. In order to construct a phase space with a nondegenerate

symplectic form, one must pass to the space of gauge orbits [100], so fields that differ by a

gauge transformation correspond to the same point of phase space. However, as previously

noted in sec. 1, the transformations eq. (4.3) with λ = λ(xA) are not degeneracies of the

symplectic form. Such “large gauge transformations” must be treated as symmetries and they

act nontrivially on the classical phase space. The infinitesimal version of these symmetries

defines a vector field on phase space. We will show that this vector field on phase space is

generated by a classical observable, which will be referred to as a “charge.” Consequently, we

can expect that the quantum algebra Ain can be extended to include quantum representatives

of the charges.

Since the asymptotic description of phase space is the Cartesian product of the Klein-

Gordon and Maxwell phase spaces, we can separately consider the action of large gauge

transformations on the Klein-Gordon and Maxwell fields separately. We will thereby obtain

two “charges”: (i) a charge Qi− that generates large gauge transformations on the Klein-

Gordon field and (ii) a “memory” quantity that generates large gauge transformations on the

Maxwell field. The sum of these two, denoted Qi0 , generates large gauge transformations on

the full phase space. The reason for the use of “i0” in the notation for the total charge will
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be explained below.

We first consider the action of the large gauge transformations on the classical Klein-

Gordon phase space, i.e., on the asymptotic fields on H−. The large gauge transformations

are parametrized by a smooth function λ(xA) on S2, which describes the asymptotic behavior

of the transformation eq. (4.3) on the scalar field as ρ → ∞. It is useful to pick a unique

representative of this transformation throughout H− as follows. Let λH(p) be the unique

function on H− which satisfies

△HλH(p) = 0 , lim
ρ→∞λH(p) = λ(xA) (4.21)

where △H is the Laplace operator on H−. The solution λH(p) can be expressed in terms of

the boundary value λ(xA) using a Green’s function as [119]

λH(p) =
∫
S2

dΩ GH(p, xA)λ(xA) , GH(p, xA) = 1
4π(

√
1 + ρ2 − ρp̂ · r̂)2

. (4.22)

Here, r̂ is the unit vector in R3 corresponding to the point xA on the unit 2-sphere, and p̂

denotes the projection of the point p ∈ H− onto the unit 2-sphere, also represented as a

unit vector in R3. The Euclidean dot product p̂ · r̂ of these unit vectors is the cosine of the

geodesic distance between two points on S2 with respect to the unit 2-sphere metric. Note

that this Green’s function satisfies

∫
S2

dΩ GH(p, xA) = 1. (4.23)

In terms of λH, the action of the large gauge transformations on the asymptotic scalar field
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is given by

b(p) 7→ b(p)e−iqλH(p) , b(p) 7→ b(p)eiqλH(p)

c(p) 7→ c(p)eiqλH(p) , c(p) 7→ c(p)e−iqλH(p). (4.24)

The infinitesimal action of large gauge transformations on phase space is given by

(b(p), b(p), c(p), c(p)) → (b(p), b(p), c(p), c(p)) + iqλH(p)ϵ (−b(p), b(p), c(p),−c(p)). (4.25)

This transformation is of the form eq. (2.8) with χ0 = 0 and

L(b, b, c, c) = (b′, b′, c′, c′) (4.26)

with b′(p) = −iqλH(p)b(p), c′(p) = iqλH(p)c(p). The linear map L satisfies eq. (2.9) so we

obtain the observable

Qi−(λ) := 1
2ΩKG

i− ((b, b, c, c), L(b, b, c, c)) = qm2

4(2π)3

∫
H−

d3p λH(p)
[
b(p)b(p) − c(p)c(p)

]
.

(4.27)

Note that the integrand on the right-hand-side of eq. (4.27) corresponds to the asymptotic

limit to H− of Jµτ
µ, where τµ is the unit normal to the surfaces of constant τ and the

charge-current vector Jµ of the scalar field is given by

Jµ = −iq

2 [φDµφ− φDµφ] . (4.28)

Thus, for λ(xA) = constant, Qi− is the total ordinary electric charge of the massive scalar

field [115].

Since the observables Qi−(λ) generate the large gauge transformations eq. (4.25), it is
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straightforward to compute their Poisson brackets. The Poisson brackets of the charges with

themselves vanish {
Qi−(λ1),Qi−(λ2)

}
= 0 (4.29)

The Poisson brackets of the charges with the smeared fields are

{
Qi−(λ), b(w)

}
= −iqb(λHw) ,

{
Qi−(λ), b(w)

}
= iqb(λHw){

Qi−(λ), c(w)
}

= iqc(λHw) ,
{
Qi−(λ), c(w)

}
= −iqc(λHw) .

(4.30)

Since Qi−(λ) is an observable on the Klein-Gordon phase space, it has vanishing Poisson

bracket with all electromagnetic observables.

We now consider the action of large gauge transformations on the Maxwell phase space.

The large gauge transformation λ = λ(xA) acts on the Maxwell phase space by

AA 7→ AA + DAλ , EA 7→ EA. (4.31)

This affine transformation is generated by 1
4π ∆(λ) where ∆(λ) is defined by

∆(λ) := −
∫

I −

dvdΩ EA(v, xB)DAλ(xB). (4.32)

Thus, ∆(λ) is an observable on the Maxwell phase space. We refer to ∆(λ) as the memory

of the Maxwell field associated with the large gauge transformation λ. Since the local

electromagnetic field observables E(s) (see eq. (4.7)) are invariant under eq. (4.31), ∆(λ)

has vanishing Poisson bracket with all local electromagnetic field observables. Since ∆(λ)

is an observable on the Maxwell phase space, it also has vanishing Poisson bracket with all

Klein-Gordon observables.

The generator of gauge transformations on the full phase space of the Klein-Gordon and
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Maxwell fields is given by the sum of eq. (4.27) and eq. (4.32)

Qi0(λ) := Qi−(λ) + 1
4π∆(λ) . (4.33)

The Poisson brackets of Qi0(λ) with all local field observables are the same as those of Qi−(λ).

The subscript “i0” has been placed on Qi0(λ) because its value can be computed by taking

limits of surface integrals of the electric field as one approaches spatial infinity, i0, along I −.

This can be shown by the following lengthy argument.

First, we show that the charge Qi−(λ) can be computed as a bulk limit of the electric

field. In the bulk spacetime, the massive scalar is coupled to the electromagnetic field via the

Maxwell equation
1

4π∇νF
νµ = Jµ (4.34)

with Jµ given by eq. (4.28). We assume that the limit to H− of the “electric field”

Eµ(p) = lim
τ→−∞

τ2hµ
νFνστ

σ (4.35)

exists and defines a smooth tensor field Ea on H−, where hµν = gµν + τµτν is the induced

metric on the hyperboloids of constant τ . From the Maxwell equation (4.34) and the falloff

of the scalar field, it follows that there exists an electric potential V (p) on H− so that

Ea(p) = DaV (p), which satisfies

1
4π△HV (p) = qm2

4(2π)3
[
b(p)b(p) − c(p)c(p)

]
(4.36)

where Da denotes the derivative operator on H− and △H again denotes the Laplacian on
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H−. By Green’s identity, for any large gauge transformation λ, we have

1
4πDa (λHDaV − VDaλH) = 1

4π (λH∆HV − V∆HλH)

= qm2

4(2π)3
[
b(p)b(p) − c(p)c(p)

] (4.37)

Integrating this equation over H− and applying Gauss’ theorem to the left side, we obtain

lim
ρ→∞

1
4π

∫
S2

dΩ λ(xA)(cosh ρ)2ρaEa = qm2

4(2π)3

∫
H−

d3p λH(p)
[
b(p)b(p) − c(p)c(p)

]

= Qi−(λ)

(4.38)

where ρa is the unit-spacelike-normal to the ρ = constant cross-sections of H−. Thus, as

we desired to show, the charge Qi−(λ) can be obtained as an asymptotic surface integral as

ρ → ∞ of the electric field Ea on H−, which itself is obtained as the bulk limit eq. (4.35) as

τ → −∞. For λ(xA) = constant, eq. (4.38) corresponds to the usual Gauss law formula for

charge.

Next, we assume that the analogue of the “null regularity” condition imposed at spatial

infinity in [33] holds at timelike infinity. This yields

lim
ρ→∞(cosh ρ)2ρaEa (along H−) = lim

v→−∞
Fµν l

µnν (along I −) (4.39)

where lµ is a vector field at I satisfying lµlµ = 0 and lµnµ = −1. This quantity is not a

function on the electromagnetic phase space, i.e., it depends on non-radiative (Coulombic)

information at I − that is obtained from bulk limits. It follows that

Qi−(λ) = lim
v→−∞

1
4π

∫
S2

dΩ λ(xA)Fµν l
µnν . (4.40)
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Now, Maxwell’s equations imply that on I − we have

£n(Fµν l
µnν) = DAEA. (4.41)

It follows immediately that

∆(λ) = 1
4

∫
I −

dvdΩ λ(xA)∂(Fµν l
µnν)

∂v

= lim
v→+∞

1
4

∫
S2

dΩ λ(xA)Fµν l
µnν − lim

v→−∞
1
4

∫
S2

dΩ λ(xA)Fµν l
µnν .

(4.42)

Thus, we obtain our desired result

Qi0(λ) = lim
v→+∞

1
4π

∫
S2

dΩ λ(xA)Fµν l
µnν

(4.43)

which shows that Qi0(λ) can be computed in terms of a limit of Fµν l
µnν as one approaches

i0 along I −. However, it should be kept in mind that Fµν l
µnν is not an observable on the

Klein-Gordon and Maxwell phase spaces. The definition of Qi0(λ) as an observable is given

by eqs. (4.27), (4.32) and (4.33).

It is worth noting that on any cross-section S ∼= S2 of I , we can define the Maxwell

charge associated with the large gauge transformation λ by

QS(λ) = 1
4π

∫
S

dΩ λ(xA)Fµν l
µnν . (4.44)

This notion of “large gauge charge at a finite advanced time” may be useful for a number

of purposes. However, unlike Qi−(λ) and Qi0(λ), the quantity QS(λ) does not correspond

to an observable on phase space. Thus, QS(λ) does not have well-defined Poisson brackets

with local field observables and we cannot expect QS(λ) to have a well-defined counterpart
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in quantum field theory.29

We now turn to the extension of the algebra, Ain, of local quantum observables to an

algebra Ain,Q that includes the large gauge charges Qi−(λ) and ∆(λ) (and thereby, Qi0(λ)).

We start with the free algebra generated by the smeared local field observables together with

observables labeled as Qi−(λ) and ∆(λ) and their adjoints for all large gauge transformations

λ(xA). We then factor this algebra by linearity in the test functions and λ as well as Hermitian

conditions for E, Qi− , and ∆. Finally, we factor the algebra by the commutation relations

corresponding to all of the Poisson bracket relations we have obtained above. This defines

the desired extended algebra Ain,Q.

However, since ∆(λ) commutes with all observables30 in Ain,Q, it follows that in any

representation of Ain,Q, a shift of ∆(λ) by a multiple of the identity — with no corresponding

shift of E — would also yield a representation of the algebra. This implies that there are

many states on the extended algebra where the value of the memory observable is not related

to value of the electric field by eq. (4.32). In order to exclude such states, we require as

a further condition on states ω (in addition to the Hadamard condition and the fall-off

conditions of sec. 4.1) that31

ω(∆(λ)) = −
∫

I −

dvdΩ ω(EA(v, xB))DAλ(xB). (4.45)

We have a similar multiple of the identity ambiguity for operator representatives of

29. The nonexistence of operators corresponding to QS(λ) in quantum field theory is in agreement with
the arguments given in [110].

30. Note, however, that this will not be the case after we further extend the algebra to Ain,QP by including
Poincaré generators, as we shall do below.

31. We could also impose conditions on higher n-point functions of memory, but we will not need these, so
we shall not impose them here.
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Qi−(λ). We could similarly impose the additional requirement on states that

ω(Qi−(λ)) = m2

4(2π)3 q
∫

H−

d3p λH(p) ω(b(p)∗b(p) − c(p)∗c(p)) (4.46)

where the expected value of quadratic quantities was defined at the end of sec. 3. However,

for the massive scalar field, we will only be interested in states in the standard Fock space

(see sec. 4.3.1). For such states, instead of demanding eq. (4.46), we can more simply demand

that the charge Qi−(λ) annihilates the Fock vacuum state, since this removes the multiple of

the identity ambiguity in this representation and implies that eq. (4.46) holds for all states in

this representation.

We now follow the same strategy to further extend the algebra Ain,Q to an algebra Ain,QP

that also includes observables corresponding to the generators of Poincaré transformations.

The first step is to write down the action of the Poincaré group on the classical phase space

and show that its infinitesimal action is generated by an observable on the classical phase

space. Again, we may consider the Poincaré action on the Maxwell phase space and the

Klein-Gordon phase space separately.

Poincaré transformations correspond to a particular class of diffeomorphisms of I −, and

these act naturally on the fields AA and EA, so it is straightforward to determine their action

on the Maxwell phase space. Lorentz transformations (with origin taken to be that used to

define the hyperboloids of eq. (4.11)) similarly correspond to isometries of H− and thus have

a natural action on the asymptotic Klein-Gordon fields. Thus, we only need to explain the

action of translations. In terms of the asymptotic coordinates used above, it can be shown

that, at leading order, a translation corresponds to the transformation τ 7→ τ + fH(p) where
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the function fH(p) satisfies32

(△H − 3)fH(p) = 0 , lim
ρ→∞ ρ−1fH(p) = f(xA) (4.47)

with f(xA) is a smooth function on S2 supported only on the ℓ = 0, 1 spherical harmonics.

The solution can again be written in terms of a Green’s function as [119]

fH(p) =
∫
S2

dΩ G̃H(p, xA)f(xA) , G̃H(p, xA) = 1
4π(

√
1 + ρ2 − ρp̂ · r̂)3 (4.48)

where the notation p̂ and r̂ is as explained below eq. (4.22). The action of these translations

on the asymptotic fields is given by

b(p) 7→ b(p)e−imfH(p) , b(p) 7→ b(p)eimfH(p) , c(p) 7→ c(p)e−imfH(p) , c(p) 7→ c(p)eimfH(p).

(4.49)

The infinitesimal action of an arbitrary Poincaré transformation on both the Maxwell and

Klein-Gordon phase spaces is thus given by a linear transformation, P . It can be verified that

P satisfies eq. (2.9). We thereby obtain an observable, FP , on phase space corresponding to

an arbitrary infinitesimal Poincaré transformation P by the formula,

FP (ϕ) = 1
2Ω(ϕ, Pϕ) (4.50)

where “ϕ” stands for a point in the Cartesian product of the Maxwell and Klein-Gordon

phase spaces. For a given choice of origin in the bulk spacetime, we can write an arbitrary

infinitesimal Poincaré transformation as P = T + X where T is a translation and X is

a Lorentz transformation. We denote the corresponding observables as FT and FX . The

32. One can also represent BMS supertranslations at timelike infinity by considering solutions fH(p) to
eq. (4.47) on H− with the boundary value f(xA) now being allowed to be any smooth function on S2.
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Poisson bracket of these observables with the local asymptotic massive scalar field observables

are given by

{FT , b(w)} = ib(fHw) , {FX , b(w)} = b(£Xw) (4.51)

where £Xw is the Lie derivative of the complex test function w(p) with respect to the Killing

vector field on H representing the Lorentz transformation X. Analogous formulae also hold

for the observable c(w). The Poisson bracket of the Poincaré obervables with the local

electromagnetic field observables on I − are given by

{FT , E(s)} = E(£T s) , {FX , E(s)} = E(£Xs) (4.52)

where, now, the Poincaré translation T is represented by the vector field fnµ on I − with f

supported on the ℓ = 0, 1 spherical harmonics and the Lorentz transformation is a conformal

Killing vector field XA on S2. Further, the Poisson brackets of the Poincaré observables with

memory and charges are given by

{FT ,∆(λ)} = 0 , {FT ,Qi−/i0(λ)} = 0 (4.53a)

{FX ,∆(λ)} = ∆(£Xλ) , {FX ,Qi−/i0(λ)} = Qi−/i0(£Xλ). (4.53b)

Finally the brackets of the Poincaré generators with themselves are

{FT1 , FT2} = 0 , {FX1 , FX2} = F[X1,X2] (4.54a)

{FX , FT } = FT ′ (4.54b)

where in the above, if T is represented by a function f(xA) then T ′ is represented by

f ′ = £Xf − 1/2(DAX
A)f . It should be noted that eq. (4.53b) shows that memory is not

Lorentz invariant unless it vanishes. Similarly, the charges at timelike and spatial infinity are

not Lorentz invariant unless all of the charges (including the ordinary total electric charge)
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vanish. In addition, the nonvanishing of the Poisson brackets of FX with Qi0 shows that the

observables FX are not gauge invariant unless all of the charges vanish, as expected from the

considerations given in [120].

The extended algebra Ain,QP is now obtained by adding Hermitian elements FP for each

Poincaré generator P to Ain,Q and factoring by commutation relations corresponding to all

of the above Poisson bracket relations.

3 Fock representations

In the previous sections, we have constructed the asymptotic local field algebra Ain and we have

extended it to the algebras Ain,Q and Ain,QP that include large gauge charges and Poincaré

generators. The ordinary Minkowski vacuum state, ω0 := ωKG
0 ⊗ωEM

0 , is the Gaussian state on

Ain with vanishing 1-point function and with 2-point function given by eqs. (4.10) and (4.20)

with SAB = B = C = 0. We can extend its action to Ain,QP such that for all a ∈ Ain,QP we

have ω0(a∆) = ω0(∆a) = ω0(aQi−) = ω0(Qi−a) = ω0(aFP ) = ω0(FP a) = 0, i.e., such that

ω0 is an eigenstate with eigenvalue zero of all the charges and Poincaré generators. The GNS

representation of ω0 will yield the usual Fock space of incoming particle states. However,

all states in this Fock space will be eigenstates of memory with vanishing eigenvalue. The

corresponding construction of an “out” Hilbert space will similarly contain only states with

vanishing memory. Consequently, as discussed at length in sec. 1, this choice of Hilbert space

is not adequate for scattering theory, since it does not contain the states with memory that

arise from the scattering processes.

The purpose of this subsection is to construct a large supply of states — including states

with memory — that later can be reassembled into a Hilbert space satisfying properties

(1)–(5) of sec. 1. We will do so by constructing the ordinary Fock representation of the

asymptotic Klein-Gordon scalar field and the asymptotic electromagnetic field. We will then
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construct corresponding “memory representations” of the electromagnetic field by shifting

the electromagnetic field by the identity multiplied by a classical electromagnetic field with

the desired memory. We will thereby obtain states of the electromagnetic field with arbitrary

memory.

1 Fock representation of the massive field algebra

In this subsection, we construct the standard Fock representation of the asymptotic Klein-

Gordon scalar field. This will give us an ample supply of incoming states of the Klein-Gordon

field.

The vacuum state on the extended asymptotic Klein-Gordon algebra A KG
in,QP is the

Gaussian algebraic state ωKG
0 with vanishing 1-point function and 2-point function given by

(see eq. (4.20))

ωKG
0 (b(w1)b(w2)∗) = 4(2π)3

m2 ⟨w1, w2⟩H , ωKG
0 (c(w1)c(w2)∗) = 4(2π)3

m2 ⟨w2, w1⟩H (4.55)

for all test functions w1(p), w2(p), where ⟨ , ⟩H is the L2 inner product on H−. Furthermore,

ωKG
0 is an eigenstate of eigenvalue zero of Qi−(λ) and all of the Poincaré generators.

The GNS construction for ωKG
0 yields a Hilbert space FKG with a natural Fock space

structure. Concretely this construction is obtained as follows. On the space of complex test

functions on H− we define the inner product

⟨w1|w2⟩ := ωKG
0 (b(w1)b(w2)∗) = 4(2π)3

m2 ⟨w1, w2⟩H (4.56)

using the 2-point function in eq. (4.55). This is a non-degenerate, positive, Hermitian inner

product. Let H KG be the completion of the space of test functions in this inner product, i.e.,
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H KG is the Hilbert space of square-integrable functions (i.e. wave packets) of the timelike

momentum p represented as points on H−. This Hilbert space serves as the “one particle”

Hilbert space for particles in the Fock space. The Fock space of particles is given by

FKG
particles = C ⊕

⊕
n≥1

(
H KG ⊗S · · · ⊗S H KG)︸ ︷︷ ︸

n times

. (4.57)

where ⊗S is the symmetrized tensor product. On this Fock space the b(w)∗ acts as a creation

operator and b(w) acts as the annihilation operator for a particle wave packet w(p). An

identical construction with the inner product

ωKG
0 (c(w1)c(w2)∗) = 4(2π)3

m2 ⟨w2, w1⟩H (4.58)

gives the “one antiparticle” Hilbert space H
KG, and the corresponding Fock space FKG

antiparticles

on which c(w)∗ acts as a creation operator and c(w) acts as the annihilation operator for an

antiparticle wave packet w(p). Since the operators b(w) and b(w)∗ commute with c(w) and

c(w)∗, the full Fock space representation is given by the tensor product of the particle and

antiparticle Fock spaces

FKG = FKG
particles ⊗ FKG

antiparticles . (4.59)

The algebraic state ωKG
0 corresponds to the vacuum state of the Fock space, which we denote

as |ωKG
0 ⟩ ∈ FKG. We have

b(w) |ωKG
0 ⟩ = c(w) |ωKG

0 ⟩ = Qi−(λ) |ωKG
0 ⟩ = 0 , for all w(p), λ(xA) . (4.60)

A dense set of Hadamard states in this Fock space is generated by the linear span of the

vacuum |ωKG
0 ⟩ and symmetric tensor products of the particle and antiparticle wave packet

states with test functions w(p).
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The large gauge transformations and Poincaré transformations have a strongly continuous

unitary action on FKG. The vacuum state |ωKG
0 ⟩ is invariant under these transformations.

The large gauge transformations and translations act on the one-particle/antiparticle spaces

as multiplication by a phase. The Lorentz group acts on the one-particle/antiparticle spaces

by its natural action on L2(H−). The action on the full Fock space is immediately obtained

by extending the action to symmetric tensor products of the one-particle/antiparticle spaces

[121].

In the construction of the Faddeev-Kulish representations (see sec. 4.4) it will be useful to

work with “improper states” of definite particle/antiparticle momenta. Formally, these states

correspond to applying the point-wise creation operators b(p)∗ and c(q)∗ to the vacuum

|p1, . . . , pn⟩ = 1√
n!

b(p1)∗ . . . b(pn)∗ |ωKG
0 ⟩ and |q1, . . . , qm⟩ = 1√

m!
c(q1)∗ . . . c(qm)∗ |ωKG

0 ⟩

(4.61)

where p, q ∈ H− correspond to the momenta of particles and antiparticles respectively.

Although eq. (4.61) is well-defined if we smear with test functions in all variables, the

definite momentum states |p1, . . . , pn⟩ and |q1, . . . , qm⟩ themselves have infinite norm and

are not genuine states in FKG. However, we can make mathematical sense of these improper

states and their relationship to FKG in a precise way as follows. Let H KG
p

∼= C, be the

one-dimensional complex Hilbert spaces spanned by the symbol |p⟩. Thus, |p⟩ is a genuine

state in H KG
p . Similarly, for all p1, . . . , pn we define the one-dimensional complex Hilbert

space H KG
p1...pn

by

H KG
p1...pn

= H KG
p1 ⊗S · · · ⊗S H KG

pn
(4.62)

where the symmetric tensor product symbol indicates here that we identify the Hilbert

spaces that differ by a permutation of p1, . . . , pn. Then H KG
p1...pn

is spanned by |p1, . . . , pn⟩ :=

|p1⟩ ⊗S · · · ⊗S |pn⟩. We similarly define the n-antiparticle Hilbert spaces of definite momenta.

The Fock space FKG is then given by the direct sum of the direct integral of these Hilbert
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spaces
FKG ∼=

⊕
n,m≥0

∫
Hn+m

d3p1 . . . d
3pnd

3q1 . . . d
3qm H KG

p1...pn
⊗ H

KG
q1...qm (4.63)

where d3p and d3q denote the Lorentz invariant measure eq. (4.13) on the hyperboloid. States

in the Fock space are thus given by expressions of the form

|Ψ⟩ =
∑
n,m

∫
Hn+m

d3p1 . . . d
3pnd

3q1 . . . d
3qm ψ(p1, . . . pn, q1, . . . , qm) |p1 . . . pn⟩ ⊗ |q1 . . . qm⟩

(4.64)

where ψ is a complex L2-function of pi and qi that is invariant under permutations of the

pi and permutations of the qi. The quantities |p1 . . . pn⟩ and |q1 . . . qm⟩ appearing in this

equation are the mathematically well-defined basis elements of H KG
p1...pn

and H
KG
q1...qm

.

The action of the charge operator Qi−(λ) on FKG can be expressed very conveniently

in this representation of the Fock space, since the direct integral decomposition eq. (4.63)

corresponds to the spectral decomposition of the operator Qi−(λ). Formally, the states

|p1, . . . , pn⟩ and |q1, . . . , qm⟩ are eigenstates of Qi−(λ) with eigenvalues given by

Qi−(λ) |p1, . . . , pn⟩ = q

( n∑
i=1

λH(pi)
)

|p1, . . . , pn⟩

Qi−(λ) |q1, . . . , qn⟩ = −q
( n∑

i=1
λH(qi)

)
|q1, . . . , qn⟩

(4.65)

where λH is given by eq. (4.22). Note that the unsmeared version of eq. (4.65) is

Qi−(xA) |p1, . . . , pn⟩ = q

( n∑
i=1

GH(pi, x
A)
)

|p1, . . . , pn⟩

Qi−(xA) |q1, . . . , qn⟩ = −q
( n∑

i=1
GH(qi, xA)

)
|q1, . . . , qn⟩ .

(4.66)

where GH(p, xA) = (4π)−1(
√

1 + ρ2 − ρp̂ · r̂)−2 (see eq. (4.22)). For a state |Ψ⟩ in the Fock

space lying in the subspace of n particles and m antiparticles, the action of the charge
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operator is given by

Qi−(λ) |Ψ⟩ = q
∫

Hn+m

d3p1 . . . d
3pnd

3q1 . . . d
3qm ψ(p1, . . . pn, q1, . . . , qm)×

( n∑
i=1

λH(pi) −
m∑

i=1
λH(qi)

)
|p1 . . . pn⟩ ⊗ |q1 . . . qm⟩ .

(4.67)

All states in this subspace are eigenstates of the total charge operator Qi−(1)

Qi−(1) |Ψ⟩ = q(n−m) |Ψ⟩ . (4.68)

However, for non-constant λ, there are no proper eigenstates of Qi−(λ) apart from the

vacuum state.

2 Fock representations of the Maxwell field algebra

The vacuum state on the extended asymptotic algebra A EM
in,QP of the electromagnetic field is

the Gaussian algebraic state ωEM
0 with vanishing 1-point function and 2-point function given

by (see eq. (4.10))

ωEM
0 (E(s1)E(s2)) = −

∫
R2×S2

dv1dv2dΩ
qABs

A
1 (v1, xA)sB

2 (v2, xA)
(v1 − v2 − i0+)2 . (4.69)

Furthermore, ωEM
0 is an eigenstate of eigenvalue zero of memory, ∆(λ), and all of the Poincaré

generators.

The GNS construction for ωEM
0 yields a Hilbert space FEM

0 with a natural Fock space

structure. Concretely this construction is obtained as follows. On the space of positive
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frequency Schwartz test functions on I − we define the inner product

⟨s1|s2⟩0 := ωEM
0 (E(s1)∗E(s2)) = 2π

∞∫
0
ωdω

∫
S2

dΩ ŝA
1 (ω, xA)ŝA,2(ω, xA) (4.70)

where the “hat” denotes the Fourier transform, and the final equality above is the Fourier

space representation of eq. (4.69). We define the one-particle Hilbert space, H EM
0 , to be the

completion of the space of positive frequency test functions in this inner product. The GNS

Fock space associated with the vacuum state is then given by

FEM
0 = C ⊕

⊕
n≥1

(
H EM

0 ⊗S · · · ⊗S H EM
0

)
︸ ︷︷ ︸

n times

. (4.71)

For real sA, the smeared electric field operator E0(s) := πEM
0 [E(s)] in this representation is

given by

E0(s) = a0(s−) + a
†
0(s+) (4.72)

where a0,a
†
0 are the usual annihilation and creation operators on the Fock space and su-

perscripts “±” denote the positive/negative frequency parts, respectively. There is a dense

subspace of Hadamard states given by the span of the vacuum |ωEM
0 ⟩ and any finite products

of a
†
0(s+

i ) applied to the vacuum, with si an arbitrary test function. The Poincaré transforma-

tions act on H EM
0 by their natural action on I −, which gives rise to a strongly continuous

action on FEM
0 . The vacuum state, |ωEM

0 ⟩, is invariant under these transformations.

The Fock space FEM
0 constructed above is the usual choice of Hilbert space for the

“in” radiative states of the Maxwell fields. However, all states in this Hilbert space are

eigenstates of memory, ∆(λ), with eigenvalue zero — as follows immediately from the fact

that the vacuum is an eigenstate of ∆(λ) with eigenvalue zero, and ∆(λ) commutes with

E(s) and hence with a
†
0(s+). However, even in the classical theory, memory is not conserved

between “in” and “out” states in generic scattering processes. Thus, even if we restrict to the
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zero-memory Fock space FEM
0 for the Maxwell in-states, the out states obtained will not

have zero memory and hence will not live in the zero memory out-Fock space FEM
0 . One is

thus forced to consider states which have non-vanishing memory to describe scattering. Thus,

the states in FEM
0 do not give us an ample supply of states to use in scattering theory.

However, we can construct different Fock representations containing states with nonvan-

ishing memory as follows (see [3]). Choose a smooth classical electric field eA(x) on I − that

satisfies our decay conditions but is such that the corresponding classical memory

∆(e, λ) = −
∫

I −

dvdΩ eA(v, xB)DAλ(xB) (4.73)

is non-vanishing. Consider the algebra automorphism ae : A EM
in,Q → A EM

in,Q determined by

ae[E(s)] = E(s) + e(s)1 , ae[∆(λ)] = ∆(λ) + ∆(e, λ)1. (4.74)

This is easily seen to define an automorphism, since the commutation relations are unaffected

by shifting the operators by a multiple of 1. Using this automorphism we define a new

algebraic state ωEM
e by

ωEM
e (O) := ωEM

0 (ae[O]) for all O ∈ A EM
in,Q. (4.75)

Then ωEM
e is a Gaussian, Hadamard state on A EM

in,Q that satisfies eq. (4.45) and, for each λ,

is an eigenstate of ∆(λ) with eigenvalue ∆(e, λ). The GNS construction for ωEM
e yields a

Hilbert space FEM
e with a Fock space structure and a vacuum state |ωEM

e ⟩ corresponding

to ωEM
e . Every state in FEM

e is an eigenstate of ∆(λ) with eigenvalue ∆(e, λ). Thus, this

construction — for the various different choices of classical electric field eA — gives an ample

supply of states with any desired memory.

It should be noted that if eA and e′
A are smooth and satisfy our decay conditions, then the
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Fock representations obtained by the above GNS construction will be unitarily equivalent33

if and only if ∆(e, λ) = ∆(e′, λ) for all λ. Thus, there are as many unitarily inequivalent

constructions as there are choices of memory one-form ∆A(xA) on S2. In particular, there are

uncountably many such constructions. If eA and e′
A are such that ∆(e, λ) = ∆(e′, λ) (so that

they give rise to unitarily equivalent representations), then the state ωEM
e′ — which corresponds

the the vacuum state in FEM
e′ — corresponds in FEM

e to the coherent state associated with

the classical solution e′
A − eA. Thus, the representations with nonvanishing memory do not

have a “preferred” vacuum state, i.e., the vacuum state of the Fock representation depends on

the choice of representative classical electric field eA. Nevertheless, the unitary equivalence

class of the Fock representations FEM
e correspond to all smooth eA with memory ∆A. Thus,

the “memory representations” can be labeled by the memory of the representative — i.e., as

FEM
∆ rather than FEM

e — and we shall do so in the following.

It also should be noted that for any given choice of memory ∆A(xA) on S2 and any given

choice of frequency ω0 > 0 one can find a representative classical electric field eA(v, xB) with

memory equal to ∆A(xA) such that the Fourier transform of eA is nonvanishing only for

frequencies ω < ω0. Thus, the states in FEM
∆ can be viewed as differing from the states in

FEM
0 only in the (arbitrarily) far infrared. However, for ∆A(xA) ̸= 0, if one tries to formally

express a normalized state in FEM
∆ as a state in FEM

0 , one will find that it has infinitely

many “soft photons” and cannot be normalized. Thus, the states in FEM
∆ are genuinely

different from states in FEM
0 .

The above construction yields representations of A EM
in,Q with any desired memory. We now

consider whether these representations can be extended to representations of A EM
in,QP, i.e.,

whether one can define an action of Poincaré generators on FEM
∆ such that the commutation

33. However, if eA and e′
A are not smooth, the norm (defined in eq. (4.70)) of the positive frequency part of

eA − e′
A need not be finite even when they have the same memory. In that case, the Fock space constructions

will not be unitarily equivalent. This point will be relevant to the considerations of sec. 5.4.
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relations corresponding to eqs. (4.51)–(4.54b) hold. Consider, first, a translation. The

natural action of a finite translation on the classical electric field eA maps it into an electric

field e′
A with the same memory. As noted above, the representation obtained from e′

A is

therefore unitarily equivalent to the representation obtained from eA. It follows that the

natural action of finite translations can be represented by a unitary map on FEM
∆ . This

map is strongly continuous in the translation parameter, so we get a self-adjoint operator on

FEM
∆ representing an arbitrary translation generator T , which satisfies all of the required

commutation relations.34 Thus, the above Fock representations of A EM
in,Q with nonvanishing

memory can be extended to include Poincaré translations.

However, the Fock representations FEM
∆ with nonvanishing memory cannot be extended

to include the action of the Lorentz generators [122, 3]. As noted above, for all λ all states in

FEM
∆ are eigenstates of ∆(λ) with eigenvalue ∆(e, λ). Thus, for all λ, the memory operator

commutes with all operators on FEM
∆ . However, if ∆(e, λ) is nonvanishing for some λ, then

by eq. (4.53b) some Lorentz generator X must have a nonvanishing commutator with ∆(λ).

Thus, the above Fock representations of A EM
in,Q with nonvanishing memory cannot be extended

to representations of A EM
in,QP.

4 Faddeev-Kulish representation

We turn now to the issue of whether we can find Hilbert spaces of incoming and outgoing

states that satisfy properties (1)–(5) listed in sec. 1. The standard choice of “in” Hilbert space

Fin = FKG ⊗ FEM
0 and correspondingly constructed standard “out” Hilbert space Fout of

the “out” algebra does not work, since all states in Fin and Fout have vanishing memory,

but scattering takes states with vanishing memory to states with nonvanishing memory. As

34. We emphasize that the spectrum of the energy operator corresponding to time translations is bounded
below by zero but does not achieve the value zero for any state with memory.
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we shall discuss further in sec. 7, one could attempt to allow memory by replacing FEM
0

with a direct sum, ⊕∆FEM
∆ , over all unitarily inequivalent memory Fock spaces. However,

since there are uncountably many such memory Fock spaces, this would give a non-separable

Hilbert space, in violation of property (5). Furthermore, each state in such a direct sum

would have a nonvanishing probability for only a countable number of discrete values of

memory. However, scattering with an “in” state of this sort surely does not produce an “out”

state of this sort, so property (4) also will not be satisfied by this choice of the “in” and

“out” Hilbert spaces. Finally, by eq. (4.53b), since the memory is not Lorentz invariant there

cannot be continuous action of Lorentz on the direct sum — in violation of property (3)

— so the angular momentum cannot be defined. A more promising possibility would be to

take some sort of direct integral of memory representation Hilbert spaces. However, as we

shall discuss further in sec. 7, the natural Lorentz invariant Gaussian measure on memory

has support on memories that are too singular to be admissible, and there does not appear

to any other choices of measure for a direct integral construction that have the prospect of

satisfying properties (3) or (4).

Nevertheless, it is possible to give a construction, due to Faddeev and Kulish [32], of

“in” and “out” Hilbert spaces that satisfy (1)–(5). The construction involves taking a direct

integral over the memory Fock spaces of the electromagnetic field but correlating these Fock

spaces with (improper) momentum eigenstates of the massive Klein-Gordon field so as to

produce states with vanishing charges Qi0(λ) at spatial infinity. This is a useful construction

because of the fact that, as shown in [23, 24, 33, 25], for solutions to the Maxwell equations

that are suitably regular at spatial infinity, the charges Qin
i0(λ) obtained from the limit along

past null infinity are matched antipodally to the similarly defined charges Qout
i0 (λ) obtained

from the limit along future null infinity,

Qin
i0(λ) = Qout

i0 (λ ◦ Υ) (4.76)
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where Υ is the antipodal map on S2. Thus, any “in” state that is an eigenstate of Qin
i0(λ) for

all λ should evolve to an “out” state that is an eigenstate of Qout
i0 (λ◦Υ) of the same eigenvalue.

However, since by eq. (4.53b) the Lorentz group generators have nontrivial commutators with

the charges at spatial infinity, the Lorentz group generators cannot act on a Hilbert space of

states of definite charges except in the case where all of the charges vanish, Qi0(λ) = 0 for all

λ [85, 84, 86, 34]. Therefore, we seek to construct “in” and “out” Hilbert spaces composed of

states that are eigenstates of eigenvalue zero of all of the large gauge charges (including the

total electric charge) at spatial infinity.

To construct an “in” Hilbert space with Qi0(λ) = 0 for all λ, we make use of the relation

Qi0(λ) = Qi−(λ) + 1
4π∆(λ) (4.77)

(see eq. (4.33)). We start with the one-dimensional Hilbert space H KG
p1...pn

⊗ H
KG
q1...qn

of n

incoming particles and n incoming antiparticles in momentum states p1, . . . , pn and q1, . . . , qn,

respectively (see eq. (4.62)). This state has vanishing total electric charge and large gauge

charges

Qi−(λ) = q
n∑

i=1
(λH(pi) − λH(qi)) (4.78)

(see eq. (4.65)), with λH(p) given by eq. (4.22). Therefore, we can obtain a state with

Qi0(λ) = 0 for all λ if we can find a memory representation FEM
∆ such that for all λ we have

∆(λ; p1, . . . , qn) = −4πq
n∑

i=1
(λH(pi) − λH(qi)) . (4.79)

This will be the case if for any p we can solve

DA∆A(xA; p) = 4πq(GH(p, xA) − 1) (4.80)

with GH given by eq. (4.22). If we can solve eq. (4.80), then the memory representation
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FEM
∆ obtained from any eA such that

−
∞∫

−∞
dv eA(v, xA) =

n∑
i=1

(
∆A(xA; pi) − ∆A(xA; qi)

)
(4.81)

will have memory satisfying eq. (4.79).

We can decompose any one-form on S2 such as ∆A into its electric and magnetic parts as

∆A = DAα + ϵA
BDBβ (4.82)

The magnetic part35 will not contribute to DA∆A, so eq. (4.80) becomes

D2α = 4πq(GH(p, xA) − 1) (4.83)

By eq. (4.23), the right side is orthogonal to the ℓ = 0 spherical harmonic, so this equation

can be uniquely solved. Since GH(p, xA) is smooth, it follows that ∆A(xA; p) is smooth and,

hence, eA(v, xA) can be chosen to be smooth.

We now have all of the ingredients needed for the Faddeev-Kulish construction. As

described in the previous subsection, the standard Fock space FKG for the Klein-Gordon

field can be obtained by taking a direct sum of direct integrals of the one-dimensional

Hilbert spaces H KG
p1...pn

⊗ H
KG
q1...qm

of momentum eigenstates (see eq. (4.63)). As stated

above, the standard “in” Hilbert space is then obtained by taking the tensor product of

this Klein-Gordon Fock space with the standard (zero memory) Fock space FEM
0 for the

electromagnetic field. The Faddeev-Kulish construction modifies this procedure as follows.

Prior to taking the direct integral, we pair the state |p1 . . . pn⟩ ⊗ |q1 . . . qn⟩ with the Fock

representation FEM
∆(p1,...,qn) obtained from an electric field eA on I − satisfying eq. (4.81).

35. As previously explained (see footnote 5), we restrict consideration in any case to purely electric parity
memory.
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All electromagnetic states in this representation have memory given by eq. (4.79), so the

states in H KG
p1...pn

⊗ H
KG
q1...qn

⊗ FEM
∆(p1,...,qn) have Qi0(λ) = 0 for all λ. We now take the

direct integral of these Hilbert spaces over p1, . . . , qn and the direct sum over n to obtain the

Faddeev-Kulish “in” Hilbert space

H FK
in :=

∞⊕
n=0

∫
H2n

d3p1 . . . d
3pnd

3q1 . . . d
3qn H KG

p1...pn
⊗ H

KG
q1...qn

⊗ FEM
∆(p1,...,qn) (4.84)

All states in H FK
in are eigenstates of Qin

i0(λ) with eigenvalue zero for all λ. The “out” Hilbert

space H FK
out is constructed similarly.

It should be noted that H FK
in does not carry a representation of the algebra Ain,QP or

even of the unextended algebra Ain. The massive field operators b(w), c(w) have nontrivial

commutators with with Qi0(λ) (see eq. (4.30)) and cannot be made to act on H FK
in . However,

all gauge invariant observables in Ain,QP commute with Qi0(λ), and therefore H FK
in carries

a representation of the subalgebra of gauge invariant observables.

The Faddeev-Kulish “in” and “out” Hilbert spaces can be seen to satisfy requirements

(1)–(5) of sec. 1 as follows. Requirement (1) is automatically satisfied, since H FK
out is obtained

by the same construction as H FK
in . Satisfaction of requirement (2) follows from conservation

of the large gauge charges, eq. (4.76), which implies that any state in H FK
in must evolve to an

eigenstate of eigenvalue zero of Qout
i0 (λ) for all λ, which, presumably, must lie in H FK

out . With

regard to requirement (3), the translation group acts naturally on both H KG
p1...pn

⊗ H
KG
q1...qn

and FEM
∆ so there is no problem obtaining its action on H FK

in [86]. A Lorentz transformation

Λ maps H KG
p1...pn

⊗ H
KG
q1...qn

to H KG
Λp1...Λpn

⊗ H
KG
Λq1...Λqn

and maps FEM
∆ to FEM

Λ∆ . However,

since Λ[eA(p1 . . . qn)] defines the same memory Fock space as eA(Λp1 . . .Λqn), there is no

problem obtaining an action of the Lorentz group on H FK
in , so requirement (3) is satisfied

[86]. Note that there would be a problem with obtaining Lorentz group action if we had

similarly constructed a Hilbert space of eigenstates of Qi0(λ) with nonvanishing eigenvalues
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[85, 84]. With regard to requirement (4) since, as discussed above, eA can be chosen to be of

arbitrarily low frequency, each FEM
∆ contains representatives of any desired “hard” photon

state. It is clear that H FK
in contains states of arbitrary momenta of the charged particles and

antiparticles provided that the number of particles and antiparticles are equal. As discussed

in sec. 1, although this equality of particle and antiparticle number yields a genuine restriction

on the allowed states, one can deal with this in the consideration of scattering by putting any

extra/unwanted particles “behind the moon.” Thus, arguably, requirement (4) is satisfied.

Finally, it is straightforward to show that requirement (5) is satisfied.

The states in H FK
in correspond to incoming particles/antiparticles together with incoming

photons in states whose memory is highly correlated with the momenta of the particles and

antiparticles. As mentioned above, we may view the states in any memory Fock space FEM
∆

as corresponding to a state in FEM
0 together with infinitely many “soft photons.” Thus,

we may view the memory associated with eA(p1 . . . qn) as “dressing” the incoming charged

particle state |p1 . . . pn⟩ ⊗ |q1 . . . qn⟩ with a “soft photon cloud.” In H FK
in , all charged particle

states must be “dressed” in this manner.

The “dress requirements” imposed by H FK
in have a number of unpleasant consequences.

Most notably, one cannot consider a coherent superposition of charged particle states of

different momenta, since charged particle states with different momenta are required to be

dressed with soft photon clouds corresponding to different representations of the electro-

magnetic field. These orthogonal soft photon clouds will preclude any interference effects

arising from superposing charged particle states of different momenta. Nevertheless, as we

have argued above, H FK
in contains a supply of states that is adequate for analyzing many

scattering processes of interest.
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5 QED with a massless, charged Klein-Gordon field

In this section, we consider QED with the massive charged Klein-Gordon field of sec. 4

replaced by a massless charged Klein-Gordon field. Thus, we consider the theory defined by

the Lagrangian eq. (4.1) with m = 0. Most of the analysis carries through in close parallel with

the massive case. However, as we shall see, a significant difference arises in the construction

of the Faddeev-Kulish Hilbert space due to the fact that the memory representations of the

electromagnetic field needed in the construction are singular. In sec. 5.5, we shall consider

the source-free Yang-Mills case. In addition to the problems of massless QED, a new problem

arises from the fact that the “soft dressing” contributes to the Yang-Mills charge-current

flux, thereby invalidating the construction of eigenstates of large gauge charges via “dressing.”

Although one can obtain charge eigenstates by other means, there are insufficiently many

eigenstates to obtain Hilbert spaces for scattering.

1 Asymptotic quantization algebra

The asymptotic quantization of the electromagnetic field was already given in sec. 4.1, so we

need only give the asymptotic quantization of the massless charged Klein-Gordon field. As

discussed in sec. 2, the asymptotic behavior of a massless scalar field in the asymptotic past

is described by

Φ(x) := lim
I −

Ω−1φ (5.1)

(see eq. (2.18)). The symplectic form is given by

ΩKG0
I ((Φ1,Φ1), (Φ2,Φ2)) = −1

2

∫
I −

d3x
[
Φ1∂vΦ2 + Φ1∂vΦ2 − (1 ↔ 2)

]
, (5.2)
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where the superscript “KG0” denotes that this is the symplectic form of a massless scalar

field. The above symplectic form differs from eq. (2.19) only in that we are now considering

a complex, rather than real, scalar field. For the same reasons as indicated below eq. (4.15),

it is convenient to treat Φ and Φ as though they were independent quantities and to take

the asymptotic phase space to consist of the pairs (Φ,Φ). Then ΩKG0
I is a complex-bilinear

function of its variables. It is convenient, as in eq. (2.21) of sec. 2, to write Π = ∂vΦ and

Π = ∂vΦ.

In parallel with eq. (2.21), the local scalar field observables on I − are

Π(s) :=
∫
I

d3x Π(x)s(x) , Π(s) :=
∫
I

d3x Π(x)s(x) (5.3)

where s(x) is a smooth complex function on I − with conformal weight −1. Note that we

take Π(s) to be linear in s while Π(s) is antilinear in the test function s(x). The Hamiltonian

vector fields for these observables are given by the pairs (0, s) and (s, 0), respectively. The

only nonvanishing Poisson brackets are

{
Π(s1),Π(s2)

}
= −ΩKG0

I ((s1, 0), (0, s2))1 = 1
2

∫
I −

d3x [s1∂vs2 − s2∂vs1] . (5.4)

The additional factor of 2 in the above formula relative to eq. (2.22) arises because we are

now working with a complex scalar field.

The asymptotic quantization algebra, A KG0
in , for the massless charged Klein-Gordon field

is defined by starting with the free, unital ∗-algebra generated by Π(s), its formal adjoint

Π(s)∗, and the identity 1. We then factor this algebra by the linearity condition36 (A.I) and

36. Since Π(s) is a complex scalar field, the scalar multiplication in the linearity condition (A.I) must be
extended to C.
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the commutation relation

[Π(s1)∗,Π(s2)] = −iΩKG0
I ((s1, 0), (0, s2))1 (5.5)

together with vanishing commutators for Π(s1) and Π(s2).

The Hadamard condition on states ωKG0 on A KG0
in is that the 2-point function ωKG0(Π(x1)Π(x2))

is smooth, whereas

ωKG0(Π(x1)∗Π(x2)) = − 1
π

δS2(xA
1 , x

A
2 )

(v1 − v2 − i0+)2 + P (x1, x2) (5.6)

where P is a (state dependent) smooth function on I − × I − with P (x1, x2) = P (x2, x1).

In addition, the connected n-point functions for n ̸= 2 of ωKG0 are required to be smooth.

The 2-point function of the Poincaré invariant vacuum state ωKG0
0 is given by eq. (5.6) with

P = 0.

Finally, we require that P and all connected n-point functions of ωKG0 for n ̸= 2 decay

for any set of |vi| → ∞ as O((∑i v
2
i )−1/2−ϵ) for some ϵ > 0.

2 Extension to include charges and Poincaré generators

We have already given the extension of A EM
in to A EM

in,Q and A EM
in,QP in sec. 4.2, so we need

only obtain the charge and Poincaré observables for the massless Klein-Gordon field to obtain

the desired extensions of the algebra of observables for massless QED.

Classically, the action of the large gauge transformations parametrized by the smooth

function λ(xA) on S2 is given by

Φ(x) → eiqλΦ(x) (5.7)
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where q is the charge of the Klein-Gordon field. The observables Π and Π transform as

Π(s) 7→ Π(eiqλs) , Π(s) 7→ Π(eiqλs). (5.8)

The vector field field on the asymptotic Klein-Gordon phase space associated with infinitesimal

gauge transformation is thus iqλ(−Φ,Φ). This is the Hamiltonian vector field of the observable

J (λ) = −iq

2

∫
I −

d3x λ(xA)
[
Φ(x)Π(x) − Φ(x)Π(x)

]
. (5.9)

Thus, J (λ) is the infinitesimal generator of the gauge transformations eq. (5.7), i.e., it is the

contribution of the KG field to the “charge”. (However, we use the letter “J ” rather than “Q”

since the right side of eq. (5.9) corresponds to the integrated Klein-Gordon charge-current

flux Jµn
µ through I −.) The Poisson brackets J (λ) with Π(s) and Π(s) are

{
J (λ),Π(s)

}
= qΠ(iλs) ,

{
J (λ),Π(s)

}
= qΠ(iλs) (5.10)

whereas {J (λ),J (λ′)} = 0. Of course, J (λ) has vanishing Poisson brackets with the

electromagnetic field observables.

As previously found in sec. 4.2, the generator of large gauge transformations on the

asymptotic Maxwell phase space is the memory, eq. (4.32). Thus, the observable that

generates large gauge transformations on the full Klein-Gordon-Maxwell phase space is37

Qi0(λ) = J (λ) + 1
4π∆(λ). (5.11)

By arguments similar to those given in the massive case in sec. 4.2, it can be seen that Qi0(λ)

can be obtained by taking limits of surface integrals of the electric field as one approaches i0

37. If a massive charged Klein-Gordon also is present, then the additional term Qi−(λ) would also be
present on the right side of eq. (5.11).
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along I −, so the subscript “i0” is appropriate.

In parallel with the massive case, the algebra A 0
in := A KG0

in ⊗ A EM
in can now be extended

to an algebra A 0
in,Q by including the algebra elements J (λ) and ∆(λ) (and, hence, Qi0(λ))

satisfying commutation relations corresponding to the above Poisson bracket relations.

The Poincaré transformations act naturally on I −. As in the massive case, each

infinitesimal Poincaré transformation P is generated by an observable FP on phase space.

Writing P = T +X where T is a translation and X is a Lorentz transformation, the Poisson

brackets of the Poincaré generators with the Klein-Gordon observables are

{FT ,Π(s)} = Π(£T s) , {FX ,Π(s)} = Π(£Xs+ 1
2sDAX

A) (5.12a)

{FT ,J (λ)} = 0 , {FX ,J (λ)} = J (£Xλ) (5.12b)

and the Poisson brackets of the Poincaré generators with memory, charges at spatial infinity

and themselves are given by eqs. (4.53a)–(4.54b).

As in the massive case, the algebra A 0
in,Q can be further extended to an algebra A 0

in,QP by

including algebra elements associated with these observables satisfying commutation relations

corresponding to these Poisson bracket relations.

3 Fock representations

In analogy with the massive case, we now construct the Fock representation of A KG0
in based

upon the Poincaré invariant vacuum state.38 The Fock representations of A EM
in of interest

38. In a similar manner to the electromagnetic case, there exists a memory effect for the massless Klein-
Gordon field as well as a “scalar charge” at spatial infinity relating the “in” and “out” memories (see e.g.
[123] and sec. F.2 of [1]). In the absence of a “source” for the massless scalar field, the scalar memory is
conserved in scattering. Therefore in massless QED, we may restrict attention to “in” states with zero “scalar
memory” for simplicity.
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were already constructed in sec. 4.3.2.

The Poincaré invariant vacuum state is the Gaussian state determined by a vanishing

1-point function and 2-point function given by (see eq. (5.6))

ωKG0
0 (Π(s1)∗Π(s2)) = − 1

π

∫
R2×S2

dv1dv2dΩ
s1(v1, xA)s2(v2, xA)

(v1 − v2 − i0+)2 (5.13)

for all test functions s1(x) and s2(x). The 2-point function gives rise to the inner product

⟨s1|s2⟩ := ωKG0
0 (Π(s1)∗Π(s2)) = 2

∞∫
0
ωdω

∫
S2

dΩ ŝ1(ω, xA)ŝ2(ω, xA). (5.14)

on complex-valued test functions on I −, where in the last equality we have rewritten eq. (5.13)

in terms of the positive frequency parts of the Fourier transform of the test functions. The

completion of the space of test functions yields the “one-particle” Hilbert space H KG0. The

corresponding Fock space for particles is

FKG0
particles = C ⊕

⊕
n≥1

(
H KG0 ⊗S · · · ⊗S H KG0)︸ ︷︷ ︸

n times

. (5.15)

An identical construction with the inner product ⟨s1|s2⟩ yields the “one antiparticle” Hilbert

space H
KG0 and corresponding Fock space FKG0

antiparticles. One can decompose Π(s) and

Π(s)∗ into creation and annihilation operators for particles and antiparticles as in eq. (4.72)

but we shall not need to do so here. The full Fock space of particles and antiparticles is then

FKG0 = FKG0
particles ⊗ FKG0

antiparticles. (5.16)

The algebraic state ωKG0
0 is the vacuum state of the Fock space which we denote as |ωKG0

0 ⟩ ∈

FKG0. A dense set of Hadamard states in this Fock space is generated by the linear span of

the vacuum |ωKG0
0 ⟩ and symmetric tensor products of particle and antiparticle wave packet
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states.

As in the massive case, the large gauge transformations and Poincaré transformations

have a strongly continuous unitary action on FKG0, so FKG0 carries a representation of

A KG0
in,QP. The vacuum state |ωKG0

0 ⟩ is invariant under these transformations. The large gauge

transformations act on the one-particle/antiparticle spaces as multiplication by a phase. The

Poincaré group acts on the one-particle/antiparticle spaces by its natural action on I −.

As in the massive case, it will be useful to express FKG0 as a direct integral over improper

momentum eigenstates. It is useful to parametrize the plane wave solution of 4-momentum

p by p = (ω, xA
p ), where ω is the frequency of the wave and xA

p ∈ S2 is the direction of the

plane wave. As in the massive case, we define H KG0
p to be the one-complex-dimensional

Hilbert space for particles spanned by |p⟩ and we define

H KG0
p1...pn

= H KG0
p1 ⊗S · · · ⊗S H KG0

pn
, (5.17)

which is spanned by |p1, . . . , pn⟩. We similarly define H
KG0
q and H

KG0
q1...qn

for antiparticles.

The Fock space can then be written as

FKG0 ∼=
⊕

n,m≥0

∫
(C+)n+m

d3p1 . . . d
3pnd

3q1 . . . d
3qm H KG0

p1...pn
⊗ H

KG0
q1...qm (5.18)

where d3p denotes the Lorentz invariant measure d3p = ωdωdΩ on the positive frequency

“cone” C+ := {(ω, xA
p ) | ω > 0}. An arbitrary state |Ψ⟩ ∈ FKG0 can be expressed as

|Ψ⟩ =
∑
n,m

∫
(C+)n+m

d3p1 . . . d
3pnd

3q1 . . . d
3qm ψnm(p1, . . . , qm) |p1 . . . pn⟩ ⊗ |q1 . . . qm⟩

(5.19)

where ψnm is a complex, square-integrable function invariant under permutations of pi and

permutations of qi and supported on non-negative frequencies.
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Again, the Fock space decomposition eq. (5.18) corresponds to the spectral decomposition

of the charge-current flux operator J (λ). Formally, we have

J (λ) |p1 . . . pn⟩ ⊗ |q1 . . . qm⟩ = q

( n∑
i=1

λ(xA
pi

) −
m∑

i=1
λ(xA

qi
)
)

|p1 . . . pn⟩ ⊗ |q1 . . . qm⟩ . (5.20)

The formal “unsmeared” action of J (xA) on plane wave states is the sum of δ-functions on

S2 whose support is determined by the momenta of the plane waves

J (xA) |p1 . . . pn⟩ = q

( n∑
i=1

δS2(xA
pi
, xA)

)
|p1 . . . pn⟩ (5.21)

J (xA) |q1 . . . qn⟩ = −q
( n∑

i=1
δS2(xA

qi
, xA)

)
|q1 . . . qn⟩ . (5.22)

The action of J (λ) on a proper state |Ψ⟩ ∈ FKG0 lying in the subspace of n particles and

m antiparticles is given by

J (λ) |Ψ⟩ =
∫
d3p1 . . . d

3pnd
3q1 . . . d

3qmψ(p1, . . . , pn, q1, . . . , qm)× (5.23)

q

( n∑
i=1

λ(xA
pi

) −
m∑

i=1
λ(xA

qi
)
)

|p1 . . . pn⟩ ⊗ |q1 . . . qm⟩ . (5.24)

All states in this subspace are eigenstates of the total charge operator J (1)

J (1) |Ψ⟩ = q(n−m) |Ψ⟩ . (5.25)

However, for non-constant λ, there are no proper eigenstates of J (λ) apart from the vacuum

state.
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4 Faddeev-Kulish representation

We now turn to the construction of the analog for massless QED of the Faddeev-Kulish

Hilbert space for massive QED given in sec. 4.4. Again, the key idea is to make use of

conservation of large gauge charge at spatial infinity, eq. (4.76), and construct “in” and “out”

Hilbert spaces composed of states that are eigenstates of all the large gauge charges at spatial

infinity (including total electric charge).

The large gauge charges at spatial infinity are now given by

Qi0(λ) = J (λ) + 1
4π∆(λ). (5.26)

In parallel with the massive case, to obtain states with vanishing charge, we start with the

one-dimensional Hilbert space H KG0
p1...pn

⊗ H
KG0
q1...qn

, which has vanishing total electric charge

and charge-current flux given by

J (λ) = q
n∑

i=1

(
λ(xA

pi
) − λ(xA

qi
)
)
. (5.27)

We wish to pair this state with the memory Fock space of the electromagnetic field, with

memory given by

∆(λ; p1, . . . , qn) = −4πq
n∑

i=1

(
λ(xA

pi
) − λ(xA

qi
)
)

(5.28)

for all λ. If, for all p1, . . . , qn we can find a classical, smooth electromagnetic field eA(p1, . . . , qn)

that has this memory satisfying eq. (5.28), then the Faddeev-Kulish Hilbert space

H FK0
in :=

∞⊕
n=0

∫
d3p1 . . . d

3pnd
3q1 . . . d

3qn H KG0
p1...pn

⊗ H
KG0
q1...qn

⊗ FEM
∆(p1,...,qn) (5.29)

should satisfy the desired conditions (1)–(5) of sec. 1. Thus, the key issue is whether we can

obtain an acceptable solution to eq. (5.28).
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In parallel with the massive case (see eq. (4.83)), we will be able to solve eq. (5.28) if and

only if we can solve

DA∆A = D2α = q[4πδS2(xA, xA
pi

) − 1]. (5.30)

In contrast to eq. (4.83), the right side of eq. (5.30) is not smooth. The general solution to

eq. (5.30) is

α = q log(1 − r̂ · p̂i) + const. (5.31)

where the dot product is defined by viewing xA, xA
pi

∈ S2 as unit vectors r̂, p̂i in R3, respectively,

and taking their Euclidean inner product. Thus,

∆A(xA; p) = qDA log(1 − r̂ · p̂i) (5.32)

is the unique solution to eq. (5.30), and

∆A(xA; p1, . . . , pn, q1, . . . , qn) =
n∑

i=1

(
∆A(xA, pi) − ∆A(xA, qi)

)
(5.33)

will yield a solution to eq. (5.28) via

∆(λ; p1, . . . , pn, q1, . . . , qn) =
∫
S2

dΩ DAλ ∆A(xA; p1, . . . , pn, q1, . . . , qn). (5.34)

Thus, for massless QED we can solve eq. (5.28) and perform the Faddeev-Kulish Hilbert

space construction eq. (5.29). However, there is now a very significant difference from the

massive case. As can be seen from eq. (5.32), the required memory diverges as 1/|xA − xA
pi

|

at each particle and antiparticle momentum and, hence, is not square integrable on S2.

Consequently, any classical electric field eA(v, xA; p1, . . . , qn) that gives rise to the required

memory and satisfies our required fall-off conditions in v cannot be smooth and, indeed,

cannot be square integrable on all spheres. It follows that the states in FEM
e(p1,...,qn) cannot
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be Hadamard.39 Furthermore, the failure of eA(v, xA; p1, . . . , qn) to be square integrable on

spheres implies that its classical energy flux through I − diverges

∫
I −

d3x Tvv = ∞ . (5.35)

It follows that all states in FEM
e(p1,...,qn) have infinite expected energy flux through I −.

Thus, although each charged particle and antiparticle can be “dressed with soft photons”

in a manner similar to the massive case, we find that in massless QED this “dressing” has

nontrivial angular singularities. These angular singularities correspond to the “collinear

divergences” that arise in perturbative scattering calculations in massless QED when working

with momentum eigenstates. If one chooses to ignore the physical effects of the soft photons

and calculate only probabilities for inclusive “hard” processes, the collinear divergences can

be dealt with by imposing an angular cutoff. Indeed the “Kinoshita-Lee-Nauenberg (KLN)

theorem” states that, in addition to imposing a frequency cutoff, if one imposes an angular

cut-off one can again obtain (inclusive) cross-sections by summing over all low frequency and

small angle quanta in the cutoff state and then removing the cutoffs [96, 97]. However, the

whole point of the Faddeev-Kulish construction is to take the states in the Faddeev-Kulish

Hilbert space eq. (5.29) seriously as exact “in” and “out” states of the quantum field, so

that one gets a genuine S-matrix relating them. The angular singularities represent genuine

singularities in the physical properties of these states. Thus, although a Faddeev-Kulish

Hilbert space construction can be carried out in massless QED in close parallel with massive

QED, all of the states in the resulting Hilbert space in massless QED are singular and are

not of physical relevance.

39. The failure of eA(v, xA; p1, . . . , qn) to be square integrable implies that two different choices of “dressing”
e and e′ with memory eq. (5.33) will, in general, yield unitarily inequivalent Fock representations (see
footnote 33). Therefore we must label these singular representations by the choice of dressing, e, rather than
the memory, ∆.

185



5 Source-free Yang-Mills fields

In this subsection, we consider the scattering of a source-free Yang-Mills field. As we shall

see, this provides a simple model that has features similar to both massless QED as well as

the gravitational case to be considered in sec. 6.

A Yang-Mills gauge field A
j
µ is a one-form field valued in a Lie-algebra g of a compact,

semi-simple group G. The Lagrangian for this theory is

L = −1
4F

µν,iFµν.i (5.36)

where the Yang-Mills field strength tensor is defined by

F i
µν := ∂µA

i
ν − ∂νA

i
µ + cijkA

j
µA

k
ν (5.37)

where cijk is the structure tensor of the Lie algebra g and Lie algebra indices are raised and

lowered with the (positive-definite) Cartan-Killing metric

kij := −clikckjl . (5.38)

This theory is invariant under the action of the Yang-Mills gauge transformations

Ai
µ 7→ Ai

µ + ∂µλ
i + cijkA

j
µλ

k. (5.39)

We assume that in the asymptotic past and future, the nonlinear interactions of the

Yang-Mills field with itself become negligible, and the Yang-Mills field behaves as a free

field.40 In that case, the Yang-Mills field behaves asymptotically at I − like a collection of

40. Of course, this property does not hold for the Yang-Mills fields occurring in nature on account of their
interactions with other fields, which do not become negligible in the asymptotic past and future.
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decoupled electromagnetic fields. The points of the incoming classical phase space are again

given by the specification of the pullback of Ai
µ to I −. We again choose a gauge where

nµAi
µ|I − = 0 and denote the pullback of Ai

µ to I − in our chosen gauge as Ai
A.

The local field observables on phase space are again the smeared electric fields

E(s) =
∫

I −

d3x Ei
A(x)sA

i (x) (5.40)

where sA
i is a Lie-algebra valued test vector field on I − and

Ei
A = −£nA

i
A = −∂vA

i
A

(5.41)

is the pullback of F i
µνn

ν to I −. Note that E(s) generates the infinitesimal affine transfor-

mation Ai
A → Ai

A − 2πϵsi
A on phase space.

In exact parallel to the electromagnetic case, the algebra A YM
in is defined to be the free

algebra generated by the smeared field E(s) satisfying (B.I)–(B.III) in sec. 4.1 where the

symplectic form of the Yang-Mills field on I − is

ΩYM
I (A1, A2) = − 1

4π

∫
I −

dvdΩ
[
E

A,i
1 A2A,i − E

A,i
2 A1A,i

]
. (5.42)

The corresponding Hadamard regularity condition on the asymptotic states of the Yang-Mills

field is that the 2-point function has the form

ω(Ei
A(x1)Ej

A(x2)) = −
kijqABδS2(xA

1 , x
A
2 )

(v1 − v2 − i0+)2 + S
ij
AB(x1, x2) (5.43)

where Sij
AB is a (state-dependent) smooth bi-tensor on I − that is symmetric under the

simultaneous interchange of x1, x2 and the indices A,B and i, j. Additionally, the connected

n-point functions for n ̸= 2 are smooth. We also impose the same decay requirements of Sij
AB
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and all connected n-point functions for n ̸= 2 as in the electromagnetic case in sec. 4.1. The

2-point function of the vacuum state ω0 takes the form of eq. (5.43) with S
ij
AB = 0.

Apart from the extra Lie algebra index, there is no difference between Yang-Mills theory

and electromagnetism in the above construction of the algebra of asymptotic local field

observables and the regularity conditions on states. However, a significant difference with

electromagnetism arises when we consider the extension of the algebra to include large gauge

charges. In the Yang-Mills case, the infinitesimal action of a large gauge transformation is

given by

Ai
A 7→ Ai

A + ϵ
[
DAλ

i + cijkA
j
Aλ

k
]
, Ei

A 7→ Ei
A + ϵcijkE

j
Aλ

k. (5.44)

In particular, the electric field Ei
A is no longer gauge invariant. The “charge” that generates

this infinitesimal gauge transformation is

QYM
i0 (λ) := − 1

4π

∫
I −

d3x
(
2cijkλiA

A,jEk
A + λiDAEA,i

)
(5.45)

where the subscript “i0” again has been inserted to indicate that — assuming that no

additional fields with Yang-Mills charge are present — QYM
i0 (λ) can be obtained by taking

limits of surface integrals of the Yang-Mills electric field as one approaches i0 along I −, as

can be shown by arguments similar to the massive and massless QED cases.

It is useful to separate the contributions to QYM
i0 (λ) into their linear and nonlinear

parts. The linear part is the memory of the Yang-Mills field associated with large gauge

transformation λ:
∆YM(λ) := −

∫
I −

dvdΩ Ei
A(v, xB)DAλi(xB). (5.46)

Although the memory is no longer the generator of large gauge transformations, it is still an
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observable on the asymptotic phase space, since 1
4π ∆YM(λ) generates the affine transformation

Ai
A 7→ Ai

A + ϵDAλ
i , Ei

A 7→ Ei
A. (5.47)

The nonlinear part of QYM
i0 (λ) is the Yang-Mills charge-current flux observable

J YM(λ) := 1
2π

∫
I −

dvdΩ cijkλiA
A,jEk

A . (5.48)

By definition, we have

QYM
i0 (λ) = J YM(λ) + 1

4π∆YM(λ). (5.49)

This is closely analogous to eq. (5.11) except that now, the “null memory” J YM(λ) arises

from the Yang-Mills field itself, not some additional massless charged field.

The Poisson brackets of QYM
i0 (λ) and ∆YM(λ) with themselves and with the local fields

E(s) can be computed using eq. (2.7) from the above phase space transformations that they

generate. We obtain

{QYM
i0 (λ), E(s)} = E([λ, s]) , {∆YM(λ), E(s)} = 0 (5.50a)

{∆YM(λ1),∆YM(λ2)} = 0 , {QYM
i0 (λ1),∆YM(λ2)} = ∆YM([λ1, λ2]) (5.50b)

{QYM
i0 (λ1),QYM

i0 (λ2)} = QYM
i0 ([λ1, λ2]) (5.50c)

where the bracket denotes the Lie bracket [X, Y ]i = cijkX
jY k between any two elements

X, Y of the Lie-algebra g. Finally, the action of the infinitesimal Poincaré tranformations FP

with E(s),∆YM(λ),Qi0(λ) and themselves are again given by eqs. (4.52)–(4.54b).

In exact parallel with sec. 4.2 and 5.2, the algebra A YM
in can be extended to A YM

in,QP by

including QYM
i0 (λ), ∆YM(λ) and the Poincaré generators FP in the algebra, with commutation

relations corresponding to the above Poisson bracket relations. In addition, as before, we
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impose the further condition on states

ω(∆YM(λ)) = −
∫

I −

dvdΩ ω(Ei
A(v, xB))DAλi(xB) , (5.51)

which ensures that the expectation value of the memory observable corresponds to eq. (5.46).

The Fock representations FYM
∆ of A YM

in can be constructed in direct analogy to elec-

tromagnetic case. The GNS construction based upon the vacuum state ω0 again yields the

standard Fock space FYM
0 , for which every state is an eigenstate of ∆YM(λ) with vanishing

eigenvalue. Representations of nonvanishing memory can be constructed in the same manner

as discussed in sec. 4.3.2. The representation of A YM
in on zero-memory Fock space FYM

0 can

be extended to a representation of A YM
in,QP. However, this is not possible for the representa-

tions of nonvanishing memory on account of the nontrivial commutation relations of ∆YM(λ)

with both QYM
i0 (λ) and with Lorentz generators.

As in electromagnetism, the zero-memory Fock space FYM
0 can be represented as a direct

integral of “improper” plane wave states. As before, an arbitrary state |Ψ⟩ ∈ FYM
0 can be

expressed as

|Ψ⟩ =
∑
n

∫
(C+)n

d3p1 . . . d
3pn ψA1...An

(n)i1,...,in
(p1, . . . , pn)εi1

A1
. . . εin

An
|p1, . . . , pn⟩ (5.52)

where ψ(n) is a complex L2 tensor-field and εi
A denotes Lie-algebra valued “polarization

vectors” which satisfy

kijε
i
Aε

j
B = 1

2qAB , qABεi
Aε

j
B = 1

n
kij (5.53)

where n is the dimension of the group G. The corresponding Fock space decomposition

corresponds to the spectral decomposition the “null memory operator” J YM(λ). Formally
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we have,

J YM(λ)εi1
A1
. . . εin

An
|p1, . . . , pn⟩ =

(
ci1jkλ

j(xA
p1)εk

A1 . . . ε
in
An

+ · · · + cinjkλ
j(xA

pn
)εi1

A1
. . . εk

An

)
|p1, . . . , pn⟩

(5.54)

In the “unsmeared” form, the formal action of J YM(xA) on plane wave states is given by

J YM
j (xA)εi1

A1
. . . εin

An
|p1, . . . , pn⟩ =

(
δS2(xA, xA

p1)ci1jkε
k
A1 . . . ε

in
An

+ · · · + δS2(xA, xA
pn

)cinjkε
i1
A1
. . . εk

An

)
|p1, . . . , pn⟩ .

(5.55)

We turn now to the issue of whether analogs of the Faddeev-Kulish “in” and “out” Hilbert

spaces can be constructed.41 As the in the case of Maxwell fields, for solutions to the

Yang-Mills equations which are suitably regular at spatial infinity, the charges obtained from

the limit along past and future null infinity to spatial infinity match by

QYM,in
i0 (λ) = QYM,out

i0 (λ ◦ Υ) (5.56)

where Υ is the antipodal map on S2. Therefore, we are again led to seek “in” and “out”

Hilbert spaces composed of eigenstates of the charge observable

QYM
i0 (λ) = J YM(λ) + 1

4π∆YM(λ). (5.57)

It should be noted first, that, in contrast to the abelian case, the charge operator now

satisfies the nontrivial commutation relation [QYM
i0 (λ1),QYM

i0 (λ2)] = QYM
i0 ([λ1, λ2]). For a

semisimple Lie group as considered here, it follows that there cannot exist any eigenstate

of QYM
i0 (λ) for all λi unless the eigenvalues vanish for all λi. (In massive and massless

41. Dressed states in non-abelian gauge theories have been previously considered in, e.g. [124, 125, 126].
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QED, eigenstates of QYM
i0 (λ) of nonzero eigenvalue exist, although we restricted to vanishing

eigenvalue in order to have an infinitesimal action of the Lorentz group.) In the case of

massive and massless QED in sec. 4.4 and 5.4, the analog of J YM(λ) was played by the

charge or current flux of an additional scalar field. In those cases, we can choose an (improper)

eigenstate of this scalar field observable and then “dress” it with electromagnetic field states

belonging to a corresponding memory representation. However, in the present case, J YM(λ)

and ∆YM(λ) arise from the same Yang-Mills field, so we cannot independently choose the

eigenstate of J YM(λ) and the memory representation to which it belongs.

To gain insight into the nature of the difficulty caused by the fact that J YM(λ) and

∆YM(λ) arise from the same field, let us attempt to construct eigenstates of QYM
i0 (λ)

with vanishing eigenvalue by following a similar procedure to that used in massless QED.

As in massless QED, we can start with an improper plane wave momentum eigenstate

εi1
A1
. . . εin

An
|p1 . . . pn⟩ in the zero memory incoming Fock space FYM

0 . This state is an

eigenstate of J YM(λ) with eigenvalue given by eq. (5.55). We now wish to “dress” this state

with “soft YM particles” belonging to the memory representation with −∆YM(λ)/4π equal

to this eigenvalue, so as to produce an eigenstate of QYM
i0 (λ) with vanishing eigenvalue. As

in massless QED, on account of the δ-functions on S2 appearing in eq. (5.55), the required

memory will be singular, and the dressed states will have infinite expected total energy flux.

Thus, as in massless QED, the states constructed in this manner will be unphysical. However,

a further major difficulty occurs in the Yang-Mills case because the “dressing” now also

contributes to the Yang-Mills charge-current flux. Since the dressing is singular the Yang-Mills

charge-current flux of the “dressing” is infinite and so the resulting “dressed state” cannot

be defined. Furthermore, even if the dressing could be defined, the resulting state would no

longer be an eigenstate of J YM(λ) and, hence, is not an eigenstate of QYM
i0 (λ). Thus, the

states produced by the Faddeev-Kulish “dressing” procedure are not only unphysical but

they do even yield the desired eigenstate property that motivated their construction.
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Thus, in order to implement the strategy for constructing “in” and “out” Hilbert spaces

based upon the conservation law eq. (5.56), we must seek eigenstates of QYM
i0 (λ) of vanishing

eigenvalue by some procedure other than “dressing.” To see the nature of the restrictions on

states imposed by the eigenstate condition, we note that, by definition, for any eigenstate ω

of QYM
i0 (λ) with vanishing eigenvalue, we have

ω(QYM
i0 (λ)E(s)) = ω(E(s)QYM

i0 (λ)) = 0. (5.58)

However, the commutation relation eq. (5.50a) then implies

cijkω(Ej
A(x))λk = 0 for all λk(xA). (5.59)

which, for a semi-simple Lie algebra, implies, in turn, that

ω(Ej
A(x)) = 0 . (5.60)

Thus, the 1-point function of any eigenstate must vanish. Note that it then follows from

eq. (5.51) that — in contrast with massless QED — the expected memory must vanish. It

also then follows that the expected Yang-Mills charge-current flux must vanish. By similar

arguments, the 2-point must satisfy

ci1jkω(Ek
A1(x1)Ei2

A2
(x2)) + ci2jkω(Ei1

A1
(x1)Ek

A2(x2)) = 0. (5.61)

This implies that ω(Ei1
A1

(x1)Ei2
A2

(x2)) must be proportional to ki1i2 . This condition is

satisfied by choices of Sij
AB(x1, x2) in eq. (5.43) of the form S

ij
AB(x1, x2) = S′

AB(x1, x2)kij .

Nevertheless, this is an extremely restrictive condition on the 2-point function. More generally,

the n-point correlation functions of ω must be proportional to Casimirs42 of the Lie algebra g.

42. For a semi-simple Lie algebra g, the number of independent Casimirs is finite and is equal to the rank
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Thus, although there exist nontrivial algebraic eigenstates of QYM
i0 (λ), it is clear that there

are insufficiently many states to obtain a Hilbert large enough to carry representatives of all

“hard” scattering processes.

In summary, in Yang-Mills theory, the Faddeev-Kulish “dressing” procedure fails to produce

eigenstates of QYM
i0 (λ). Although eigenstates of QYM

i0 (λ) do exist, there are insufficiently

many of them for scattering theory. Thus, the attempt to construct “in” and “out” Hilbert

spaces composed of eigenstates of charges fails. In the next section, we will see that in the

gravitational case, this failure is even more dramatic, since there are no eigenstates of the

large gauge (i.e., supertranslation) charges at all except for the vacuum state.

6 Vacuum general relativity

In this section we turn our attention to the asymptotic quantum theory of full nonlinear

general relativity at null infinity. There are many nontrivial, unresolved issues concerning the

formulation of quantum gravity in the bulk. However, as has been emphasized by Ashtekar

[64, 3], in asymptotically flat spacetimes the asymptotic phase space of general relativity at

null infinity is an affine manifold similar to that of electromagnetism. Consequently, one can

quantize the asymptotic degrees of freedom in exact parallel with the electromagnetic case.

The asymptotic symmetries of general relativity are the BMS transformations, which enlarge

the Poincaré group by the inclusion of supertranslations. The supertranslations play a role in

the asymptotic quantization of general relativity that is closely analogous to the role played

by large gauge transformations in electromagnetism.

We present the asymptotic quantization algebra of local field observables for general

relativity in sec. 6.1. The extension of this algebra to include the charges that generate BMS

of g. For g = su(n), the number of independent Casimirs is n − 1.
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transformations is given in sec. 6.2. We then show in sec. 6.3 that an analog of Faddeev-Kulish

“in” and “out” Hilbert spaces does not exist in quantum gravity.

1 Asymptotic quantization of general relativity

As discussed in [99], the points in the asymptotic phase space of general relativity at past null

infinity can be specified by an equivalence class of derivative operators intrinsic to I −. For

our purposes, it is convenient to instead adopt the following equivalent formulation. Choose

a Bondi advanced time coordinate v and consider the foliation of I − by the cross-sections

with v = constant. This foliation determines a unique null vector lµ at I − which is normal

to the cross-sections and at I − satisfies

lµnµ = −1 , lµlµ = 0. (6.1)

Then, the points of the asymptotic phase space are specified by the shear of lµ which is

defined by43

σµν = (qµαqν
β − 1

2qµνq
αβ)∇αlβ (6.2)

where qµν is the metric on the cross-sections. Since σµν is orthogonal to lµ and nµ, we can

write it as σAB . In general relativity, σAB is the analogue of the vector potential AA in the

electromagnetic case. The analogue of the electric field EA is given by the News tensor NAB

defined as

NAB := 2£nσAB = 2∂vσAB . (6.3)

43. Alternatively, one can define a symmetric trace free tensor, CAB, as defined below eq. (2.111), which
correspond to the angular components of the physical metric at order 1/r in Bondi coordinates in the bulk
spacetime. This is related to the shear that we have defined by CAB = −2σAB ; see [127].
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The asymptotic symplectic form is then given by

ΩGR
I (σ1, σ2) = 1

16π

∫
I −

d3x
[
NAB

1 σ2AB −NAB
2 σ1AB

]
. (6.4)

The local field observables are the smeared News

N(s) :=
∫

I −

d3x NAB(x)sAB(x) . (6.5)

where sAB is a real test tensor field. The smeared News generates the affine transformation

σAB 7→ σAB + ϵ8πsAB on phase space. The Poisson brackets of the smeared News are

computed to be

{
N(s1), N(s2)

}
= −64π2ΩGR

I (s1, s2)1 = 8π
∫

I −

d3x
[
s1AB∂vs

AB
2 − s2AB∂vs

AB
1

]
. (6.6)

In exact parallel with electromagnetism, the asymptotic quantization algebra of local field

observables, A GR
in , is defined to be the unital ∗-algebra generated by the elements N(s),

N (s)∗ and 1, factored by the following relations:

(C.I) N (c1s1 + c2s2) = c1N (s1) + c2N (s2) for any sAB
1 , sAB

2 and any c1, c2 ∈ R

(C.II) N (s)∗ = N (s) for all sAB

(C.III) [N (s1),N (s2)] = −64π2iΩGR
I (s1, s2)1

The Hadamard regularity condition on asymptotic states ω on the News algebra A GR
in

analogous to eq. (3.5) is that the 2-point function has the form

ω(NAB(x1)NCD(x2)) = −8

(
qA(CqD)B − 1/2qABqCD

)
δS2(xA

1 , x
A
2 )

(v1 − v2 − i0+)2 + SABCD(x1, x2)

(6.7)
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where SABCD is a (state-dependent) bi-tensor on I − that is symmetric in A,B and in

C,D, satisfies qABSABCD = qCDSABCD = 0 and is symmetric under the simulataneous

interchange of x1 with x2 and the pair of indices A,B with the pair C,D. As before, we also

require that SABCD and the connected n-point functions for n ̸= 2 of a Hadamard state on

I − are smooth and decay as O((∑i v
2
i )−1/2−ϵ) for some ϵ > 0.

2 Extension of the asymptotic quantization algebra to include BMS charges

The gauge symmetries of general relativity are the diffeomorphisms on spacetime. However,

the transformations induced by diffeomorphisms that preserve the asymptotic structure of

spacetime but do not vanish at null infinity are not degeneracies of the symplectic form

and must be treated as symmetries. The group of such diffeomorphisms is known as the

Bondi-Metzner-Sachs (BMS) group. For a given choice of Bondi advanced time coordinate

v on I −, the vector field ξµ that generates an arbitrary infinitesimal BMS transformation

takes the form

ξµ = (f + 1
2vDAX

A)nµ +Xµ . (6.8)

Here f(xA) is an arbitrary smooth function on S2 with conformal weight +1, and Xµ is a

vector field tangent to the cross-sections of I that is a conformal Killing vector field on the

2-sphere. By a slight abuse of the notational conventions44 stated at the end of sec. 0.3, we

will denote this vector field as XA. The transformations with XA = 0 are referred to as

supertranslations and the supertranslations with f given by a linear combination of ℓ = 0, 1

spherical harmonics are the ordinary translations. The transformations generated by XA

are Lorentz transformations. However, it should be noted that the decomposition of ξµ into

a supertranslation and a Lorentz transformation depends on the choice of Bondi advanced

44. By the conventions of sec. 0.3, XA would denote an equivalence class of vector fields Xµ modulo
multiples of nµ. Here, since we have made a choice of Bondi advanced time coordinate v, we use XA to
denote the particular representative that is tangent to the cross-sections of constant v.
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time coordinate v, i.e., if ξµ is a “pure Lorentz transformation” (f = 0) for one choice of v, it

would correspond to a Lorentz transformation (with the same XA) plus a supertranslation

for other choices of v.

The action of an infinitesimal BMS transformation of the form eq. (6.8) on phase space is

given by the following affine transformation

σAB 7→ σAB + ϵ
[1

2(f + 1
2vDCX

C)NAB + (DADB − 1
2qABD2)f + £XσAB

− 1
2(DCX

C)σAB

]
NAB 7→ NAB + ϵ

[
(f + 1

2vDCX
C)∂vNAB + £XNAB

]
.

Note that NAB is not invariant under BMS symmetries. The charge observable that generates

this infinitesimal BMS transformation is given by (see [127])

QGR
i0 (f,X) = 1

16π

∫
I −

dvdΩ NAB

[
1
2(f + 1

2vDCX
C)NAB + DADBf

+ £XσAB − 1
2(DCX

C)σAB

]
.

(6.9)

As we shall now explain, we have inserted the subscript “i0” on QGR
i0 (f,X) for reasons

analogous our use of this notation in massive and massless QED. As shown in [21, 127], the

right-hand-side of eq. (6.9) can be written as45

1
16π

∫
I −

dvdΩ NAB
[1

2(f + 1
2vDCX

C)NAB + DADBf + £XσAB − 1
2(DCX

C)σAB

]

= lim
v→∞ QGR

v (f,X) − lim
v→−∞

QGR
v (f,X)

(6.10)

45. Note that eq. (6.10) has a relative overall sign compared to eq. (1.18) in sec. 1 due to the fact that we
are now working at I − rather than I +.
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with

QGR
v (f,X) = 1

8π

∫
S(v)

dΩ
[

1
2(f + 1

2vDAX
A)σABNAB +XAσABDCσ

BC − 1
4σ

2DCX
C

+ Ω−1Cµνλρξ
µlνnλlρ

]
(6.11)

where σ2 := σABσ
AB , the integral on the right side is taken over the cross-section, S(v) ∼= S2,

of advanced time v on I −, and Cµνλρ is the Weyl tensor of the conformally-completed

spacetime. If massive fields (or black/white holes) are present, they would, in general,

contribute to lim
v→−∞

QGR
v (f,X) in a manner similar to massive QED. We will assume, for

simplicity, that this is not the case and thus that46 lim
v→−∞

QGR
v (f,X) = 0. In that case,

eq. (6.10) shows that QGR
i0 (f,X) can be obtained as a limit of a surface integral of local

quantities as one approaches spatial infinity, i0, along I −. Thus, the subscript “i0” is

appropriate in eq. (6.9).

As in the Yang-Mills case, it is useful to separate the contributions to QGR
i0 (f,X) into

their linear and nonlinear parts. The linear term arises only for supertranslations and defines

the gravitational memory observable

∆GR(f) := 1
2

∫
I −

dvdΩ NAB(v, xC)DADBf(xC) (6.12)

which, we note, vanishes if f is a linear combination of ℓ = 0, 1 spherical harmonics. On the

asymptotic phase space, 1
8π ∆GR(f) generates the affine transformation

σAB 7→ σAB + ϵ(DADB − 1/2qABD2)f

NAB 7→ NAB .

(6.13)

46. We emphasize that the conclusions of sec. 6.3 and, in particular, Theorem 5 do not depend upon this
assumption.
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For XA = 0, the supertranslation charge QGR
i0 (f), which generates supertranslations by

eq. (6.9) with XA = 0, is given by

QGR
i0 (f) = J GR(f) + 1

8π∆GR(f) (6.14)

where
J GR(f) := 1

32π

∫
I −

dvdΩ fNABNAB (6.15)

is called the null memory. If massless fields with stress energy Tµν are present they will, in

general contribute to the null memory by the simple substitution NABNAB → NABNAB +

32πΩ−2Tµνn
µnν in eq. (6.15). However, for simplicity, we shall consider only case of vacuum

gravitational fields in this section.

The Poisson bracket of QGR
i0 (f,X) with the local News observable is given by

{
QGR

i0 (f,X), N(s)
}

= N(s′) (6.16)

where s′
AB = (f + 1

2vDCX
C)∂vsAB + £XsAB − 1

2(DCX
C)sAB . We also have

{
QGR

i0 (f1),QGR
i0 (f2)

}
= 0 ,

{
QGR

i0 (X1),QGR
i0 (X2)

}
= QGR

i0 ([X1, X2]), (6.17a){
QGR

i0 (X),QGR
i0 (f)

}
= QGR

i0 (£Xf − 1/2(DAX
A)f) (6.17b)

where [X1, X2] is the Lie bracket of XA
1 and XA

2 . The memory observable has vanishing

Poisson brackets with the News and with itself

{
∆GR(f), N(s)

}
= 0,

{
∆GR(f1),∆GR(f2)

}
= 0. (6.18)
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Finally, we have

{
QGR

i0 (f1),∆GR(f2)
}

= 0,
{
QGR

i0 (X),∆GR(f)
}

= ∆GR(£Xf − 1/2(DAX
A)f). (6.19)

Thus, the memory observable is supertranslation-invariant but not Lorentz-invariant.

In exact parallel with massive and massless QED and Yang-Mills theory, we now can

extend the algebra, A GR
in , of asymptotic local field observables to an algebra A GR

in,Q by

including QGR
i0 (f,X) and ∆GR(f) in the algebra, with commutation relations corresponding

to the above Poisson bracket relations. (The Poincaré generators are, of course, already

included in the BMS charges QGR
i0 (f,X), so there is no need for a further extension of the

algebra.) In parallel with eqs. (4.45) and (5.51) we impose on states the condition

ω(∆GR(f)) = 1
2

∫
I −

dvdΩ ω(NAB(v, xA))DADBf. (6.20)

The Fock representations of A GR
in can be constructed in direct analogy to electromagnetic

case. The GNS construction based upon the vacuum state ω0 again yields the standard Fock

space, FGR
0 , for which every state is an eigenstate of ∆GR(f) with vanishing eigenvalue.

Again, representations of nonvanishing memory, FGR
∆ , can be constructed in the same

manner as discussed in sec. 4.3.2. The representation of A GR
in on the zero-memory Fock

space can be extended to a representation of A GR
in,Q. The representations of A GR

in on the

Fock spaces of nonzero memory can be extended to include representatives of the generators

of supertranslations, QGR
i0 (f). However, the representations of nonzero memory cannot be

extended to include representatives of the generators of infinitesimal Lorentz transformations,

QGR
i0 (X), on account of the nontrivial commutation relation of ∆GR(f) with QGR

i0 (X). In

particular, angular momentum is not well-defined on the Fock spaces of nonzero memory.
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3 Faddeev-Kulish representations do not exist in quantum gravity

For solutions of the vacuum Einstein equation that satisfy the Ashtekar-Hansen [61] asymptotic

flatness conditions together with an additional null regularity condition at spatial infinity, it

was shown in [26, 62] that the charges QGR
i0 (f,X) obtained from the limit along past null

infinity are matched antipodally to the similarly defined charges obtained from the limit

along future null infinity.47 In particular the supertranslation charges satisfy

QGR,in
i0 (f) = QGR,out

i0 (f ◦ Υ) (6.21)

where, as before, Υ is the antipodal map on S2. This is an exact analog of eq. (4.76) in

electromagnetism. As previously explained in sec. 4.4, this conservation law provides a

potential means of constructing “in” and “out” Hilbert spaces satisfying the desired properties

(1)–(5) given in sec. 1. Namely, if we can construct an “in” Hilbert space composed entirely of

eigenstates of the supertranslation charges, it will evolve to an “out” Hilbert space composed

of eigenvectors of corresponding eigenvalue. In order to have a continuous action of the

Lorentz group, we must choose the eigenvalues of all of the charges to vanish. If such “in”

and “out” Hilbert spaces of vanishing charges are separable and contain sufficiently many

states to account for all “hard” scattering processes, then properties (1)–(5) should hold.

In massive QED, this strategy was successfully implemented by the Faddeev-Kulish

construction described in sec. 4.4. In this construction, one “dresses” each momentum

eigenstate of the incoming massive charged particles with an electromagnetic state belonging

to the memory representation whose memory cancels the large gauge charges of the incoming

charged particle state, so as to produce an eigenstate of vanishing eigenvalue of all of the total

large gauge charges. As shown in sec. 5.4, in massless QED, the same “dressing” construction

47. For linearized gravity around a Minkowski background, the matching of the supertranslation charges is
also shown in [128, 25] (see also [129]).
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can be given. However, the required memory in this case is singular — so singular that the

“soft photon dressing” has infinite energy flux. As shown in sec. 5.5, the situation is worse

in Yang-Mills theory. Not only is a singular “dressing” required, but the “dressing” does

not provide eigenstates of charge. Although eigenstates of charge can be constructed by

other means, there are insufficiently many of them for scattering theory. We turn now to the

analysis of the situation in quantum gravity.

First, as already mentioned above, in order to have a continuous action of the Lorentz

group on the Hilbert space, it is necessary to restrict to eigenstates of the charges of vanishing

eigenvalue. In massive QED, this required the vanishing of all large gauge charges, including

the total ordinary electric charge. The vanishing of large gauge charges for ℓ ≥ 1 is achieved

by the “dressing,” but the vanishing of the total ordinary electric charge is an unwanted

restriction on the scattering states. Nevertheless, arguably, this is not a genuine restriction

since one could always put additional particles “behind the moon” to make the total charge

vanish. However, in the gravitational case, the corresponding requirement for a continuous

action of the Lorentz group is for all of the supertranslation charges QGR
i0 (f) to vanish,

include the charges associated with ordinary translations. In other words, the states must

be eigenstates of 4-momentum of eigenvalue zero. But the vacuum state is the only such

state; one cannot cancel the 4-momentum of a state of interest by putting additional particles

“behind the moon.” Thus, the Faddeev-Kulish construction fails for this elementary reason at

this initial stage.

Nevertheless, one could give up on having a continuous action of the Lorentz group and

seek eigenstates of QGR
i0 (f) of nonzero eigenvalue. It is instructive to see what happens if

one attempts to construct such eigenstates by a “dressing” procedure.

First, consider linearized gravity with an additional massless quantum field source, where

the null memory is due to the massless source rather than to gravitational radiation. As
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previously noted below eq. (6.15), the massless field will contribute a null memory of the form

J GR,source(f) =
∫

I −

dvdΩ f(Ω−2Tµνn
µnν) . (6.22)

In a manner similar to massless QED and Yang-Mills theory, the (improper) plane wave

states of the massless source field are formal eigenstates of null memory. In order to produce

an eigenstate of QGR
i0 (f) with eigenvalue QGR

i0 (f) for all f in linearized gravity, we must

“dress” a source particle momentum eigenstate |p⟩ by choosing a memory representation of

the gravitational field such that

DADB∆GR
AB(xA; p) = 8πωδS2(xA, xA

p ) − 8πQGR
i0 (xA) (6.23)

where ω is the frequency associated with the null momentum p = (ω, xA
p ). This equation

differs from the corresponding equation (5.30) in massless QED in that now there are two

angular derivatives of memory rather than one. This difference results in milder angular

singularities in the solution, namely, |∆GR
AB | ∼ | log(|xA−xA

p |)| rather than |∆A| ∼ 1/|xA−xA
p |

as in massless QED. In other words, the collinear divergences in quantum gravity are less

severe than in massless QED and Yang-Mills theory. Although the required memories are

still singular, they are square integrable, and the corresponding “dressed states” — which

were previously constructed in [36] — do not have an infinite energy flux. In this respect, the

situation in linearized gravity is better than in massless QED and Yang-Mills theory, although

since we cannot construct eigenstates of vanishing charges, the action of the Lorentz group is

undefined and therefore the angular momentum is undefined for all such “dressed” states in

linearized gravity.

However, in nonlinear gravity, as in Yang-Mills theory, the “dressing” will now contribute

to the null memory, so the resulting dressed state is no longer an eigenstate of J GR(f) and
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hence is not an eigenstate48 of QGR
i0 (f). Thus, the “dressing” construction does not yield

the desired eigenstate property that motivated the procedure. In order to implement the

strategy for constructing “in” and “out” Hilbert spaces based upon the conservation law

eq. (6.21), we must seek eigenstates of the supertranslation charges QGR
i0 (f) by some other

means. In Yang-Mills theory, we were able to find some eigenstates of large gauge charges,

but insufficiently many to do scattering theory. However, one of the key results of this chapter

is that in gravity, there are no nontrivial eigenstates at all.49 This is shown by the following

theorem:

Theorem 5. Let f be any smooth function on S2 whose support is all of S2, i.e., f does not

vanish identically on any open subset of S2. Suppose that the state ω is Hadamard, satisfies

our decay conditions, and is an eigenstate of the supertranslation charge QGR
i0 (f). Then

ω = ω0, where ω0 is the BMS-invariant vacuum state.

Proof. Since ω is an eigenstate of QGR
i0 (f), we have

ω(QGR
i0 (f)N (s)) = ω(N (s)QGR

i0 (f)) = κ ω(N (s)). (6.24)

where κ denotes the eigenvalue, which is real since since QGR
i0 (f) is self-adjoint. Thus, we

have

0 = ω([QGR
i0 (f),N (s)]) = iω(N (f∂vs)) (6.25)

where the commutation relation corresponding to eq. (6.16) was used. Since this holds for all

48. In contrast to the Yang-Mills case, the dressing contribution to the null memory is finite and so the
“dressed state” can have a well-defined expected charge. Nevertheless, it cannot be an eigenstate of QGR

i0 (f).

49. Note that there is no state in any non-zero memory representation that has vanishing null memory
eq. (6.15); zero is merely the lower bound of the continuous spectrum of the null memory operator, as
emphasized by Ashtekar [3]. Consequently, in contrast to claims in [130], memory vacua are not eigenstates
of the charges QGR

i0 (f) at spatial infinity.

205



sAB , we have for all x = (v, xA)

f(xA) ∂
∂v

[ω(NAB(x))] = 0 (6.26)

Since f does not vanish on open sets, it follows that ω(NAB(x)) is constant in v. The decay

conditions then imply that the 1-point function ω(NAB(x)) vanishes identically.

By similar arguments starting with

ω(QGR
i0 (f)N (s1) . . .N (sn)) = ω(N (s1) . . .N (sn)QGR

i0 (f)) = κ ω(N (s1) . . .N (sn))

(6.27)

we find that the n-point functions satisfy

n∑
i=1

∂viω(NA1B1(x1) . . .NAnBn
(xn)) = 0. (6.28)

It then follows that SABCD in eq. (6.7) and the truncated n-point functions also satisfy

this equation. But SABCD and the truncated n-point functions are required to decay as

O((∑i v
2
i )−1/2−ϵ). It follows that SABCD and all truncated n-point functions of ω vanish,

i.e., ω = ω0.

We emphasize that the implications of Theorem 5 are quite strong in that constructions

based upon the use of eq. (6.21) require eigenstates of QGR
i0 (f) for all f . Note that eq. (6.28)

is in close parallel to eq. (5.61) in the Yang-Mills case. However, nontrivial solutions to

eq. (5.61) do exist, whereas the vacuum state is the only state that satisfies eq. (6.28). Thus,

in the gravitational case, the attempt to construct “in” and “out” Hilbert spaces by using

charge eigenstates fails in a much more catastrophic manner.
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7 Non-Faddeev-Kulish representations

As we have just seen, the Faddeev-Kulish “dressing” procedure cannot be used to construct a

Hilbert space of “in” and “out” states in quantum gravity, nor is there any other procedure

that can produce eigenstates of the supertranslation charges QGR
i0 . Nevertheless, as described

at the end of sec. 6.2, there is an ample supply of “in” and “out” states given by the memory

Fock spaces FGR
∆ , with ∆GR

AB an arbitrary smooth, symmetric trace free tensor on S2. Is

there is some other way of assembling these states into Hilbert spaces in such a way that the

desired conditions (1)–(5) given in sec. 1 can be satisfied? In this section, we explore this

possibility.

An obvious candidate for the “in” Hilbert space would be the direct sum over all of the

“in” memory Fock spaces FGR,in
∆ , i.e.,

F in
DS =

⊕
∆

FGR,in
∆ (7.1)

where ∆GR
AB ranges over all (say, smooth) symmetric trace free tensors on S2, where the

“DS” subscript stands for “direct sum.” F out
DS would then be defined similarly. Clearly, F in

DS

and F out
DS would then allow all possible memories. However, this choice has many serious

deficiencies.50 First, since there are uncountably many choices of ∆GR
AB , this Hilbert space

is clearly nonseparable. Second, although the BMS group acts naturally on F in
DS, Lorentz

transformations act nontrivially on memory and a “small” Lorentz transformation will map a

vector in the sector FGR
∆ into an entirely different sector FGR

∆′ . Since all states in different

memory sectors are orthogonal to each other, Lorentz transformations do not act in a strongly

50. The first two of these deficiencies are analogous to what would occur if attempted to take the Hilbert
space of one-dimensional Schrödinger quantum mechanics to be ⊕x∈RHx where Hx is a one dimensional
Hilbert space representing an eigenstate of the position operator with eigenvalue x. This Hilbert space is
nonseparable and does not admit a strongly continuous action of translations — so the momentum operator
cannot be defined.
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continuous manner on F in
DS. Thus, infinitesimal generators of Lorentz transformations —

in particular, angular momentum — cannot be defined. However, by far the most serious

deficiency is that it is clear that states in F in
DS will not evolve to states in the similarly

defined “out” Hilbert space F out
DS , so condition (2) of the sec. 1 will not be satisfied. To see

this, we note that — since the norm of the direct sum is the sum over the norms in each

FGR,in
∆ and any uncountable sum of strictly positive numbers is infinite — for any vector

in F in
DS the probability of having a given value of memory can be nonvanishing for only a

countable number of memories. Thus, the possible memories of any state in F in
DS are discrete.

However, it seems clear that most states in F in
DS will evolve to “out” states where the memory

is continuously distributed. Such states cannot lie in F out
DS .

A more promising candidate would be to take a direct integral of the Fock spaces FGR,in
∆

with respect to a measure that is continuously distributed in ∆GR
AB . To do so, we first need to

make a precise choice of the space, M , of memories. Then we need to specify a σ-algebra of

measurable subsets of M . Then, we need to define a measure on M , i.e., a map, µ, from

measurable subsets to nonnegative real numbers such that µ(∅) = 0 and µ is “countably

additive”, that is, for any countable collection of disjoint measurable sets {Oi} we have that

µ(∪iOi) = ∑
i µ(Oi). Given such a measure, µ, we can construct a direct integral Hilbert

space F in
DI(µ) from the memory Fock spaces FGR,in

∆ as follows: A vector |Ψ⟩ ∈ F in
DI(µ)

consists of the specification of a measurable family of vectors |ψ(∆)⟩ ∈ FGR,in
∆ for all ∆GR

AB ,

where |Ψ⟩ and |Ψ′⟩ are considered equivalent if |ψ(∆)⟩ and |ψ′(∆)⟩ differ only on a set of

measure zero. The states in F in
DI(µ) are required to have finite norm

∥ Ψ ∥2 =
∫

M

dµ ∥ψ(∆) ∥2 < ∞ (7.2)
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and the inner product of two states is then defined by

⟨Ψ1|Ψ2⟩ =
∫

M

dµ ⟨ψ1(∆)|ψ2(∆)⟩ . (7.3)

The direct sum Hilbert space F in
DS is a special case of the direct integral Hilbert space

wherein the σ-algebra is taken to be all subsets of M and µ is taken to be the “discrete

measure” that assigns unit measure to any subset consisting of a single point. As already

stated above, this yields a Hilbert space that is nonseparable and has other unacceptable

properties. However, choices of “continuous measures” can yield a separable Hilbert space and

have the possibility of satisfying the other properties desired for scattering theory. If M were

a finite dimensional vector space, there is an essentially unique notion of Lebesgue measure

and this would provide a natural choice of measure. However, M is infinite dimensional,

so there is no notion of Lebesgue measure (see sec. A.4 of [131]). Since there is a direct

correspondence between memories and supertranslations [20, 1] and the supertranslations

comprise a group, one might try to use an “invariant Haar measure” on memories. However,

the supertranslation group is not locally compact and therefore the Haar measure does not

exist. Nevertheless, there are well-defined notions of Gaussian measures.51 We can obtain

a natural class of Gaussian measures in the following manner (see, e.g., [132, 133, 134] for

further details).

We start with the topological vector space of smooth functions f with conformal weight

1 on S2 with the nuclear topology. The trace-free part of DADBf for such f provides a

space of test tensor fields for memory (see eq. (6.12)). We take M to be the topological

51. In path integral formulations of Euclidean QFT of some field ϕ, it is common to write the measure in
the path integral as Dϕ e−S0(ϕ) where S0(ϕ) is the Euclidean action of a free field and Dϕ is a “Lebesgue
measure” on the space of fields. However, Dϕ does not really exist and it is the full quantity Dϕ e−S0(ϕ) which
is a genuine Gaussian measure; the covariance of this measure is the Euclidean Green’s function determined
by the action S0. This is also true in path integral formulations of quantum mechanics where the measure
over the space of paths is the (Gaussian) Wiener measure [131].
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dual space. We choose the σ-algebra of subsets to be generated by the “cylindrical sets” (see

[132, 134]). By the Bochner-Minlos theorem (see sec. A.6 of [131]), a Gaussian measure on

M (centered at zero) is then determined by specifying any positive, symmetric, bilinear map

K(f1, f2) (the “covariance matrix”) on the space of test functions. A necessary condition for

two Gaussian measures with covariance K and K ′, respectively, to be equivalent (i.e., such

that they agree on which subsets of M have measure zero) is that they define equivalent

norms on the space of test functions. In other words, K and K ′ are equivalent if there is a

positive constant c such that

c−1K(f, f) ≤ K ′(f, f) ≤ cK(f, f) (7.4)

for all test functions f . Thus, there exists a very large class of inequivalent Gaussian measures

that can be constructed by this procedure.

Thus, the key issue for the construction of a Gaussian measure on the space, M , of

memories — and, thereby, direct integral Hilbert spaces of “in” and “out” states — is the

choice of covariance matrix K. A key criterion is that K be Lorentz invariant, since the

resulting Gaussian measure µ will then be Lorentz invariant, and the Lorentz group will then

act naturally on F in
DI(µ). However, there is a unique choice of Lorentz invariant covariance

matrix K (see Ch. III.4 of [135]). This covariance matrix is simply the L2 inner product on

the space of smooth test tensors DADBf on S2

K(f1, f2) =
∫

S2×S2

dΩ1dΩ2 KABCD(xA
1 , x

B
2 )DADBf1(xA

1 )DCDDf2(xB
2 ) (7.5)

with integral kernel

KABCD(xA
1 , x

B
2 ) = δS2(xA

1 , x
B
2 )
(
qA(CqD)B − 1

2qABqCD

)
. (7.6)
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The direct integral Hilbert space F in
DI(µ) obtained from the Gaussian measure determined by

K is a separable Hilbert space.

However, there is a very serious problem with attempting to use this Hilbert space for

scattering theory. For any Gaussian measure constructed in the manner described above using

a covariance matrix K there is a subset of M , determined by K, known as the “Cameron-

Martin space” on which µ has zero measure (see theorem 2.4.7 in [132]). For the case of a

Gaussian measure with covariance given by eq. (7.6), the Cameron-Martin space is the space

of square-integrable memories. This means that “almost all” of the memories, ∆GR
AB , that

contribute to F in
DI(µ) fail to be square-integrable.52 However, as argued in sec. 5.4, states with

a non-square-integrable memory that satisfy our fall-off conditions cannot be Hadamard and

have divergent expected total energy flux. Thus, all of the states in F in
DI(µ) are unphysical.

Thus, the direct integral Hilbert space obtained from the Gaussian measure constructed

from the Lorentz invariant covariance matrix eq. (7.6) does not yield an acceptable candidate

for “in” and “out” Hilbert spaces. One could try instead using a covariance matrix K ′

corresponding, e.g., to a Sobolev norm, so that the states in F in
DI(µ

′) would have physically

acceptable memories.53 However, one would then have to give up on having a natural Lorentz

group action. More significantly, there would be no reason to expect that states in F in
DI(µ

′)

would evolve to states in the similarly constructed F out
DI (µ′). Of course, we also could make

different choices of the precise specification of M , different choices of the σ-algebra, and one

could also try to use non-Gaussian measures. We certainly have not proven that no such

choice could work. But we see no reason to believe that there is any such choice that would

52. This is analogous to the statement that in the case of Wiener measure, the differentiable paths are of
measure zero, while in the Euclidean path integral the field configurations with finite action are of measure
zero.

53. See [136] for a construction of a direct integral Hilbert space in the electromagnetic case with respect
to Gaussian measures defined on square integrable memories. Such representations have a well-defined action
of translations, but the action of Lorentz is not well-defined.
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work to construct “in” and “out” Hilbert spaces with the desired properties for scattering

theory.

8 Algebraic scattering theory

As we have seen in sec. 4.4, the Faddeev-Kulish construction in massive QED gives a basically

satisfactory way of defining “in” and “out” Hilbert spaces in such a way that a genuine

S-matrix should exist. However, as we found in sec. 5.4, the analogous construction in

massless QED does not work, as the required “soft photon dressing” gives all states an

infinite expected total energy flux due to collinear divergences. As discussed in sec. 5.5,

these problems persist in Yang-Mills theory, but an additional serious difficulty arises in that

case due to the fact that the “soft dressing” itself will carry a large gauge charge-current

flux, which will spoil the property that the “dressing” is designed to achieve. As we found

in sec. 6, in the gravitational case the problems caused by collinear divergences are not as

severe, but the problem arising from the fact that any soft graviton dressing will contribute

to supertranslation fluxes is much more severe, and we proved in sec. 6.3 that no analog of

the Faddeev-Kulish “in” and “out” Hilbert spaces can exist in quantum gravity. Finally, we

explored alternatives to the Faddeev-Kulish construction in sec. 7 and found that several

natural attempts do not work. It is our strong belief that in the gravitational case, no

definition of “in” and “out” Hilbert spaces will satisfy conditions (1)–(5) of sec. 1.

It should be emphasized that there is no difficulty in the construction of “in” and “out”

states. As we found, we can construct Fock space representations of A GR
in for the “in” and

“out” states with arbitrary choices of memory ∆GR
AB . As we have noted in sec. 6.3, the

representations with non-vanishing memory cannot be extended as representations of the full

algebra A GR
in,Q. However, one can obtain “in” states by starting with any choice of smooth

memory ∆GR(f) and considering its “Lorentz orbit” i.e., the space of all memories obtained
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by acting by Lorentz transformations on chosen memory ∆GR(f). This “orbit space” is

finite dimensional and can be equipped with a Lorentz invariant measure (see, e.g. a similar

analysis for supertranslation charges by McCarthy [137]). A direct integral of the memory

Fock spaces over this orbit space yields a representation of A GR
in,Q. Applying this procedure to

all smooth memories yields an enormous supply of physically acceptable states. This supply

of states is certainly ample enough to encompass all of the “in” states that one might wish to

consider, and we expect that it also would be ample enough to encompass all of the “out”

states that arise from the dynamical evolution of these “in” states. Thus, the difficulties that

we have elucidated in this chapter do not arise from any problems with constructing “in” and

“out” states nor do they arise from any problems with dynamical evolution through the bulk.

They arise solely from the attempt to assemble all of the “in” and “out” states of interest

into a single (separable) Hilbert space.

However, there is no reason to try to force the “in” and “out” states to live in a single

Hilbert space. The algebra of asymptotic observables is entirely well-defined. As reviewed

in sec. 3, in the algebraic viewpoint, a state is simply a positive, linear map on the algebra

of observables. There is no need to specify a Hilbert space in order to define a state. The

regularity conditions that we have imposed upon asymptotic states — namely the Hadamard

condition and decay conditions — also do not require the specification of a Hilbert space.

However, given a state, the GNS construction allows us to represent that state as a vector

in a Hilbert space representation of the algebra. Thus, Hilbert spaces of asymptotic states

may be viewed as somewhat analogous to coordinate patches on a manifold.54 Given any

point of a manifold, one can choose a coordinate patch in which it lies, and it is often very

convenient to do so. Similarly, given any state on an algebra, one can choose a Hilbert space

54. However, it should be kept in mind that this analogy is not perfect in that Hilbert space representations
are much more rigid than coordinate patches. In particular, it is important that coordinate patches have
nontrivial overlap regions, whereas irreducible Hilbert space representations will not overlap unless they
coincide.
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in which it lies, and it is often very convenient to do so. However, in the case of a manifold

of nontrivial topology, it would not be reasonable to demand that a single coordinate patch

represent all points of interest in the manifold. Similarly, in the case of scattering theory, it

does not appear reasonable to demand that a single Hilbert space represent all scattering

states of interest.

What would scattering theory look like in a framework where no “in” and “out” Hilbert

spaces are specified at the outset? In the algebraic viewpoint, one would specify an “in” state

ωin as a positive linear map on the “in” algebra of asymptotic observables. This would consist

of specifying the correlation functions of all of these observables. Of course, there is nothing

stopping one from considering an “in” state that corresponds to a vector in the standard zero

memory Fock representation F in
0 — but one would not be forced to do so in this framework.

Similarly, in massive QED, one would be allowed to “dress” the incoming charged particles

with incoming electromagnetic states in the corresponding memory representation as in

the Faddeev-Kulish construction, but it also would be allowed to consider “bare” incoming

charged particles. Given ωin, one then computes the corresponding outgoing state ωout by

obtaining all of its correlation functions of the “out” observables. Of course, this is much

easier said than done, since one would not have the simplicity of the LSZ reduction, which

relies, in particular, on the ability to express any “in” or “out” state in terms of local field

operators acting on the Poincaré invariant vacuum state — which would not be the case for

states of nonzero memory. Nevertheless, if one wishes to know any particular “out” correlation

function, it seems clear that to any finite order in perturbation theory, it must be possible

to evolve this correlation function backwards into the past and express it in terms of “in”

correlation functions, all of which would have been given in the specification of ωin. In this

manner, we should, in principle, be able to determine a convex-linear55 superscattering matrix

55. Given two algebraic states ω and ω′ any convex linear combination λω + (1 − λ)ω′ where 0 ≤ λ ≤ 1,
gives a new state.
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$ such that

ωout = $ωin. (8.1)

Here, we have adopted the terminology “superscattering matrix” and the notation $ from

Hawking [138] even though there are substantial differences in our motivation and framework

from his. Hawking was concerned with generalizing the usual framework of scattering theory

to allow pure states to evolve to mixed states (“information loss”), but he was not concerned

with infrared issues and he assumed that all states lie in the folium of a single Hilbert space

representation containing the Poincaré invariant vacuum. We are not concerned here with

information loss but are similarly generalizing the framework so as to allow $ to map between

all regular algebraic states, not necessarily belonging to the folium of a single Hilbert space

representation. In this framework, conservation of probability would be expressed by the

requirement that if ωin is any normalized “in” state (i.e., ωin(1) = 1), then ωout = $ωin also

is normalized. If there is no information loss, then $ would take any pure algebraic “in” state

to a pure algebraic “out” state.

We note that the notion of an algebraic state is, in principal, sufficient to answer all

physical questions regarding the field observables. In particular, the specification of a state

ω yields the expected value of all powers of N(s). Since the conditions of the Hamburger

moment problem (see e.g. [139, 140]) hold for a free field,56 these moments determine the

probability distribution for observing the values of this field observable. Therefore, despite

the absence of a pre-chosen Hilbert space, one can determine the probability distribution of

field observables.

Of course, if one is interested only in calculating the types of quantities that might be

measured in collider experiments, there is no need to develop a new framework for scattering

56. However, nonlinear observables such as the stress tensor in the bulk do not satisfy the required conditions
on moments. Determining the probability distribution for general, nonlinear observables remains an open
problem.
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theory that properly treats infrared effects, since quantities like inclusive cross-sections surely

can be calculated much more efficiently by present means than in a framework in which one

takes proper account of the far infrared degrees of freedom. Nevertheless, we believe it would

be of interest to further develop the “algebraic scattering” framework that we have sketched

above.
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APPENDIX A

RELATIONSHIP OF OUR ANSATZ TO SMOOTHNESS AT I +

IN D = 4

In this appendix, we address the relationship between our ansatz in chapter 2 for the

asymptotic fall-off of the vector potential and metric to their smoothness at I +. As noted

in sec. 2.3–2.5, it is easily seen that in d = 4 that smoothness of Aµ at I + implies that

our ansatz (2.24) holds, and smoothness of Ω2hµν at I + implies that our ansatz (2.58)

holds. However, for d = 4 the ansatz (2.24) implies smoothness of Aµ at I + only under

the additional condition that A(1)
r = 0, and the ansatz (2.58) implies smoothness of Ω2hµν

at I + only under the additional condition that h(1)
rr = 0. In this Appendix, we investigate

the conditions under which these additional restrictions can be imposed as gauge conditions.

We show that this is possible in electromagnetism when j
(3)
r = 0 and in linearized gravity

when T
(3)
ur = T

(3)
rr = T

(3)
rA = 0. However, when these quantities are nonvanishing, there are

solutions within our ansatz that are not smooth at I +. Nevertheless, in nonlinear gravity,

we show that h(1)
rr = 0 if the Bondi news is nonvanishing everywhere on one cross-section, in

which case our ansatz in d = 4 is equivalent to smoothness at I +.

1 Electromagnetism

The ℓ ̸= 0 part of A(1)
r is gauge invariant within our ansatz, so if it is nonvanishing, it cannot

be set to zero by a gauge transformation. By eq. (2.37), we have ψ(1) = 0. Equation (2.32)

with n = 1 then yields ∂uA
(1)
r = 0, so A(1)

r is independent of u. The r-component of Maxwell’s

equations given by eq. (2.29) in four dimensions with n = 3 gives that

D2A(1)
r = −4πj(3)

r . (0.1)
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This equation implies that the ℓ = 0 part of j(3)
r must vanish. It also implies that ∂uj

(3)
r = 0,

as also can be proven directly from current conservation and ψ(1) = 0. However, if the ℓ ̸= 0

part of j(3)
r is nonvanishing, we will obtain solutions within our ansatz such that A(1)

r ̸= 0.

Such solutions are not smooth at I + in any gauge.

Conversely, if j(3)
r = 0, then the ℓ ̸= 0 part of A(1)

r vanishes by eq. (0.1). The ℓ = 0 part

of A(1)
r can then be set to zero within our ansatz by a gauge transformation of the form

ϕ = c ln(r). Thus, if j(3)
r = 0, all solutions within our ansatz are smooth at I + in some

gauge.

2 Linearized Gravity

The ℓ > 1 part of h(1)
rr is gauge invariant within our ansatz, so if it is nonvanishing, it cannot

be set to zero by a gauge transformation. From χ
(1)
r = 0 and eq. (2.69), we obtain ∂uh

(1)
rr = 0.

The ur and rr components of the linearized Einstein’s equation given by eqs. (2.62) and (2.64)

with n = 2 yield, respectively,

D2h(1)
ur − DAχ

(2)
A = −16πT (3)

ur (0.2)

[D2 − 2]h(1)
rr + 2h(1)

ur − 2DAh
(1)
Ar + 2χ(2)

r = −16πT (3)
rr . (0.3)

The angular divergence of the rA component, eq. (2.65), yields

D2DAh
(1)
rA − 2D2h(1)

ur + 2D2h(1)
rr − D2χ(2)

r + DAχ
(2)
A = −16πDAT

(3)
rA . (0.4)

Applying D2 to eq. (0.3) and taking a linear combination of the above equations, we obtain

D2[D2 + 2]h(1)
rr = −16π(D2T (3)

rr + 2DAT
(3)
rA + 2T (3)

ur ) (0.5)
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where we used the fact that hrr = hrr. The ℓ = 0 and ℓ = 1 parts of the right side must

therefore vanish, and the right side must be stationary. Indeed, using conservation of stress

energy and the dominant energy condition it can be shown that T (3)
ur , T

(3)
rr and T

(3)
rA are

stationary. However, the ℓ > 1 part of the right side can be nonvanishing, and, if it is, we

obtain a solution within our ansatz such that h(1)
rr ̸= 0. Such solutions are not smooth at I +

in any gauge.

Conversely, if T (3)
ur = T

(3)
rr = T

(3)
rA = 0, then eq. (0.5) implies that h(1)

rr is a linear

combination of an l = 0 and an l = 1 spherical harmonic. Let

Xa = c

(
∂

∂u

)a

+ f(xA)
(
∂

∂u

)a

− f(xA)
(
∂

∂r

)a

− qBCDBf(xA)1
r

(
∂

∂xC

)a

(0.6)

where c is a constant and f(xA) is a linear combination of ℓ = 1 spherical harmonics, so

that Xa is a translational Killing field of the background Minkowksi spacetime. By a gauge

transformation of the form

ξa = Xa ln(r) (0.7)

we can set the ℓ = 0, 1 parts of h(1)
rr to zero within our ansatz. Thus, we can set h(1)

rr = 0 and

the solution is smooth at I +.

3 Nonlinear Gravity

Again, we obtain ∂uh
(1)
rr = 0. But there now is a new, nontrivial equation containing h(1)

rr = 0.

The AB-components of the Einstein equation given by eq. (2.66) with n = 1 where the right

hand side of eq. (2.66) now picks up an additional nonlinear contribution G(2)
AB given by

eq. (2.102) with d = 4. We obtain

− qAB∂uχ
(2)
r = 2∂u(h(1)

rr NAB). (0.8)
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The right side is traceless whereas the left side is pure trace, so the only way this equation

can hold is if both sides vanish. Thus, using ∂uh
(1)
rr = 0, we obtain

h
(1)
rr ∂uNAB = 0. (0.9)

This equation has no analog in the linearized theory. Since NAB → 0 as u → ±∞, it implies

that if the Bondi news is nonvanishing at angle xA at any u, then h
(1)
rr (xA) = 0 at all u

(since h(1)
rr is independent of u). Thus, in particular, if the Bondi news is nonvanishing

everywhere on one cross-section of I +, then h
(1)
rr = 0, and our ansatz in d = 4 is equivalent

to smoothness at I +.
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APPENDIX B

APPLYING THE LORENZ GAUGE WITH A SLOWER

FALL-OFF ANSATZ FOR D > 4

In our ansatz eqs. (2.24)-(2.25) for Aµ and our ansatz eqs. (2.58)-(2.59) for hµν , the slowest

fall-off term was assumed to be at radiative order, n = d/2 − 1. However, in even dimensions

with d > 4, the conditions of smoothness of Aµ and Ω2hµν = r−2hµν at I + would, a priori,

allow terms with slower fall-off than permitted by our ansatz. This suggests a danger that

our ansatz might exclude some solutions of physical interest. In this Appendix, we show that

this is not the case by weakening our ansatz to permit slower fall-off, allowing the integer

powers in even dimensions to start at order 1/r and allowing the half-integer powers in odd

dimensions to start at order 1/
√
r for all d > 4. We will show that the Lorenz gauge can still

be imposed within the context of this weaker ansatz. Since the Cartesian components of Aµ

and hµν satisfy the scalar wave equation in Lorenz gauge, it follows from Remark 2.1 that

the only additional solutions allowed by our weaker fall-off ansatz vanish in Lorenz gauge.

Thus, the only new solutions allowed by the weaker ansatz are pure gauge. This justifies our

stronger choice of ansatz eqs. (2.24)-(2.25) and eqs. (2.58)-(2.59)

1 Electromagnetism

We take our slower fall-off ansatz for the vector potential Aa for d > 4 to be

Aµ ∼
∞∑

n=1

1
rnA

(n)
µ (u, xA) d even (0.1)

Aµ ∼
∞∑

n=1/2

1
rnA

(n)
µ (u, xA) +

∞∑
p=d−3

1
rp Ã

(p)
µ (u, xA) d odd. (0.2)
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As discussed in sec. 2.3, in order to impose the Lorenz gauge we must solve the scalar wave

equation (2.34) for a gauge scalar field ϕ with source ψ.

Consider, first, the case of d even. We seek to solve eq. (2.34) with the ansatz

ϕ ∼ c ln r +
∞∑

n=0

1
rnϕ

(n)(u, xA) (0.3)

where c is a constant, and we require ∂uϕ
(0) = 0 in order that ∂aϕ = O(1/r). The recursion

relations for ϕ(n) are given by eq. (2.18) with ψ replacing S. Although S = O(1/rd−2), a

priori we have ψ = O(1/r). However, an analysis similar to the proof of Prop. 2.3 shows that

ψ(1) vanishes and

∂uψ
(2) = −(d− 4)∂uA

(1)
u (0.4)

To solve eq. (2.18), we start with the radiative order recursion relation (n = d/2 − 1 in

eq. (2.18)), which yields

[
D2 − (d/2 − 2)(d/2 − 1)

]
ϕ(d/2−2) = ψ(d/2). (0.5)

This angular operator is invertible, so we may uniquely solve for ϕ(d/2−2). There is no

difficulty in solving the recursion relations at faster fall-off, since we may then specify

ϕ(d/2−1) arbitrarily and solve for ϕ(n) with n > d/2 − 1 as in Prop. 2.1. To obtain ϕ(n) with

n < d/2 − 2 we proceed iteratively by inverting the angular operators in the slower fall-off

recursion relations. This works without any difficulty until we get to eq. (2.18) with n = 1.

c+ D2ϕ(0) = ψ(2) + (d− 4)∂uϕ
(1) (0.6)

If the right side of this equation were not stationary, ϕ(0) could not be stationary and the

desired gauge transformation would not exist. However, we now shall show that the right
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side of eq. (0.6) is indeed stationary.

To show this, let

γ ≡ Au − ∂uϕ. (0.7)

By Maxwell’s equations, when ja = 0, we have

□Au = ∂uψ. (0.8)

Thus, if ϕ satisfies eq. (2.34) and if ja = 0, then γ satisfies □γ = 0. Of course, ja need

not be zero and we have not yet obtained a solution, ϕ, to eq. (2.34). However, we have

j
(n)
a = 0 for all n < d− 2, and we have constructed above a solution to the recursion relations

eq. (2.18) to solve for ϕ(n) for all n > 0. Therefore, we obtain quantities γ(n) that satisfy

the homogeneous recursion relations eq. (2.13) for all 1 < n < d − 2. In parallel with the

argument of the previous paragraph, at radiative order, n = d/2 − 1, these relations imply

that γ(d/2−2) = 0. It then follows that γ(n) = 0 for all 1 ≤ n ≤ d/2 − 2. For n = 1, we obtain

∂uϕ
(1) = A

(1)
u . (0.9)

But the Maxwell equation eq. (0.8) yields

(d− 4)∂uA
(1)
u = −∂uψ

(2). (0.10)

Thus the right side of eq. (0.6) is indeed stationary, as we desired to show. In parallel with

solving eq. (2.41) when d = 4, we can choose c so as to cancel the l = 0 part of the right side.

We may then invert eq. (0.6) to obtain ϕ(0). Thus, in even dimensions, the Lorenz gauge can

be imposed within the weakened ansatz (0.1).

We now turn to the odd dimensional case. We take the scalar field ϕ to have the following
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expansion in powers of 1/r

ϕ ∼
∞∑

n=−1/2

1
rnϕ

(n)(u, xA) +
∞∑

p=d−3

1
rp ϕ̃

(p)(u, xA). (0.11)

Note that we allow a term, ϕ(−1/2), that grows with r as r1/2. In order that ∂aϕ be consistent

with our ansatz (0.2), it is necessary and sufficient that ∂uϕ
(−1/2) = 0.

There is no difficulty in solving the recursion relations for ϕ̃(p). There also is no difficulty

in solving the recursion relations for ϕ(n) for n ≥ 1/2 in the manner specified in Prop. 2.2.

However, there is a potential difficulty that arises when one attempts to solve the recursion

relation for ϕ(−1/2)

[D2 + 1
4(2d− 5)]ϕ(−1/2) = (d− 3)∂uϕ

(1/2) + ψ(3/2). (0.12)

This equation can be uniquely solved for ϕ(−1/2), but ϕ(−1/2) will be stationary as required

if and only if the right side be stationary. However, the stationarity of the right side can

be proven in the same manner as done above for the even dimensional case. Thus, in odd

dimensions, the Lorenz gauge can be imposed within the weakened ansatz (0.2).

2 Linearized Gravity

We take the slower fall-off ansatz for the metric perturbation hµν to be

hµν ∼
∞∑

n=1

1
rnh

(n)
µν (u, xA) d even (0.13)

hµν ∼
∞∑

n=1/2

1
rnh

(n)
µν (u, xA) +

∞∑
p=d−3

1
rp h̃

(p)
µν (u, xA) d odd. (0.14)
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We seek a gauge vector field, ξµ, satisfying eq. (2.78). We take our ansatz for ξµ to be

ξµ ∼ c(∂/∂u)µ ln r +
∞∑

n=0

1
rn ξ

(n)
µ (u, xA) d even (0.15)

ξµ ∼
∞∑

n=−1/2

1
rn ξ

(n)
µ (u, xA) +

∞∑
p=d−3

1
rp ξ̃

(p)
µ (u, xA) d odd (0.16)

where, in even dimensions, ∂uξ
(0)
µ = 0, and, in odd dimensions, ∂uξ

(−1/2)
µ = 0.

In even dimensions, we can solve the recursion relations in parallel with the electromagnetic

case. The only potential difficulty arises showing that ∂uξ
(0)
µ = 0. This requires showing that

in the recursion relation for ξ(0)
u

c+ D2ξ(0)
u = −2χ(2)

u + (d− 4)∂uξ
(1)
u , (0.17)

the right side must be stationary. However, stationarity can be proven in close parallel with

the electromagnetic case by defining

Γ ≡ −huu + 1
d− 2h− ∂uξu (0.18)

and showing Γ(n) = 0 for all 1 ≤ n ≤ d/2 − 2, from which it can then can be shown that the

right side of eq. (0.17) is stationary. We then can solve eq. (0.17) to obtain a stationary ξ(0)
u .

The equations for ξ(0)
r and ξ(0)

A can then be solved, and these quantities are stationary. Thus,

in even dimensions, the Lorenz gauge can be imposed within the weakened ansatz (0.13).

The odd dimensional case mirrors the analysis of the electromagnetic case in odd dimen-

sions, with the substitution of the argument of the previous paragraph to prove stationarity

of ξ(−1/2)
µ = 0
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