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To my grandparents, whose intellect and integrity reverberate through generations.



I took month-long vacations in the stratosphere,

and you know it’s really hard to hold your breath.

—Bruce Springsteen, “Growin’ Up”
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LIST OF FIGURES

4.1 The committor function for a double-well potential under the dynamics ẋ=−V ′(x)+
σ ẇ. Panel (a) shows the potential function V (x), and panel (b) shows the committor
function. The committor has value zero on the left minimum, one on the right min-
imum, and one half at the top of the barrier. The stronger the stochastic forcing, the
less the actual potential shape matters and the more gradual the committor’s slope. For
small noise, the dynamics become more deterministic and the committor approaches a
step function, since x(t) will directly approach whichever minimum is closer. . . . . . 52

4.2 Fixed points of Equations (4.3)-(4.5) in the state space (X ,Y,U). Here X and Y
represent the real and imaginary parts of the streamfunction and U the mean zonal
wind amplitude. Fixed points vary as a function of the topographic forcing param-
eter, h. Panels (a), (b) and (c) show fixed points of X , Y and U respectively on the
vertical axis, while h varies across the horizontal axis. Circles and crosses denote lin-
early stable and unstable fixed points, respectively. The range of h between ∼ 20m
and ∼ 160m supports three fixed points, two stable and one unstable. In this range,
the blue points correspond to the radiative solution, while the red points represent the
vacillating regime. (In fact this is a stable fixed point with one real and two complex
eigenvalues; vacillations refer to the oscillatory motion near the fixed point, which is
excited by the stochastic noise pecified below.) This corresponds to a winter climatol-
ogy that is conducive to sudden stratospheric warming events. . . . . . . . . . . . . . 57

4.3 Trajectories in (X ,Y,U) space. Here X and Y represent the real and imaginary parts
of the streamfunction and U the mean zonal wind amplitude. In this simulation, the
topographic forcing h increases linearly from 0m to 200m in 1300 days. (a) shows the
fixed points, with colors blue, red and black for the radiative solution (A), the vacillat-
ing solution (B) and the unstable fixed point between them respectively. The trajectory
of U over time is superimposed in gray. (b) plots this same curve parametrically, in
XU space. Before the bifurcation, the trajectories follow the existing fixed point; after
the bifurcation, they spiral into the new fixed point through a series of “vacillations.” . 58

4.4 Stochastic trajectories of the system. We show trajectories with various fixed values
of the parameters h (topographic forcing) and σ3 (amplitude of stochastic forcing).
Panels (a), (b) and (c) show U(t) for three different forcing levels: h = 25,35,45m
with σ3 = 0.5 m/s/day1/2 (see text for specification of σ1 and σ2). All three h levels
are within the zone of bistability in the bifurcation diagram in Fig. 4.2. In keeping with
the bifurcation diagrams, the blue, black and red lines mark the radiative, unstable
and vacillating solutions respectively. Note that their relative positions vary slightly
with h, as fixed points depend on parameters. As h increases from left to right, the
systems spends increasingly more of its time in the vacillating state. Panel (d) shows a
parametric plot of the transitions through (X ,U) space, for h = 35m (another view of
panel (b)). The A→ B transition happens seven times, and hence panel (d) shows seven
different transition paths superimposed on each other. Most of the transitions follow a
similar characteristic path through XU space, with a rapid decrease in U followed by
a decrease in X . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
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4.5 Empirical demonstration of the committor. Here, noise is fixed at σ3 = 0.5m/s/day1/2,
while topographic forcing h = 25m in (a), (b) and 30m in (c), (d). The left column
shows the forward committor q+ solved by the finite volume method, averaged in the
Y direction. The ellipses labeled A and B are projections of the actual sets onto the
XU plane, where X and U are the real part of the streamfunction and the mean zonal
wind amplitude. Committor values range from 0 (blue) to 1 (red), with the white con-
tour showing the surface q+ = 1

2 . The right column compares the PDE solution of the
committor with a Monte Carlo solution from running many trajectories. For 50 ran-
domly chosen grid points (sampled uniformly across the committor range (0,1)), we
launched 60 independent stochastic trajectories and counted the fraction that reached
set B first. We call this the empirical committor, q̃+. Plots (b) and (d) show q̃+ vs. q+

for these 50 random grid cells. The middle red line is the curve q̃+ = q+, and the enve-
lope around it is the 95% confidence interval for sampling errors, based on a Gaussian
approximation to the binomial distribution. . . . . . . . . . . . . . . . . . . . . . . . 76

4.6 The committor-1/2 surface. This is the set of all points in state space where the q+ =
1
2 , and sets A and B have equal probabilities of being visited next. Here the surface is
rendered as a set of points and viewed from various vantage points in state space (the
supplement shows a video with rotation). The topographic forcing is fixed to h = 25m
and the noise level to σ3 = 0.5m/s/day1/2. The blue and red clusters mark sets A
and B respectively, centered around the two stable fixed points. The gray points show
the location of the surface q+ = 1

2 . The most striking feature is the “spiral staircase”
structure in the low-U region of phase space. For any given streamfunction phase, the
likelihood of heading toward state A or B depends sensitively on U , in an oscillatory
manner. Even at very low values of U , there are narrow channels which are likely to
lead back to set A rather than set B. This accounts for the blue regions in the lower
part of Figure 4.5. These disappear, however, at higher noise, when set B overtakes the
lower half of the picture. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.7 Equilibrium and reactive densities in (X ,U) space. The equilibrium density π(z)
(left column) and reactive density ρR(z) = π(z)q+(z)q−(z) (right column) are dis-
played for two different forcing levels, h = 25m (top row) and h = 35m (bottom row).
π(z) is the long-term probability density of finding the system at point z at any given
time; ρR(z) is the same probability, but conditional on also being reactive at that time,
meaning having last visited A and next destined to visit B. Dark color indicates higher
density. These densities are summed in the Y direction to give a marginal density as a
function of X and U . The red and blue ellipses show the projected boundaries of sets
A and B, respectively. These reactive densities capture the patterns of transition path
samples shown in Figure 4.4, but through continuous fields instead. At low forcing
levels, most of the equilibrium density is concentrated around set A, whereas higher
forcing shifts some of the mass to set B. Meanwhile, the characteristic curved shape
of transition paths in phase space is borne out by the reactive densities, with a sickle-
shaped high-density region bridging the gap between set A and B. . . . . . . . . . . . 79
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4.8 Equilibrium and reactive densities in (X ,Y ) space. The XY plane is the complex
plane that characterizes the perturbation streamfunction. The center of set A, approxi-
mately at X = Y = 0, corresponds to a zonally symmetric streamfunction with no per-
turbation. Counterclockwise motion of trajectories around A represents an eastward
phase velocity of the streamfunction, which is the dominant modality in the radiative
regime. The region of high density above set A shows the phase in the streamfunction
at which zonal wind is most likely to begin to weaken. . . . . . . . . . . . . . . . . . 80

4.9 Paths of maximal current superimposed on transition path samples. All four Fig-
ures shown the same path, but from different vantage points. While the reactive prob-
ability density (Figures 4.7 and 4.8) says where transition paths spend their time, the
reactive current is a vector field of the transition paths’ local average directionality.
The path shown in a color gradient from blue to red is a streamline of this vector field,
representing an “average” transition path. The path is colored blue where the local
committor is less than 0.5, and red otherwise. Note that the path can cross back and
forth. The transition from red to blue, where the path first crosses the threshold q+ = 1

2
and enters the probabilistic B basin, is marked by a sudden drop in the U variable – a
deceleration in zonal wind. At the same time, the path’s rotations about A reverse direc-
tion, from clockwise to anti-clockwise, corresponding to a reversal in phase velocity of
the streamfunction. This path accurately captures geometric tendencies of actual tran-
sition paths; five random samples of reactive trajectories are superimposed in green,
the bulk of which cluster around the maximum current path. Panels (a) and (b) show
cross-sections in XU and XY space respectively, while (c) shows a three-dimensional
view. The parameters are h = 30m and σ3 = 0.5m/s/day1/2. Figure 4.10 shows the
corresponding spacetime diagrams of the streamfunction. . . . . . . . . . . . . . . . . 83

4.10 Streamfunctions over time corresponding to the trajectories shown in Figure 4.9.
As ψ ′ ∝ (X coskx−Y sinkx), the X and Y variables represent the phase of the stream-
function, whose movement we plot over time as a space-time diagram. Panel (a) shows
the dominant transition path. The phase velocity is initially eastward, matching with
the clockwise rotations in the XY plane as shown in Figure 4.9. The waves then slow
down and reverse direction, matching with the anti-clockwise turn and zonal wind drop
in Figure 4.9. The vertical axis plays the role of time, but the dominant path techni-
cally conveys only geometrical information. Hence, we measure it in discrete steps.
Panels (b)-(d) show the streamfunctions over time corresponding to four of the green
transition path samples in Figure 4.9, chosen randomly. Most exhibit the same slow-
down and reversal behavior exemplified by the dominant path. The exception is sample
(b), which turns to the east at the end of its path. This corresponds to the stray green
trajectory visible in Figure 4.9(a), which enters set B from above and in the clockwise
direction. Samples 1, 2 and 4 undergo some winding before the slowdown, but do slow
down every time they reach the same phase. . . . . . . . . . . . . . . . . . . . . . . . 84
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4.11 Behavior of the committor as a function of forcing h and noise σ3. (a) shows the
average committor (weighted by equilibrium density):

∫
q+(x)π(x)dx evaluated for a

range of h and σ values. Panels (b)-(e) show images of the committor for h = 30 and
σ = 0.5, 0.75, 1.0, 1.25. The blue lobes in the lower part of the images, a shadow of
the spiral structure from Figure 4.6, thin out and disappear with increasing forcing h. . 88

4.12 Behavior of return times as a function of forcing h and noise σ3. Panel (a) shows
the average period between the start of one transition event and the start of the next.
Red here means many transitions per unit time, both A → B and B → A. We call
this the return time, and calculate it as the reciprocal of R, the number of forward
(or backward) transitions per unit time. There is clearly a parameter set: (h,σ3) ≈
(35m,0.75m/s/day1/2), which optimizes the number of transitions per unit time. Be-
low this noise level, internal variability is scarcely enough to jump between regions.
Above this noise level, sets A and B are no longer metastable, and excursions are so
wide and frequent that passing from set A to set B is a very spatially restricted event.
Panels (b) and (c), below, distinguish forward and backward transition times. Panel (b)
shows the expected passage time TAB, the interval between the end of a B→ A transi-
tion and the end of the next A→ B transition. Panel (c) shows the analogous backward
passage time, TBA. Note the scales are logarithmic, and here red simply means faster
transitions, regardless of which direction is being considered. . . . . . . . . . . . . . . 90

5.1 Illustration of the two stable states of the Holton-Mass model and transitions be-
tween them. (a) Zonal wind profiles of the radiatively maintained strong vortex (the
fixed point a, blue) which increases linearly with altitude, and the weak vortex (the
fixed point b, red) which dips close to zero in the mid-stratosphere. (b) Streamfunction
contours are overlaid for the two equilibria a and b. (c) Parametric plot of a control
simulation in a 2-dimensional state space projection, including two transitions from A
to B (orange) and B to A (green). (d) Time series of U(30 km) from the same simula-
tion. (e) The steady state density projected onto U(30km). . . . . . . . . . . . . . . . 95

5.2 One-dimensional projections of the forward committor (first row) and lead time
to B (second row). These functions depend on all d = 75 degrees of freedom in the
model, but we have averaged across d−1 = 74 dimensions to visualize them as rough
functions of two single degrees of freedom: U(30 km) (first column) and integrated
heat flux up to 30 km, IHF (second column). Panel (a) additionally marks the q+ = 1

2
threshold and the corresponding value of zonal wind. . . . . . . . . . . . . . . . . . . 105

5.3 The density, committor, and lead time as functions of zonal wind and integrated
heat flux. Panel (a) projects the steady state distribution π(x) onto the two-dimensional
subspace (U ,IHF) at 30 km. The white regions surrounding the gray are unphysical
states with negligible probability. Panels (b) and (c) display the committor and lead
time in the same space. A horizontal transect marks the level U(30 km) = 38.5 m/s,
where q+ according to U only is 0.5. Panels (d) and (e) show ensembles initialized
from two points θ 0 and θ 1 along the transect, verifying that their committor and lead
time values differ from their values according to U , in a way that is predictable due to
considering IHF in addition to U . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
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5.4 Committor and lead time as independent coordinates. This figure inverts the func-
tions in Fig. 5.3, considering the zonal wind and integrated heat flux as functions of
committor and lead time. The two-dimensional space they span is the essential goal
of forecasting. Panel (a) shows the steady state distribution on this subspace, which is
peaked near a and b (darker shading), weaker in the ”bridge” region between them,
and completely negligible the white regions unexplored by data. Panels (b) and (c)
display zonal wind and heat flux in color as functions of the committor and lead time. . 110

5.5 Projection of the forward committor onto a large collection of altitude-dependent
physical variables. The top left panel shows heatmaps of q+ as a function of U and z;
white regions denote where U(z) is negligibly observed. The top middle panel shows
the standard deviation in q+ as a function of U and z; this uncertainty stems from
the remaining 74 model dimensions. The right-hand panel displays the total mean-
squared error due to the projection for each altitude, i.e.,

√
S[ f ;θ ] from Eq. (5.10). A

low value indicates that this level is ideal for prediction. The following rows show the
same quantities for other physical variables: streamfunction magnitude, eddy enstro-
phy, background PV gradient, eddy PV flux, and LASSO. . . . . . . . . . . . . . . . 114

5.6 Results of LASSO regression of the forward committor with linear and nonlinear
input features. Panel (a) shows the coefficients when q+ is regressed as a function
of only the variables at a given altitude, and panel (b) shows the corresponding cor-
relation score. 21.5 km seems the most predictive (where z ≡ 0 at the tropopause,
not the surface). Panel (c) shows the coefficient structure when all altitudes are con-
sidered simultaneously. Most of the nonzero coefficients appear between 15-22 km,
distinguishing that range as highly relevant for prediction. . . . . . . . . . . . . . . . . 116

5.7 Fidelity of DGA. For several DGA parameter values of N (the number of data points),
M (the number of basis functions) and lag time, we plot the committor calculated from
DGA and DNS (from the long control simulation), both as a function of U(30 km).
The mean-square difference ε in the legend is used as a global error estimate for DGA. 127

6.1 Bistable time series. (a) Zonal wind at 30 km over time, with A → B transitions
(SSWs) highlighted in orange and B→ A transitions highlighted in green. (b) Con-
ditional probability distributions of each of the four phases. (c-d) Same as a-b but with
integrated heat flux up to 30 km plotted instead of zonal wind at 30 km. Blue and red
lines show the position of the two fixed points, a and b, along these two observables. . 131

6.2 SSW ensemble and composites. (a) 100 SSW realizations in gray in terms of U(30
km), aligned by the central date of the warming when zonal wind dips below 1.75
m/s. Three of the realizations are colored in between their last-exit time from A (τ−A )
and their next-hitting time to B (τ+B ). (b) Composite evolution of U(30 km). The black
curve shows the pointwise median, and the three red-orange envelopes show the middle
20, 50, and 90 percentile ranges. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

6.3 Committors. (a) Forward committor q+B (x), the probability to hit B next starting from
x, and (b) backward committor q−A (x), the probability to have come from A last given
the current state x. The committors are projected on a two-dimensional space (IHF(30
km),U(30 km)). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
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6.4 Densities and currents. (a) shows the equilibrium density π(x) and equilibrium cur-
rent J(x). (b-e) show the reactive densities and currents for A→ A, A→ B, B→ A, and
B→ B transitions, respectively. For example, (c) shows the reactive current JAB(x)
overlaid on the reactive πAB(x), illustrating the most common pathways of SSW tra-
jectories from the strong to weak vortex state. Thick cyan curves in (c) and (d) mark
the minimum-action pathways from A→ B and B→ A, respectively, while thin blue
curves show a few sampled realized transition pathways. Gray dots are data points
inside states A and B. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

6.5 JAB-flux density (a) and JBA-flux density (b) as a function of IHF(30 km), over
four different level sets of U(30 km). These cross sections of the reactive current
from A to B and B to A illustrate the mean direction of trajectories crossing different
zonal wind thresholds as a function the IHF. For an SSW (a), the progression marches
from high winds (blue curves) to low winds (red) with increasing mean and variabilty
of the IHF, while for the recovery of the vortex (b), the main progresssion is up to-
ward higher wind, albeit with more substantial cycling down at higher values of IHF.
Each density should have the same integral (in absolute value), equal to the rate. Due
to numerical error, the integrals can vary and the rate is calculated by an averaging
procedure (see chapter 2). For visual clarity, we have normalized each curve to have
the same integral. To integrate to a rate, in days−1, the vertical axis must have units
of [K·m2/s]−1days−1. This unit depends on the orientation of the dividing surface in
state space, as well as the coordinates along that surface chosen for projection. . . . . 149

6.6 Minimum-action paths and path distributions. At a series of level sets in the com-
mittor q+B , gray histograms indicate the JAB-flux density of (a) zonal wind U(30 km)
and (b) integrated heat flux IHF(30 km). Dashed curves show the minimum-action
pathway in the same space. The minimum-action path tracks the mean of the full en-
semble except very near SSW (q+B near 1), where the jet breaks down more rapidly,
accompanied by an extreme heat flux. The more extreme nature of the minimum-action
path was also observed in Figure 6.4c, where it tracks along the rightmost envelope of
more typical trajectories. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

6.7 Typical transition states and variability. For a sequence of five committor ranges,
we plot (a) the zonal wind profile and (b) the meridional heat flux profile that is most
typical of that committor range in the sense of reactive current flux density. Shading
represents the 25th-75th percentile range of the flux distribution. Blue and red dashed
curves represent the profiles for the fixed points a and b, respectively. The widening
of the distribution of both winds and IHF at high committor values (close to the SSW)
highlights the diversity in late stage events which is lost in a composite approach (as
in Figure 6.2) that pins all events together by the point of the vortex reversal. Even at
a committor value of 0.95, the vortex is still largely intact above 15 km, emphasizing
the importance of preconditioning the low level winds.) . . . . . . . . . . . . . . . . 152

xiii



6.8 Lead time-committor relationship. (a) Background color shows η
+
B , the expected

time to reach B from initial condition x, conditional on hitting B next. Note that the
contour structure is very different from that of the forward committor, whose level sets
q+B = 0.1, 0.2, 0.5, 0.8, and 0.9 are shown in solid black lines (cf. Fig. 6.3). Notable
differences are in the light red region where the wind is approximately 20 m/s and
IHF near 104 K· m/s: SSW events rarely occur from these initial conditions, and are
associated with long trajectories (lead time of about 60 days) that often cycle back
towards state A before swinging down to state B. Probability current JAB is overlaid,
the same as in Fig. 6.4c. (b) The distribution of lead time across a series of level sets
of the committor, the same level sets as in Fig. 6.6. . . . . . . . . . . . . . . . . . . . 156

6.9 TPT composite evolution vs. time. For 15 committor level sets (the same as in
Figs. 6.6 and 6.8b) we approximate the joint distribution of (a) lead time and zonal
wind, and (b) lead time and integrated heat flux, according to the flux density of JAB ·n
through the committor level surface. The three red-orange envelopes represent the mid-
dle 20%, 50%, and 90% percentile ranges. Black curves connect the medians. Unlike
the traditional SSW composite shown in Figure 6.2, the variability in trajectories is
more uniform in lead time, actually increasing near the event. This is due to use of the
committor as the ordering coordinate, which aligns paths by the future predictability
of an event. The widening at near -10 days reflects the diversity of model states when
an SSW is approximately 95% likely to occur, as seen in Figure 6.7. All of these states
are equally likely to move to an SSW with an expected lead time of 10 days, but there
is a distribution of actual lead times which contributes to the spread in winds and heat
flux. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

6.10 DGA benchmarks and comparison to DNS. (a) Time fractions spent in each phase.
(b) Total SSW rate estimated using both JAB and JBA; the two cyan columns, DNS
estimates, are identical. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

7.1 Climatology of polar vortex and illustration of dataset. (a,b): 70-year climatology
of U10,60 according to ERA-5, with the middle 40-, 80-, and 100-percentile envelopes
in lightening gray envelopes. Two individual years are shown in black: 2008-2009 (a)
and 2009-2010 (b). Two ensembles of S2S hindcasts (purple) are shown each win-
ter, a small sample from the large S2S dataset of two ensembles per week from the
ECMWF IFS. A range of SSW thresholds U (th)

10,60 from 0 m/s to -35 m/s are marked by
horizontal red lines. When U10,60 crosses this line from above, an SSW has occurred,
provided it happens between the vertical blue lines marking November 1 and Feb. 28.
(c) Schematic of the Markov state model approximation we use to estimate rates. Blue
and orange curves represent the partial trajectories from S2S. At each time step the
data are clustered into discrete boxes, and probability transition matrices estimated by
counting transitions from one day to the next. . . . . . . . . . . . . . . . . . . . . . . 171

xiv



7.2 Rate estimates derived from S2S and reanalysis. Circles show point estimates of
SSW rate according to each data source. S2S error bars show the 50% and 95% confi-
dence intervals in thick and thin lines respectively, based on 40 bootstrap resamplings.
Reanalysis error bars show the middle 50- and 95-percentile envelope of K/n, where
K is a binomial random variable with p given by the corresponding S2S estimate, and
n is the number of years in the reanalysis dataset. When an error bar overlaps with a
reanalysis rate, the S2S rate is statistically consistent at the 95% confidence level. . . . 178

7.3 Probability currents. The probability currents JAB (tendency of pre-SSW evolution)
and JAA (tendency of non-SSW evolution) overlaid on the corresponding time-dependent
probability densities πAB and πAA. Horizontal red line shows the boundary of B. The
flux density of JAB across ∂B gives the seasonal distribution shown in Fig. 7.4. . . . . 178

7.4 Seasonal distributions of SSW events. Left and right columns show statistics with
threshold U (th)

10,60 = −15 m/s and U (th)
10,60 = 0 m/s, respectively, and each row uses a

different data source. Each panel has a hashed histogram at monthly resolution, along
with a solid-colored histogram at 1

3 -monthly resolution (rounded to the nearest day)
with an equal area equal to unity. The vertical unit is SSW events per day. The vertical
scales are shared within within each column, but different between columns in order
to make the shape of the histogram at U (th)

10,60 =−15 m/s more easily visible. . . . . . . 183
7.5 Comparison of reanalyses on SSW frequency. . . . . . . . . . . . . . . . . . . . . 189
7.6 Committor probabilities. (Left) Forward committor q+t , the probability of reaching

set B (the SSW state) before returning to A at the end of winter. (Right) Backward
committor q−t , the probability that the winter so far has been SSW-free. . . . . . . . . 195

7.7 Behavior of rate estimates as a function of time delay. From upper left to bottom
right, the number of time delays δ increases from 0 to 25 m/s. In every case, the feature
space has dimension δ +1 (U10,60 at times t, t−1, . . . , t−δ ). . . . . . . . . . . . . . 198

xv



LIST OF TABLES

4.1 Numerical coefficients used in the reduced-order Ruzmaikin model. The values
are very similar to Ruzmaikin et al. [2003] and Birner and Williams [2008]. The re-
lationship with physical parameters is described in the appendix of Ruzmaikin et al.
[2003]. Note that our notation differs slightly: following Birner and Williams [2008],
we write the topographic forcing in terms of h rather than Ψ0 = gh

f0
, a difference that

results in numerical factors of ∼ 1000 depending on the convention used. . . . . . . . 56

xvi



ACKNOWLEDGMENTS

It takes a village to produce a Ph.D., and I am no exception. In advising my projects directly, I

owe tremendous thanks to my gaggle of advisors, who span multiple institutions: Jonathan Weare,

Dorian Abbot, Mary Silber, Edwin Gerber, and Aaron Dinner. They sacrificed many hours of brain-

storming, patiently listening, proofreading, and advocating for me to make my experience positive

and productive. Their contributions are incomparable, but I must especially thank Ed for joining a

project with a student who drifted into NYU from another institution and pitched some very tech-

nical and esoteric ideas. He went above and beyond to study and understand my work, and was

instrumental in helping me bridge the gap between shiny mathematical tools and concrete science.

I wish to also acknowledge Noboru Nakamura and Andrew Charlton-Perez, for the fortuitous

conversations with both of them that sparked entire threads of research within my Ph.D.

My colleagues and collaborators helped me through many research hurdles, from technical to

“soft.” First and foremost, Robert Webber was an endlessly generous, insightful, and supportive

academic older brother. Always willing to proofread and collaborate, he provided an important

practical source of feedback and ideas. I’ve learned a lot about mathematics and research from

him. Erik Thiede, as well, was a fundamental contributor, having invented the very algorithm

which I spent my Ph.D. applying to a new system. During our relatively brief overlap at UChicago,

he kickstarted my technical development. Continuing on, John Strahan and Chatipat Lorpaiboon

continued to push forward Erik’s ideas, and I benefitted substantially from the best practices they

developed.

The Department of Energy Computational Science Graduate Fellowship (DOE CSGF) played

a key role in my graduate career as well, providing the funding and flexibility to move between

departments and institutions as I did. I gained some valuable perspective and professional contacts

in the CSGF community and the practicum.

More importantly, I must thank the CSGF for connecting me with Anya Katsevich. Our rela-

tionship, and my move to New York City, marked a decisive positive turning point in my Ph.D. and

xvii



indeed my life. I am unbelievably fortunate to have her companionship, in mathematics as well as

other areas of life.

Together with Anya, my parents and sister are my greatest supporters. My accomplishments are

their accomplishments. They inspire me to make the world better in big and small ways. I cannot

thank them enough for believing in me even when I doubt myself. It will take a lifetime to repay

this gift like one solves the Kolmogorov equations: both backward and forward.

xviii



ABSTRACT

Extreme weather events have large consequences, dominating the impact of climate on society, but

are very difficult to characterize and predict, being exceptionally rare and pathological outliers in

the spectrum of weather events. A rare event with a 100-year return period takes, on average, 100

years of simulation time to appear just once, let alone a statistically significant number of times.

One can collect more statistics by running models at reduced resolution, but this comes at the cost

of bias. High-fidelity models are needed to resolve the relevant dynamics.

Furthermore, even if we had abundant data on extreme events, they make up a complex and

diverse ensemble that is difficult to describe. Extremes come in different shapes, sizes, and magni-

tudes. Precursors and first causes are highly sought after for forecasting, but untangling these from

background weather variability can raise thorny statistical issues.

This thesis addresses both questions, by advancing two ideas: (1) Transition path theory, or

TPT, as a mathematical framework to describe the statistical ensemble of rare events of a certain

type; and (2) dynamical Galerkin approximation, or DGA, as a computational method to compute

those important quantities. Both ideas emerged from the molecular dynamics community, and, I be-

lieve, have considerable potential for use by the climate modeling community. I demonstrate these

ideas by way of example, on a hierarchy of models of one particular atmospheric phenomenon:

sudden stratospheric warming (SSW), a rapid, large-scale disturbance in the stratosphere. SSW

is an archetype of a complicated, extreme event that develops suddenly, often defying long-term

prediction, and with disputed mechanisms. The TPT lens reveals some interesting features of SSW

as a statistical ensemble, including its precursors, rate, and seasonal distribution. The hope is that

this new tool will inspire fruitful investigation of many other kinds of atmospheric extremes.
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1 INTRODUCTION

The atmosphere’s extreme, irregular behavior is, in some ways, more important to characterize

than its typical climatology. Our society is optimized for historical weather patterns, and therefore

highly exposed to damage from extreme heat and cold, flooding, and other natural hazards. From a

human perspective, weather is inconsequential when it follows mean behavior; it is the anomalies

that challenge society [Lesk et al., 2016, Kron et al., 2019].

Extremes may respond more sensitively to climate change than does mean behavior, an argu-

ment supported by elementary statistics [Wigley, 2009], empirical climate observations [Coumou

and Rahmstorf, 2012, AghaKouchak et al., 2014, O’Gorman, 2012, Huntingford et al., 2014,

Naveau et al., 2020] and climate simulations [Pfahl et al., 2017, Myhre et al., 2019]. The over-

all “climate sensitivity” [Hansen et al., 1984], summarized by a change in global-mean tempera-

ture, does not do justice to these extreme-weather consequences. Unprecedented extreme weather

events in the past decade hint at the range of possibilities [Mishra and Shah, 2018, Van Oldenborgh

et al., 2017, Goss et al., 2020, Fischer et al., 2021]. Extreme weather is taking an increasing toll

on ecosystems, economies, and human life, due to both a changing climate and increasing reliance

on weather-susceptible infrastructure [e.g., Mann et al., 2017, Frame et al., 2020]. Rare events

have attracted significant simulation efforts recently, especially hurricanes [e.g., Zhang and Sippel,

2009, Webber et al., 2019, Plotkin et al., 2019], heat waves [e.g., Ragone et al., 2018], rogue waves

[e.g., Dematteis et al., 2018], and space weather events [e.g., coronal mass ejections; Ngwira et al.,

2013].

The intermittency of extreme events makes precise risk assessment exceedingly difficult. 100

flips of a loaded coin with P{Heads} = 0.01 is almost as likely to yield zero heads (probability

0.366) as one head (probability 0.370), and half as likely to yield two heads (probability 0.185).

Similarly, in a 100-year climate simulation or historical record, a once-per-century event may ap-

pear either non-existent or twice as likely as it really is, with more than 50% probability. The

difficulty exists even in a stationary climate, but worsens in the presence of time-dependent forc-
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ing (such as CO2). The limited historical record forces us to use numerical models as approxima-

tions, introducing a dilemma: we can run cheaper, coarse-resolution models for long integrations,

providing reliable statistics of a biased system, or expensive, high-resolution models for short in-

tegrations, sacrificing our ability to properly sample the system for a reduction in bias. Coarse

models produce larger sample sizes more efficiently, which is why long-term climate simulations

are usually performed with a low resolution of O(50−100) km per grid cell [Haarsma et al., 2016].

A coarse model might suffice to estimate global-mean temperature and other aggregated statistics,

but cannot resolve convective systems, e.g., tropical cyclones and precipitation over complex to-

pography, that deliver localized but heavy damage [O’Brien et al., 2016, He et al., 2019]. Even

extremes that manifest at a large scale, such as a sudden stratospheric warming (SSW, the topic of

this thesis) might arise out of multi-scale interactions that are poorly represented in coarse model

grids.

To take full advantage of the computing power available, we must develop new approaches to

efficiently manage and parse the data we generate (or observe) to derive physically interpretable,

actionable insights. Ensemble forecasting, the traditional operating procedure of numerical weather

prediction, is best suited to estimate statistics of the average or most likely scenarios, and special-

ized methods are needed to examine the more extreme outlier scenarios.

One candidate framework to address rare events is transition path theory (TPT). This thesis

documents my attempts to harness TPT as a tool to provide insights into a dramatic atmospheric

phenomenon, sudden stratospheric warming (SSW), which is responsible for major re-organization

of wintertime circulation and extreme weather regimes. This goal was open-ended, with terms

such as “harness” and “insights” open for interpretation. TPT is an elegant set of ideas and rela-

tionships whose stated mission is to describe rare events in dynamical systems, and SSW fits the

bill. However, some significant translation is needed to forge this new link between disciplines.

TPT is couched in the language of statistical mechanics and was largely developed in the context

of molecular dynamics, a domain radically different from atmospheric science in spatiotemporal
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scale, computational practices, and most importantly, quantities of interest. Chemical reactions are

driven by electrostatic forces ranging from nanometers to micrometers, while atmospheric storms

are driven by waves, currents, and phase changes that synchronize across tens to thousands of

kilometers. However, the two disciplines share a common computational challenge of timescale

separation: in computer simulations of both molecular and atmospheric dynamics, the timestep

is exceptionally short compared to the timescale of the important events. Molecular simulation

proceeds femtoseconds at a time, while full reactions take milliseconds. Atmospheric simulations

proceed for minutes or hours at a time, while it might take weeks or years to see a high-impact

storm. A once-per-century event, for example, would appear only once (on average) in a 100-year

climate simulation. Yet one realization is not enough: a complex, turbulent system like the Earth’s

climate is best conceptualized as a random process, which demands a statistically significant sam-

ple for description. What TPT brings to the table is a bridge between the disparate timescales, in

the form of relations between long-term probabilities (rates) and the short-term evolution of the

system. In other words, TPT links the initial-value problem—how a system evolves from a given

initial condition—to the boundary-value problem of the system’s steady-state: how it explores and

fills the phase space available to it over long timescales. In atmospheric dynamics, these two prob-

lems go by the names “weather” and “climate”, a perspective advanced by Bryson [1997].

TPT is a relative newcomer to the world of climate dynamics, competing with existing frame-

works such as extreme value theory [e.g., Lucarini et al., 2016] and large deviation theory [Gálfi

et al., 2019, Gálfi et al., 2021] as the tool of choice to describe rare events. Extreme value the-

ory describes the long-term probability of some observable, like surface temperature, exceeding a

range of thresholds, with a universal family of probability densities. These probabilities are also

called rates, which are inversely related to return times (which we define precisely in the following

background section). Large deviation theory, on the other hand, describes the specific mechanism

of an extreme event as a path winding through phase space. The two approaches are complemen-

tary, but fail to address two important issues. First, they are asymptotic theories: EVT only holds
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at the very upper tail of the probability distribution, and LDT only holds in the low-noise limit,

with vanishingly small random perturbations and hence very low rates. Second, they only grasp

small pieces of the full statistical ensemble of extreme events: LDT recovers a single most-likely

path, whereas EVT recovers a distribution over endpoints of that path. TPT fills in these gaps, pro-

viding probability distributions over pathways at finite noise and for very flexible extreme event

definitions. Of course, this more ambitious goal has higher demands in terms of data. A major goal

in this thesis is to demonstrate ways to meet that demand by allocating computational resources

efficiently.

This work explores the utility, and some drawbacks, of TPT in climate applications by way of

example. Chapters 2, 3, and 4 progress upward on a hierarchy of SSW models, from a low-order

conceptual equation to a state-of-the-art weather forecasting system. The emphasis and language

evolve along the way, reflecting my changing understanding of the needs and interests of the cli-

mate science community. Before jumping into the research projects, the following two subsections

cover the essential background of (i) the mathematical framework, transition path theory, and (ii)

the scientific application, sudden stratospheric warming.

There remain many chapters yet to write in the co-evolution of computational non-equilibrium

statistical mechanics with climate science. I hope this work serves as a useful starting point.
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2 BACKGROUND: TRANSITION PATH THEORY

Here we give an overview of transition path theory (TPT). Consider some stochastic process X(t)

evolving through some state space Ω as a function of time t. In the forthcoming examples, Ω will

generally be a Euclidean space Rd or a finite, discrete space {1, . . . ,M}, although more general

state spaces are possible such as manifolds and product spaces. Similarly, time t might be contin-

uous or discrete.

TPT conceives of a rare event as a trajectory of the system from some “normal” set A ⊂ Ω to

some “abnormal” set B ⊂ Ω, without touching either set in between: {(t,X(t)) : τ
−
A < t < τ

+
B },

where τ
−
A is the time of departure from A and τ

+
B is the time of arrival to B. A and B are user-

defined, which makes TPT flexible. In chemistry, A and B usually refer to reactants and products,

whereas in the applications to SSW to follow, we define A and B as strong and weak circulation

regimes of the stratospheric polar vortex.

Given a process X(t) and a pair of states (A,B), TPT describes aspects of the system’s statistical

behavior, such as:

• How often do transitions happen? In other words, what is the rate?

• Given an instantaneous snapshot of the system, how “close” is it to the abnormal state B vs.

the normal state A? As I explain below, TPT formulates “closeness” in terms of either time

or probability.

• How much time does X spend in or near A, in or near B, and en route from A to B?

• During the A→ B transition process, what route does the system take? Is there one preferred

route, a few different preferred routes, or a continuum?

All of these questions could, in principle, be answered by integrating computer models for as

long as needed to collect statistically significant samples. However, the insight of TPT is to express

the answers in terms of a few essential functions over state space, including the following.
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1. The probability density, π , measures the probability of the system being located near x at a

given time.

π(x)dx = P{X(t) ∈ dx} (2.1)

where dx is an infinitesimal region in space near x, and also stands for the volume of that

region.

2. The first hitting time τ
+
B , a random variable, is the time until the system reaches state B

after some starting time t0:

τ
+
B (t0) = inf{t ≥ t0 : X(t) ∈ B} (2.2)

Similarly, the first-hitting time to A is τ
+
A , and the first-hitting time to their union is τ

+
A∪B =

min(τ+A ,τ+B ), etc. We will be interested in expectations of these times, in various combina-

tions and with various initial conditions.

3. The forward committor, q+B , measures the progress of the transition path. It is defined as

the probability of next reaching the abnormal state B rather than the normal state A, from a

given initial condition:

q+B (x) = Px{X next reaches B rather than A}= Px{τ+B < τ
+
A } (2.3)

where the subscript x means “conditional on starting the system at x”.

The superscripts (+) emphasize that the expectations look forward into the future. Below, in

section 2.3, we label backward-in-time expectations with a superscript (−). These definitions are

deliberately vague, glossing over details that depend on the application at hand. The key takeaway

is that global statistics, such as the rate, can be assembled from local quantities over state space

such as committors and probability densities.
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With this essential preamble, the application-oriented reader can skip to the SSW background

or to chapter 4. Below I provide a more complete account of TPT in several steps that roughly par-

allel the sequence of applications in chapters 4-6. Section 2.1 defines the transition path ensemble.

Section 2.2 presents necessary background on diffusion processes, which are the subject of most

existing TPT analyses, including chapters 4-6. Section 2.3 defines the specific quantities of interest

for TPT analysis, such as committors, and writes down equations (the Kolmogorov equations) for

them. These equations are solved with a classical finite-volume method in chapter 4 to analyze a

one-layer stratospheric model. Section 2.4 presents an alternative data-driven numerical method,

dynamical Galerkin approximation (DGA), to deal with high-dimensional systems. DGA was in-

vented in Thiede et al. [2019] and further developed in Strahan et al. [2021], and is used in chapters

5 and 6 to analyze a vertically stratified (but still idealized) stratospheric model. The messier ap-

plication with an operational forecasting model in chapter 7 uses a different version of TPT that is

fully discrete and time-dependent, but those methodological details are postponed to that chapter.

In my opinion, this background chapter should be used as a reference for the application chapters,

which are friendlier. There is some redundancy between the material in this introductory chapter

and the application chapters, in order to serve the reader who wants to see applications without

getting overwhelmed in background material first.

2.1 Transition path ensemble

The following theoretical development parallels Vanden-Eijnden [2006], but expands on it in sev-

eral ways. Consider a stochastic ergodic dynamical system X(t) ∈ Ω, evolving through a very

long time interval (−T,T ). As T → ∞, X(t) will explore the full dynamical state space available

to it, eventually filling out a steady-state probability density π(x). It will also cross from A to

B and back a number MT of times. As T → ∞, ergodicity guarantees that MT → ∞ as well. Let

τ
−
A,m and τ

+
B,m denote the beginning and ending time of the mth transition path (so X(τ−A,m) ∈ A

and X(τ+B,m) ∈ B). Technically, we assume X(t) is right-continuous with left limits, meaning
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X(τ−A,m) /∈ A but limt↑τ−A,m
X(t) ∈ A. We won’t concern ourselves with such details.

We will describe the transition path ensemble at two levels of granularity. At the first level, we

consider the set of reactive snapshots, which are the instantaneous model states X(t) realized in

the course of a transition without regard to their ordering in time or their grouping into separate

transition events:

Reactive snapshots =
∞⋃

m=−∞

τ
+
B,m⋃

t=τ
−
A,m

{X(t)}. (2.4)

We use “reactive” for consistency with the chemistry literature. At the second level, we distinguish

each transition path as a unique, coherent object, containing a sequence of snapshots ordered in

time. We formally define the (A→ B) transition path ensemble as

Transition path ensemble =
{{

(t,X(t)),τ−m < t < τ
+
m
}
,m = . . . ,−2,−1,0,1,2, . . .

}
(2.5)

The inner set is the collection of snapshots along the mth transition path, where the index m is

assigned arbitrarily so that τA,−1 ≤ 0 and τA,0 > 0. The outer set is the collection of paths, which

becomes infinite as T → ∞. There is no fixed duration of transition paths; each one has a different

duration τ
+
m,B− τ

−
m,A. For this reason, the space of paths has infinite dimension, and there is no

probability density to describe the path ensemble. However, functionals of transition paths do have

well-defined distributions. Using the abbreviation X(m) :=
{
(t,X(t)) : τ

−
m,A≤ t < τ

+
m,B} for the mth

transition path, we can define arbitrary functionals G such as

G1[X(m)] = τ
+
m,B− τ

−
m,A, (2.6)

G2[X(m),X(m+1)] = τ
+
m+1,B− τ

+
m,B (2.7)

G3[X(m)] = max
{∣∣∣∣U(X(t2))−U(X(t1))

t2− t1

∣∣∣∣ : τ
−
m,A < t1 < t2 < τ

+
m,B

}
, (2.8)

where U(X(t)) is shorthand for the eastward wind velocity in the stratosphere. G1 quantifies the
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elapsed time over the course of a transition path; G2 is the return time between one extreme event

and the next; and G3 is the fastest average rate of change of wind speed recorded over the whole

transition path. The quantities of interest G will, of course, depend on the application.

In principle, we could collect statistics over the transition path ensemble by “direct numerical

simulation” (DNS): integrate the system for a long time, collect many A→ B transition paths X(m),

calculate any quantities of interest G1,G2,G3, . . ., and estimate summary statistics. The number of

samples needed for a given level of confidence may vary greatly, depending on the process and

the G ’s chosen. Although DNS is simple and general, it is expensive for high-dimensional models,

particularly for rare events with a very long return interval (G2 above) relative to the simulation

timestep.

The following subsection will specify, and chapters 5-7 will demonstrate, an alternative ap-

proach known as dynamical Galerkin approximation [DGA; Thiede et al., 2019], which circum-

vents DNS and uses only short numerical simulations instead—a calculation made possible by

TPT. For example, I will show how to compute statistical averages of G1 and G2 above without the

prohibitive costs of DNS. Yet the approach is not a panacea: nonlinear functionals like G3 do not

fall so neatly within the purview of the method. The mathematical development below will make

clear what is possible.

2.2 Itô diffusions

2.2.1 Feynman-Kac formulae

To get more specific with TPT, it will help to get more specific with the process. Following standard

references such as Oksendal [2003] and E et al. [2019], I will present a brief overview of the

most common and natural setting for TPT analysis, in which X(t) solves a stochastic differential
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equation known as an Itô diffusion:

dX(t) = ν(X(t))dt +σ(X(t))dW(t). (2.9)

Here, ν : Rd → Rd is the deterministic part of the dynamics known as the “drift.” W(t) ∈ Rk

(k≤ d) is a vector of independent Brownian motions that injects randomness, and σ : Rd→Rd×k

is a diffusion matrix which distributes that randomness among components of the physical system.

Randomness may represent unresolved processes, such as forcing from fast internal oscillations

(e.g., gravity waves), uncertain initial conditions, or model error. Chapters 4-6 work in the setting

of Itô diffusion models. Other forms of noise and non-autonomous dynamics, which can and do ap-

pear in real applications, can still be analyzed approximately in a TPT framework with appropriate

discretization. We will address these issues in chapter 7 when working with real data.

Associated to a diffusion process is the infinitesimal generator, L , which acts on suitable

functions of state space (also called “observable” functions) by evolving their expectation forward

in time:

L H(x) = lim
∆t→0

Ex[H(X(∆t))]−H(x)
∆t

(2.10)

where Ex[·] :=E[·|X(0) = x]. The Itô chain rule gives an evolution equation for H, following X(t):

dH(X(t)) = L H(X(t))dt +dM(t) (2.11)

where M(t) is a martingale. For an Itô diffusion, the infinitesimal generator and martingale terms
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are partial differential operators:

L H(x) =
d

∑
i=1

νi(x)
∂H(x)

∂xi
(2.12)

+
d

∑
i=1

d

∑
j=1

1
2
[
σ(x)σ(x)>

]
i j

∂ 2 f (x)
∂xi∂x j

dM(t) =
d

∑
i=1

k

∑
j=1

∂H(x)
∂xi

σi j(x)dW j(t) (2.13)

It turns out that the committors q±, probability density π , and other key ingredients in TPT can

be expressed as solutions to linear equations, known as Feynman-Kac formulae, involving the

generator. With a diffusion process, these equations take the form of partial differential equations

(PDEs) over Rd . Feynman-Kac formulae are an engine of the DGA method, and I will informally

derive them here.

Let D be a sub-domain of Ω, usually the region (A∪B)c between A and B where the system has

not decided between the normal and abnormal state; depending on the stochastic forcing it could

go into either one from time t = 0. Consistent with the above notation for first-hitting times, let

τDc = min{t ≥ 0 : X(t) /∈ D} be the first exit time from this domain starting at time zero. This is

a random variable which depends on the starting condition x ∈ D. Let G : ∂D→ R be a boundary

condition, λ ∈ R a real number, and Γ : D→ R a term to represent accumulated risk, all three of

which can be chosen by the user. We seek a PDE for the forecast function

F(x) = Ex

[
G(X(τ+Dc))exp

(
λ

∫
τ
+
Dc

0
Γ(X(s))ds

)]
, (2.14)

which can express various notions of risk depending on the choice of G, Γ, and λ . To derive the

PDE, for F , consider the following stochastic process:

Z(t) = F(X(t))Y (t) (2.15)
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where Y (t) := exp
(
λ
∫ t

0 Γ(X(s))ds
)
. Itô’s lemma gives us that dY (t) = λΓ(X(t))Y (t)dt. Hence,

applying the product rule to Z(t),

dZ(t) = dF(X(t))Y (t)+F(X(t))dY (t) (2.16)

= L F(X(t))Y (t)dt +dM(t)Y (t)+λF(X(t))Γ(X(t))Y (t)dt

=
[
L F +λΓF

]
(X(t))Y (t)dt +Y (t)dM(t)

where in (2.16) we have left out the quadratic cross-variation of F(X(t)) and Y (t) because Y has

finite variation. If the bracketed term (L +λΓ(x))F(x) = 0 for all x, then Z(t) is a martingale and

it follows that

Z(0) = Ex[Z(t)] (2.17)

F(x) = Ex

[
F(X(t))exp

(
λ

∫ t

0
Γ(X(s))ds

)]
(2.18)

Finally, the formula still holds if we substitute a stopping time for t. Here, a stopping time tech-

nically means a random variable time τ that is measurable with respect to the filtration up until

τ [Oksendal, 2003]. By choosing τDc , the first exit time from D, the F(X(t)) inside the brackets

becomes its boundary value G(X(τDc)). Thus F(x) as defined in (2.14) also solves the boundary

value problem


(L +λΓ(x))F(x) = 0 x ∈ D

F(x) = G(x) x ∈ Dc
(2.19)

In a diffusion process, this boundary value problem takes the form of a PDE according to the

expression for the generator.

It will also prove useful to treat F as a moment-generating function for the Γ-integral, by

differentiating in λ and setting λ = 0. This is related to the Kac moment method [Fitzsimmons and
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Pitman, 1999]. The corresponding expectations are

∂
k
λ

F(x;λ = 0) = Ex

[
G(X(τ+Dc))

(∫
τ
+
Dc

0
Γ(X(t))dt

)k]
(2.20)

In other words, λ -derivatives of F give us moments of the probability distribution of Γ-integrals,

which may be exploited to ask about various statistical properties of the passage to B. Simple

manipulations of Eq. (2.19) gives a sequence of linear equations for ∂ k
λ

F(x;λ ) at λ = 0:

(L +λΓ(x))∂λ F(x;λ )+Γ(x)F(x;λ ) = 0 (2.21)

L
[
∂λ F

]
(x;0) =−Γ(x)F(x;0) (2.22)

(L +λΓ(x))∂ 2
λ

F(x;λ )+2Γ(x)∂λ F(x;λ ) = 0 (2.23)

L
[
∂

2
λ

F
]
(x;0) =−2Γ(x)∂λ F(x;0) (2.24)

(L +λΓ(x))∂ 3
λ

F(x;λ )+3Γ(x)∂ 2
λ

F(x;λ ) = 0 (2.25)

L
[
∂

3
λ

F
]
(x;0) =−3Γ(x)∂ 2

λ
F(x;0) (2.26)

... (2.27)

(L +λΓ(x))∂ k
λ

F(x;λ )+ kΓ(x)∂ k−1
λ

F(x;λ ) = 0 (2.28)

L
[
∂

k
λ

F
]
(x;0) =−kΓ(x)∂ k−1

λ
F(x;0) (2.29)

This sequence is recursive: the (k−1)th derivative of F provides a ready-made source term for the

equation for the kth derivative.

What about the boundary condition? For x ∈Dc, τ
+
Dc = 0, so all the Γ-integrals are zero, which

makes homogeneous boundary conditions for all k ≥ 1.

∂
k
λ

F(x;0) = Ex

[
G(X(0))

(∫ 0

0
Γ(X(t))dt

)k]
= 0 (2.30)
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2.2.2 Dynkin’s formula and finite lag time

In practice, when we later discretize Eq. (2.19), we achieve better numerical stability integrating the

generator to a finite lag time ∆t, following Strahan et al. [2021], rather than estimating a numerical

limit as ∆t→ 0 in Eq. (2.10). The theorem that allows this is called Dynkin’s formula, which states

that for any suitable function H : Rd → R and a stopping time θ ,

Ex[H(X(θ))] = H(x)+Ex

[∫
θ

0
L H(X(t))dt

]
. (2.31)

The left-hand side, Ex[H(X(θ))], is known as the transition operator T θ H(x), a finite-time ver-

sion of the generator. Note that this is a deterministic operator despite θ being a random variable,

because by definition T θ only has θ inside of expectations.

Applying Dynkin’s formula to F(x), with θ = min(∆t,τDc), we find

Ex[F(X(θ))] = F(x)+Ex

[∫
θ

0
L F(X(t))dt

]
= F(x)−λEx

[∫
θ

0
Γ(X(t))F(X(t))dt

]
T θ F(x) = F(x)−λK θ

Γ
F(x) (2.32)

where K θ
Γ

is shorthand notation for the integral operator on the right.

2.2.3 Steady-state distribution

We will generally assume that the process X(t) has a steady-state distribution π , which we will

typically represent as π(x): a density with respect to Lebesgue measure. π is defined by several

equivalent properties, the simplest being Eq. (2.1). Another property, known as ergodicity, is that

for any suitable observable function H, the long-term average of H following X(t) equates to a
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π-weighted average of f over state space:

lim
T→∞

∫ T

−T
H(X(t))dt =

∫
Ω

H(x)π(x)dx =: 〈 f 〉π (2.33)

The third property will provide an equation for π(x) in terms of the generator. If X(0) is a random

variable drawn from π , then its time-integrated image X(∆t) is also drawn from π . This means

that an observable H(x) can equally well be averaged over X(0) or X(∆t): they have the same

distribution.

EX(0)∼π

[
H(X(∆t))

]
= EX(∆t)∼π

[
H(X(∆t))

]
(2.34)∫

T ∆tH(x)π(x)dx =
∫

H(y)π(y)dy (2.35)∫
(T ∆t −1)H(x)π(x)dx = 0 (2.36)∫

H(x)(T ∆t −1)∗π(x)dx = 0 (2.37)

where ∗ denotes the adjoint operator with respect to the Lebesgue measure. Because this holds for

arbitrary H, we can write

(T ∆t −1)∗π = 0 (2.38)

Or, dividing by ∆t and taking the limit ∆t→ 0,

L ∗π(x) = 0 (2.39)∫
π(x)dx = 1 (2.40)

where the second equation ensures that π is a properly normalized probability density. More gen-

erally, for any “reference measure” ζ that is absolutely continuous with respect to π , we can write
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an equation for the change of measure dπ/dζ :

∫
T ∆tH(x)

dπ

dζ
(x)ζ (x)dx =

∫
H(y)

dπ

dζ
(y)ζ (y)dy (2.41)∫

(T ∆t −1)H(x)
dπ

dζ
(x)ζ (x)dx = 0 (2.42)∫

H(x)(T ∆t −1)∗
ζ

[
dπ

dζ

]
(x)dx = 0 (2.43)

∴ (T ∆t −1)∗
ζ

[
dπ

dζ

]
(x) = 0 (2.44)

This will become important when we use data to estimate π , in which the reference measure is not

Lebesgue but a sampling measure.

2.2.4 Time reversal

We refer the conditional expectation (2.14) as a forecast, simply because it considers the future

evolution of X(t). But transition paths are defined by their past as well as their future: if a snapshot

X(t) is part of a transition path, the next hitting time τ
+
Dc(t) will find the system in B, while the most

recent hitting time τ
−
Dc(t) saw the system in A. This calls for a time-reversed forecast, or aftcast

(the term “hindcast” is already taken; see chapter 7), and therefore a time-reversed generator L̃

that pushes expectations backward in time:

L̃ H(x) = lim
∆t→0

Ẽ[H(X(−∆t))]−H(x)
∆t

=: lim
∆t→0

(T −∆t −1)H(x)
∆t

(2.45)

where Ẽ denotes backward-in-time expectation. We specifically consider backward dynamics at

stationarity, i.e., the dynamics such that the correlation between a function f at time 0 and g at
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time ∆t are equivalent, whether we evolve forward from 0→ ∆t or backward from ∆t→ 0:

EX(0)∼π

[
f (X(0))g(X(∆t))

]
= EX(∆t)∼π

[
f (X(0))g(X(∆t))

]
(2.46)∫

f (x)T ∆tg(x)π(x)dx =
∫

T −∆t f (y)g(y)π(y)dy (2.47)∫
(T ∆t)∗[ f π](x)g(x)dx =

∫
π(y)T −∆t f (y)g(y)dy (2.48)

∴
1

π(x)
(T ∆t)∗[π f ](x) = T −∆t f (x) (2.49)

since g is arbitrary. The reversed infinitesimal generator L̃ inherits the same property: 1
π
L ∗[π f ] =

L̃ f . For Itô diffusions, we have an explicit formula for L ∗ through integration by parts. For

brevity, we abbreviate the diffusion matrix 1
2σσ> by a= [ai j], ∂i = ∂/∂xi, and implicitly sum over

repeated indices. For any two twice-differentiable functions f and g which vanish at the boundary

of our domain,

〈L f ,g〉=
∫

L f (x)g(x)dx (2.50)

=
∫ [

νi∂i f +ai j∂i∂ j f
]
gdx (2.51)

=
∫

∂i
[
νi f g+ai jg∂ j f

]
dx−

∫ [
∂i(νig) f +∂i(ai jg)∂ j f

]
dx (2.52)

=−
∫

∂i(νig) f dx−
∫

∂ j
[
∂i(ai jg) f

]
dx+

∫
∂i∂ j(ai jg) f dx (2.53)

=
∫ [
−∂i(νig)+∂i∂ j(ai jg)

]
f dx (2.54)

∴ L ∗g(x) =−
d

∑
j=1

∂

∂xi

[
νi(x)g(x)

]
+

d

∑
i=1

d

∑
j=1

∂ 2

∂xi∂x j

[
1
2

(
σ(x)σ(x)>

)
i j

g(x)
]
. (2.55)

All integrals of total derivatives have vanished, thanks to the homogeneous boundary conditions.
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2.3 TPT quantities of interest

Now that we have equations for the general forecast function (2.14), we can start assembling the

building blocks of a full TPT analysis with different choices of G and Γ.

2.3.1 Forecasts

The first building block is the forward committor, for which we set D = (A∪B)c, G(x) = 1B(x),

and Γ≡ 0:

F+(x) = Ex
[
1B(X(τ+A∪B))

]
(2.56)

= Px{X(τ+A∪B) ∈ B}=: q+B (x). (2.57)

We can therefore immediately write down a boundary value problem for q+B ,


L q+B (x) = 0 x ∈ (A∪B)c

q+B (x) = 0 x ∈ A

q+B (x) = 1 x ∈ B

(2.58)

How long does the system take to get from its starting point x to the abnormal state B? We obtain an

equation for the mean first passage time to B (MFPTB) by defining D=Bc (including A), G(x) = 1,

Γ = 1. With respect to λ , we retain it as an auxiliary variable and differentiate:

F+(x;λ ) = Ex
[
eλτ

+
B
]

(2.59)

∂λ F+(x;0) = Ex
[
τ
+
B
]
= MFPTB(x). (2.60)
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Reading off the first recursive equation for moments above, we have

L
[
∂λ F+](x;0) =−F+(x;0) =−1. (2.61)

The last equality follows from plugging in λ = 0 to F+ = Exeλτ
+
B . The boundary condition for

MFPTB is simply zero, because starting at B, the process needs no additional time to arrive at B.

Thus the full boundary value problem for MFPTB is


L
[
MFPTB

]
(x) =−1 x ∈ Bc

MFPTB(x) = 0 x ∈ B.
(2.62)

Any other set S can be substituted for B here, to get the mean first passage time to S.

MFPTB gives a notion of the system’s overall propensity to reach B. However, this expectation

includes possible paths that visit A first, perhaps for a long time. In certain weather forecasting

contexts, the real-time speed of the event itself might be more immediately important (see chapter

5). To quantify the time to B after the transition path has already started, we condition the MFPT

on going directly to B by choosing D = (A∪B)c, G(x) = 1B(x), and Γ = 1. Manipulating the

Feynman-Kac formula (2.14) results in an expression for the lead time:

F+(x;λ ) = Ex
[
1B(X(τ+A∪B))e

λτ
+
A∪B
]

(2.63)

∂λ F+(x;0) = Ex
[
1B(X(τ+A∪B))τ

+
A∪B

]
(2.64)

∂λ F+(x;0)
q+(x)

=
Ex[1B(X(τ+A∪B))τ

+
A∪B]

Ex[1B(X(τ+A∪B))]
(2.65)

= E
[
τ
+
A∪B|X(τ+A∪B) ∈ B

]
=: η

+
B (x) = Lead time to B (2.66)

The denominator and numerator correspond to the zeroth and first λ -derivatives of the forecast

function (5.14), and an be solved with the corresponding recursive Feynman-Kac formulae. The

lead time is an important object in the SSW application in chapter 5.
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2.3.2 Aftcasts

Every forecast function has a corresponding aftcast function for the time-reversed process. The

backward committor is defined as the probability of having emerged from A more recently than B:

q−A (x) = Ex[1A(X(τ−A∪B))] = Px{X(τ−A∪B) ∈ A}, (2.67)

where the backward hitting time is the random variable defined as

τ
−
A∪B(t0) = max{t ≤ t0 : X(t) ∈ A∪B}. (2.68)

Similarly, the backward lead time is the elapsed time since leaving A, conditional on having left A

more recently:

η
−
A (x) = Ex

[
τ
−
A∪B|X(τ−A∪B) ∈ A

]
=

Ex[1A(X(τ−A∪B))]

q−A (x)
(2.69)

More generally, we introduce a backward version of the general forecast F above, and decorate

both versions to indicate their time orientation as well as their dependence on λ and Γ:

F+
Γ
(x;λ ) = Ex

[
1B(X(τ+A∪B))exp

(
λ

∫
τ
+
A∪B

0
Γ(X(r))dr

)]
(2.70)

F−
Γ
(x;λ ) = Ex

[
1A(X(τ−A∪B))exp

(
λ

∫ 0

τ
−
A∪B

Γ(X(r))dr
)]

(2.71)

Using the fact that the past and future are independent conditional on the present, we multiply the

aftcast and hindcast together to get an expectation over transition paths crossing through x:

F−
Γ
(x,λ )F+

Γ
(x,λ ) = (2.72)

Ex

[
1A(X(τ−A∪B))1B(X(τ+A∪B))exp

(
λ

∫
τ
+
A∪B

τ
−
A∪B

Γ(X(r))dr
)]
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Differentiating repeatedly in λ at λ = 0 provides us with all moments of the probability distribution

of transition path integrals:

∂
k
λ

[
F−(x,λ )F+

Γ
(x,λ )

]
λ=0 = (2.73)

Ex

[
1A(X(τ−A∪B))1B(X(τ+A∪B))

(∫
τ
+
A∪B

τ
−
A∪B

Γ(X(r))dr
)k]

The expectation is restricted to paths crossing through x. Setting k = 0, this is simply q+B (x)q−(x),

the probability of an observed snapshot x being part of a transition path. With k≥ 1, it is natural to

condition on snapshots being reactive by dividing by q−A (x)q+B (x).

∂ k
λ
[F+

Γ
(x;λ )F−

Γ
(x;λ )]λ=0

q−A (x)q+B (x)
(2.74)

= Ex

[(∫
τ
+
A∪B

τ
−
A∪B

Γ(X(r))dr
)k∣∣∣∣X(τ−A∪B) ∈ A,X(τ+A∪B) ∈ B

]
= Ex

[(∫
τ
+
A∪B

τ
−
A∪B

Γ(X(r))dr
)k∣∣∣∣A→ B

]
(abbreviation)

Everything we say about transition paths stems originally from the functions F+
Γ

and F−
Γ

for vari-

ous Γ, as well as the steady-state distribution π .

Having introduced TPT’s building blocks, we now present some common statistical averages

that distinguish transition path behavior from ordinary behavior of X(t). Depending on the applica-

tion, these averages might provide direct insight into the dynamics of interest. There are two broad

categories of statistics, the first pertaining to the reactive snapshots from Eq. (2.4) and the second

pertaining to the transition paths from Eq. (2.5).

2.3.3 Reactive snapshot averages

Just as the process X(t) is has a limiting distribution of π(x), the reactive trajectories have their

own limiting reactive density πAB(x). The ergodic property says that time averages restricted to
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reactive times are equivalent to spatial averages weighted by πAB: for any observable f ,

∫
Ω

f (x)πAB(x) = lim
T→∞

∫ T
−T f (X(t))1A(X(τ−A∪B(t)))1B(X(τ+A∪B(t)))dt∫ T
−T 1A(X(τ−A∪B(t)))1B(X(τ+A∪B(t)))dt

(2.75)

=
〈 f q−A q+B 〉π
〈q−A q−B 〉π

=
∫

Ω

f (x)
q−A (x)q−B (x)π(x)
〈q−A q−B 〉π

dx (2.76)

where we used ergodicity in the second line. Hence, πAB(x) is the product of π(x) with the forward

and backward committors—the probability of being reactive at any given point—and normalized

so that πAB integrates to one. The normalizing factor, 〈q−A q−B 〉, is the time fraction spent en route

from A to B. Various choices of f give various cross-sections of the system’s transitory behavior.

With f (x) = 1{U(x) > U0}, 〈 f 〉πAB is the fraction of transition time with the observable U(x)

(such as wind speed) exceeding a threshold U0. A systematic difference from 〈 f 〉π would indicate

that transition paths are systematically different from everyday behavior, at least with respect to f .

One can also swap different combinations of symbols for AB. For instance, πAA is the probability

density of the system on its way from A, back to A. In chapter 6, we will compare the probability

densities on all four phases of the SSW “life cycle” AA,AB,BB,BA.

2.3.4 Transition path averages and currents

Thinking about transition paths from start to finish as discrete, coherent objects unlocks a richer

description of the ensemble, including their average dynamical tendency, variability, and most

importantly their rate. Here we generalize the concept of rate to not only count transitions, but to

characterize certain functionals of distributions. The generalized rate is defined as

RΓ(λ ) : = lim
T→∞

1
T

m0+MT−1

∑
m=m0

exp
(

λ

∫
τ
+
B,m

τ
−
A,m

Γ(X(r))dr
)

(2.77)

where m0 ≤ 0 is index of the first transition path beginning during the interval (−T,T ) and MT

is the number of transition paths fully contained within that interval. The notation emphasizes
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dependence on the observable Γ and the real parameter λ . To unpack this formula, first set λ = 0

and observe that RΓ(0) =
MT
T is the number of transitions per unit time—the ordinary rate—whose

inverse is the average period of the full “life cycle” A→ B→ A. This is not to be confused with

the asymmetric forward and backward rates,

kAB =
RΓ(0)
〈q−A 〉π

, kBA =
RΓ(0)
〈q−B 〉π

(2.78)

which distinguish the A→ B and B→ A directions by how fast they occur. The factor 〈q−A 〉π is the

time fraction spent having last been in A rather than B, and 〈q−B 〉 is its complement. For example,

if A were very stable and B very unstable, the system would spend most of its time in the basin

of attraction of A, making 〈q−A 〉π large and kAB� kBA. Asymmetric rates (or “rate constants”) are

very important for chemistry applications, and we do present some in 4, but the symmetric rate

turns out more useful overall.

Returning to (2.77), we divide through by RΓ(0):

RΓ(λ )

RΓ(0)
= lim

T→∞

1
MT

m0+MT−1

∑
m=m0

exp
(

λ

∫
τ+m

τ
−
m

Γ(X(r))dr
)

= Epaths

[
exp
(

λ

∫
τ
+
B

τ
−
A

Γ(X(r))dr
)]

(2.79)

where the subscript “paths” distinguishes the expectation as over all transition paths, not just those

crossing through a fixed x as in (2.74). The right side of (2.79) is a moment-generating function

for the transition path integral
∫

Γdt. Differentiating in λ yields the moments of that distribution,

including its variance, skew, and kurtosis:

∂ k
λ

RΓ(0)

RΓ(0)
= Epaths

[(∫
τ
+
B

τ
−
A

Γ(X(r))dr
)k]

, (2.80)

Thus, RΓ(λ ) contains much information about the transition ensemble as measured by path inte-

grals.
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How can RΓ(λ ) be computed? Consistent with the promise of the last section, it is fully ex-

pressible in terms of the forecast F+
Γ

and the corresponding aftcast F−
Γ

. We must convert Equation

(2.77), a sum over transition paths ∑
MT
m=1(·), into an integral over time

∫ T
−T (·)dt and then (by er-

godicity) into an integral over space
∫
Rd (·)π(x)dx. This approach extends the rate derivation in

Vanden-Eijnden [2006] and Strahan et al. [2021] to generalized rates.

To write the rate as a time integral, we introduce a set S which fully contains A and does not

intersect B. Its surface C = ∂S is called a dividing surface. We make the simple observation that

every transition path must cross from the inside of C to the outside of C at least once. It may cross

back again, but then it must exit again, and so on. All told, each transition path has to cross C an

odd number of times, with #(outward crossings)− #(inward crossings) = 1. We then implement

the counting operation by applying a mask under a time integral to select only the time segments

when a reactive trajectory segment is crossing this surface (+1 for positive crossings and −1 for

negative crossings), resulting in unit weight for each transition path. To be explicit,

RΓ(λ ) = lim
∆t→0

1
∆t

lim
T→∞

1
2T

∫ T

−T
(2.81)

exp
(

λ

∫
τ
+
A∪B(t+∆t)

τ
−
A∪B(t)

Γ(X(r))dr
)
× (2.82)

1A(X(τ−A∪B(t)))1B(X(τ+A∪B(t +∆t)))× (2.83)[
1S(X(t))1Sc(X(t +∆t)) (2.84)

−1Sc(X(t))1S(X(t +∆t))
]

dt (2.85)

The idea is to restrict the interval (0,T ) to the collection of time intervals (t, t +∆t) during which

the path crosses the surface ∂S. Line (2.83) applies a mask picking out transition path segments,

which are those that come from A and next go to B. Line (2.84) applies a further mask picking out

the narrow time intervals when X(t) exits the region from S to Sc, while line (2.85) subtracts the

backward crossings from Sc to S. Using ergodicity, we can replace the time integral with a space
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integral and insert conditional expectations inside. For example, the part of the integrand

exp
(

λ

∫
τ
+
A∪B(t+∆t)

t+∆t
Γ(X(r))dr

)
× (2.86)

1B(X(τ+A∪B(t +∆t)))1Sc(X(t +∆t))

becomes, after taking conditional expectations,

E
[
1Sc(X(t +∆t))F+

Γ
(X(t +∆t))

∣∣X(t) = x
]

(2.87)

=: T ∆t[
1ScF+

Γ

]
(x)

Where the the transition operator, as above, is defined by T ∆t f (x) = Ex[ f (X(∆t))]. Applying

similar logic to all terms in the integrand, we have the following generalized rate formula:

RΓ(λ ) = lim
∆t→0

1
∆t

∫
Rd

F−
Γ
(x;λ )× (2.88){

1ST
∆t[

1ScF+
Γ

]
−1ScT ∆t[

1SF+
Γ

]}
(x)π(x)dx

which holds for any S enclosing A and disjoint from B. A more compact, although less symmetric,

version is found by replacing 1S with 1−1Sc and canceling two terms:

RΓ(λ ) = lim
∆t→0

1
∆t

∫
πF−

Γ

{
(1−1Sc)T ∆t[

1ScF+
Γ

]
−1ScT ∆t[(1−1Sc)F+

Γ

]}
(2.89)

= lim
∆t→0

1
∆t

∫
πF−

Γ

{
T ∆t[

1ScF+
Γ

]
−1ScT ∆tF+

Γ

}
dx (2.90)

This is a form estimable from short simulation data, which the next section will explain. However,

in the case of diffusion processes, we can go a step further using the differential form of the

generator. The trick will be to transform the T ∆ts inside the integral into L s, whose form we

know explicitly. By subtracting 1ScF+
Γ

from the first term, adding the same thing to the second
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term, and bringing 1/∆t inside the integral, we get

RΓ(λ ) = lim
∆t→0

∫
πF−

Γ

(
T ∆t −1

∆t

[
1ScF+

Γ

]
−1Sc

T ∆t −1
∆t

F+
Γ

)
dx (2.91)

It is tempting to take the limit ∆t→ 0 inside the integral, taking the formal limit (T ∆t−1)/∆t→L

as ∆t → 0, but L cannot act on discontinuous functions like indicators. Instead, we introduce a

smooth mollifier φδ with parameter δ > 0, such that φδ is zero deep in S and one deep in Sc, but

varies smoothly from zero to one through a transition region around ∂S of thickness δ . This means

φδ → 1Sc as δ → 0. Then we switch the order of limits and take the ∆t→ 0 first, giving

RΓ(λ ) = lim
δ→0

∫
πF−

Γ

{
L
[
φδ F+

Γ

]
−φδ L F+

Γ

}
dx (2.92)

Now let us insert the specific form of the generator. The generator acts on on a product of functions

f g as follows:

L
[

f g
]
= νi∂i( f g)+ai j∂i∂ j( f g) (2.93)

= f ∂ig+g∂i f +ai j
[

f ∂i∂ jg+∂i f ∂ jg+∂ j f ∂ig+g∂i∂ j f
]

(2.94)

= f L g+gL f +2ai j∂i f ∂ jg (2.95)

where we’ve used the fact that a is symmetric to combine two terms. Applying this to the integrand,

RΓ(λ ) = lim
δ→0

∫
πF−

Γ

{
F+

Γ
L φδ +2ai j∂iφδ ∂ jF

+
Γ

}
dx (2.96)

Our goal is now to isolate ∂iφδ as a global coefficient for the rest of the integrand. We do this by
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expanding L φδ and integrating by parts.

RΓ(λ ) = lim
δ→0

∫
πF−

Γ

{
F+

Γ
νi∂iφδ +F+

Γ
ai j∂i∂ jφδ +2ai j∂iφδ ∂ jF

+
Γ

}
dx (2.97)

= lim
δ→0

(∫
∂iφδ

[
πF−

Γ
F+

Γ
νi +2πai jF

−
Γ

∂ jF
+
Γ
−∂ j(πai jF

−
Γ

F+
Γ
)
]

dx (2.98)

+
∫

∂ j

[
πF−

Γ
F+

Γ
ai j∂iφδ

]
dx
)

(2.99)

We are assuming π vanishes fast enough at the boundaries so that the final term, an integral of a

total derivative, is zero. The first integrand, meanwhile, can be manipulated into a more symmetric

expression:

RΓ(λ ) = lim
δ→0

∫
∂iφδ

[
πF−

Γ
F+

Γ
νi +2πai jF

−
Γ

∂ jF
+
Γ
−πai jF

−
Γ

∂ jF
+
Γ
−F+

Γ
∂ j(πai jF

−
Γ
)
]

dx

(2.100)

= lim
δ→0

∫
∂iφδ

{
F−

Γ
F+

Γ

[
πνi−∂i(πai j)

]
+πai j

(
F−

Γ
∂ jF

+
Γ
−F+

Γ
∂ jF
−
Γ

)}
dx (2.101)

= lim
δ→0

∫
∇φδ ·

{
F−

Γ
F+

Γ
J+πa(F−

Γ
∇F+

Γ
−F+

Γ
∇F−

Γ
)
}

dx (2.102)

We have introduced the equilibrium current J = πν−∇ · (πa), which is divergence-free at steady-

state and zero in systems with detailed balance (which we are not assuming). Let us then define

the full term in braces JAB, and finally dispense with φδ by the following argument. As δ → 0,

∇φδ = |∇φδ |n, where n is the outward unit normal from S, pointing away from A and towards

B. The volume element dx can be locally decomposed as dx = dxn dσ , where dxn is the element

of length along the direction of n and dσ is the element of surface area on S. We accordingly

decompose the integral, and treat JAB as constant over that vanishingly small region of size δ

where φδ varies. By construction, the inner integral is
∫
|∇φδ |dxn = 1. All that remains is a (d−1)-
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dimensional integral over a manifold, the surface ∂S:

RΓ(λ ) =
∫

∂S
JAB ·ndσ (2.103)

We have derived an explicit form for JAB for diffusion processes, but a more general definition of

JAB is the implicit definition in Eq.(2.103). For λ = 0, JAB is the vector field whose surface integral

on ∂S gives the rate. We could also take derivatives to find a generalized current contributing to

the moments of transition path integrals. For example, using the product rule,

∂λ RΓ(λ ) =
∫

∂S

{(
∂λ F−

Γ
F+

Γ
+F−

Γ
∂λ F+

Γ

)
J (2.104)

+πa
(

∂λ F−
Γ

∇F+
Γ

+F−
Γ

∇∂λ F+
Γ
−∂λ F+

Γ
∇F−

Γ
−F+

Γ
∇∂λ F−

Γ

)}
·ndx (2.105)

Note that the integral does not depend on the specific dividing surface we choose, which implies

that JAB is divergence-free outside of A∪B, but has a source of field lines at A and a sink at B.

Since every dividing surface supports the same total flux, large local current magnitude means a

constrained reaction mechanism.

We have now completely described the mathematics of TPT, and our extensions to it. All the

above quantities of interest can be computed from π(x), F+
Γ
(x), F−

Γ
(x), and their λ -derivatives.

In chapter 4, we solve the Feynman-Kac PDEs numerically with a finite volume method, which is

possible because the state space is only three-dimensional. In chapters 5 and 6, however, I study a

75-dimensional model that cannot be handled the same way due to the curse of dimensionality. The

next section explains both how to compute them from data instead, making use of the probabilistic

definitions of the generator and the transfer operator.
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2.4 Numerical method: dynamical Galerkin approximation (DGA)

The DGA method [Thiede et al., 2019] is an approach to solving the Feynman-Kac formulae, and

subsequently estimating the TPT quantities of interest, using a dataset of short trajectories:

{Xn(t) : 0≤ t ≤ ∆t}Nn=1, (2.106)

where the initial conditions Xn(0) have been sampled from all over state space. One can use many

different procedures to do so, including stratification and splitting methods, but this thesis uses only

very straightforward schemes. We define a sampling measure µ(x) to encapsulate the procedure

of generating Xn(0), and take it as given in the development below. µ is very flexible; it just has to

be absolutely continuous with respect to π .

2.4.1 Discretization of Feynman-Kac formulae

The forecast F+
Γ
(x), the steady-state density π(x), and the aftcast F−

Γ
(x) call for three similar but

distinct algorithms, which we address in turn. Each step requires expanding an unknown function in

a pre-defined basis, which can be quite general. However, I ended up using only locally supported

indicator functions as basis elements, which allow us to interpret DGA as an application of Markov

state modeling (MSM). I will spell out this special case in parallel with the more general case.
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DGA for forecasts

First we address the forecast, which solve the boundary value problem from Eq. (2.32):


(T θ −1+λK θ

Γ
)F+

Γ
(x) = 0 x ∈ D

F+
Γ
(x) = G(x) x ∈ Dc

(2.107)

where for any suitable function φ , (2.108)

θ := min(∆t,τ+Dc) (2.109)

T θ
φ(x) := Ex

[
φ(X(θ))

]
(2.110)

K θ
Γ

φ(x) := Ex

[∫
θ

0
Γ(X(t))φ(X(t))dt

]
(2.111)

Note that the operator acting on F+
Γ

is linear. To discretize this equation and impose regularity

on the solution, we approximate F+
Γ

as a finite linear combination with coefficients w j(F
+
Γ
(x;λ )),

abbreviated w j(λ ):

F+
Γ
(x;λ )≈ F̂+

Γ
(x;λ )+

M

∑
j=1

w j(λ )φ j(x;λ ) (2.112)

where F̂+
Γ

is a guess function obeying the appropriate boundary conditions (F̂+
Γ
|Dc = G) and

{φ j}Mj=1 is a collection of basis functions that are zero on Dc. The basis functions can be defined

in many ways, including with nonlinear dimensionality reduction and machine-learned features

[Thiede et al., 2019, Strahan et al., 2021]. In this thesis, we restrict to simple indicator functions,

rendering the method very similar to a Markov state model. The performance of DGA hinges on

the expressive capacity of the basis functions.

The task is now to solve for the coefficients w j(λ ). Equation (2.107) becomes a system of
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linear equations in w j(λ ):

M

∑
j=1

w j(λ )(T
θ −1+λK θ

Γ
)φ j(x;λ ) =−(T θ −1+λK θ

Γ
)F̂+

Γ
(x;λ ) (2.113)

Since the operators T θ ,K θ
Γ

produce expectations over the future state of the system beginning at

x, we can estimate their action at x = Xn(0) (a short-trajectory starting point) as

(T θ −1+λK θ
Γ
)φ j(Xn(0);λ )≈ φ j(Xn(θn);λ )−φ j(Xn(0);λ ) (2.114)

+λ

∫
θn

0
Γ(Xn(t))φ j(Xn(t);λ )dt

or, if multiple independent trajectories are launched from x, we can average over them. Here, θn =

min(∆t,τ+Dc,n) is the nth sample realization of the stopping time θ . In other words, if a trajectory

hits the boundary Dc before its prescribed duration ∆t, we consider it stopped there. On the right-

hand side, the integral can be approximated by any quadrature method, which will become more

accurate with sampling frequency.

Applying this to every short trajectory and plugging into Eq. (2.113), we obtain a system of

N equations in M unknowns. In practice, N �M, meaning we have many more trajectories than

basis functions, and the system is overdetermined. A unique, and regularized, solution is obtained

by casting it into weak form: we multiply both sides by φi(x) and integrate over state space:

M

∑
j=1

w j(λ )
〈

φi,(T
θ −1+λK θ

Γ
)φ j

〉
ζ
=−

〈
φi,(T

θ −1+λK θ
Γ
)F̂+

Γ

〉
ζ

(2.115)

where the inner products are defined with respect to a measure ζ :

〈 f ,g〉ζ =
∫

f (x)g(x)ζ (x)dx (2.116)

With our finite data set, we approximate the inner product by a sum over pairs of points. Given that
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Xn(0)∼ µ , the law of large numbers ensures that for any bounded function H(x),

1
N

N

∑
n=1

H(Xn(0))≈
∫

H(x)µ(x)dx (2.117)

becomes more accurate as N→∞. Thus we set H(x) = φi(x)(T θ −1+λK θ
Γ
)φ j(x) as estimated

by (2.114), approximate the inner products with ζ = µ , plug them into (2.115), and solve the

M×M system of linear equations for w j(λ ).

With the inner products in hand, we now have (2.115) as a family of matrix equations with λ a

continuous parameter:

(P+λQ)ξ (λ ) = v+λr, (2.118)

where Pi j = 〈φi,(T
θ−1)φ j〉ζ , Qi j = 〈φi,K

θ
Γ

φ j〉ζ , vi = 〈φi,(T
θ−1)F̂+

Γ
〉ζ , and ri = 〈φi,K

θ
Γ

F̂+
Γ
〉ζ .

We can then differentiate in λ and evaluate at λ = 0 to obtain a ready-to-solve discretization of the

recursion (2.29):

Pξ (0) = v (2.119)

Pξ
′(0) = r−Qξ (0) (2.120)

Pξ
(k)(0) =−kQξ

(k−1)(0) for k ≥ 2 (2.121)

where the k’th derivative ξ
(k)(0) is the coefficient expansion in the basis {φ j} of the k’th moment

from (5.18):

∂
k
λ

F+
Γ
(x;0) = Ex

[
G(X(τ+Dc))

(
λ

∫
τ
+
Dc

0
Γ(X(s))ds

)k]
(2.122)

It is helpful to write the equations more explicitly in the special case of the forward committor

(where D = (A∪B)c, Γ = 0, and G = F̂+
Γ

= 1B), and where the basis functions are indicators. To
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construct this basis, we partition D into a disjoint collection of sets {S j}Mj=1, which could come

from a regular grid in low dimensions or a clustering algorithm in high dimensions. We define

φ j(x) = 1S j(x), i.e., one if x ∈ S j and 0 otherwise. Note that S1, . . . ,SM are all subsets of D and so

disjoint with A∪B. The matrix elements on the left-hand side above then become

〈φi,(T
θ −1)φ j〉µ ≈

1
N

N

∑
n=1

φi(Xn(0))
[
φ j(Xn(θn))−φ j(Xn(0))

]
(2.123)

=
#{n : Xn(0) ∈ Si,Xn(θn) ∈ S j}−#{n : Xn(0) ∈ Si,Xn(0) ∈ S j}

N
(2.124)

=
Ni j−Niδi j

N
(2.125)

where Ni j is defined as the number of transitions from Si at the beginning of the trajectory to S j

at the end of the trajectory, and Ni is the number of trajectories starting in Si. The right-hand side

then becomes

−〈φi,(T
θ −1)1B〉µ ≈−

1
N

N

∑
n=1

φi(Xn(0))
[
1B(Xn(θn))−1B(Xn(0))

]
(2.126)

=−#{n : Xn(0) ∈ Si,Xn(θn) ∈ B}−#{Xn(0) ∈ Si,Xn(0) ∈ B}
N

(2.127)

=−NiB
N

(2.128)

where in a slight abuse of notation, NiB counts the transitions from Si at the beginning of the

trajectory to B at the end. The second term in the numerator is zero, as the sets are all disjoint from

B and hence no Xn(0) can be simultaneously in Si and B. Equating the two sides of the equation,

multiplying by N/Ni, and rearranging, we have

1
N

M

∑
j=1

w j(q
+
B )(Ni j−Niδi j) =−

NiB
N

(2.129)

M

∑
j=1

w j(q
+
B )

(
Ni j

Ni
−δi j

)
=−NiB

Ni
(2.130)
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We can now see a connection with Markov state modeling: Ni j/Ni is the maximum-likelihoood es-

timate of the Markov transition matrix entry from Si to S j, i.e., P{X(θ)∈ S j|X(0)∈ Si}. Likewise,

NiB/Ni is the estimate of the transition probability from Si to B. Therefore we label these ratios Pθ
i j

and Pθ
iB respectively, and write

M

∑
j=1

w j(q
+
B )(Pθ − I)i j =−Pθ

iB (2.131)

Rearranging gives a very intuitive equation for the committor:

wi(q
+
B ) = Pθ

iB +
M

∑
j=1

Pθ
i jw j(q

+
B ) (2.132)

In words, going from set i to B before A could happen either in a single trajectory’s lifetime (with

probability Pθ
iB) or through some intermediate state first. The probability can be decomposed into

all possible steps from (i, right now) to ( j, in one timestep) and subsequently from j to B. Hence

the recursive nature of the equation.

We should think of Pθ as a (M +2)× (M +2) Markov matrix, where the first M states corre-

spond to the M basis functions, and A and B the last two states:

Pθ =



Pθ
11 . . . Pθ

1M Pθ
1A Pθ

1B
... . . . ...

...
...

Pθ
M1 . . . Pθ

MM Pθ
MA Pθ

MB

0 . . . 0 1 0

0 . . . 0 0 1


(2.133)

Thus, Eq. (2.132) is really an eigenvalue equation of Pθ . Since Pθ is a properly normalized stochas-

tic matrix, with all entries nonnegative and all rows summing to 1, each wi(q
+
B ) is guaranteed to be

a bona fide probability between 0 and 1.
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DGA for steady-state density

To solve for the steady-state density, we will return to the weak form of the stationary Fokker-

Planck equation (2.43), and set ζ = µ:

∫
(T ∆t −1)H(x)

dπ

dµ
(x)µ(x)dx = 0 for all H (2.134)

Once again, we expand the unknown function dπ

dµ
(x) in the basis {φ j}Mj=1 (although it could be a

different basis from the one used for F+
Γ

) and enforce the above for each H = φi:

dπ

dµ
(x)≈

M

∑
j=1

w j

(
dπ

dµ

)
φ j(x) (2.135)

∫
(T ∆t −1)φi(x)

dπ

dµ
(x)µ(x)dx≈

M

∑
j=1

w j

(
dπ

dµ

)∫
(T ∆t −1)φi(x)φ j(x)µ(x)dx (2.136)

0 =
M

∑
j=1

w j

(
dπ

dµ

)〈
(T ∆t −1)φi,φ j

〉
µ

(2.137)

This is a homogeneous linear system, with matrix entries on the right-hand side estimated by Monte

Carlo:

〈(T ∆t −1)φi,φ j〉µ ≈
1
N

N

∑
n=1

[
φi(Xn(∆t))−φi(Xn(0))

]
φ j(Xn(0)) (2.138)

We solve this homogeneous system by QR decomposition. Note that there are no boundary

conditions, and the trajectories need not be stopped early. Instead there is a normalization condi-

tion, which we enforce as ∑
N
n=1

dπ

dµ
(Xn(0)) = 1. To ensure that the matrix has a nontrivial null

vector, one can add a vector of constants. However, the basis of indicators that we use guarantees

a null space automatically. Again, let’s work out the equation in the case of indicators. The matrix
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element is

〈(T ∆t −1)φi,φ j〉µ ≈
#{n : Xn(∆t) ∈ Si,Xn(0) ∈ S j}−#{n : Xn(0) ∈ Si,Xn(0) ∈ S j}

N
(2.139)

=
N ji

N
−

N jδ ji

N
=

N j

N
(P∆t − I) ji (2.140)

∴ 0 =
M

∑
j=1

(P∆t − I) jiN jw j

(
dπ

dµ

)
(2.141)

Apparently, N jw j(dπ/dµ) is the jth entry of the invariant measure of a finite Markov chain, i.e.,

the left null eigenvector of P∆t . This gives concrete meaning to the words change of measure:

w j

(
dπ

dµ

)
=

Steady-state probability of S j

Number of initial points sampled in S j
(2.142)

The change of measure is a very important tool for estimating TPT quantities. Given the

weights dπ

dµ
(Xn(0)), we can take any ergodic average 〈H〉π by inserting the change of measure:

〈H〉π =
∫
Rd

H(x)π(x)dx =
∫
Rd

H(x)
dπ

dµ
(x)µ(x)dx≈

N

∑
n=1

H(Xn(0))
dπ

dµ
(Xn(0)) (2.143)

For the specific case of a Markov state model, we can decompose the sum into clusters and

reduce to an intuitive formula.

〈H〉π ≈
N

∑
n=1

H(Xn(0))
dπ

dµ
(Xn(0))

M

∑
j=1

1S j(Xn(0)) (2.144)

=
M

∑
j=1

w j

(
dπ

dµ

) N

∑
n=1

H(Xn(0))1S j(Xn(0)) (2.145)

=
M

∑
j=1

N jw j

(
dπ

dµ

)(
1

N j
∑

n:Xn(0)∈S j

H(Xn(0))
)

(2.146)

=
M

∑
j=1

(
Steady-state probability of S j

)
×
(

Average of H over S j

)
(2.147)
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DGA for aftcasts

Finally, we address the backward-in-time expectations, which means approximating the action of

T −θ rather than T θ . It is almost enough to simply reverse time on all trajectories, with Xn(∆t)

becoming the trajectory’s beginning, Xn(0) its end, and

T −θ H(x) = E
[
H
(

max(0,τ−Dc(∆t))
)
|X(∆t) = x

]
. (2.148)

But there is one problem: Xn(∆t) is not distributed according to µ , and so we cannot use the same

Monte Carlo inner product with a reference measure of ζ = µ . However, we can solve the problem

by reweighting with the change of measure, leading to ζ = π instead. Because π is the stationary

measure, reweighting so X(0)∼ π is equivalent to reweighting such that X(∆t)∼ π . To derive this

simply, let the trajectory be discrete in time, i.e.,

X =

[
X(0),X

(
∆t
K

)
,X
(

2∆t
K

)
, . . . ,X(∆t)

]
(2.149)

and consider functionals H [X] of the whole trajectory. Defining the transition density p(x,y) for

each step of size ∆t, the expectation of H with X(0)∼ π is given by

EX(0)∼πH [X] =
∫

dx0π(x0)
∫

dx1 p(x0,x1)
∫

. . .
∫

dxK p(xK−1,xK)H [x0, . . . ,xK ] (2.150)

The time reversal step explicitly assumes the equilibrium backward process, leading to a backward

transition kernel p̃(y,x)= π(x)
π(y) p(x,y). Inserting this throughout converts the expectation over X(0)
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into an expectation over X(∆t):

EX(0)∼πH [X] =
∫

dx0π(x0)
∫

dx1
π(x1)

π(x0)
p̃(x1,x0)

∫
(2.151)

. . .
∫

dxK
π(xK)

π(xK−1)
p̃(xK ,xK−1)H [x0, . . . ,xK ] (2.152)

=
∫

dxKπ(xK)
∫

dxK−1 p̃(xK ,xK−1)
∫

. . .
∫

dx0 p̃(x1,x0)H [x0, . . . ,xK ]

(2.153)

= ẼX(∆t)∼πH [X] (2.154)

where Ẽ denotes backward-in-time expectation. This is precisely what we need to apply (2.115) to

the time-reversed process, namely, define H as

H [X] := φi(X(∆t))(T −θ −1+λK −θ

Γ
)φ j(X(∆t)) (2.155)

and then integrate over state space weighted by π , turning the right-hand side into an inner product:

〈φi,(T
−θ −1+λK̃ −θ

Γ
)φ j〉π = ẼX(∆t)∼πH [X] (2.156)

= EX(0)∼πH [X]≈
N

∑
n=1

H [Xn]
dπ

dµ
(Xn(0)) (2.157)

The right-hand side of Eq. (2.115) can be estimated similarly, also with ζ = π .

In both forward- and backward-time estimates, we never solve for F+
Γ
(x;λ ) or F−

Γ
(x;λ ) with

nonzero λ ; rather, we repeat the recursion process with Eq. (2.29). This is equivalent to implicitly

differentiating the discretized system Eq. (2.115).

Once again, to connect with the simpler theory of Markov chains, let’s specialize to the problem

of the backward committor q−A with indicators as basis functions. The matrix elements are

〈φi,(T
−θ −1)φ j〉π ≈

N

∑
n=1

dπ

dµ
(Xn(0))1Si(Xn(∆t))

[
1S j

(
Xn(θ̃n)

)
−1S j(Xn(∆t))

]
(2.158)
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where θ̃n = max(0,τ−Dc,n(∆t)). The source term is

−〈φi,(T
−θ −1)1A〉π ≈−

N

∑
n=1

dπ

dµ
(Xn(0))1Si(Xn(∆t))

[
1A(Xn(θ̃n))−1A(Xn(∆t))

]
(2.159)

The second term is zero, since all 1Sis are supported strictly outside A∪B. The matrix equation is

then

M

∑
j=1

w j(q
−
A )

N

∑
n=1

dπ

dµ
(Xn(0))1Si(Xn(∆t))

[
1S j(Xn(θ̃n))−1S j(Xn(∆t))

]
(2.160)

=−
N

∑
n=1

dπ

dµ
(Xn(0))1Si(Xn(∆t))1A(Xn(θ̃n)) (2.161)

Or, isolating the δi j term on one side,

wi(q
−
A )

N

∑
n=1

dπ

dµ
(Xn(0))1Si(Xn(∆t)) = (2.162)

M

∑
j=1

w j(q
−
A )

N

∑
n=1

dπ

dµ
(Xn(0))1Si(Xn(∆t))1S j(Xn(θ̃n)) (2.163)

+
N

∑
n=1

dπ

dµ
(Xn(0))1Si(Xn(∆t))1A(Xn(θ̃n)) (2.164)

Dividing through by the coefficient of wi(q
−
A ) on the left,

wi(q
−
A ) =

M

∑
j=1

w j(q
−
A )

∑
N
n=1

dπ

dµ
(Xn(0))1Si(Xn(∆t))1S j(Xn(θ̃n))

∑
N
n=1

dπ

dµ
(Xn(0))1Si(Xn(∆t))

(2.165)

+
∑

N
n=1

dπ

dµ
(Xn(0))1Si(Xn(∆t))1A(Xn(θ̃n))

∑
N
n=1

dπ

dµ
(Xn(0))1Si(Xn(∆t))

(2.166)

Finally, we have on the right-hand side the entries of a (M+2)×(M+2) Markov transition matrix.

It is properly normalized: summing the right-hand coefficients over the possibilities j = 1, . . . ,M

as well as A and B, the rows sum to 1. Hence q−A , like q+B , is guaranteed to be a probability for the
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Markov state model.

2.4.2 Rate estimate and numerical benchmarking

To estimate generalized rates (in particular, the ordinary rate), we reproduce here the rate esti-

mate from Strahan et al. [2021], which is an almost-direct implementation of the formula (2.90),

repeated here:

RΓ(λ ) = lim
∆t→0

1
∆t

∫
Rd

F−
Γ
(x;λ )

{
T ∆t[

1ScF+
Γ

]
−1ScT ∆tF+

Γ

}
(x;λ )π(x)dx (2.167)

In principle, the integral could be estimated directly with any choice of dividing surface S, but the

sum would only use the very small fraction of data either exiting S or entering S. We can use all

the data at once and improve numerical stability by averaging over multiple such surfaces. We first

replace 1Sc with a smooth function (on D), as follows.

Let K : Rd → [0,1] be a function that increases from 0 on set A to 1 on set B (for instance, the

committor). Let Sζ = {x : K(x) ≤ ζ} for ζ ∈ (0,1), and integrate both sides over ζ , noting that∫ 1
0 1Sc

ζ
(x)dζ =

∫ 1
0 1{K(x)> ζ}dζ = K(x).

∫ 1

0
RΓ(λ )dζ = lim

∆t→0

∫
Rd

F−
Γ
(x;λ )

{
T ∆t −1

∆t

[
KF+

Γ

]
−KL F+

Γ

}
(x)π(x)dx (2.168)

Now we can move the limit inside and use the PDE to find

RΓ(λ ) =
∫
Rd

F−
Γ
(x;λ )

{
L [KF+

Γ
](x)+λK(x)Γ(x)F+

Γ
(x)
]}

π(x)dx (2.169)

This formula can be estimated directly from knowledge of F−
Γ

,F+
Γ

, and π , using the ergodic as-

sumption and with a discrete finite difference in time to estimate L [KF+
Γ
], i.e.,

L [KF+
Γ
](Xn(0))≈

K(Xn(∆t))F+
Γ
(Xn(∆t))−K(Xn(0))F+

Γ
(Xn(0))

∆t
(2.170)
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Generalized rates are obtained by differentiating RΓ(λ ) with respect to λ . Assuming we already

know derivatives of F+
Γ

and F−
Γ

, we can simply iterate the product rule.

2.4.3 Visualization method

Visualization is an essential step in interpreting and diagnosing the results of DGA. Chapters Chap-

ters 5-6 contain several one- and two-dimensional projections. Because we can only plot in one or

two dimensions at a time, it is critical to average out the remaining dimensions in a statistically

consistent way. We do so with the following procedure.

Let y = Y(x) be an observable subspace, typically with dimension much less than that of x

(usually two). Any scalar field F(x), such as the committor, has a projection FY(y) onto this

subspace by

FY(y) =
∫

F(x)π(x)δ (Y(x)−y)dx (2.171)

In practice, the y space is partitioned into grid boxes dy, and the integral is estimated from the

dataset, yielding

FY(y) =
1
N

N

∑
n=1

F(Xn(0))
dπ

dµ
(Xn(0))1dy(Y(Xn(0))) (2.172)

where 1dy(Y(x)) = 1 if Y(x) ∈ dy and zero otherwise. In words, we simply take a weighted

average over all data points Xn(0) that project onto the grid box dy, with weights given by the

change of measure. In Fig. 7.6, we use q+B and q−A for F . In Fig. 6.4, we use F = π (a), F = q−A q+A

(b), F = q−A q+B (c), F = q−B q+A (d), and F = q−B q+B (e) to generate the background colors.

To display overlaid vector fields such as the reactive current requires a more involved formula.

We use the exact same reactive current formula as in the supplement of Strahan et al. [2021], but
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repeat it here for reference. The projected current is defined as

JY
AB(y) =

∫
JAB(x) ·∇Y(x)δ

(
Y(x)−y

)
dx (2.173)

In the discretized y space, this leads to the discretized projected current:

JY
AB(y)≈

1
2∆t

N

∑
n=1

dπ

dµ
(Xn(0))

[
1dy(Xn(0))q−A (Xn(0))q+B (Xn(θn))

Y(Xn(θn))−Y(Xn(0))
θn

(2.174)

+1dy(Xn(∆t))q−A (Xn(θ̃n))q+B (Xn(∆t))
Y(Xn(∆t))−Y(Xn(θ̃n))

∆t− θ̃n

]
(2.175)

where θn and θ̃n are the “first-entry times” to D = (A∪B)c in the nth trajectory with time running

forward and backward, respectively. To visualize JAA, JBA, and JBB, we swap symbols accordingly

on the committor subscripts. For the steady-state current J, we replace all committors with 1.
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3 BACKGROUND: SUDDEN STRATOSPHERIC WARMING

I have selected sudden stratospheric warming (SSW) as the subject of TPT analysis in this thesis.

Most TPT applications thus far have been confined to molecular dynamics applications, e.g., to

determine reaction rates and pathways of complex conformational transitions [Thiede et al., 2019,

Strahan et al., 2021]. TPT has also inspired many innovations in applied mathematics, with ide-

alized potential landscapes as testbeds [e.g., Metzner et al., 2006, Banisch and Vanden-Eijnden,

2016, Khoo et al., 2018]. But only recently has TPT started to proliferate in climate science. The

handful of climate applications so far include atmospheric blocking [Tantet et al., 2015], ocean

eddy organization [Miron et al., 2021], and the El Niño Southern Oscillation [Lucente et al., 2019,

2021a]. However, we lack a general recipe for extracting meaningful physical insight with TPT

in climate phenomena. One thing is clear: TPT should be applied across the hierarchy of mod-

els, widely recognized as fundamental to the practice of climate science [Held, 2005]. Low-order

models aim to capture only the essential physics and discard the extraneous complex details, while

fully coupled general circulation models (GCMs) aim to capture these details for high-fidelity

forecasting. Each level strikes a different balance between interpretability and precision.

SSW is a quintessential example of why hierarchical modeling is so important. It was first

detected in the 1950s as a mysterious temperature anomaly high aloft, and in following decades

the community gradually discerned more of the massive scale and far-reaching consequences of

SSW events. For a historical summary, see Baldwin et al. [2021]. A hierarchy of models developed,

each advancing slightly different but related physical mechanisms [e.g., Matsuno, 1970, Holton

and Mass, 1976, Scott and Polvani, 2006, Scott et al., 2008, Matthewman and Esler, 2011]. GCMs

also produce plausible SSW events, thanks to the push to better resolve the stratosphere due to its

surface impacts [Baldwin et al., 2021]. Yet despite the decades of physical insight and a mature

model hierarchy, a statistical theory of SSW behavior is lacking. Rates, seasonality distributions,

and dynamical characteristics common to SSW events depend sensitively on choices of definition

and modeling choices. As an important driver of winter surface weather, SSW statistics are of great
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practical as well as academic interest.

This situation is ripe for analysis with tools like TPT that characterize statistics and dynamics

simultaneously. The following chapters ascend a hierarchy of SSW models, computing various

quantities of interest for TPT at each level. We do not claim to “solve” the SSW problem, but only

to introduce a tool that has potential for exploring the statistical consequences of various modeling

choices. Before diving into these applications, this background chapter will present the essentials

of SSW. Section 3.1 summarizes the observed characteristics and impacts of SSW, and section 3.2

describes the Holton-Mass model that supplies the part of the model hierarchy covered in chapters

4-6.

3.1 SSW observed characteristics

The polar winter stratosphere typically supports a strong, cyclonic polar vortex over the north

pole, maintained by the thermal wind relation and meridional temperature gradient. A sudden

stratospheric warming (SSW) event is a large excursion from this normal state, which can take

many different forms. In split-type SSWs, the vortex splits completely in two. In displacement-

type SSWs the vortex displaces far away from the pole. These can be considered wavenumber-2

and wavenumber-1 disturbances, respectively [Butler et al., 2015]. The subsidence and adiabatic

warming associated with vortex breakdown can cause lower-stratospheric temperatures to rise by

more than 40 K over several days [Baldwin et al., 2021]. With the reversal of stratospheric winds,

upward-propagating planetary waves break at lower and lower levels, exerting a “downward in-

fluence” on tropospheric circulation and inducing equatorward shifts of the midlatitude jet and

associated storm tracks [Baldwin and Dunkerton, 2001, Thompson et al., 2002, Baldwin et al.,

2003, Hitchcock and Simpson, 2014, Kidston et al., 2015].

Some geographical regions near the storm track are then subject to anomalous weather regimes,

such as extreme cold spells [Kolstad et al., 2010, Kretschmer et al., 2018a]. King et al. [2019] docu-

ments the impact of an SSW on extreme winter weather over the British Isles, the so-called “Beast

44



from the East” in February 2018. SSWs are a demonstrated source of predictability for surface

weather on the subseasonal-to-seasonal (S2S) timescale, a frontier of weather forecasting with

many implications for helping humanity deal with meteorological extremes [Sigmond et al., 2013,

Scaife et al., 2016, White et al., 2017, Vitart and Robertson, 2018, Butler et al., 2019, Bloomfield

et al., 2021, Scaife et al., 2022]. Abrupt cold spells severely stress infrastructures, economies and

human lives, and every bit of extra prediction lead time is helpful for adaptation. Unfortunately,

numerical weather prediction struggles to forecast SSW at any lead time longer than about two

weeks [Tripathi et al., 2016]. For these reasons, there is keen interest in improving (i) the predic-

tion of SSW itself beyond the horizon of ∼10 days that marks the current state-of-the-art [Tripathi

et al., 2016, Domeisen et al., 2020], and (ii) understanding of the long-term frequency, seasonal

distribution, and other climatological statistics of SSW.

Several different geophysical fields are often used as indices of SSW onset. One simple indi-

cator is zonal-mean zonal wind at 60◦N, which defines thresholds for minor and major warming

[Charlton and Polvani, 2007, Butler et al., 2015]. Another common indicator is the 10hPa geopo-

tential height field, which was used by [Inatsu et al., 2015] to estimate a fluctuation-dissipation

relation in its leading empirical orthogonal functions (EOFs). Many studies have examined SSW

precursors and dominant pathways through simulation and observation. Limpasuvan et al. [2004],

for instance, catalogued the various wavenumber forcings, heat fluxes and zonal wind anomalies

that accompanied each stage of SSW events from reanalysis data. While planetary wave forcing

from the troposphere is an accepted proximal cause of SSW, the polar vortex’s susceptibility to

such forcing, or “preconditioning”, is a nontrivial and debated function of its geometry [Albers

and Birner, 2014, Bancalá et al., 2012]. Tropospheric blocking is also thought to be linked to

SSW; Martius et al. [2009] and Bao et al. [2017] found blocking to precede many major SSW

events of the past half century. The diversity and complex life cycle of SSWs makes it difficult to

build a unified picture of their onset.
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3.2 Holton-Mass model

Holton and Mass [1976] devised a simple model of the stratosphere aimed at reproducing observed

intra-seasonal oscillations of the polar vortex, which they termed “stratospheric vacillation cycles.”

Earlier SSW models, originating with that of Matsuno [1970], proposed upward-propagating plan-

etary waves as the major source of disturbance to the vortex. While Matsuno [1970] used impulsive

forcing from the troposphere as the source of planetary waves, Holton and Mass [1976] suggested

that even stationary tropospheric forcing could lead to an oscillatory response, suggesting that the

stratosphere can self-sustain its own oscillations. While the Holton-Mass model is meant to repre-

sent internal stratospheric dynamics, Sjoberg and Birner [2014] point out that the stationary bound-

ary condition does not lead to stationary wave activity flux, meaning that even the Holton-Mass

model involves some dynamic interaction between the troposphere and stratosphere. Isolating in-

ternal from external dynamics is a subtle modeling question, but in chapters 4-6 we adhere to the

original Holton-Mass framework for simplicity.

Radiative cooling through the stratosphere and wave perturbations at the tropopause are the

two competing forces that drive the vortex in the Holton-Mass model. Altitude-dependent cooling

relaxes the zonal wind toward a strong vortex in thermal wind balance with a radiative equilibrium

temperature field. Gradients in potential vorticity along the vortex, however, can allow the propaga-

tion of Rossby waves. When conditions are just right, a Rossby wave emerges from the tropopause

and rapidly propagates upward, inducing a poleward flow of heat and stalling the vortex by de-

positing a burst of negative momentum. The vortex is destroyed and begins anew the rebuilding

process.

Holton and Mass [1976] found that different values of the orographic “height” parameter h

led to two distinct equilibrium regimes: a strong vortex with zonal wind close to the radiative

equilibrium profile, and a weak vortex with a possibly oscillatory wind profile. A more detailed

bifurcation analysis by Yoden [1987a] found that these two regimes coexist for a certain range of h.

We focus our study on this bistable setting as a prototypical model of atmospheric regime behavior.
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The transition from strong to weak vortex state captures the essential dynamics of an SSW.

The Holton-Mass model is a wave-mean flow (or eddy-mean flow) interaction model on a β -

plane channel between 60◦N and 90◦N, with zero-flux boundary conditions in y (position in the

North-South or meridional direction), periodic boundary conditions in x (distance in the East-West

or zonal direction), and z boundary conditions to be specified later. The model is derived from two

basic ingredients. First, we have a set of prediction equations for the zonal mean flow u:

∂u
∂ t
− f0v = 0 (3.1)

f0u =−∂Φ

∂y
(3.2)

∂

∂ t

(
∂Φ

∂ z

)
+N2w =−α

(
∂Φ

∂ z
− RT ∗

H

)
− ∂

∂y
(v′Φ′z) (3.3)

∂v
∂y

+
1
ρs

∂

∂ z
(ρsw) = 0 (3.4)

These equations represent (3.1) zonal and (3.2) meridional momentum balance, (3.3) conserva-

tion of energy, and (3.4) conservation of mass. Overbars and primes represent zonal averages and

perturbations. Φ is the geopotential height; H = 7 km is a characteristic atmospheric scale height;

z = −H ln( p
p0
) is a vertical log-pressure coordinate; ρs = ρ0e−z/H is a standard density profile;

T ∗ = T ∗(y,z) is the radiative equilibrium temperature field; N2 = 4×10−4 s−2 is a constant strat-

ification (Brunt-Väisälä frequency); and

α(z) =
[

1.5+ tanh
(

z−35km
7 km

)]
×10−6s−1 (3.5)

is the altitude-dependent cooling coefficient. z here represents log-pressure pseudo-height above

the surface; in following papers z is referenced from the tropopause, and the 35 becomes 25 in the

equation for α(z). The four equations (3.1)-(3.4) can be combined by eliminating v, Φ, and w in
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favor of u:

∂

∂ t

[
f 2
0

N2
1
ρs

∂

∂ z

(
ρs

∂u
∂ z

)
+

∂ 2u
∂y2

]
=−

f 2
0

N2
1
ρs

∂

∂ z

[
αρs

(
∂u
∂ z
− ∂uR

∂ z

)]
+

∂ 2

∂y2

[
f 2
0

N2
1
ρs

∂

∂ z

(
ρsv′

∂ψ ′

∂ z

)]
(3.6)

The left-hand side is the tendency of the (negative) meridional gradient of the background quasi-

geostrophic potential vorticity (QGPV), ∂yq. There are two competing forces on the right-hand

side. The first term is Newtonian cooling, which relaxes the zonal wind profile u towards a “radia-

tive zonal wind profile” uR(z), defined to be in thermal wind balance with the radiative equilibrium

temperature field: f0∂zuR = −(R/H)∂yT ∗. The second term is an eddy flux of potential vorticity,

which is a destabilizing force. The parameter h will be specified as a lower boundary condition for

ψ ′ below, and here it enters through the third term.

Second, we have the linearized QGPV equation, for the perturbation QGPV q′ associated with

the perturbation streamfunction ψ ′:

(
∂

∂ t
+u

∂

∂x

)
q′+βe

∂ψ ′

∂x
+

f 2
0

ρs

∂

∂ z

(
αρs

N2
∂ψ ′

∂ z

)
= 0 (3.7)

where q′ := ∇
2
ψ
′+

1
ρs

∂

∂ z

(
f 2
0

N2 ρs
∂ψ ′

∂ z

)
(3.8)

= Zonal-perturbation QGPV field (3.9)

and βe = β − ∂ 2u
∂y2 −

1
ρs

∂

∂ z

(
ρs

f 2
0

N2
∂u
∂ z

)
(3.10)

= Background meridional QGPV gradient (3.11)

At this point, we have two coupled PDEs—for u and ψ ′—in three spatial dimensions and one

temporal dimension. To simplify further and focus on the specific dynamics of the “polar night”

(winter over the north pole), Holton and Mass [1976] projected these two fields onto a single zonal

wavenumber k = 2/(acos60◦) and a single meridional wavenumber `= 3/a, where a is the Earth’s

radius. This notation is consistent with Holton and Mass [1976] and Christiansen [2000], and we
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refer the reader to these earlier papers for complete description of the equations and parameters.

The resulting ansatz is

u(y,z, t) =U(z, t)sin(`y) (3.12)

ψ
′(x,y,z, t) = Re{Ψ(z, t)eikx}ez/2H sin(`y)

which is fully determined by the reduced state space U(z, t), and Ψ(z, t), the latter being complex-

valued. Inserting this into the linearized QGPV equations yields the coupled PDE system in one

spatial dimension (z) as well as time:

[
−
(

G 2(k2 + `2)+
1
4

)
+

∂ 2

∂ z2

]
∂Ψ

∂ t
(3.13)

=

[(
α

4
− αz

2
− iG 2kβ

)
−αz

∂

∂ z
−α

∂ 2

∂ z2

]
Ψ

+

{
ikε

[(
k2G 2 +

1
4

)
− ∂

∂ z
+

∂ 2

∂ z2

]
U
}

Ψ− ikε
∂ 2Ψ

∂ z2 U

for Ψ(z, t), and

(
−G 2`2− ∂

∂ z
+

∂ 2

∂ z2

)
∂U
∂ t

=
[
(αz−α)UR

z +αUR
zz
]

(3.14)

−
[
(αz−α)

∂

∂ z
+α

∂ 2

∂ z2

]
U +

εk`2

2
ezIm

{
Ψ

∂ 2Ψ∗

∂ z2

}

for U(z, t). Here, ε = 8/(3π) is a coefficient for projecting sin2(`y) onto sin(`y). We have nondi-

mensionalized the equations with the parameter G 2 = H2N2/( f 2
0 L2), where f0 is the Coriolis

parameter, and L = 2.5× 105 m is a horizontal length scale, selected in order to create a homo-

geneously shaped data set more suited to our analysis. Boundary conditions are prescribed at the

bottom of the stratosphere, which in this model corresponds to z = 0 km, and the top of the strato-
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sphere ztop = 70 km.

Ψ(0, t) =
gh
f0
, Ψ(ztop, t) = 0, (3.15)

U(0, t) =UR(0), ∂zU(ztop, t) = ∂zUR(ztop).

The vortex-stabilizing influence is represented by α(z), the altitude-dependent cooling coefficient,

and the radiative wind profile UR(z) =UR(0)+(γ/1000)z (with z in m), which relaxes the vortex

toward radiative equilibrium. Here γ = O(1) is the vertical wind shear in m/s/km. The competing

force of wave perturbation is encoded through the lower boundary condition Ψ(z = 0, t) = gh/ f0,

which is a wavenumber-2 perturbation because k corresponds to wavenumber 2.

We now have specified the Holton-Mass model as a 2-dimensional PDE in z and t, with several

free parameters. The following three chapters instantiate the model in two different ways for TPT

analysis. In chapter 4, we follow Ruzmaikin et al. [2003] and discretize z to a single layer, resulting

in a system of three ordinary differential equations (ODEs). We further impose stochastic noise

following Birner and Williams [2008] to excite transitions between the two metastable states. In

chapter 5-6, we discretize z to 27 layers, as in the original numerical studies of Holton and Mass

[1976], which reduces the PDE to a system of 75 ODEs. Again, we find two metastable states, and

impose spatiotemporal noise to excite transitions between them. Because TPT analysis requires

solving PDEs over state space, the two levels of discretization require fundamentally different

numerical and visualization techniques.
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4 PATH PROPERTIES OF ATMOSPHERIC TRANSITIONS:

ILLUSTRATION WITH A LOW-ORDER SUDDEN STRATOSPHERIC

WARMING MODEL

As an initial demonstration of the utility of TPT, we analyze a stochastically forced Holton-Mass-

type model with two stable states, corresponding to radiative equilibrium and a vacillating SSW-

like regime. In this stochastic bistable setting, from certain probabilistic forecasts TPT facilitates

estimation of dominant transition pathways and return times of transitions. These “dynamical

statistics” are obtained by solving partial differential equations in the model’s phase space. This

chapter is adapted from the publication Finkel et al. [2020].

4.1 Introduction and background

The general goal of this thesis is to develop a detailed understanding of transition events between

two states, at least one of which is typically long-lived. Consider, for example, a particle with

position x(t) moving in the double-well potential energy landscape V (x) = x4

4 −
x2

2 (illustrated in

Figure 4.1) and forced by stochastic white noise Ẇ : ẋ = −V ′(x)+σẆ . If the system starts in the

left well, it will tend to remain there a while, but occasionally the stochastic forcing will push

it over the barrier into the right well. The natural predictor for this event is the committor: the

probability of reaching the right well before the left well.

We denote this function by q(x), which solves the Kolmogorov backward equation (to be in-

troduced later). For this simple system the equation takes a form which can be solved exactly:


V ′(x)q′(x)+ σ2

2 q′′(x) = 0 x ∈ (−1,1)

q(−1) = 0, q(1) = 1
=⇒ q(x) =

∫ x
−1 exp

( 2
σ2V (x′)

)
dx′∫ 1

−1 exp
( 2

σ2V (x′)
)

dx′
(4.1)

Note that the boundary conditions are implied by the probabilistic interpratation. The committor

for this system is plotted in the right panel of Figure 4.1 for various noise levels. N.B., the potential
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Figure 4.1: The committor function for a double-well potential under the dynamics ẋ =
−V ′(x) + σ ẇ. Panel (a) shows the potential function V (x), and panel (b) shows the committor
function. The committor has value zero on the left minimum, one on the right minimum, and
one half at the top of the barrier. The stronger the stochastic forcing, the less the actual potential
shape matters and the more gradual the committor’s slope. For small noise, the dynamics become
more deterministic and the committor approaches a step function, since x(t) will directly approach
whichever minimum is closer.
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landscape picture is not fully general: many dynamical systems in > 1 dimension, including the

Holton-Mass model, are not gradient systems, but this picture is the easiest way to understand the

committor probability. The equations that determine q(x) will be presented in section 2.

In the case of SSW, the long-lived states are the steady and disturbed circulation regimes of

the stratospheric polar vortex. Recent work by Yasuda et al. [2017] has studied SSW in an equi-

librium statistical mechanics framework, with these two stable states as saddle points of energy

functionals. TPT takes a complementary non-equilibrium view, describing the long-time (steady-

state) statistics of trajectories between the two states. For example, TPT introduces a probability

density of reactive trajectories (or “reactive density”) indicating the regions where trajectories tend

to spend their time en route from A to B. The system is said to be reactive at a point in time if

it has most recently visited A and will next visit B. The associated probability current of reactive

trajectories (or “reactive current”) indicates the preferred direction and speed of transition paths.

These detailed descriptors of the mechanism underlying a rare event can be expressed in terms of

probabilistic forecasts like the committor q(x), the probability of entering state A before reaching

state B from a given initial condition x (not in either A or B). The committor is the ideal proba-

bilistic forecast in the usual variance-minimizing sense of conditional expectations [Durrett, 2013].

Any other predictor of a transition derived through experiments and observations, such as vortex

preconditioning and forcing at different wavenumbers [Albers and Birner, 2014, Bancalá et al.,

2012, Martius et al., 2009, Bao et al., 2017] necessarily corresponds to an approximation of the

committor.

In many simplified climate models as well as in the double-well potential, stochastic forcing is

needed to excite transitions between the metastable states. Stochastic forcing applies quite gener-

ally; while the climate system is deterministic in principle, nonlinear interactions between resolved

and unresolved scales inevitably leads to resolution-dependent model errors that can be approxi-

mated as stochastic. Hasselmann [1976] originally formulated stochastic climate models to capture

the influence of quickly evolving “weather” variables on the slowly evolving “climate” variables.
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Stochastic parameterization remains an active area of research. For example, Franzke and Majda

[2006] had success in capturing energy fluxes of a 3-layer quasigeostrophic model by project-

ing onto ten EOF modes and treating the remainder as stochastic forcing. Kitsios and Frederik-

sen [2019] addressed the challenge of designing consistent numerical schemes for subgrid-scale

parametrization. Deep convection in the atmosphere and turbulence in the ocean boundary layer

are two examples of multiscale processes that are especially challenging to resolve.

The aim of this chapter is to introduce the key quantities and relations of TPT in a conceptually

simple climate model. TPT analysis on more complicated systems is a significant and worthwhile

challenge, which is addressed in subsequent chapters. The chapter is organized as follows. Section

4.2 describes the dynamical model we use, building on work by Ruzmaikin et al. [2003] and Birner

and Williams [2008]. Section 4.3 describes the mathematical framework of TPT, with detailed, but

informal, derivations mainly put in the supplement. Section 4.4 explains the methodology, and

section 4.5 presents the results particular to this model. Section 4.6 concludes the chapter.

4.2 Dynamical model

In the Holton-Mass model presented in chapter 3, a certain range of values for orographic forcing

h allows the coexistence of two qualitatively different stable regimes: a steady eastward zonal flow

close to radiative equilibrium, and a weaker zonal flow with quasi-periodic “vacillations” from

eastward to westward, even under constant forcing. Each vacillation cycle consists of a sudden

warming and cooling over the timescale of weeks. Although these individual cycles are interesting

weather events unto themselves, in this chapter we think of the vacillations as occurring within a

general climate regime that is conducive to sudden warming, as opposed to the steady flow state,

which is not. Transitions between these two regimes, which we focus on here, are more accurately

described as climatological shifts than weather events. The study by Ruzmaikin et al. [2003] varies

h on an interannual timescale, with each single winter season occupying one of the two stable states

and generating its daily weather accordingly. Hence, we will use the term “climate transitions.”
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The original Holton-Mass model discretizes the coupled PDE system (3.13), (3.14) with finite

differences across 27 vertical levels, which is assumed to be close to a continuum limit. But to sim-

plify even further, Ruzmaikin et al. [2003] did the most severe truncation possible, resolving only

three vertical levels (including fixed boundaries) for easy analysis and exploration of parameter

space. This reduces phase space to only three degrees of freedom: U(t), which modulates u as a

sine jet; X(t) =Re{Ψ(t)}; and Y (t) = Im{Ψ(t)}. (To avoid notational conflict, this chapter will use

Z = (X ,Y,U) instead of X to represent the state vector, while staying consistent with Ruzmaikin

et al. [2003].) X and Y modulate the amplitude and phase of the perturbation streamfunction:

ψ
′(x,y, t) = (X coskx−Y sinkx)ez/2H sin`y (4.2)

Carrying the Ansatz through the QG equations, Ruzmaikin et al. [2003] derived the following

system:

Ẋ =− 1
τ1

X− rY + sUY −ξ h+δwḣ (4.3)

Ẏ =− 1
τ1

Y + rX− sUX +ζ hU (4.4)

U̇ =− 1
τ2
(U−UR)−ηhY −δΛΛ̇ (4.5)

The primary control parameters are Λ (vertical wind shear) and h (topographic forcing and

other sources of planetary waves, such as land-sea ice contrast). In Ruzmaikin et al. [2003], both

are systematically varied between experiments and also subjected to seasonal and astronomical

cycles. We simplify the parameter space by fixing Λ and only varying h between experiments,

while also removing the seasonal and astronomical cycles Hence the the final terms in Eqs. (4.3)

and (4.5) are zero. The full parameter list is specified in Table 4.1.

Remarkably, this hugely simplified model retains the qualitative structure of the Holton-Mass

model as a bistable system for a certain range of h between the critical values h1 ≈ 20m and
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τ1 122.6

τ2 30.4

r 0.63

s 1.96

ξ 1.75

δw 70.84

ζ 240.54

UR 0.47

η 9.13×104

δΛ 4.91×10−3

Λ̇ 0

Table 4.1: Numerical coefficients used in the reduced-
order Ruzmaikin model. The values are very similar to Ruz-
maikin et al. [2003] and Birner and Williams [2008]. The re-
lationship with physical parameters is described in the ap-
pendix of Ruzmaikin et al. [2003]. Note that our notation dif-
fers slightly: following Birner and Williams [2008], we write
the topographic forcing in terms of h rather than Ψ0 = gh

f0
, a

difference that results in numerical factors of∼ 1000 depend-
ing on the convention used.

h2 ≈ 160m, as shown in the bifurcation diagram of Figure 4.2. Blue points represent the strong-

vortex state, where zonal wind is in approximate thermal wind balance with the radiative equilib-

rium temperature field (henceforth called the “radiative solution”). Red points represent a disturbed

vortex, with weaker zonal wind and vacillations. This climatological regime supports more SSW

events, and is henceforth called the “vacillating solution.” We use the same blue-red color scheme

consistently here to represent these two states. Transitions between them happen on interannual

time scales, affecting each year’s likelihood of SSW events. The structure of transitions is illus-

trated in Figure 4.3: as h increases slowly past the bifurcation threshold h2, the system enters a

series of rapid, large-amplitude oscillations that spiral into the weaker-circulation state.

In Figures 4.2 and 4.3, transitions require crossing the bifurcation threshold h2, where the ra-

diative solution ceases to exist. Birner and Williams [2008] introduced additive white-noise forcing

in the U variable to model unresolved gravity waves and found that these perturbations were suf-

ficient to excite the system out of its normal state and into a vacillating regime. In Figure 4.4 we

illustrate stochastic trajectories of the system for three different (fixed) values of h. (For numerical
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Figure 4.2: Fixed points of Equations (4.3)-(4.5) in the state space (X ,Y,U). Here X and Y
represent the real and imaginary parts of the streamfunction and U the mean zonal wind amplitude.
Fixed points vary as a function of the topographic forcing parameter, h. Panels (a), (b) and (c) show
fixed points of X , Y and U respectively on the vertical axis, while h varies across the horizontal axis.
Circles and crosses denote linearly stable and unstable fixed points, respectively. The range of h
between∼ 20m and∼ 160m supports three fixed points, two stable and one unstable. In this range,
the blue points correspond to the radiative solution, while the red points represent the vacillating
regime. (In fact this is a stable fixed point with one real and two complex eigenvalues; vacillations
refer to the oscillatory motion near the fixed point, which is excited by the stochastic noise pecified
below.) This corresponds to a winter climatology that is conducive to sudden stratospheric warming
events.
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Figure 4.3: Trajectories in (X ,Y,U) space. Here X and Y represent the real and imaginary parts
of the streamfunction and U the mean zonal wind amplitude. In this simulation, the topographic
forcing h increases linearly from 0m to 200m in 1300 days. (a) shows the fixed points, with colors
blue, red and black for the radiative solution (A), the vacillating solution (B) and the unstable fixed
point between them respectively. The trajectory of U over time is superimposed in gray. (b) plots
this same curve parametrically, in XU space. Before the bifurcation, the trajectories follow the
existing fixed point; after the bifurcation, they spiral into the new fixed point through a series of
“vacillations.”
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reasons we also add a small amount of independent white noise to X and Y variables). Even when h

is far below h2, transitions still occur, and in fact the preference for the vacillating solution branch

increases quickly with h.

Birner and Williams [2008] used direct numerical simulation and the Fokker-Planck equation

to calculate long-term occupation statistics, i.e., how much time on average was spent in each

regime and the mean first passage time before a transition to the vacillating regime, all for a range

of forcing and noise levels. Our approach differs in both target and methodology. With direct

access to the system’s infinitesimal generator, as defined in chapter 2, we solve Feynman-Kac PDEs

numerically to compute several relevant quantities of interest drawn from TPT: the committor,

reactive densities, and reactive current. We then go on to validate these quantities using direct

simulation.

4.3 Path properties

TPT characterizes the steady state statistics of transitions between states. In this section, we intro-

duce key quantities needed to introduce TPT as applied to the Ruzmaikin model to obtain a more

complete picture than we get from individual sample paths.

The noisy Ruzmaikin model can be expressed compactly as a stochastic differential equa-

tion (SDE)—specifically an Itô diffusion process of the type in Eq. (2.9)—in the variable Z =

(X ,Y,U) ∈ R3 with a deterministic drift vector ν(z) =
(
ν1(z),ν2(z),ν3(z)

)
and a 3× 3 diffusion

matrix σ(z).

dZ(t) = ν(Z(t))dt +σ(Z(t))dW(t) (4.6)

Here, W(t) is a 3-dimensional vector of independent Brownian motions. While σ can in principle

be any state space-dependent matrix, we make σ diagonal and constant: σ(z) = diag(σ1,σ2,σ3),

creating independent additive noise in the X , Y and U variables. σ1 and σ2 have units of m2/s/day1/2,
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Figure 4.4: Stochastic trajectories of the system. We show trajectories with various fixed values
of the parameters h (topographic forcing) and σ3 (amplitude of stochastic forcing). Panels (a), (b)
and (c) show U(t) for three different forcing levels: h = 25,35,45m with σ3 = 0.5 m/s/day1/2 (see
text for specification of σ1 and σ2). All three h levels are within the zone of bistability in the bifur-
cation diagram in Fig. 4.2. In keeping with the bifurcation diagrams, the blue, black and red lines
mark the radiative, unstable and vacillating solutions respectively. Note that their relative positions
vary slightly with h, as fixed points depend on parameters. As h increases from left to right, the
systems spends increasingly more of its time in the vacillating state. Panel (d) shows a parametric
plot of the transitions through (X ,U) space, for h = 35m (another view of panel (b)). The A→ B
transition happens seven times, and hence panel (d) shows seven different transition paths superim-
posed on each other. Most of the transitions follow a similar characteristic path through XU space,
with a rapid decrease in U followed by a decrease in X .

60



while σ3 has units of m/s/day1/2. Associated with this equation is the infinitesimal generator L ,

an operator describing the evolution of observable functions forward in time following a trajectory

(see chapter 2). Explicitly, if f (·) is a smooth function of phase space variables, then

L f (z) :=
d
dt
E[ f (Z(t))|Z(0) = z]

∣∣∣
t=0

(4.7)

where E is an expectation over sample paths.

Itô’s lemma (the chain rule for diffusion SDEs) gives the Kolmogorov backward equation,

which represents L as a partial differential operator [e.g., Pavliotis, 2014]:

L f (z) = ∑
i

νi(z)
∂ f (z)

∂ zi
+

1
2 ∑

i, j
(σσ

>)i j
∂ 2 f (z)
∂ zi∂ z j

(4.8)

= ν(z) ·∇ f (z)+Tr
(1

2
σσ
>H f (z)

)
(4.9)

The diffusion matrix 1
2σσ> is also called D for convenience, which we will use interchange-

ably. H f denotes the Hessian matrix: [H f ]i j = ∂ 2 f/∂ zi∂ z j. The generator provides path statistics

as the solution to PDEs, as described in chapter 2 and illustrated more concretely in the following

subsections.

b. Equilibrium probability density

This stochastic process admits a time-dependent probability density, ρ(z, t). If the system starts in

a known position Z(0) = z, then ρ(z′,0) = δ (z−z′). The density spreads out from this initial point

over time according to the Fokker-Planck equation, which can be written in terms of the adjoint of
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the generator:

∂ρ(z, t)
∂ t

= L ∗ρ(z, t) (4.10)

= ∑
i

∂

∂ zi

[
−νi(z)ρ(z, t)+∑

j

∂

∂ z j

(
ρ(z, t)Di j(z)

)]
(4.11)

= ∇ ·
[
−ν(z)ρ(z, t)+∇ ·

(
ρ(z, t)D(z)

)]
(4.12)

When D is constant and diagonal, the last term simplifies to ∇ ·
[
∇ ·(ρD)

]
= ∑i Dii∂

2ρ/∂ z2
i . In the

case of pure Brownian motion, dZ(t) = dW(t), then ν = 0 and D = 1
2 I, giving the heat equation

∂tρ = 1
2∇2ρ (where ∇2 =∑i

∂ 2

∂ z2
i
). Assuming that the process is ergodic, the density eventually for-

gets the initial condition and stabilizes into a long-term (or equilibrium, or stationary) probability

density π(z). This can be approximated by either simulating the SDE for a very long time and bin-

ning data points, or directly solving the stationary PDE L ∗π(z) = 0, subject to the normalization

constraint
∫

π(z)dz = 1.

c. Metastable sets

The stationary density is an equilibrium quantity characterizing the long-term occupation statistics.

But it is insufficient to describe the events of interest to us, which are transition paths: trajectory

segments beginning inside the radiative state and ending inside the vacillating state. Specifically,

we define the sets A and B as ellipsoids around these two fixed points, respectively. Their size is

determined by contours of a local approximation to the stationary density π , using the linearized

dynamical system about these stable fixed points. Let a be the upper stable fixed point of the
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dynamics ż = ν(z), and linearize

dZ = ν(Z)dt +σ dW (4.13)

≈
[

ν(a)+∑
j

∂νi
∂ z j

(a)(Z−a) j

]
dt +σ dW (4.14)

=: G(Z−a)dt +σ dW (4.15)

where ν(a) = 0 since a is a fixed point, and Gi j =
∂νi
∂x j

(a) is the Jacobian matrix of the drift.

This linear system, being stable, has its own equilibrium density πa with covariance C = Eν [(Z−

a)(Z−a)>]. In fact, it is a Gaussian process, with an invariant density determined completely by its

mean (a) and its covariance matrix C, to be determined. Letting fi j(z) = (zi−ai)(z j−a j), we can

solve for the covariance directly using the generator on the (i, j)th entry of C. (For an alternative

derivation, see Zwanzig [2001], ch. 1.) We use the basic fact that in steady-state, C is unchanging

in time.

Ci j = EZ(t)∼πa[(Z(t)−a)i(Z(t)−a) j] (4.16)

= EZ(0)∼πa [(Z(t)−a)i(Z(t)−a) j] for any t ≥ 0 (4.17)

dCi j

dt
= 0 =

∫
πa(z)

d
dt
E[(Z(t)−a)i(Z(t)−a) j|Z(0) = z]dz (4.18)

= EZ∼πa

{
L fi j(Z)

}
by setting t = 0 (4.19)
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The subscript means that the initial position, Z, is drawn from the density πa. Calculating L fi j in

detail, with implicit summation over repeated indices,

fi j(z) = (zi−ai)(z j−a j) (4.20)

(∇ fi j)k = (zi−ai)δk j +(z j−a j)δki (4.21)

(H fi j)k` = δi`δk j +δ j`δki (4.22)

L fi j(z) = ν(z) ·∇ fi j(z)+Tr
(
D>H fi j(z)

)
(4.23)

= [G(z−a)]k[∇ fi j(z)]k +Dk`[H fi j(z)]k` (4.24)

= Gk`(z−a)`[(z−a)iδk j +(z−a) jδki]+Dk`(δi`δk j +δ j`δki) (4.25)

= G j`(z−a)`(z−a)i +Gi`(z−a)`(z−a) j +D ji +Di j (4.26)

= [G(z−a)(z−a)>] ji +[G(z−a)(z−a)]i j +D ji +Di j (4.27)

= [G(z−a)(z−a)>+(z−a)(z−a)>A>+2D]i j (4.28)

We finally set the expectation of this expression to zero, obtaining a matrix equation for C.

Ex{L fi j(Z)}=
[
GEπa{(Z−a)(Z−a)>}+Eπa{(Z−a)(Z−a)>}G>+2D

]
i j (4.29)

0 =CG>+GC+2D (4.30)

This is known as a Sylvester equation which can be solved for C. The steady-state density of the

linear system is therefore πa(z) ∝ exp[−(z−a)>C−1(z−a)]. The set A can then be defined as the

set of all points z such that (z−a)>C−1(z−a)< r2 for some hand-picked radius r, and analogously

for B. For our experiments, we solved for C using the diffusion matrix D associated with σ3 =

0.5 m/s/day1/2 and r = 1.48 (a non-dimensional ratio). This choice was empirical and based on

the characteristic oscillations about fixed point A that accompany the typical transition. These

oscillations constitute the basic state of the system in the A basin, and therefore are dynamically

distinct from the rare transition paths that are our focus. We chose an r parameter large enough that
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set A encloses most of this looping motion, but not so large that the sets A and B start to dominate

the phase space. Fig. 4.8 shows that typical transition paths still do contain several wide loops,

but the maximum-current path traced in black does not. This picture is robust to variations in r

in the range 1-2. More sophisticated methods for erasing loops while maintaining small sets are

described in Lu and Vanden-Eijnden [2014] and Banisch and Vanden-Eijnden [2016].

We say that a snapshot Z(t) of the system is undergoing a transition (or reaction) at time t if it

is on the way from set A to set B. This involves information about both its future and its past, for

which we introduce the forward and backward committor probabilities.

d. Committor probabilities

The forward committor q+ (denoted q when context is clear) describes the progress of a stochastic

trajectory traveling from set A to set B, as follows:

q+(z) = P{Z(t) next hits B before A|Z(0) = z} (4.31)

q+(z ∈ A) = 0, q+(z ∈ B) = 1 (4.32)

The boundary conditions on A and B follow naturally from the probabilistic definition. If the system

begins in set A, by path continuity it will certainly next find itself in A, with zero chance of hitting

B first. Starting in set B the opposite is true. The committor therefore obeys the boundary value

problem (see chapter 2 for a derivation)


L q+(z) = 0 z ∈ (A∪B)c

q+(z) = 0 z ∈ A

q+(z) = 1 z ∈ B

(4.33)

The equivalence of conditional expectations with respect to a Markov process like the committor

and solutions to PDE involving the generator of the process are generally referred to as Feynman-
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Kac relations [e.g., Karatzas and Shreve, 1998] and are well studied. The PDE in (25) is most

naturally posed on an infinite domain, but as a numerical approximation we solve it in a large

rectangular domain and impose homogeneous Neumann conditions at the domain boundary. A

limiting example is the noise-dominated case, where ν(z) is negligible and D= I. The Kolmogorov

backward equation then becomes Laplace’s equation:

L q+(z) = ∇
2q+(z) = 0 (4.34)

If posed on the interval [0,1], with A = {0} and B = {1}, the solution is q+(z) = z. The linear

increase from set A to set B reflects the greater likelihood of entering B when beginning closer to

it. This limit is reflected in Figure 4.1, which shows the committor of the double-well potential

approaching a straight line for large σ values.

Prediction is naturally much harder in high-dimensional systems such as stratospheric models.

A number of physically interpretable fields, such as zonal wind and geopotential height anoma-

lies, seem to have some predictive power for SSW, but prediction by any single such diagnostic

is suboptimal. Insofar as they are successful, these variables approximate certain aspects of the

committor. For example, the committor might increase monotonically with the quasi-biennial os-

cillation (QBO) index. Furthermore, statistical correlations potentially obscure the conditional re-

lationships needed. For example, Martius et al. [2009] and Bao et al. [2017] examined tropospheric

precursors to SSW events in reanalysis records, finding that blocking events preceded most major

SSWs, potentially by enhancing upward-propagating planetary waves. (We use “precursor” only

to mean an event that sometimes happens before SSW.) Blocking influences SSW through height

perturbations at the tropopause, which would enter the Ruzmaikin model as low-frequency varia-

tions in lower boundary forcing h. Since we fix h to be constant, the blocking precursor is outside

our scope here. However, farther down the dynamic chain are other measurable precursors such

vertical wave activity flux and meridional heat flux, which are also found to have predictive power

[Sjoberg and Birner, 2012]. However comprehensive the model, we would naturally expect the
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true committor probability to exhibit similar patterns to canonical precursors of that model such

as blocking (for a troposphere-coupled model) and heat flux (for a stratosphere-only model). Yet,

there is an important difference: while a precursor P may appear with high probability given that a

SSW is imminent, the committor specifies the probability of a SSW given an observed pattern. As

acknowledged in Martius et al. [2009], many blocking events did not lead to SSW events, mean-

ing that P{SSW|blocking} 6= P{blocking|SSW}. Such distinctions highlight the need for a precise

mathematical formulation that provides and distinguishes both kinds of information.

While q+ describes the future of a transition, the backward committor q− describes its past. It

is defined as

q−(z) := P{Z(t) last visited A rather than B|Z(0) = z} (4.35)

q−(z ∈ A) = 1, q−(z ∈ B) = 0 (4.36)

q− solves the time-reversed Kolmogorov backward equation L̃ q− = 0, where L̃ is the time-

reversed generator, which evolves observables backward in time (see chapter 2 for a detailed de-

scription of L̃ and its relationship the forward generator L ).

e. Densities and currents

We now describe the fundamental statistics characterizing transition events as identified by TPT

and explain how they can be expressed in terms of quantities such as q+, q−, and π . The probability

density of reactive trajectories ρR(z), the probability of observing the system Z(t) at the location z

during a transition, is proportional (up to a normalization constant) to the product π(z)q−(z)q+(z).

This density is large in regions of phase space that are highly trafficked by reactive trajectories.

This is how TPT gives information about precursors, indicating regions of phase space that are

usually visited by the system over the course of a transition path.

The direction and intensity of this traffic is specified by the reactive current. To develop this
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concept, we start by introducing the probability current J, a vector field that satisfies a continuity

equation with the time-dependent density ρ:

∂ρ(z, t)
∂ t

= L ∗ρ(z, t) =−∇ ·J(z, t) (4.37)

If ρ were the density and v the velocity field of a fluid, J would be ρv. One can think of J as an

instantaneous (in time and position) average over all possible system trajectories, though a precise

mathematical description requires some care. In equilibrium, when ρ = π is no longer changing,

∇ · J = 0, or equivalently
∮
C J ·ndS = 0 where C is any closed surface with outward unit normal

vector n.

The reactive current JAB is also an “average velocity”, but restricted to reactive paths. Unlike

J, JAB is not divergence-free, with a source in A and a sink in B (where transition paths start and

end). JAB is defined implicitly via surface integrals. If C is any surface enclosing set A but not set

B, with outward normal n, then the flux
∮
C JAB ·ndS is the number of forward transitions per unit

time, also called the transition rate RAB. The result is (see chapter 2 or Metzner et al. [2006] for a

derivation)

J = πν−∇ · (πD) (4.38)

JAB = q+q−J+πD(q−∇q+−q+∇q−) (4.39)

where again π is the stationary density. This expression has intuitive ingredients. Multiplying J by

q+q− conditions the equilibrium probability current on the trajectory being reactive, meaning en

route from A to B. The q−∇q+−q+∇q− reflects the fact that trajectories from A to B must ascend

a gradient of q+, going from q+ = 0 to q+ = 1, while descending a gradient of q−.

Just as JAB(z) describes the average reactive velocity, a streamline Z(t) of JAB(z) (solving

Ż(t) = JAB(Z(t)), with Z(0) = a ∈ A and Z(T ) = b ∈ B for some T > 0 depending on Z(0)) is

a kind of “average” transition path. Although the streamline will not be realized by any particular
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transition path, it will have common geometric features in phase space with many actual path

samples. At low noise the reactive trajectories will cluster in a thin corridor about the streamline.

The streamline is a more dynamical description of precursors: whereas regions of high reactive

density are commonly observed states along reactive trajectories, streamlines of reactive current

are commonly observed sequences of states along reactive trajectories. The study by Limpasuvan

et al. [2004], for example, described a sequence of events in a prototypical SSW life cycle based

on reanalysis including vortex preconditioning, wave forcing, and anomalous heat fluxes at various

levels in the troposphere and stratosphere. The sequence described there likely corresponds to a

streamline of the reactive trajectory.

The committor also quantifies the relative balance of time spent on the way to each set. If

more probability mass lies in the region where q+ > 1
2 , set B is globally more imminent, whereas

more mass where q+ < 1
2 indicates set A is. A single summary statistic of imminence is the aver-

age committor during a long trajectory, E[q+(Z(t))], computed as a weighted average against the

equilibrium density:

E[q+(Z(t))] = Eπ [q+(Z(t))] =
∫

Ω

q+(z)π(z)dz =: 〈q+〉π (4.40)

An average below (above) 1/2 would indicate more time spent on the way to to A (B).

Another statistic, the forward transition rate, captures the frequency of transitions between A

and B rather than the overall time spent in each. We earlier defined RAB as the number of A→ B

transitions per unit time. Since a B→A transition must occur between every two A→B transitions,

RAB = RBA =: R. The inverse of the transition rate is the return time, a widely used metric for

changing frequency of extreme events under climate change scenarios [Easterling et al., 2000].

However, the forward and backward transitions may differ in important characteristics like speed.

To capture this asymmetry, we need a dynamical analogue to the equilibrium statistic 〈q+〉π . The

typical quantity of choice is the rate constant kAB, which is larger if A→ B transitions happen

faster than B→ A transitions. We therefore normalize by the overall time spent having come from

69



A, which is 〈q−〉π .

kAB =
R
〈q−〉π

=
R∫

q−(z)π(z)dz
(4.41)

This rate constant, defined in Bowman et al. [2013], parallels the chemistry definition. If XA and XB

are two chemical species, with [·] denoting concentration, the forward and backward rate constants

kAB and kBA are defined so that

R = [XA]kAB = [XB]kBA (4.42)

In the language of transition path theory, [XA] is the long-term probability of the system existing

most recently in state A, which is 〈q−〉π . Rates are also expressible in terms of expected passage

times. Thinking of [XA] as the total probability of having last visited set A, 1/kAB = [XA]/R esti-

mates the total transition time between entering A (having last visited B) and next re-entering B. It

is these inverse quantities we display in the results section.

These quantities together make an informative description of the typical transition process from

A to B. We now proceed to analyze the transition path properties of the Ruzmaikin stratospheric

model.

4.4 Methodology

a. Spatial discretization

The quantities of interest described above (π , q+, q−, and JAB) emerge as solutions to PDEs involv-

ing the generator L , which must be approximated by spatial discretization. We use a finite volume

scheme to directly discretize the adjoint L ∗ as a matrix, which we name L∗, on a regular grid in

d = 3 dimensions. The grid consists of boxes {Rk}Nk=1 with edge lengths h1× . . .×hd , with zk as

the centers. Denoting the unit vectors as {ei}di=1, the nearest neighbors of zk are {zk± hiei}di=1.
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Now, writing the Fokker-Planck equation in divergence form and exploiting the divergence theo-

rem, and assuming D is diagonal,

L ∗ρ =
∂ρ

∂ t
=−∇ ·

[
ρν−D∇ρ

]
(4.43)

d
dt

∫
Rk

ρ dz =−
∫

∂Rk

(
ρν−D∇ρ

)
·ndS (4.44)

= ∑
6̀=k

∫
∂Rk∩∂R`

(
D∇ρ−ρν

)
·ndS (4.45)

≈
d

∑
i=1

{[
Dii

ρ(zk +hiei)−ρ(zk)

hi
− ρ(zk)+ρ(zk +hiei)

2
ν

(
zk +

1
2

hiei

)]
(4.46)

−
[

Dii
ρ(zk)−ρ(zk−hiei)

hi
− ρ(zk)+ρ(zk−hiei)

2
ν

(
zk−

1
2

hiei

)]}
(4.47)

=
d

∑
i=1

{
−
[

2Dii
hi

+
ν(zk +

1
2hiei)−ν(zk− 1

2hiei)

2

]
ρ(zk) (4.48)

+

[
Dii
hi
−

ν(zk +
1
2hiei)

2

]
ρ(zk +hiei) (4.49)

+

[
Dii
hi

+
ν(zk− 1

2hiei)

2

]
ρ(zk−hiei)

}
(4.50)

The coefficients of each density term gives the corresponding matrix entry in L∗. At the domain

boundaries, we consider the flux through outward facing edges to be zero. For example, if zk is the

upper boundary of the domain in the i’th direction, the terms involving ρ(zk + hiei)−ρ(zk) will

vanish. In terms of the PDE, this imposes homogeneous Neumann boundary conditions. In terms

of the stochastic process, these are reflecting boundary conditions. This is somewhat unnatural for

the dynamical system we consider, but provided the domain is big enough relative to the noise, the

system will visit the boundary sufficiently rarely for this to have negligible impact.

Here we use the same domain and noise levels as Birner and Williams [2008]: −0.06 ≤ X ≤

0.04, −0.05 ≤ Y ≤ 0.05, 0 ≤ U ≤ 0.8 in units non-dimensionalized in terms of the radius of

Earth and the length of a day. We tile this with a grid of 40× 40× 80 grid cells. We choose a

noise constant σ3 in the U variable in the range 0.4− 1.5. This is a similar range to observed
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atmospheric gravity wave momentum forcing [Birner and Williams, 2008]. For numerical reasons,

we also add small noise to the streamfunction variables X and Y , in proportion to the domain

size. Specifically, as U spans a range of 0.8 and X ,Y span a smaller range of 0.1, we choose

σ1 and σ2 to be σ3× (0.1/0.8). This adjustment does change our results with respect to Birner

and Williams [2008], causing more transitions in both directions at lower h than if only the U

variable were perturbed. While gravity wave drag forces the zonal wind, eddy interactions and

other sources of internal variability can perturb the streamfunction as well, and it is not uncommon

to represent these effects stochastically [DelSole and Farrell, 1995]. There are surely more accurate

representations of noise, but this important issue is not our focus. We retain these perturbations for

numerical convenience, but stress that the general principles of the TPT framework are independent

of any specific form of stochasticity. In the forthcoming experiments, we will refer only to σ3 with

the understanding that σ1 and σ2 are adjusted proportionally.

The discretization has strengths and limitations. Given the matrix L∗ on this grid, the discretized

generator L is just the transpose. To ensure certain properties of solutions, such as positivity of

probabilities, L should ideally retain characteristics of the infinitesimal generator of a discrete-

space, continuous-time Markov process: rows that sum to zero, and nonnegative off-diagonal en-

tries. Such a discretization is called “realizable” [Bou-Rabee and Vanden-Eijnden, 2015]. One can

check that our discretization always satisfies the former property, and so is realizable provided

small enough grid spacing (δX ,δY,δU). In our current example, the spacing is not nearly small

enough to guarantee this (matrix entries were just as often negative as positive), but results are

still accurate, as verified by stochastic simulations to be described in section 4.5. While we could

have used one-sided finite differences to enforce positivity, this would have degraded the overall

numerical accuracy of the solutions. We opted instead to zero out negatives, which were always

negligible in magnitude.

The discretized Kolmogorov backward equation is Lq+= 0, augmented with appropriate bound-

ary conditions. The definition of A and B is a design choice that should satisfy three conditions:
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(1) they are disjoint, (2) A contains the radiative fixed point and B the fixed point of the vacillating

regime, and (3) both sets are relatively stable in the chosen noise range. We choose A and B to be

ellipses with orientations determined by the covariance of the equilibrium density of the linearized

stochastic dynamics about their respective fixed points, as described in the supplement. The choice

of the sizes of A and B is a subjective decision which alters the very definition of a reactive trajec-

tory; hence, different sizes emphasize different features of the transition path ensemble, especially

in oscillatory systems like this one. We made A and B large enough to enclose the many loops that

often accompany the escape from A and the descent into B, so that we can focus on the relatively

rare crossing of phase space. More sophisticated techniques exist for shrinking the two sets while

erasing resulting loops [Lu and Vanden-Eijnden, 2014, Banisch and Vanden-Eijnden, 2016]; for

simplicity, we forgo these techniques for the current study.

Careful discretization is important for constructing the dominant pathways discussed above, i.e.

the streamlines Z(t) satisfying Ż(t) = JAB(Z(t)). Standard integration techniques such as Euler or

Runge-Kutta will accumulate errors, not only from Taylor expansion but also from the discretized

solution of q+, q− and π . These can be severe enough to prevent zt from reaching set B. To

guarantee that full transitions are extracted, we instead solve shortest-path algorithms on the graph

induced by the discretization, as described in Metzner et al. [2009].

Specifically, we start with the continuous-space relationship (2.92) and convert it into a dis-

cretized form consistent with the numerical grid. Recall that φδ → 1Sc as δ → 0.

RAB = lim
δ→0

∫
πq−

{
L
[
φδ q+

]
−φδ L q+

}
dz (4.51)

= lim
δ→0
〈q−,L

[
φδ q+

]
〉π −〈q−φδ ,L q+〉π (4.52)

= lim
δ→0

(〈
q−,L

[
φδ q+

]〉
π
−
〈
L̃
[
q−φδ

]
,q+
〉

π

)
(4.53)

At this point, we transition from continuous space to discrete space, and label the average value of

73



q+ over the i’th cell by q+i .

RAB ≈ ∑
i∈S

πi

(
q−i ∑

j∈Ω

Li jq
+
j 1Sc( j)−q+i ∑

j∈Ω

L̃i jq
−
j 1Sc( j)

)
(4.54)

= ∑
i∈S

πi

(
q−i ∑

j∈Sc
Li jq

+
j −q+i ∑

j∈Sc

π j

πi
L jiq

−
j

)
(4.55)

= ∑
i∈S, j∈Sc

(πiq
−
i Li jq

+
j −π jq

−
j L jiq

+
i ) (4.56)

=: ∑
i∈S, j∈Sc

( f AB
i j − f AB

ji ) (4.57)

Intuitively, f AB
i j describes the number of reactive trajectories per unit time making the transition

from cell i to cell j. Both f AB
i j and f AB

ji are positive with small enough grid spacing, but our

discretization can reliably compute only the difference between them. In practice, we take S as the

set A and compute the rate as

R = ∑
i∈A, j∈Ac

f AB
i j (4.58)

since for i ∈ A, q+i = 0 and therefore f AB
ji = π jq

−
j L jiq

+
i = 0. As detailed in Metzner et al. [2009],

we compute the dominant transition pathway (i1, . . . , in) as the path whose bottleneck,

min
k

max(0, f AB
ik,ik+1

− f AB
ik+1,ik), (4.59)

is maximized.

4.5 Results

We begin this section by describing the kinematic path characteristics of the process in its three-

dimensional phase space, according to the quantities described above. Following this purely geo-

metrical description, we will suggest some dynamical interpretations and compare with previous
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studies. Finally, we will map statistical features as functions of background parameters.

The Ruzmaikin model is attractive for demonstrating use of the tools introduced in Section 3

due to its low-dimensional state space, in which PDEs can be solved numerically using standard

methods such as our finite volume scheme. We tested the committor’s accuracy empirically by

randomly selecting 50 cells in our grid (this is 0.04% of the grid) and evolving n = 60 stochastic

trajectories forward in time from each, stopping when they reach either set A or set B. The fraction

of trajectories starting from z that first reach B is taken as the empirical committor at point z and is

denoted q̃+, which we compare with the predicted committor q+ from the finite volume scheme.

Figure 4.5 clearly demonstrates the usefulness of the committor for probabilistic forecasting. The

left column displays the committor calculated from finite volumes, averaged in the Y direction, for

two different forcing levels h. The right column shows a scatterplot of q̃+ vs. q+ at the 50 randomly

selected grid cells. We expect the points to fall along the line q̃+ = q+ with some spread propor-

tional to the standard deviation of the binomial distribution,
√

q+(1−q+)/n. Approximating this

as a Gaussian, we have plotted red curves enclosing the 95% confidence interval, which indeed

contains approximately 95% of the data points. Statistical sampling error can explain the observed

level of deviation, although discretization error (from solving the PDE and from time-stepping)

may also contribute.

Figure 4.5 also shows how q+ responds to increasing h, even far below the bifurcation thresh-

old: the committor values throughout state space become rapidly skewed toward unity (meaning

more red in the picture). This means that even slight perturbations can kick the system out of state

A toward state B. Another indicator is the “isocommittor surface”, the set of points z such that

q+(z) = 1/2; that is, the system has equal probability of next entering set A or B. In the left-hand

column this is the set of gray points (averaging out the variable Y ). For low forcing, this surface

tightly encloses set B, meaning the system must wander very close before a transition is imminent.

For high forcing values, the isocommittor hugs set A more closely, meaning that small perturba-

tions from this normal state can easily push the system into dangerous territory. In Figure 4.6, the
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Figure 4.5: Empirical demonstration of the committor. Here, noise is fixed at σ3 =

0.5m/s/day1/2, while topographic forcing h = 25m in (a), (b) and 30m in (c), (d). The left column
shows the forward committor q+ solved by the finite volume method, averaged in the Y direction.
The ellipses labeled A and B are projections of the actual sets onto the XU plane, where X and
U are the real part of the streamfunction and the mean zonal wind amplitude. Committor values
range from 0 (blue) to 1 (red), with the white contour showing the surface q+ = 1

2 . The right col-
umn compares the PDE solution of the committor with a Monte Carlo solution from running many
trajectories. For 50 randomly chosen grid points (sampled uniformly across the committor range
(0,1)), we launched 60 independent stochastic trajectories and counted the fraction that reached
set B first. We call this the empirical committor, q̃+. Plots (b) and (d) show q̃+ vs. q+ for these
50 random grid cells. The middle red line is the curve q̃+ = q+, and the envelope around it is the
95% confidence interval for sampling errors, based on a Gaussian approximation to the binomial
distribution.
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isocommittor is shown as a set of gray points in a 3D plot viewed from various vantage points. In

the low-U region, the isocommittor resembles a spiral staircase, reflecting the spiral-shaped stable

manifold of the fixed point in set B. Different initial positions with the same streamfunction phase,

differing only slightly in the U direction, can have drastically different final destinations. These

spiral surfaces are responsible for the blue lobes in the lower part of Figure 4.5, but they disappear

at higher noise.

Figures 4.7 and 4.8 display numerical solutions of the equilibrium density π and reactive den-

sity ρR ∝ πq−q+ for two forcing levels. While π indicates where Z(t) tends to reside, ρR indicates

where Z(t) resides given a transition from A to B is underway. As h increases, even far below the

bifurcation threshold, π responds strongly, shifting weight toward state B. On the other hand, the

reactive density displays similar characteristics for all h values. In the XU plane, the two lobes of

high reactive density surrounding A indicate that zonal wind tends to remain strong for a while

before dipping into the weaker regime. Viewing the same field in the XY plane (Figure 4.8) reveals

a halo of intermediate density about set A. While many different motions would be consistent with

this pattern, the coming figures verify that the early stages of transition have circular loops in the

XY plane, meaning zonal movement of the streamfunction’s peaks and troughs. The exact stream-

function phase corresponding to the (X ,Y ) position is calculated as follows. Recall the streamfunc-

tion is ψ ′ = Re{Ψ(t)eikx cos(`y)}, where Ψ = X + iY . In polar coordinates, Ψ =
√

X2 +Y 2eiφ ,

where φ = tan−1(Y/X). The full streamfunction is

ψ
′ = Re{Ψeikx}cos(`y) = Re{

√
X2 +Y 2ei(φ+kx)}cos(`y)

=
√

X2 +Y 2 cos(φ +2λ )cos(`y)

where λ is longitude.

The angle from the origin in the XY plane indicates the zonal streamfunction phase, and circular

motion indicates zonal movement. (This looping motion is indeed shared by the transition path

samples shown in Figures 4.9 and 4.10, to be described later.)
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Figure 4.6: The committor-1/2 surface. This is the set of all points in state space where the
q+ = 1

2 , and sets A and B have equal probabilities of being visited next. Here the surface is ren-
dered as a set of points and viewed from various vantage points in state space (the supplement
shows a video with rotation). The topographic forcing is fixed to h = 25m and the noise level to
σ3 = 0.5m/s/day1/2. The blue and red clusters mark sets A and B respectively, centered around
the two stable fixed points. The gray points show the location of the surface q+ = 1

2 . The most
striking feature is the “spiral staircase” structure in the low-U region of phase space. For any given
streamfunction phase, the likelihood of heading toward state A or B depends sensitively on U , in
an oscillatory manner. Even at very low values of U , there are narrow channels which are likely to
lead back to set A rather than set B. This accounts for the blue regions in the lower part of Figure
4.5. These disappear, however, at higher noise, when set B overtakes the lower half of the picture.
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Figure 4.7: Equilibrium and reactive densities in (X ,U) space. The equilibrium density π(z)
(left column) and reactive density ρR(z) = π(z)q+(z)q−(z) (right column) are displayed for two
different forcing levels, h = 25m (top row) and h = 35m (bottom row). π(z) is the long-term
probability density of finding the system at point z at any given time; ρR(z) is the same probability,
but conditional on also being reactive at that time, meaning having last visited A and next destined
to visit B. Dark color indicates higher density. These densities are summed in the Y direction to
give a marginal density as a function of X and U . The red and blue ellipses show the projected
boundaries of sets A and B, respectively. These reactive densities capture the patterns of transition
path samples shown in Figure 4.4, but through continuous fields instead. At low forcing levels,
most of the equilibrium density is concentrated around set A, whereas higher forcing shifts some
of the mass to set B. Meanwhile, the characteristic curved shape of transition paths in phase space
is borne out by the reactive densities, with a sickle-shaped high-density region bridging the gap
between set A and B.
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Figure 4.8: Equilibrium and reactive densities in (X ,Y ) space. The XY plane is the complex
plane that characterizes the perturbation streamfunction. The center of set A, approximately at X =
Y = 0, corresponds to a zonally symmetric streamfunction with no perturbation. Counterclockwise
motion of trajectories around A represents an eastward phase velocity of the streamfunction, which
is the dominant modality in the radiative regime. The region of high density above set A shows the
phase in the streamfunction at which zonal wind is most likely to begin to weaken.
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The darkest (most-trafficked) region of this loop is the sector π
4 . φ . π

2 . The relationship be-

tween (X ,Y ) and λ indicates ψ ′ is maximized at longitudes λ = {−φ

2 ,π−
φ

2 }. As the maximum re-

active density occurs around φ = 3π
8 , the streamfunction peaks are at {−3π

16 ,
13π

16 } ≈ {326◦,146◦}.

What is the significance of this phase relative to the lower boundary forcing? Recalling the forc-

ing form Re{Ψ(zB, t)eikx} = hRe{ei2λ} ∝ cos(2λ ), the bottom peaks are located at λ = {0,π}.

Hence, the bulk of the transition process happens when the perturbation streamfunction at the mid-

stratosphere lags the lower boundary condition by 3
16 ±

1
16 of a wavelength. Meanwhile, the XU

plane reveals what happens to the zonal wind speed during the SSW transition. The high-reactive

density region discussed above coincides with the crescent-shaped bridge of high density between

the sets in Figure 4.7. This suggests that in an SSW, the zonal wind weakens while the streamfunc-

tion stays in that particular phase window.

The pictures of reactive density suggest that reactive trajectories tend to loop around set A,

physically meaning the streamfunction tends to travel in one direction before slowing down, but

they technically convey no directional information to explicitly support this claim. For this, we

turn to the reactive current. We computed the discrete-space effective current matrix f+i j , directly

from the finite volume discretization and numerical solutions of π , q+ and q−. Physically, this

matrix represents the flux of a vector field from grid cell i to cell j. From this we calculated the

maximum-current paths as described in Metzner et al. [2009] and displayed the results in Figure

4.9 for a forcing level of h = 30m (other levels are qualitatively similar). Both the XU and XY

views are shown. Superimposed on these paths are seven actual reactive trajectories that occurred

during a long stochastic simulation, to demonstrate features that are captured by the dominant path-

ways. The dominant path from A to B indeed contains a half-loop in the XY plane in the clockwise

direction, which means an eastward phase velocity. With a smaller set A, this dominant path would

contain more of these loops. However, during the next transition stage, the streamfunction slows to

a halt at the phase angle φ = π
2 , doubles back and travels westward as zonal wind loses strength.

The smear of high density in the neighborhood φ ∼ 3π

16 therefore comprises not only a precipitous
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drop in zonal wind (which happens at the edge of that region) but also a backtrack, this time with

weaker background zonal wind. This behavior is borne out by the trajectory samples, which vacil-

late in the upper-middle section of the XY plot. These paths are displayed as space-time diagrams

of the streamfunction in Figure 4.10. In panel (a), the dominant path’s two loops correspond to

two troughs moving east past a fixed longitude before the slowdown. The random streamfunction

trajectories shown in (b)-(g) do not follow this representative history exactly, but they do com-

bine elements of it: steady eastward wave propagation followed by slowdown and reversal. Each

stage can have multiple false starts. Notably, the slowdown consistently happens at the same phase,

with peaks at ∼ 120◦E and 300◦E, at roughly the same phase as found from the density plots. In

fact, the figures show a brief slowdown every time the streamfunction passes this phase. This can

be thought of as a representation of blocking events that often accompany sudden stratospheric

warmings. The third transition path shown is an exception to the general pattern, making a final

turn toward the east instead of to the west. This outlier of a reactive trajectory can also be seen in

Figure 4.9, as the single green trajecory that decreases in X before decreasing in U instead of the

other way around.

This kinematic sequence of events has a dynamical interpretation with precedent in prior lit-

erature. A critical ingredient of SSW is meridional eddy heat flux, which in this model takes the

form v′Φ′z ∝ hY . This follows from the relationship between velocity, temperature, and the stream-

function:

v′Φ′z ∝ ψ ′xψ ′z ∝ Re{ikΨeikx}Re{(Ψz +(2H)−1Ψ)eikx}sin2(`y)ez/2H (4.60)

∝ k(−X sinkx−Y coskx)Re
{(

Ψ(zT )−Ψ(zB)

zT − zB
+

Ψ

2H

)
eikx
}

(4.61)

∝ (−X sinkx−Y coskx)
[
− Ψ0

zT − zB
coskx+

X coskx−Y sinkx
2H

]
(4.62)

∝
Ψ0Y

2(zT − zB)
+

XY −Y X
4H

∝ hY (4.63)

where we have used the vertical finite-difference discretization in Eq. (4.61).
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Figure 4.9: Paths of maximal current superimposed on transition path samples. All four Fig-
ures shown the same path, but from different vantage points. While the reactive probability density
(Figures 4.7 and 4.8) says where transition paths spend their time, the reactive current is a vector
field of the transition paths’ local average directionality. The path shown in a color gradient from
blue to red is a streamline of this vector field, representing an “average” transition path. The path
is colored blue where the local committor is less than 0.5, and red otherwise. Note that the path
can cross back and forth. The transition from red to blue, where the path first crosses the threshold
q+ = 1

2 and enters the probabilistic B basin, is marked by a sudden drop in the U variable – a
deceleration in zonal wind. At the same time, the path’s rotations about A reverse direction, from
clockwise to anti-clockwise, corresponding to a reversal in phase velocity of the streamfunction.
This path accurately captures geometric tendencies of actual transition paths; five random samples
of reactive trajectories are superimposed in green, the bulk of which cluster around the maximum
current path. Panels (a) and (b) show cross-sections in XU and XY space respectively, while (c)
shows a three-dimensional view. The parameters are h = 30m and σ3 = 0.5m/s/day1/2. Figure
4.10 shows the corresponding spacetime diagrams of the streamfunction.
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Figure 4.10: Streamfunctions over time corresponding to the trajectories shown in Figure 4.9.
As ψ ′ ∝ (X coskx−Y sinkx), the X and Y variables represent the phase of the streamfunction,
whose movement we plot over time as a space-time diagram. Panel (a) shows the dominant tran-
sition path. The phase velocity is initially eastward, matching with the clockwise rotations in the
XY plane as shown in Figure 4.9. The waves then slow down and reverse direction, matching with
the anti-clockwise turn and zonal wind drop in Figure 4.9. The vertical axis plays the role of time,
but the dominant path technically conveys only geometrical information. Hence, we measure it
in discrete steps. Panels (b)-(d) show the streamfunctions over time corresponding to four of the
green transition path samples in Figure 4.9, chosen randomly. Most exhibit the same slow-down
and reversal behavior exemplified by the dominant path. The exception is sample (b), which turns
to the east at the end of its path. This corresponds to the stray green trajectory visible in Figure
4.9(a), which enters set B from above and in the clockwise direction. Samples 1, 2 and 4 undergo
some winding before the slowdown, but do slow down every time they reach the same phase.
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This term shows up explicitly as a negative forcing on U in equation (15), showing that a

reduced equator-to-pole temperature gradient in turn weakens the vortex via the thermal wind

relation. The association of heat flux with SSW has been demonstrated in reanalysis [Sjoberg and

Birner, 2012] and in detailed numerical simulations of internal stratospheric dynamics, even with

time-independent lower boundary forcing [Scott and Polvani, 2006]. This relationship favors the

phase φ = π
2 as the most susceptible state for SSW onset, which is exactly picked out by the

dominant transition pathway in Figure 4.9.

However, immediately after the wind starts weakening at φ = π
2 , where the streamfunction

lines up with its lower boundary condition, the phase velocity reverses, giving rise to the westward

lag of 3π

16 we observed in the reactive density. A similar phase lag has also been observed in more

detailed numerical studies. For example, Scott and Polvani [2006] observed a lag of π
2 across the

whole stratosphere (π
4 at the mid-level), quite similar to our result. They found that vortex breakup

was preceded by a long, slow build-up phase in which the vortex became increasingly vertically

coherent, only to be ripped apart by an upward- and west-propagating wave. In an experiment

with slowly-increasing lower boundary forcing, Dunkerton et al. [1981] saw a phase lag across the

whole stratosphere that increased from ∼ 100◦ to ∼ 180◦ (50◦ to 90◦ between the lower boundary

and the mid-stratosphere) over the course of the warming event. They attribute this phase tilt to the

zonal wind rapidly reversing and carrying the streamfunction along. The weakening zonal wind

simply removes the Doppler shift from the Rossby wave dispersion relation, ω =Uk−βk/(k2 +

`2), allowing the waves to revert to their preferred westward phase velocity. This balance is also

clear in equations (13-14): ignoring the damping and forcing terms, the dynamics read [Ẋ ,Ẏ ] =

[(sU − r)Y,−(sU − r)X ]. For weak U , rotation in the XY plane is anti-clockwise and phase speed

is westward.

Let us re-emphasize the probabilistic interpretation of reactive density. We have found that

transitions from A to B are accompanied by anomalous increases in meridional heat flux. In other

words, P{High heat flux|SSW} is high. As noted earlier, this does not imply that P{SSW|high heat flux}
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is also high. The identified streamfunction phase is not a “danger zone” in the sense that a trajec-

tory entering this region is at higher risk of falling into state B; the committor alone conveys that

information. Rather, a trajectory is highly likely to pass through that region given that it is reactive.

Notably, reactive trajectories are unlikely to take a straight-line path from A to B with U , X and Y

changing linearly. This unrealistic path would represent a zonally stationary streamfunction grow-

ing steadily in magnitude, while zonal wind falls off gradually. At higher noise levels, however, the

system would be increasingly dominated by pure Brownian motion, and such a path would become

more plausible.

We now turn to a quantitative comparison of committors and transition rates for different forc-

ing and noise levels. These trends illustrate the effects of modeling choices and global change

on the climatology of SSW. Planetary wave forcing, h, varies across days and seasons as well as

different planets. The strength of additive noise, σ , is a modeling choice intended to represent

gravity wave drag. Different stochastic parametrizations will vary in their effective σ value, and it

is important to understand the sensitivity of SSW to model choices [Sigmond and Scinocca, 2010].

Furthermore, long-term climate change may cause both parameters to drift, altering the occurrence

of SSW-induced severe weather events.

The measure of the relative “imminence” of a vacillating solution vs. a radiative solution, as

described in the background section on committors, is the equilibrium density-weighted average

committor, denoted 〈q+〉π . Figure 11(a) shows this quantity for 25≤ h≤ 45 (m) and 0.4≤σ3≤ 2.0

(m/s/day1/2). Two trends are clearly expected from the basic physics of the model. First, as seen

in Figures 4.7 and 4.8, 〈q+〉π should increase with h. Second, in the limit of large noise and infinite

domain size, the dominance of Brownian motion will smooth out the committor function and make

〈q+〉π tend to an intermediate value between zero and one. On the other hand, as noise approaches

zero, the dynamical system becomes increasingly deterministic, and the ultimate destination of a

trajectory will depend entirely on which basin of attraction it starts in. The boundary, or separatrix,

between these two basins is the stable manifold of the third (unstable) fixed point. In the case
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of a potential system, of the form ẋ = −∇V (x), this boundary would be a literal ridge of the

function V . Our system admits no such potential function, but this is a useful visual analogy.

The committor function becomes a step function in the deterministic limit, with the discontinuity

located exactly on this boundary. The addition of low noise moves the committor-1
2 surface away

from the separatrix, possibly asymmetrically: one basin will shrink, becoming more precarious

with respect to random perturbations, while the other will expand, becoming a stronger global

attractor. Which basin will shrink is not evident a priori, so we compute the averaged committor,

〈q+〉π , as a summary statistic which will increase when the basin of B expands.

Figure 4.11(a) plots the trends in 〈q+〉π as a function of h (along the horizontal axis) and σ3

(along the vertical axis). The two basic hypotheses are verified: 〈q+〉π increases monotonically as

h increases, and 〈q+〉π ∼ 1
2 as σ increases, no matter the value of h. The less predictable behavior

is in the range h = 35m, 0.75 ≤ σ3 ≤ 1.0, where 〈q+〉π displays non-monotonicity with respect

to noise, at low noise levels. As σ3 increases, the average committor increases from ∼ 0.4 to

∼ 0.6, and then decreases again. The four committor plots at the bottom of 4.11 illustrate the trend

graphically. At low noise, the A basin includes winding passageways leading from the small-U

region back to A. Small additive noise closes them off, effectively expanding the B basin. As noise

increases and Brownian motion dominates the dynamics, committor values everywhere relax back

to less-extreme values, reflecting the unbiased nature of Brownian motion.

Despite the coarse grid resolution, the first-order effect of noise is clear. At the low and high

margins of h, where falling into state A and B respectively is virtually certain, an increase in noise

decreases this virtual certainty, and the trend continues at larger noise to attenuate 〈q+〉π to its limit

of 1/2. The middle h range, however, behaves differently. Whereas h = 35m appears to balance out

the basin sizes at low noise, a slight noise increase tends to kick the system out of the A basin and

toward B, more so than the other way around. At higher noise, the committor relaxes back to 1/2.

Examining the committor fields, it’s clear that the isocommittor surface location does not move

back and forth; rather, it moves toward A, and then the rest of the field flattens out.
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Figure 4.11: Behavior of the committor as a function of forcing h and noise σ3. (a) shows the
average committor (weighted by equilibrium density):

∫
q+(x)π(x)dx evaluated for a range of h

and σ values. Panels (b)-(e) show images of the committor for h= 30 and σ = 0.5, 0.75, 1.0, 1.25.
The blue lobes in the lower part of the images, a shadow of the spiral structure from Figure 4.6,
thin out and disappear with increasing forcing h.
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Figure 4.12 shows trends in the return times of SSW with varying h and σ3. There are sev-

eral different return times of interest. The first, shown in panel (a), is the total expected time

between one transition event and the next, whose reciprocal is the rate RAB, the number of tran-

sitions per unit time. The return time is a symmetric quantity between A and B, since every for-

ward transition is accompanied by a backward one. Among the parameter combinations, (h,σ3)≈

(35m,0.75m/s/day1/2) is the one which minimizes return time, or equivalently maximizes the

transitions per unit time. h = 35m is a forcing level which approximately balances out the time

spent between the two sets, making transitions relatively common. At lower noise, transitions are

exceedingly rare, and at higher noise the two states cease to be long-lived. However, this symmetric

quantity does not capture information about the relative speed of transition from A to B vs. from

B back to A. Panel (b) shows a different passage time, which is the average time between the end

of a backward (B→ A) transition and the end of the next forward (A→ B) transition, which we

call TAB. This is computed as the reciprocal of the rate constant kAB, as described in the previous

section. In other words, the stopwatch begins when the system returns to A after having last vis-

ited B, and ends when the system next hits B. This metric is asymmetric: a smaller A→ B return

time indicates that the forward transition is faster than the backward transition. Panel (b) shows

the complementary B→ A return time, TBA. Unsurprisingly, an increase in h causes a decrease in

TAB and an increase in TBA regardless of the noise level. The noise level has a less obvious effect.

Whereas TBA decreases monotonically with increasing noise, regardless of h, the forward time TAB

is minimized by a mid-range noise level of σ3 ≈ 0.75m/s/day1/2. This is another reflection of the

bias toward state B that is effected by adding noise to a very low baseline.

4.6 Conclusion

Transition path theory is a framework for describing rare transitions between states. We have de-

scribed TPT along with a number its key ingredients like the forward and backward committor

functions. While TPT has been applied primarily to molecular systems, we believe it offers valu-
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Figure 4.12: Behavior of return times as a function of forcing h and noise σ3. Panel (a) shows
the average period between the start of one transition event and the start of the next. Red here
means many transitions per unit time, both A→ B and B→ A. We call this the return time, and
calculate it as the reciprocal of R, the number of forward (or backward) transitions per unit time.
There is clearly a parameter set: (h,σ3) ≈ (35m,0.75m/s/day1/2), which optimizes the number
of transitions per unit time. Below this noise level, internal variability is scarcely enough to jump
between regions. Above this noise level, sets A and B are no longer metastable, and excursions are
so wide and frequent that passing from set A to set B is a very spatially restricted event. Panels (b)
and (c), below, distinguish forward and backward transition times. Panel (b) shows the expected
passage time TAB, the interval between the end of a B→ A transition and the end of the next
A→ B transition. Panel (c) shows the analogous backward passage time, TBA. Note the scales are
logarithmic, and here red simply means faster transitions, regardless of which direction is being
considered.
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able insight into climate and weather phenomena such as sudden stratospheric warming, primarily

through committors, reactive densities, and reactive currents. Of interest apart from its role in TPT,

the forward committor defines an optimal probabilistic forecast, borne out by direct numerical

simulation experiments. The reactive densities and currents describe the geometric properties of

dominant transition mechanisms at low noise. In applying TPT to a noisy, truncated Holton-Mass

model, we find that transitions tend to begin with a drop in mean zonal wind and a reversal of the

streamfunction’s phase velocity at a particular streamfunction phase. This is consistent with the

significance of blocking precursors to SSW as found in Martius et al. [2009], insofar as this ideal-

ized model can represent them. We also find that noise has a non-monotonic effect on the overall

preference for a vacillating state, measured by the average committor. At a forcing of h ≈ 35m,

where the isocommittor surface (essentially the basin boundary of the deterministic dynamics) di-

vides the space approximately in half, we find that raising the noise tilts the balance decisively

toward the vacillating solution. Still larger noise evens the whole field out. The transition rate

constant shows a similar dependence on h and σ3.

This study is a foundation for the following chapters and future studies on more realistic and

complex models. In this high-dimensional setting, the generator is unknown or computationally

intractable. Any state space with more than ∼ 5 degrees of freedom is beyond the reach of a finite-

volume discretization, because the number of grid cells increases exponentially with dimension.

While here we represented the generator as a finite-volume or finite-difference operator on a grid,

one can also write it in a basis of globally coherent functions, such as Fourier modes, or more

generally harmonic functions on a manifold. Given only data, without an explicit form of the dy-

namics, this manifold and the basis functions can be estimated from (for example) the diffusion

maps algorithm, and the generator’s action on this basis can be approximated from short trajecto-

ries.
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5 LEARNING FORECASTS OF RARE STRATOSPHERIC

TRANSITIONS FROM SHORT SIMULATIONS

The previous chapter introduced TPT and its associated quantities in a low-order model. This chap-

ter and the next take a step up the model hierarchy to work with a more complex, though still ide-

alized, SSW model. While a full TPT analysis is postponed to chapter 6, this chapter focuses only

on two key quantities of interest: the probability of an SSW occurring, and the expected lead time

if it does occur, as functions of initial condition. These statistically optimal forecasts concretely

measure the event’s progress. Direct numerical simulation can estimate them in principle, but is

prohibitively expensive in practice: each rare event requires a long integration to observe, and the

cost of each integration grows with model complexity. We describe and implement an alternative

approach which uses integrations that are short compared to the timescale of the warming event.

We compute the probability and lead time efficiently by solving equations involving the transition

operator, which encodes all information about the dynamics. We relate these optimal forecasts to a

small number of interpretable physical variables, suggesting optimal measurements for forecasting.

We illustrate the methodology on a prototype SSW model developed by Holton and Mass (1976)

and modified by stochastic forcing. This model captures the essential nonlinear dynamics of SSWs

and exhibits the key forecasting challenge: the dramatic separation in timescales between a single

event and the return time between successive events. Our methodology is designed to fully exploit

high-dimensional data from models and observations, and has the potential to identify detailed

predictors of many complex rare events in meteorology.

This chapter is adapted from the publication Finkel et al. [2021b].

5.1 Introduction

We focus on two forecasts in particular to quantify risk. The committor is the probability that a

given initial condition evolves directly into an “extreme” configuration B rather than a “typical”

92



configuration A, where extreme and typical are user-defined. Given that it does reach B first, the

conditional mean first passage time, or lead time, is the expected time that it takes to get there. The

committor appears prominently in the molecular dynamics literature, with some recent applications

in geoscience including Tantet et al. [2015], Lucente et al. [2019], and Finkel et al. [2020], which

compute the committor for low-dimensional atmospheric models.

Both quantities depend on the initial condition, defining functions over d-dimensional state

space that encode important information regarding the fundamental causes and precursors of the

rare event. However, “decoding” the physical insights is not automatic. With real-time measure-

ment constraints, the risk metrics must be estimated from low-dimensional proxies. Even visualiz-

ing them requires projecting down to one or two dimensions. This calls for a principled selection

of low-dimensional coordinates which are both physically meaningful and statistically informative

for our chosen risk metrics. We address this problem using sparse regression, a simple but easily

extensible solution with the potential to inform optimal measurement strategies to estimate risk as

precisely as possible under constraints.

To overcome the curse of dimensionality—the main challenge in estimating the committor and

lead time—we employ the dynamical Galerkin approximation (DGA) method presented in 2.4. In

brief, the method takes a large data set of short-time independent simulations and approximately

solves Feynman-Kac formulae [E et al., 2019], which relate long-time forecasts to instantaneous

tendencies. These equations are elegant and general, but computationally daunting: in the contin-

uous time and space limit, they become partial differential equations (PDE) with d independent

variables—the same as the model state space dimension. It is therefore hopeless to solve the equa-

tions using any standard spatial discretization. But, as we demonstrate, the equations can be solved

with remarkable accuracy by expanding in a basis of functions informed by the data set.

We illustrate our approach on the highly simplified Holton-Mass model [Holton and Mass,

1976, Christiansen, 2000] with stochastic velocity perturbations in the spirit of Birner and Williams

[2008]. The Holton-Mass model is well-understood dynamically in light of decades of analysis and
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experiments, yet complex enough to present the essential computational difficulties of probabilis-

tic forecasting and test our methods for addressing them. In particular, this system captures the

key difficulty in sampling rare events. The vast majority of the time, the system sits in one of two

metastable states, characterizing a strong or weak vortex respectively. Extreme events are the infre-

quent jumps from one state to another. Our computational framework can accurately characterize

these rare transitions using only a data set of short model simulations, short not only compared

to the long periods the system sits in one state or the other, but also relative to the timescale of

the transition events themselves. In the future, the same methodology could be applied to query

the properties of more complex models, such as GCMs, where less theoretical understanding is

available.

In section 5.2, we specify the dynamical model and define the specific rare event of interest.

In section 5.3, we formally define the risk metrics introduced above and visualize the results for

the Holton-Mass model, including a discussion of physical and practical insights gleaned from our

approach. In section 5.4 we identify an optimal set of reduced coordinates for estimating risk using

sparse regression. These results will provide motivation for the computational method, which we

present afterward in section 5.5 along with accuracy tests. We then lay out future prospects and

conclude in section 5.6.

5.2 Holton-Mass model

We return to the original Holton-Mass model, the wave-mean flow interaction represented by

Eqs. (3.13) and (3.14). Whereas chapter 4 worked with a one-level version of the model due to

Ruzmaikin et al. [2003], here we work with the original discretization by Holton and Mass [1976].

The two parameters controlling the background forcing are γ , the vertical shear of the radiative

zonal wind profile UR(z), and h, the amplitude of orographic forcing. Detailed bifurcation analysis

of the model by both Yoden [1987a] and Christiansen [2000] in (γ,h) space revealed the bifurca-

tions that lead to bistability, vacillations, and ultimately quasiperiodicity and chaos. Here we will
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Figure 5.1: Illustration of the two stable states of the Holton-Mass model and transitions be-
tween them. (a) Zonal wind profiles of the radiatively maintained strong vortex (the fixed point a,
blue) which increases linearly with altitude, and the weak vortex (the fixed point b, red) which dips
close to zero in the mid-stratosphere. (b) Streamfunction contours are overlaid for the two equilib-
ria a and b. (c) Parametric plot of a control simulation in a 2-dimensional state space projection,
including two transitions from A to B (orange) and B to A (green). (d) Time series of U(30 km)
from the same simulation. (e) The steady state density projected onto U(30km).

focus on an intermediate parameter setting of γ = 1.5 m/s/km and h = 38.5 m, where two stable

states coexist: a strong vortex with U closely following UR and an almost barotropic stationary

wave, as well as a weak vortex with U dipping close to zero at an intermediate altitude and a

stationary wave with strong westward phase tilt. The two stable equilibria, which we call a and

b, are illustrated in Fig. 5.1(a,b) by their z-dependent zonal wind and perturbation streamfunction

profiles.

To explore transitions between these two states, we follow Birner and Williams [2008] and

modify the Holton-Mass equations with small additive noise in the U variable to mimic momentum

perturbations by smaller scale Rossby waves, gravity waves, and other unresolved sources. The
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form of noise will be specified in Eq. (5.3). While the details of the additive noise are ad hoc, the

general approach can be more rigorously justified through the Mori-Zwanzig formalism [Zwanzig,

2001]. Because many hidden degrees of freedom are being projected onto the low-dimensional

space of the Holton-Mass model, the dynamics on small observable subspaces can be considered

stochastic. This is the perspective taken in stochastic parameterization of turbulence and other high-

dimensional chaotic systems [Hasselmann, 1976, DelSole and Farrell, 1995, Franzke and Majda,

2006, Majda et al., 2001, Gottwald et al., 2016]. In general, unobserved deterministic dynamics can

make the system non-Markovian, which technically violates the assumptions of our methodology.

However, with sufficient separation of timescales the Markovian assumption is not unreasonable.

Furthermore, memory terms can be ameliorated by lifting data back to higher-dimensional state

space with time-delay embedding [Berry et al., 2013, Thiede et al., 2019, Lin and Lu, 2021].

We follow Holton and Mass [1976] and discretize the equations using a finite-difference method

in z, with 27 vertical levels (including boundaries). After constraining the boundaries, there are

d = 3× (27− 2) = 75 degrees of freedom in the model. Christiansen [2000] investigated higher

resolution and found negligible differences. The full discretized state is represented by a long vec-

tor

X(t) =
[
Re{Ψ}(∆z, t), . . . ,Re{Ψ}(ztop−∆z, t),

Im{Ψ}(∆z, t), . . . , Im{Ψ}(ztop−∆z, t), (5.1)

U(∆z, t), . . . ,U(ztop−∆z, t)
]
∈ Rd = R75

The deterministic system can be written dX(t)/dt = v(X(t)) for a vector field v : Rd → Rd spec-

ified by discretizing (3.13) and (3.14). Under deterministic dynamics, X(t)→ a or X(t)→ b as

t → ∞ depending on initial conditions. The addition of white noise changes the system from an
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ordinary differential equation into a stochastic differential equation, spefically an Itô diffusion:

dX(t) = v(X(t))dt +σ(X(t))dW(t), (5.2)

where σ : Rd → Rd×m imparts a correlation structure to the vector W(t) ∈ Rm of independent

standard white noise processes. As discussed above, we design σ to be a low-rank, constant matrix

that adds spatially smooth stirring to only the zonal wind U (not the streamfunction Ψ) and which

respects boundary conditions at the bottom and top of the stratosphere. Its structure is defined

by the following Euler-Maruyama scheme: in a timesetep δ t = 0.005 days, after a deterministic

forward Euler step we add the stochastic perturbation to zonal wind on large vertical scales

δU(z) = σU

m

∑
k=0

ηk sin
[(

k+
1
2

)
π

z
ztop

]√
δ t (5.3)

where ηk (k = 0,1,2) are independent unit normal samples, m = 2, and σU is a scalar that sets the

magnitudes of entries in σ . In terms of physical units,

σ
2
U =

E[(δU)2]

δ t
≈ (1m/s)2/day (5.4)

σU has units of (L/T )/T 1/2, where the square-root of time comes from the quadratic variation of

the Wiener process. It is best interpreted in terms of the daily root-mean-square velocity pertur-

bation of 1.0 m/s. We have experimented with this value, and found that reducing the noise level

below 0.8 dramatically reduces the frequency of transitions, while increasing it past 1.5 washes out

metastability. We keep σU constant going forward as a favorable numerical regime to demonstrate

our approach, while acknowledging that the specifics of stochastic parameterization are important

in general to obtain accurate forecasts. The resulting matrix σ is 75×3, with nonzero entries only

in the last 25 rows as forcing only applies to U(z).

A long simulation of the model reveals metastability, with the system tending to remain close
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to one fixed point for a long time before switching quickly to the other, as shown by the time series

of U(30km) in panel (d) of Fig. 5.1. Panel (e) shows a projection of the steady state distribution,

also known as the equilibrium/invariant distribution, of U as a function of z. We call this density

π(x), which is a function over the full d-dimensional state space. We focus on the zonal wind

U at 30 km following Christiansen [2000], because this is where its strength is minimized in the

weak vortex. While the two regimes are clearly associated with the two fixed points, they are better

characterized by extended regions of state space with strong and weak vortices. We thus define the

two metastable subsets of Rd

A = {x : U(30km)(x)≥U(30km)(a) = 53.8m/s},

B = {x : U(30km)(x)≤U(30km)(b) = 1.75m/s}.

This straightforward definition roughly follows the convention of Charlton and Polvani [2007],

which defines an SSW as a reversal of zonal winds at 10 hPa. We use 30 km for consistency with

Christiansen (2000); this is technically higher than 10 hPa because z = 0 in the Holton-Mass model

represents the tropopause. Our method is equally applicable to any definition, and the results are not

qualitatively dependent on this choice. Incidentally, the analysis tools we present may be helpful

in distinguishing predictability properties between different definitions. In fact, we will show that

the height neighborhood of 20 km is actually more salient for predicting the event than wind at

the 30-km level, even when the event is defined by wind at 30 km. This emerges from statistical

analysis alone, and gives us confidence that essential SSW properties are stable with respect to

reasonable changes in definition.

The orange highlights in Fig. 5.1 (d) begin when the system exits the A region bound for B,

and end when the system enters B. The green highlights start when the system leaves B bound for

A, and end when A is reached. Note that A→ B transitions, SSWs, are much shorter in duration

than B→ A transitions. Fig. 5.1 (c) shows the same paths, but viewed parametrically in a two-

dimensional state space consisting of integrated heat flux or IHF
∫ 30km

0 km e−z/Hv′T ′ dz, and zonal
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wind U(30 km). IHF is an informative number because it captures both magnitude and phase

information of the streamfunction in the Holton-Mass model:

IHF =
∫ 30 km

0 km
e−z/Hv′T ′ dz ∝

∫ 30 km

0 km
|Ψ|2 ∂ϕ

∂ z
dz (5.5)

where ϕ is the phase of Ψ. The A→ B and B→ A transitions are again highlighted in orange and

green respectively, showing geometrical differences between the two directions. We will refer to

the A→B transition as an SSW event, even though it is more accurately a transition between clima-

tologies according to the Holton-Mass interpretation. The B→ A transition is a vortex restoration

event.

5.3 Forecast functions: the committor and lead time statistics

5.3.1 Defining risk and lead time

We will introduce the quantities of interest by way of example. First, suppose the stratosphere is

observed in an initial state X(0) = x that is neither in A nor B, so U(30km)(b)<U(30km)(x)<

U(30km)(a) and the vortex is somewhat weakened, but not completely broken down. We call this

intermediate zone D = (A∪B)c (the complement of the two metastable sets). Because A and B are

attractive, the system will soon find its way to one or the other at the first-exit time from D, denoted

τDc = min{t ≥ 0 : X(t) ∈ Dc} (5.6)

Here, Dc emphasizes that the process has left D, i.e., gone to A or B. The first-exit location X(τDc) is

itself a random variable which importantly determines how the system exits D: either X(τDc) ∈ A,

meaning the vortex restores to radiative equilibrium, or X(τDc) ∈ B, meaning the vortex breaks

down into vacillation cycles. A fundamental goal of forecasting is to determine the probabilities of
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these two events, which naturally leads to the definition of the (forward) committor function

q+(x) =


Px{X(τDc) ∈ B} x ∈ D = (A∪B)c

0 x ∈ A

1 x ∈ B

(5.7)

where the subscript x indicates that the probability is conditional on a fixed initial condition X(0) =

x, i.e., Px{·}= P{·|X(0) = x}. The superscript “+” distinguishes the forward committor from the

backward committor, an analogous quantity for the time-reversed process which we do not use in

this chapter (but which will be important in chapter 6). Throughout, we will use capital X(t) to

denote a stochastic process, and lower-case x to represent a specific point in state space, typically

an initial condition, i.e., X(0) = x. Both are d = 75-dimensional vectors.

Another important forecasting quantity is the lead time to the event of interest. While the for-

ward committor reveals the probability of experiencing vortex breakdown before returning to a

strong vortex, it does not say how long either event will take. Furthermore, even if the vortex is

restored first, how long will it be until the next SSW does occur? The time until the next SSW

event is denoted τB, again a random variable, whose distribution depends on the initial condition

x. We call Ex[τB] the mean first passage time (MFPT) to B. Conversely, we may ask how long a

vortex disturbance will persist before normal conditions return; the answer (on average) is Ex[τA],

the mean first passage time to A. These same quantities have been calculated previously in other

simplified models, e.g. Birner and Williams [2008] and Esler and Mester [2019].

Ex[τB] has an obvious shortcoming: it is an average over all paths starting from x, including

those which go straight into B (i.e., an orange trajectory in Fig. 5.1c,d) and the rest which return

to A i.e., a green trajectory) and linger there, potentially for a very long time, before eventually re-

crossing back into B. It is more relevant for near-term forecasting to condition τB on the event that

an SSW is coming before the strong vortex returns. For this purpose, we introduce the conditional
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mean first passage time, or lead time, to B:

η
+(x) := Ex[τB|τB < τA] (5.8)

which quantifies the suddenness of SSW.

All of these quantities can, in principle, be estimated by direct numerical simulation (DNS).

(We use “DNS” to mean a single-threaded integration of a model, as opposed to a parallel inte-

gration from many initial conditions. This departs from the computational fluid dynamics usage,

where it means “without subgrid closure”.) For example, suppose we observe an initial condition

X(0) = x in an operational forecasting setting, and wish to estimate the probability and lead time

for the event of next hitting B. We would initialize an ensemble {Xn(0) = x,n = 1, . . . ,N} and

evolve each member forward in time until it hits A or B at the random time τn. In an explicitly

stochastic model, random forcing would drive each member to a different fate, while in a deter-

ministic model their initial conditions would be perturbed slightly. To estimate the committor to

B, we could calculate the fraction of members that hit B first. Averaging the arrival times (τn),

over only those members gives an estimate of the lead time to B. For a single initial condition x

reasonably close to B, DNS may be the most economical. But how do we systematically compute

q+(x) over all of state space (here 75 variables, but potentially billions of variables in a GCM or

other state-of-the-art forecast system)?

For this more ambitious goal, DNS is prohibitively expensive. By definition, transitions be-

tween A and B are infrequent. Therefore, if starting from x far from B, a huge number of sampled

trajectories (N) will be required to observe even a small number ending in B, and they may take

a long time to get there. If instead we could precompute these functions offline over all of state

space, the online forecasting problem would reduce to “reading off” the committor and lead time

with every new observation. Achieving this goal is the key point of our paper, and we achieve this

using the dynamical Galerkin approximation, or DGA, recipe described by Thiede et al. [2019].

A brute force way to estimate these functions is to integrate the model for a long time until it
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reaches statistical steady state, meaning it has explored its attractor thoroughly according to the

steady state distribution. After long enough, it will have wandered close to every point x suffi-

ciently often to estimate q+(x) and η+ robustly as in DNS. We have performed such a “control

simulation” of 5×105 days for validation purposes, but our main contribution in this chapter is to

compute the forecast functions using only short trajectories with DGA, allowing for massive paral-

lelization. However, we will defer the methodological details to Section 5, and first justify the effort

with some results. We visualize the committor and lead time computed from short trajectories and

elaborate on their interpretation, utility, and relationship to ensemble forecasting methods.

5.3.2 Steady state distribution

Before visualizing the committor and lead time, it will be helpful to have a precise notion of the

steady state distribution, denoted π(x), a probability density that describes the long-term behavior

of a stochastic process X(t). Assuming the system is ergodic, averages over time are equivalent to

averages over state space with respect to π . That is, for any well-behaved function g : Rd → R,

〈g〉π := lim
T→∞

1
T

∫ T

0
g(X(t))dt =

∫
Rd

g(x)π(x)dx (5.9)

For example, if g(x) = 1S(x) (an indicator function, which is 1 for x ∈ S ⊂ Rd and 0 for x /∈ S),

Eq. (5.9) says that the fraction of time spent in S can be found by integrating the density over S.

The density peaks in Fig. 5.1(d) indicates clearly that the neighborhoods of a and b are two such

regions with especially large probability under π . Note that both sides of (5.9) are independent

of the initial condition, which is forgotten eventually. Short-term forecasts are by definition out-

of-equilibrium processes, depending critically on initial conditions; however, π(x) is important to

us here as a “default” distribution for missing information. If the initial condition is only partially

observed, e.g. in only one coordinate, we have no information about the other d− 1 dimensions,

and in many cases the most principled tactic is to assume those other dimensions are distributed
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according to π , conditional on the observation.

5.3.3 Visualizing committor and lead times

The forecasts q+(x) and η+(x) are functions of a high-dimensional space Rd . However, these

degrees of freedom may not all be “observable” in a practical sense, given the sparsity and reso-

lution limits of weather sensors, and visualizing them requires projecting onto reduced-coordinate

spaces of dimension 1 or 2. We call these “collective variables” (CVs) following chemistry lit-

erature [e.g., Noé and Clementi, 2017], and denote them as vector-valued functions from the

full state space to a reduced space, θ : Rd → Rk, where k = 1 or 2. For instance, Fig. 5.1 (c)

plots trajectories in the CV space consisting of integrated heat flux and zonal wind at 30 km:

θ(x) =
(∫ 30km

0 km e−z/Hv′T ′ dz,U(30km)
)

. The first component is a nonlinear function involving

products of Re{Ψ} and Im{Ψ}, while the second component is a linear function involving only U

at a certain altitude. For visualization in general, we have to approximate a function F : Rd → R,

such as the committor or lead time, as a function of reduced coordinates. That is, we wish to find

f : Rk → R such that F(x) ≈ f (θ(x)). Given a fixed CV space θ , an “optimal” f is chosen by

minimizing some function-space metric between f ◦θ and F .

A natural choice is the mean-squared error weighted by the steady state distribution π , so the

projection problem is to minimize over functions f : Rk→ R the penalty

S[ f ;θ ] : = ‖ f ◦θ −F‖2L2(π)

=
∫
Rd

[
f (θ(x))−F(x)

]2
π(x)dx. (5.10)

The optimal f for this purpose is the conditional expectation

f (y) = EX∼π [F(X)|θ(X) = y]

= lim
|dy|→0

∫
f (x)1dy(θ(x))π(x)dx∫
1dy(θ(x))π(x)dx

(5.11)
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where dy is a small neighborhood about y in CV space Rk. The subscript X ∼ π means that the

expectation is with respect to a random variable X distributed according to π(x), i.e., at steady

state. Fig. 5.2 uses this formula to display one-dimensional projections of the committor (first row)

and lead time (second row), as well as the one-standard deviation envelope incurred by projecting

out the other 74 degrees of freedoom. This “projection error” is defined as the square root of the

conditional variance

VF(y) = EX∼π

[(
F(X)− f (y)

)2∣∣∣θ(X) = y
]
. (5.12)

Each quantity is projected onto two different one-dimensional CVs: U(30 km) (first column) and

IHF (second column). In panel (a), for example, we see the committor is a decreasing function

of U : the weaker the wind, the more likely a vortex breakdown. Moreover, the curve provides a

conversion factor between risk (as measured by probability) and a physical variable, zonal wind.

An observation of U(30 km) = 38 m/s implies a 50% chance of vortex breakdown. The variation

in slope also tells us that a wind reduction from 40 m/s to 30 m/s represents a far greater increase

in risk than a reduction from 30 m/s to 20 m/s. Meanwhile, panel (b) shows the committor to

be an increasing function of IHF, since SSW is associated with large wave amplitude and phase

lag. However, IHF seems inferior to zonal wind as a committor proxy, as a small change in IHF

from ∼ 15000 to ∼ 20000 K·m2/s corresponds to a sharp increase in committor from nearly zero

to nearly one. In other words, knowing only IHF doesn’t provide much useful information about

the threat of SSW until it is already virtually certain. The dotted envelope is also wider in panel

(b) than (a), indicating that projecting the committor onto IHF removes more information than

projecting onto U . While the underlying noise makes it impossible to divine the outcome with

certainty from any observation, the projection error clearly privileges some observables over others

for their predictive power.

In panels (c) and (d), the lead time is seen to have the opposite overall trend as the commit-

tor: the weaker the wind, or the greater the heat flux, the closer you are on average to a vortex
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(c) (d)

(a) (b)

!!.# = 38%&

!! = 0.5

Figure 5.2: One-dimensional projections of the forward committor (first row) and lead time
to B (second row). These functions depend on all d = 75 degrees of freedom in the model, but
we have averaged across d−1 = 74 dimensions to visualize them as rough functions of two single
degrees of freedom: U(30 km) (first column) and integrated heat flux up to 30 km, IHF (second
column). Panel (a) additionally marks the q+ = 1

2 threshold and the corresponding value of zonal
wind.
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breakdown. η+(x) is not defined when wind is strongest, as x ∈ A and so q+(x) = 0. However,

an interesting exception to the trend occurs in the range 10 m/s≤U ≤ 40 m/s: the expected lead

time stays constant or slightly decreases as zonal wind increases, and the projection error remains

large. This means that while the probability of vortex breakdown increases rapidly from 50% to

90%, the time until vortex breakdown remains highly uncertain. To resolve this seeming paradox,

we will have to visualize the joint variation of q+ and η+.

It is of course better to consider multiple observables at once. Fig. 5.3 shows the information

gained beyond observing U(30 km) by incorporating IHF as a second observable. In the top row we

project π , q+, and η+ onto the two-dimensional subspace, revealing structure hidden from view in

the one-dimensional projections. Panel (a) is a 2-dimensional extension of Fig. 5.1(d), with density

peaks visible in the neighborhoods of a and b. The white space surrounding the gray represents

physically insignificant regions of state space that was not sampled by the long simulation. The

same convention holds for the following two-dimensional figures. The committor is displayed in

panel (b) over the same space. It changes from blue at the top (an SSW is unlikely) to red at the

bottom (an SSW is likely), bearing out the negative association between U and q+. However, there

are non-negligible horizontal gradients that show that IHF plays a role, too. Likewise, the lead time

in panel (c) decreases from∼ 90 days near a to 0 days near b, when the transition is complete. Here,

IHF appears even more critically important for forecasting how the event plays out, as gradients in

η+ are often completely horizontal.

A horizontal dotted line in Fig. 5.3(a-c) marks the 50% risk level U(30 km) = 38 m/s, but the

committor varies along it from low risk at the left to high risk at the right: we show this concretely

by selecting two points θ 0 and θ 1 along the line. According to U alone, i.e., the curve in Fig.

5.2(a), both would have the same committor of 0.5. According to both U and IHF together, i.e., the

two-dimensional heat map in Fig. 5.3(b), they have very different probabilities of q+(θ 0) = 0.31

and q+(θ 1) = 0.73: an SSW is more than twice as likely to occur from starting point θ 1 as θ 0.

While those committor values come from the DGA method to be described in Section 5, we
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(d)
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Figure 5.3: The density, committor, and lead time as functions of zonal wind and integrated
heat flux. Panel (a) projects the steady state distribution π(x) onto the two-dimensional subspace
(U ,IHF) at 30 km. The white regions surrounding the gray are unphysical states with negligible
probability. Panels (b) and (c) display the committor and lead time in the same space. A horizontal
transect marks the level U(30 km) = 38.5 m/s, where q+ according to U only is 0.5. Panels (d) and
(e) show ensembles initialized from two points θ 0 and θ 1 along the transect, verifying that their
committor and lead time values differ from their values according to U , in a way that is predictable
due to considering IHF in addition to U .
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confirm them empirically by plotting an ensemble of 100 trajectories originating from each of the

two initial conditions in panels (d) and (e) below, coloring A-bound trajectories blue and B-bound

trajectories red. Only 28% of the sampled trajectories through θ 0 exhibit an SSW, next going to

state B, while 68% of the integrations from θ 1 end at B. In both cases, the heatmaps and ensemble

sample means roughly match. The small differences between the projected committor and the

empirical “success” rate of trajectories arise both from errors in the DGA calculation (which we

analyze in section 5) and the finite size of the ensemble.

The lead time prediction is improved similarly by incorporating the second observable. Ac-

cording to U alone, Fig. 5.2 predicts a lead time of 40 days for both θ 0 and θ 1. Considering

IHF additionally, the two-dimensional heat map in Fig. 5.3 predicts a lead time of 52 days and

24 days for θ 0 and θ 1, respectively. Referring to the ensemble from θ 1 in panels (d) and (e), the

arrival times of red trajectories to B provide a discrete sampling of the lead time distributions of

τB|τB < τA. The sample means are 50 and 32 days respectively from θ 0 and θ 1, again roughly

matching with our predictions.

These two-dimensional projections still leave out 73 remaining dimensions, which we could

incorporate to make the forecasts even better. After accounting for all 75 dimensions, we would

obtain the full committor function q+ : Rd→R. This is still a probability, i.e., an expectation over

the unresolved turbulent processes and uncertain initial condition. Low-dimensional committor

projections simply treat the projected-out dimensions as random variables sampled according to

π . Whether projected to a space of 1 or 75 dimensions, the committor is the function of that space

that is closest, in the mean-square sense, to the binary indicator 1B(X(τ)); this is the defining

characteristic of conditional expectation [Durrett, 2013]. In the case that the system does hit B

next, the lead time is closest in the mean-square sense to τB.

While high-dimensional systems offer many coordinates to choose from, we argue that the

committor and lead time are the most important nonlinear coordinates to monitor for forecasting

purposes. We will explore their relationship in the next subsection. Although both encode some
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version of proximity to SSW, they are independent variables which deserve separate consideration.

5.3.4 Relationship between risk and lead time

A forecast is most useful if it comes sufficiently early (to leave some buffer time before impact)

and is sufficiently precise to time your response. For example, in June we can say with certainty

it will snow next winter in Minnesota. To be useful, we want to know the date of the first snow as

early as possible. By relating levels of risk (quantified by q+) and lead time (quantified by η+), we

can now assess the limits of early prediction. Such a relationship would answer two questions: for

an SSW transition, (1) how far in advance will we be aware of it with some prescribed confidence,

say 80%? (2) given some prescribed lead time, say 42 days, how aware or ignorant could we be of

it?

The committor and lead time have an overall negative relationship, but they do not completely

determine each other, as the contours in Fig. 5.3(a,b) do not perfectly line up. We treat them as

independent variables in Fig. 5.4, which maps zonal wind and IHF as functions of the coordinates

q+ and η+ in an inversion of Fig. 5.3. The density π(x) projected on this space in 4(a) shows again

a bimodal structure around a and b, which occupy opposite corners of this space by construction.

Meanwhile, zonal wind and IHF are indicated by the shading in panels (b) and (c). The bridge

between a and b is not a narrow band, but rather includes a curious high-committor, high-lead

time branch which seems paradoxical: points at q+ = 0.9 have a greater spread in η+ than points

at q+ = 0.5, contrary to the intuition that closeness to B in probability means closeness in time.

The color shading shows that q+ is strongly associated with U(30 km), while η+ is more strongly

associated with IHF(30 km). In particular the horizontal contours in panel (c) show that the large

spread in lead time near B is due almost completely to variation in IHF. In other words, the system

can be highly committed to B with a low zonal wind, but if IHF is low, it may take a long time to

get there. We can also see this from the lower-left region of Fig. 5.3(a) and (b), where committor

is high and lead time is high.
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(c)

(a)
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Figure 5.4: Committor and lead time as independent coordinates. This figure inverts the func-
tions in Fig. 5.3, considering the zonal wind and integrated heat flux as functions of committor
and lead time. The two-dimensional space they span is the essential goal of forecasting. Panel (a)
shows the steady state distribution on this subspace, which is peaked near a and b (darker shad-
ing), weaker in the ”bridge” region between them, and completely negligible the white regions
unexplored by data. Panels (b) and (c) display zonal wind and heat flux in color as functions of the
committor and lead time.
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There are two complementary explanations for this phenomenon. First, the low-U , low-IHF

region of state space corresponds to a temporary restoration phase in a vacillation cycle, which

delays the inevitable collapse of zonal wind below the threshold defining B. In fact, the ensemble

of pathways starting from θ 0 in Fig. 5.3(c) has several members whose zonal wind either stagnates

at medium strength, or dips low and partially restores before finally plunging all the way down.

The second explanation is that many of these partial restoration events are not part of an A→ B

transition, but rather a B→ B transition. In a highly irreversible system such as the Holton-Mass

model, these two situations are quite dynamically distinct. To distinguish them using DGA, we

would have to account for the past as well as the future, calculating backward-in-time forecasts

such as the backward committor q−(x) = Px{X(τ−)∈ A}, where τ−< 0 is the most-recent hitting

time. Backward forecasts will be analyzed thoroughly in a forthcoming paper, but they are beyond

the scope of the present one.

In summary, q+ and η+ are principled metrics to inform preparation for extreme weather.

For example, a threatened community might decide in advance to start taking action when an

event is very likely, q+ ≥ 0.8, and somewhat imminent, η+ ≤ 10 days, or rather, when an event

is somewhat likely, q+ ≥ 0.5, and very imminent, η+ ≤ 3 days. Because of partial restoration

events, the committor does not determine the lead time or vice versa, and so a good real-time

disaster response strategy should take both of them into account, defining an “alarm threshold”

that is not a single number, but some function of both the committor and lead time. This idea is

similar in spirit to that of the Torino scale, which assigns a single risk metric to an asteroid or comet

impacts based on both probability and severity [Binzel, 2000]. Of course, after many near-SSW

events, a lot of material damage may have already occurred, which may be a reason to define a

higher threshold for the definition of B, or even a continuum for different severity levels of SSW.

We emphasize that the choice of A, B and alarm thresholds are more of a community and policy

decision than a scientific one. The strength of our approach is that it provides a flexible numerical

framework to quantify and optimize the consequences of those decisions.
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5.4 Sparse representation of the committor

The committor projections showed give only an impression of its high-dimensional structure.

While Eq. (5.11) says how to optimally represent the committor over a given CV subspace, op-

timizing S[ f ;θ ] over f , it does not say which subspace θ is optimal. If the committor does admit

a sparse representation, we could specifically target observations on these high-impact signals. In

this section we address this much harder problem of optimizing S[ f ;θ ] over subspaces θ .

The set of CV spaces is infinite, as observables θ can be arbitrarily complex nonlinear func-

tions of the basic state variables x. Machine learning algorithms such as artificial neural networks

are designed exactly for that purpose: to represent functions nonparametrically from observed

input-output pairs. However, to keep the representation interpretable, we will restrict ourselves

to physics-informed input features based on the Eliassen-Palm (EP) relation, which relates wave

activity, PV fluxes and gradients, and heating source terms in a conservation equation. From Yoden

[1987b], the EP relation for the Holton-Mass model takes the form

∂t

(
q′2

2

)
+(∂yq)ρ−1

s ∇ ·F

=−
f 2
0

N2 ρ
−1
s q′∂z(αρs∂zψ ′) (5.13)

where F = (−ρsu′v′)j+(ρsv′∂zψ ′)k

The EP flux divergence has two alternative expressions: ρ−1
s ∇ ·F = v′q′ = ρ−1

s
R

H f0
∂z
[
ρsv′T ′

]
. If

there were no dissipation (α = 0) and the background zonal state were time-independent (∂tq= 0),

dividing both sides by ∂yq would express local conservation of wave activity A = ρsq′2/(2∂yq).

Neither of these is exact in the stochastic Holton-Mass model, so we use the quantities in Eq. (5.13)

as diagnostics: enstrophy q′2, PV gradient ∂yq, PV flux v′q′, and heat flux v′T ′. Each field is a

function of (y,z) and takes on very different profiles for the states a and b, as found by Yoden

[1987b]. A transition from A to B, where the vortex weakens dramatically, must entail a reduction
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in ∂yq and a burst in positive v′T ′ (negative v′q′) as a Rossby wave propagates from the tropopause

vertically up through the stratosphere and breaks. This is the general physical narrative of a sudden

warming event, and these same fields might be expected to be useful observables to track for

qualitative understanding and prediction. For visualization, we have found U(30km) and IHF(30

km) =
∫ 30km

0km e−z/Hv′T ′ dz to be particularly helpful. However, this doesn’t necessarily imply they

are optimal predictors of q+, and regression is a more principled way to find them.

We start by projecting the committor onto each observable at each altitude separately, in hopes

of finding particularly salient altitude levels that clarify the role of vertical interactions. The first

five rows of Fig. 5.5 display, for five fields (U , |Ψ|, q′2, ∂yq, and v′q′) and for a range of altitude

levels, the mean and standard deviation of the committor projected onto that field at that altitude.

Each altitude has a different range of the CV; for example, because U has a Dirichlet condition

at the bottom and a Neumann condition at the top, the lower levels have a much smaller range of

variability than the high levels. We also plot the integrated variance, or L2 projection error, at each

level in the right-hand column. A low projected committor variance over U at altitude z0 means

that the committor is mostly determined by the single observable U(z0), while a high projected

variance indicates significant dependence of q+ on variables other than U(z0). In order to compare

different altitudes and fields as directly as possible, the L2 projection error at each altitude is an

average over discrete bins of the observable.

In selecting good CV’s, we generally look for a simple, hopefully monotonic, and sensitive

relationship with the committor. Of all the candidate fields, U and ∂yq stand out the most in this

respect, being clearly negatively correlated with the forward committor at all altitudes. The asso-

ciated projection error tends to be greatest in the region q+ ≈ 0.5, as observed before, but inter-

estingly there is a small altitude band around 15−25 km where its magnitude is minimized. This

suggests an optimal altitude for monitoring the committor through zonal wind, giving the most

reliable estimate possible for a single state variable. In contrast, the projection of q+ onto |Ψ|, dis-

plays a large variance across all altitudes. The eddy enstrophy and potential vorticity flux are also
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Figure 5.5: Projection of the forward committor onto a large collection of altitude-dependent
physical variables. The top left panel shows heatmaps of q+ as a function of U and z; white regions
denote where U(z) is negligibly observed. The top middle panel shows the standard deviation in
q+ as a function of U and z; this uncertainty stems from the remaining 74 model dimensions.
The right-hand panel displays the total mean-squared error due to the projection for each altitude,
i.e.,

√
S[ f ;θ ] from Eq. (5.10). A low value indicates that this level is ideal for prediction. The

following rows show the same quantities for other physical variables: streamfunction magnitude,
eddy enstrophy, background PV gradient, eddy PV flux, and LASSO.
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rather unhelpful as early warning signs, despite their central role in SSW evolution. For example,

the large, positive spikes in heat flux across all altitudes generally occur after the committor ≈ 0.5

threshold has already been crossed. Furthermore, the relationship of v′q′ with the committor is not

smooth. The q+ < 0.5 region at each altitude is a thin band near zero.

The exhaustive CV search in Fig. 5.5 is visually compelling in favor of some fields and some

altitudes over others, but it is not satisfactory as a rigorous comparison. Differences between units

and ranges make it difficult to objectively compare the L2 projection error. Furthermore, restricting

to one variable at a time is limiting. Accordingly, we also perform a more automated approach

to identify salient variables in the form of a generalized linear model for the forward committor,

using sparsity-promoting LASSO regression (“Least Absolute Shrinkage and Selection Operator”)

due to Tibshirani [1996], as implemented in the scikit-learn Python package [Pedregosa et al.,

2011]. As input features, we use all state variables Re{Ψ}, Im{Ψ},U , the integrated heat flux∫ z
0 e−z/Hv′T ′ dz, the eddy PV flux v′q′, and the background PV gradient ∂yq, at all altitudes z

simultaneously. The advantage of a sparsity-promoting regression is that it isolates a small number

of observables that can accurately approximate the committor in linear combination. Considering

that regions close to A and B have low committor uncertainty, we regress only on data points with

q+ ∈ (0.2,0.8), and of those only a subset weighted by π(x)q+(x)(1−q+(x)) to further emphasize

the transition region q+≈ 0.5. To constrain committor predictions to the range (0,1), we regress on

the committor after an inverse-sigmoid transformation, ln(q+/(1− q+)). First we do this at each

altitude separately, and in Fig. 5.6 (a) we plot the coefficients of each component as a function of

altitude. The bottom row of Fig. 5.5 also displays the committor projected on the height-dependent

LASSO predictor.

The height-dependent regression in 5.6(a) shows each component is salient for some altitude

range. In general, U and Im{Ψ} dominate as causal variables at low altitudes, while Re{Ψ} domi-

nates at high altitudes. The overall prediction quality, as measured by R2 and plotted in Fig. 5.6 (b),

is greatest around 21.5 km, consistent with our qualitative observations of Fig. 5.5. Note that not all
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(a) (b)

(c)

Figure 5.6: Results of LASSO regression of the forward committor with linear and nonlinear
input features. Panel (a) shows the coefficients when q+ is regressed as a function of only the vari-
ables at a given altitude, and panel (b) shows the corresponding correlation score. 21.5 km seems
the most predictive (where z≡ 0 at the tropopause, not the surface). Panel (c) shows the coefficient
structure when all altitudes are considered simultaneously. Most of the nonzero coefficients appear
between 15-22 km, distinguishing that range as highly relevant for prediction.
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single-altitude slices are sufficient for approximating the committor, even with LASSO regression;

in the altitude band 50−60 km, the LASSO predictor is not monotonic and has a large projected

variance, as seen in the bottom row of Fig. 5.5. The specific altitude can matter a great deal. But by

using all altitudes at once, the committor approximation may be improved further. We thus repeat

the LASSO with all altitudes simultaneously and find the sparse coefficient structure shown in 5.6

(c), with a few variables contributing the most, namely the state variables Ψ and U in the altitude

range 15-22 km. The nonlinear CVs failed to make any nonzero contribution to LASSO, and this

remained stubbornly true for other nonlinear combinations not shown, such as v′T ′. With multiple

lines of evidence indicating 21.5 km as an altitude with high predictive value for the forward com-

mittor, we can make a strong recommendation for targeting observations here. This conclusion

applies only to the Holton-Mass model under these parameters, but the methodology explained

above can be applied similarly to models of arbitrary complexity.

We have presented the committor and lead time as “ideal” forecasts, especially the committor,

which we have devoted considerable effort to approximating in this section. We want to emphasize

that q+ and η+ are not competitors to ensemble forecasting; rather, they are two of its most impor-

tant end results. So far, we have simply advocated including q+ and η+ as quantities of interest.

Going forward, however, we do propose an alternative to ensemble forecasting aimed specifically

at the committor, lead time, and a wider class of forecasting functions, as they are important enough

in their own right to warrant dedicated computation methods. Our approach uses only short simula-

tions, making it highly parallelizable, and shifts the numerical burden from online to offline. Figs.

5.2-5.6 were all generated using the short-simulation algorithm. While the method is not yet opti-

mized and in some cases not competitive with ensemble forecasting, we anticipate such methods

will be increasingly favorable with modern trends in computing.
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5.5 The computational method

In this section we describe the methodology, which involves some technical results from stochastic

processes and measure theory. Chapter 2 contains a more complete account, but here we include

only the details essential to the forecasts computed in this chapter. After describing the theoretical

motivation and the numerical pipeline in turn, we demonstrate the method’s accuracy and discuss

its efficiency compared to straightforward ensemble forecasting.

5.5.1 Feynman-Kac formulae

The forecast functions described above—committors and passage times—can all be derived from

general conditional expectations of the form

F(x;λ ) = Ex

[
G(X(τ))exp

(
λ

∫
τ

0
Γ(X(s))ds

)]
(5.14)

where again the subscript x denotes conditioning on X(0) = x; G,Γ are arbitrary known functions

over Rd ; and τ is a stopping time, specifically a first-exit time like Eq. (5.6) but possibly with D

replaced by another set. λ is a variable parameter that turns F into a moment-generating function.

To see that the forward committor takes on this form, set G(x) = 1B(x), λ = 0 (Γ can be anything),

and τ = τA∪B. Then F(x) = Ex
[
1B(X(τ))

]
= Px{X(τDc) ∈ B} = q+(x). For the η+, set τ = τB,

G = 1B, and Γ = 1. Then

F(x;λ ) = Ex
[
1B(X(τ))exp(λτ)

]
(5.15)

1
q+(x)

∂

∂λ
F(x;0) =

Ex[τ1B(X(τ))]

Ex[1B(X(τ))]
(5.16)

= η
+(x). (5.17)

So we must also be able to differentiate F with respect to λ .

More generally, the function G is chosen by the user to quantify risk at the terminal time τ;
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in the case of the forward committor, that risk is binary, with an SSW representing a positive risk

and a radiative vortex no risk at all. The function Γ is chosen to quantify the risk accumulated up

until time τ , which might be simply an event’s duration, but other integrated risks may be of more

interest for the application. For example, one could express the total poleward heat flux by setting

Γ = v′T ′, or the momentum lost by the vortex by setting Γ(x) = U(a)−U(x). Extending (5.16),

one can compute not only means but higher moments of such integrals by expressing the risk with

Γ. Repeated differentiation of F(x;λ ) gives

∂
k
λ

F(x;0) = Ex

[
G(X(τ))

(∫
τ

0
Γ(X(s))ds

)k]
(5.18)

We choose to focus on expectations of the form (5.14) in order to take advantage of the

Feynman-Kac formula, which represents F(x;λ ) as the solution to a PDE boundary value problem

over state space. As PDEs involve local operators, this form is more amenable to solution with

short trajectories which don’t stray far from their source. The boundary value problem associated

with (5.14) is


(L +λΓ)F(x;λ ) = 0 x ∈ D

F(x;λ ) = G(x) x ∈ Dc
(5.19)

The domain D here is some combination of Ac and Bc. The operator L is known as the infinitesimal

generator of the stochastic process, which acts on functions by pushing expectations forward in

time along trajectories:

L f (x) := lim
∆t→0

Ex[ f (X(∆t))]− f (x)
∆t

(5.20)

In a diffusion process like the stochastic Holton-Mass model, L is an advection-diffusion partial

differential operator which is analogous to a material derivative in fluid mechanics. The generator
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encapsulates the properties of the stochastic process. In addition to solving boundary value prob-

lems (5.14), its adjoint L ∗ provides the Fokker-Planck equation for the stationary density π(x):

L ∗π(x) = 0 (5.21)

We can also write equations for moments of F , as in (5.18), by differentiating (5.19) repeatedly

and setting λ = 0:

L
[
∂

k
λ

F
]
(x;0) =−kΓ∂

k−1
λ

F (5.22)

This is an application of the Kac Moment Method [Fitzsimmons and Pitman, 1999]. Note that we

never actually have to solve (5.19) with nonzero λ . Instead we implement the recursion above.

Note that the base case, k = 0, with G = 1B gives F+ = q+, no matter what the risk function

Γ. In this chapter we compute only up to the first moment, k = 1. Further background regarding

stochastic processes and Feynman-Kac formulae can be found in Karatzas and Shreve [1998],

Oksendal [2003], E et al. [2019].

5.5.2 Dynamical Galerkin Approximation

To solve the boundary value problem (5.19) with λ = 0, we start by following the standard finite

element recipe, converting to a variational form and projecting onto a finite basis. First, we homog-

enize boundary conditions by writing F(x) = F̂(x)+ f (x), where F̂ is a guess function that obeys

the boundary condition F̂ |Dc = G, and f |Dc = 0. Next, we integrate the equation against any test

function φ , weighting the integrand by a density µ (which is arbitrary for now, but will be specified
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later):

∫
Rd

φ(x)L f (x)µ(x)dx =
∫

φ(x)(G−L F̂)(x)µ(x)dx

〈φ ,L f 〉µ = 〈φ ,G−L F̂〉µ (5.23)

The test function φ should live in the same space as f , i.e., with homogeneous boundary conditions

φ(x) = 0 for x ∈ A∪B. We refer to the inner products in (5.23) as being “with respect to” the

measure (with density) µ . We approximate f by expanding in a finite basis f (x) = ∑
M
j=1 ξ jφ j(x)

with unknown coefficients ξ j, and enforce that (5.23) hold for each φi. This reduces the problem

to a system of linear equations,

M

∑
j=1
〈φi,L φ j〉µξ j = 〈φi,G−L F̂〉µ i = 1, . . . ,M (5.24)

which can be solved with standard numerical linear algebra packages.

This procedure consists of three crucial subroutines. First, we must construct a set of basis

functions φ j. Second, we have to evaluate the generator’s action on them, L φ j. Third, we have

to compute inner products. With standard PDE methods, the basis size would grow exponentially

with dimension, quickly rendering the first and third steps intractable. Successful approaches will

involve a representation of the solution, F , suitable for the high dimensional setting, i.e. representa-

tions of the type commonly employed for machine learning tasks. DGA is one such method, whose

special twist is to construct a “data-informed” basis of reasonable size, evaluate the generator by

implementing Eq. (5.20) with the same data set, and finally evaluate the inner products (5.23) with

a Monte Carlo integral. The data consist of short trajectories launched from all over state space,

which the system of linear equations stitches together into a global function estimate. We sketch

the procedure here, but for the implementation details we refer to chapter 2 and to Thiede et al.

[2019] and Strahan et al. [2021], where DGA has already been developed for molecular dynamics.
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Step 1: Generate the data, in the format of N initial conditions {Xn : 1≤ n≤ N}. Evolve each ini-

tial condition forward for a “lag time” ∆t to obtain a set of short trajectories {Xn(t) : 0≤ t ≤∆t,n=

1, . . . ,N} ⊂ Rd . (Lag time is an algorithmic parameter for DGA. It is not to be confused with the

forecast time horizon between the prediction and the event of interest in meteorology.) Here and

going forward, Xn will mean Xn(0). The choice of starting points is flexible, but crucial for the

efficiency and accuracy of DGA. Because our goal here is to demonstrate interpretable results, we

prioritize simplicity and accuracy over efficiency, and defer optimization to later work. We simply

draw initial conditions at random from the long control simulation of 5×105 days, and then gener-

ate new short trajectories from those points. We do not sample the points with equal probability, but

instead re-weight to get a uniform distribution over the space (U(30km), |Ψ|(30km)), within the

bounds realized by the control simulation, which are approximately −30m/s ≤ U(30km) ≤ 70

m/s and 0m2/s ≤ |Ψ|(30km) ≤ 2× 107 m2/s. This sampling procedure, and any other version,

implicitly defines a sampling measure µ on state space, where µ(x)dx is the expected fraction of

starting points in the neighborhood dx about x. Sampling points with equal weight from the con-

trol run would induce µ = π , a very inefficient choice because probability concentrates around the

metastable states a and b. The re-weighting procedure ensures data coverage of intermediate-wind

regions between A and B, as well as the large bursts of wave amplitude that characterize the transi-

tion pathways. Our main results use N = 5×105 short trajectories with a lag time of ∆t = 20 days,

sampled at a frequency of twice per day. This data set is more than needed to get a reasonable

committor estimate, but we have sampled generously in order to visualize the functions in high

detail. The final section will show the method is robust, capable of reasonably approximating the

committor even with an order-of-magnitude reduction in data.

Step 2: Define the basis. The Galerkin method works for any class of basis functions that becomes

increasingly expressive as the library grows and becomes capable of estimating any function of

interest. However, with a finite truncation, choosing basis functions is a crucial ingredient of DGA,

greatly impacting the efficiency and accuracy of the results. In our current study, we restrict to the

122



simplest kind of basis, which consists of indicator functions φi(x) = 1Si(x), where {S1, . . . ,SM} is

a disjoint partition of state space.

This partition should be chosen with a number of considerations in mind. The elements should

be small enough to accurately represent the functions they are used to approximate, but large

enough to contain sufficient data to robustly estimate transition probabilities. We form these sets

by a hierarchical modification of K-means clustering on the initial points {Xn}Nn=1. K-means is a

robust method that can incorporate new samples by simply identifying the closest centroid, and is

commonly used in molecular dynamics [Pande et al., 2010]. However, straightforward application

of K-means, as implemented in the scikit-learn software [Pedregosa et al., 2011], can pro-

duce a very imbalanced cluster size distribution, even with empty clusters. This leads to unwanted

singularities in the constructed Markov matrix. To avoid this problem we cluster hierarchically,

starting with a coarse clustering of all points and iteratively refining the larger clusters, at every

stage enforcing a minimum cluster size of five points, until we have the desired number of clusters

(M). After clustering on the initial points {Xn}, the other points {Xn(t),0 < t ≤ ∆t} are placed

into clusters using an address tree produced by the K-means cluster hierarchy. For boundary value

problems with a domain D and boundary Dc, we need only cluster points in D, since the basis

should be homogeneous. The total number of clusters should scale with data set. In our main re-

sults with N = 5× 105, we found M = 1500 to be enough basis functions to resolve some of the

finer details in the structure of the forecast functions, but not so many as to require an unman-

ageably deep address tree, which manifests in dramatic slowdown past a certain threshold. At this

point, the cluster number is still a manually tuned hyperparameter.

Because the committor and lead time obey Dirichlet boundary conditions on A∪B, the basis

functions used to construct them should be zero on A∪B, meaning only data points Xn /∈ A∪

B should be used to produce the clusters. On the other hand, the steady state distribution has

no boundary condition to satisfy, only a global normalization condition. Hence, the basis for the

change of measure w must be different from the basis for q+ and η+, with its clusters including
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all data points in A∪B. Furthermore, the basis must be chosen so that the matrix 〈(T ∆t−1)φi,φ j〉

has a nontrivial null space; this is guaranteed by the indicator basis set we use, but can otherwise

be guaranteed by including a constant function in the basis.

The use of an indicator basis follows the Markov State Modeling (MSM) literature [Chodera

et al., 2006, Noé and Fischer, 2008, Pande et al., 2010, Bowman et al., 2013, Chodera and Noé,

2014, e.g.,]. MSMs are a dimensionality reduction technique that has also been used in conjuc-

tion with analysis of metastable transitions, primarily in protein folding dynamics [Jayachandran

et al., 2006, Noé et al., 2009]. MSMs have also been used recently to study garbage patch dy-

namics in the ocean [Miron et al., 2021] as well as complex social dynamics [Helfmann et al.,

2021]. In Maiocchi et al. [2022], the authors take an interesting approach to MSMs by clustering

points based on proximity to unstable periodic orbits, a potentially useful paradigm for general

chaotic weather phenomena [Lucarini and Gritsun, 2020]. DGA can be viewed as an extension of

MSMs, though, rather than producing any reduced complexity model, the explicit goal in DGA is

estimating specific functions as in Eq. (5.14).

MSMs have the advantage of simplicity and robustness. In particular, the discretization of

T θ − 1 is a properly normalized stochastic matrix (with nonnegative entries and rows summing

to 1), which guarantees the maximum principle 0 ≤ q+(x) ≤ 1 and 0 ≤ w(x) for all data points

x. However, alternative basis sets have been shown to be promising, perhaps with much less data.

Thiede et al. [2019] used diffusion maps, while Strahan et al. [2021] used a PCA-like procedure

to construct the basis. More generally, there is no requirement to use a linear Galerkin method to

solve the Feynman-Kac formulae. More flexible functional forms may have an important role to

play as well. In the low-data regime, some preliminary experiments have suggested that Gaussian

process regression (GPR) is a useful way to constrain the committor estimate with a prior, follow-

ing the framework in Bilionis [2016] to solve PDEs with Gaussian processes. As mentioned in the

conclusion, there is rapidly growing interest in the use of artificial neural networks to solve PDEs.

As with many novel methods, however, DGA is likely to work best on new applications when its
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simplest form is applied first. This will be our approach in coming experiments on more complex

models.

Step 3: Apply the generator. The forward difference formula

L̂ φ(Xn) =
φ(Xn(∆t))−φ(Xn)

∆t
(5.25)

suggested by the definition of the generator (5.20), results in a systematic bias when ∆t is finite.

On the other hand, small values of ∆t lead to large variances in our Monte Carlo estimates of

the inner products in (5.24). To resolve these issues we use an integrated form of the Feynman–

Kac equations that involves stopping trajectories when they enter A or B. Details are provided in

Appendix A.

Step 4: Compute the inner products. The inner products in Eq. (5.24) are integrals over high-

dimensional state space that are intractable with standard quadrature, but can be approximated

using Monte Carlo integration. If X is an Rd-valued random variable distributed according to µ ,

and we have access to random samples {X1, . . . ,XN} (which we do), the law of large numbers

gives, for any function g with finite expectation,

lim
N→∞

1
N

N

∑
n=1

g(Xn) =
∫
Rd

g(x)µ(x)dx (5.26)

Setting g(x) = φi(x)L φ j(x), the sample average on the left-hand side of (5.26) therefore provides

an estimator of 〈φi,L φ j〉µ . Of course, our approximation uses finite N and nonzero ∆t. A similar

sample average approximation can be used to estimate the inner product on the right-hand side of

(5.24).

These same steps apply to both q+ and E[τB], as well as the recursion in (5.22) for η+. For

the Fokker-Planck equation (5.21), one extra step is needed to convert an equation with L ∗ into

an equation with L . Our procedure for estimating π is described in chapter 2.
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Step 5: Solve the equation (5.24). With a reasonable basis size M . 1000, an LU solver such as

in LAPACK via Numpy can handle Eq. (5.24). In the case of the homogeneous system for w(x), a

QR decomposition can identify the null vector.

5.5.3 DGA fidelity and sensitivity analysis

To illustrate the effect of parameter choices on performance, we present here a simple sensitivity

analysis. Fig. 5.7 verifies the numerical accuracy and convergence of DGA by plotting the commit-

tor as a function of U(30 km), estimated both with DNS and DGA, for various DGA parameters.

The red curves q+DGA(U(30km)) are calculated by projecting the committor as in Fig. 5.2(a), while

the black curve q+DNS(U(30km)) is an empirical committor estimate equal to the fraction of control

simulation points seen at a particular value of U(30km) that next hit B.

In panels (a), (b), and (d), the lag time ∆t increases from 5 to 10 to 20 days while the num-

ber of short trajectories stays fixed at N = 5× 105. Panel (c) has a long lag of 20 days, but a

small data set of N = 5× 104, allowing us to see the tradeoff between N and ∆t. The basis size

M is chosen heuristically as large as possible within reason for the clustering algorithm (see Ap-

pendix A). While DGA tends to systematically overestimate q+ relative to q+DNS in the mid-range

of U , it seems to approach the empirical estimate as the data size and lag time increase. Each

plot also displays the root-mean-square deviation between the two estimators over this subspace,

ε =
√〈

(q+DGA−q+DNS)
2
〉

π
. Within this regime, it seems that increasing the lag time has a greater

impact on the deviation than increasing the number of data points. Panels (b) and (c) have approx-

imately the same deviation ε , but (c) uses only one fifth the data, measured by total simulation

time. On the other hand, more short trajectories can be parallelized more readily than fewer long

trajectories, and the optimal choice will depend on computing resources.

It is natural to ask whether our short trajectory based approach is more efficient than DNS

in which many independent “long” trajectories are launched from a single initial condition x and

the committor probability q+(x) (or another forecast) is estimated directly. For a single value
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Figure 5.7: Fidelity of DGA. For several DGA parameter values of N (the number of data points),
M (the number of basis functions) and lag time, we plot the committor calculated from DGA
and DNS (from the long control simulation), both as a function of U(30 km). The mean-square
difference ε in the legend is used as a global error estimate for DGA.
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of x for which q+(x) is not very small (so that a non-negligible fraction of trajectories reach B

before A) and for which the lead time η+(x) is not too large (so that trajectories reaching B do so

without requiring long integration times), DNS will undoubtedly be more efficient. This is often

the situation in real-time weather forecasting. However, a key feature of our approach is that it

simultaneously estimates forecasts at all values of x, allowing the subsequent analysis of those

functions that has been the focus of much of this article. Global knowledge of the committor and

lead time is more pertinent for oft-repeated forecasts, for long-term risk assessment of extreme

event climatology, and for targeting observations optimally. Building accurate estimators in all of

state space by DNS would be extremely costly even for the reduced complexity model studied

here.

5.6 Conclusion

We have shown numerical results in the context of a stochastically forced Holton-Mass model with

75 degrees of freedom, which points to the method’s promise for forecasting. By systematically

evaluating many model variables for their utility in predicting the fate of the vortex, we have iden-

tified some salient physical descriptions of early warning signs. We have furthermore examined the

relationship between probability and lead time for a given rare event, a powerful pairing for assess-

ing predictability and preparing for extreme weather. Our results suggest that the slow evolution

of vortex preconditioning is an important source of predictability. In particular, the zonal wind and

streamfunction in the range of 10-20 km above the tropopause seems to be optimal among a large

class of dynamically motivated observables.

The next chapter further analyzes the Holton-Mass model from a TPT perspective, relating the

forecast functions to aftcast functions and path statistics such as the rate and reactive current.
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6 EXPLORING SUDDEN STRATOSPHERIC WARMINGS WITH

TRANSITION PATH THEORY

Transition Path Theory (TPT) is used for a comprehensive analysis of sudden stratospheric warm-

ing (SSW) events in a highly idealized wave-mean flow interaction system due to Holton and Mass

[1976], augmented with stochastic forcing. TPT is a statistical mechanics framework that explicitly

considers rare events as an ensemble, and provides relationships between short-term forecasting

and long-term climatology. We use the probability current, a central TPT quantity, to build a pic-

ture of critical altitude-dependent interactions between waves and the mean flow that fuel SSW

events, both average behavior and variability across the SSW ensemble. We find that the rapid de-

celeration of zonal wind tends to be preceded by a gradual, halting decay in wind strength and a

steady increase in meridional heat flux, which conspire to precondition the vortex for collapse. The

ensemble-level description allows us to identify the signal of an oncoming SSW emerging from

background variability during preconditioning, well before the sudden collapse. To circumvent the

costly approach of extensive direct simulation of the full rare event ensemble, we implement a

highly parallel computational method that launches a large collection of short simulations from

many initial conditions, estimating long-timescale rare event statistics from short-term tendencies.

This chapter is adapted from the preprint Finkel et al. [2021a].

6.1 Introduction

In the previous chapter, we computed key forecasting functions—the forward committor and lead

time—that give the probability of SSW and its expected arrival time, as a function of initial con-

ditions. We worked in the context of the Holton-Mass model, which we examine further in this

chapter. The TPT analysis we undertake here is related to the forecasting problem, but furthermore

addresses the event’s mechanism all the way from start to finish, not just forward in time from a

fixed initial condition. Crucially, TPT distinguishes between the onset of an atmospheric distur-

129



bance (in this case, a breakdown of the polar vortex from strong to weak) and the persistence of

that disturbance (the “vacillation cycles” of an already weakened jet; Holton and Mass [1976]). In

this paper, we use TPT to connect short-term weather forecast statistics, encoded by the committor

and lead time, to the long-term climatology of SSW events, including their frequency, duration,

and the distribution of pathways encoded by the probability current: the average tendency of the

system conditioned on the occurrence of an SSW. By visualizing the probability current, we quanti-

tatively assess the interaction between wave disturbances and zonal wind anomalies, and the extent

to which they are uniquely associated with an SSW. TPT gives information about the variability of

these processes, not just their mean behavior. In particular, we will show differences in the variabil-

ity between successive stages of an SSW event. The preconditioning of the polar vortex manifests

as a steady, predictable weakening of the lower-level zonal wind. The latter stage is an abrupt burst

of heat flux and collapse of zonal wind that is much more variable in its timing and intensity. These

are only a few deliverables of TPT, which can be adapted to probe many other weather phenomena.

As in chapter 5, we use the DGA method of aggregating together many short, parallel simula-

tions to capture rare event statistics without ever observing a complete event. This chapter further

applies the method to backward-in-time forecasts, which are needed to recover steady-state statis-

tics from short-trajectories, as described in chapter 2.

This chapter is organized as follows. In section 6.2, we visualize the evolution of SSW events

through the probability current, and compare to the minimum action method. Section 6.4 assesses

the numerical accuracy of the DGA method on quantities of interest in the Holton-Mass model.

We assess future possibilities and conclude in section 6.5.

6.2 Transition path ensemble

Every SSW event, or transition path, is a sample from a high-dimensional distribution called the

transition path ensemble, which refers to the infinite collection of paths one would obtain by run-

ning the model forever. We will first give an account of the transition path ensemble based on
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(a) (b)

Figure 6.1: Bistable time series. (a) Zonal wind at 30 km over time, with A→B transitions (SSWs)
highlighted in orange and B→ A transitions highlighted in green. (b) Conditional probability dis-
tributions of each of the four phases. (c-d) Same as a-b but with integrated heat flux up to 30 km
plotted instead of zonal wind at 30 km. Blue and red lines show the position of the two fixed points,
a and b, along these two observables.
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storylines of the few individual events shown Fig. 6.1. Subsequently, we will present the TPT anal-

ysis, which describes the distribution as a whole using a specific collection of functions including

probability densities, committors, and currents.

6.2.1 SSW storylines

Fig. 5.1c shows a 3000-day model integration in a two-dimensional subspace consisting of zonal

wind U(30 km) and vertically integrated eddy meridional heat flux, which is abbreviated IHF

(integrated heat flux) and defined as

IHF(30 km) =
∫ 30 km

0
e−z/Hv′T ′(z)dz (6.1)

IHF quantifies the heat being advected into the polar region associated with the sudden warming.

In the Holton-Mass model, the integrand takes the form

e−z/Hv′T ′(z) = e−z/H H f0
R

∂ψ ′

∂y
∂ψ ′

∂ z
∝ |Ψ(z)|2 ∂ϕ

∂ z
, (6.2)

where R is the ideal gas constant for dry air, and ϕ is the phase of Ψ. Hence the heat flux is related

to the amplitude and phase tilt of the waves, both of which rise significantly during an SSW event.

In Fig. 5.1c, the fixed point b has more than twice the IHF of a, and the A→ B transitions (orange

segments) begin with a simultaneous decrease in U and increase in IHF. The B→ A transitions

(green segments) do not retrace the same route backward, but rather linger in the vicinity of B

before gaining zonal wind strength and decreasing in IHF, which even dips slightly negative in the

late stages of vortex recovery.

The same two variables, U and IHF, are plotted over time in Fig. 6.1(a,c), with transition paths

highlighted in the same colors. The neighborhoods A and B are clearly metastable: the system tends

to linger in one of the regions for an extended period before quickly switching to the other. We can

also see bistability by looking at the steady-state probability density, denoted π(x), which is plotted
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as black curves in Fig. 6.1(b,d). The curve is bimodal over U(30 km). Over IHF(30 km), π(x) is

sharply peaked over A but low and flat over B, reflecting persistent fluctuations, the “vacillation

cycles” of Holton and Mass [1976], in the weak-vortex regime.

We can decompose the distribution more explicitly into four separate “phases” induced by the

presence of sets A and B. (i) In the A→ B phase, marked by orange, the vortex is breaking down,

en route from A to B. (ii) In the B→ A phase, marked by green, the vortex is recovering from

the vacillating regime back to the radiatively driven regime. (iii) In the A→ A phase, the vortex is

strong and remaining strong for the time being, either inside set A or taking a brief excursion before

returning back to A. (iv) In the B→ B phase, the vortex is weak, caught in ongoing vacillation

cycles in the vicinity of B. We denote the corresponding probability densities as πAB, πBA, πAA,

and πBB, and plot them in Fig. 6.1(b,d) along with the overall density π . Concretely, πAB can

be obtained from DNS by running a long simulation, extracting only the A→ B transition paths,

and plotting a histogram of those states. The other phases can be obtained analogously, although

for all of them we strictly use DGA as described in chapter 2. The two peaks in π(x), over both

observables U(30 km) and IHF(30 km), are seen to come from two unimodal distributions, πAA

and πBB. In both panels (b) and (d) the peak over A is narrow and tall compared to the low, wide

peak over B, indicating a higher degree of variability associated with vacillation cycles.

When the system is en route from A to B, we say it is (AB)-reactive, using a term from chemistry

literature where the passage from A (reactant) to B (product) models a chemical reaction. Therefore

we refer to πAB and πBA as (AB and BA)-reactive densities, which reveal structure hidden from

view within the sparsely-populated region between A and B. Along U(30 km), πAB is peaked near

A and falls off rapidly toward B, suggesting that transition paths spend much of their time slowly

crawling away from A before speeding up later on. πBA has two peaks in the transition region,

suggesting that the system takes a long time to escape from B, and also a long time to re-enter A.

This asymmetry is not so clear over the observable IHF(30 km), in which πAB and πBA look quite

similar, underscoring the need to examine multiple subspaces to distinguish the phases.
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The two events in Figs. 5.1c and 6.1(a,b) are only samples from the full transition path ensem-

ble. Any small sample of events cannot fully represent the whole ensemble of transition paths (for

example, in the real world, SSWs have two distinct types: split and displacement). How should we

describe this complicated ensemble faithfully? The distributions πAB and πBA tell us where tran-

sition paths tend to linger, on average, but not much about their detailed movement through state

space. A standard approach is to average together multiple events to obtain a composite evolution,

which can reveal important features of SSW climatology [e.g., Charlton and Polvani, 2007, Albers

and Birner, 2014, Mitchell et al., 2011]. However, lining up multiple time series with different du-

rations requires some arbitrary choices. Conventionally, the “central date” of the warming—when

zonal wind first reverses—is used as a reference point, but this may obscure the initial seeds of

SSW that happen at different times in advance.

The issue is illustrated in Fig. 6.2. Panel (a) shows zonal wind over time for 300 observed

transition events leading up the warming. Three of these paths are colored, only in between the last-

exit time from A (denoted τ
−
A ) and the first-entrance time to B (denoted τ

+
B ), to illustrate some of

the variability between transition paths. The red curve sinks steadily downward until accelerating

into an SSW, while the black curve spends a long time trapped in a partially weakened vortex

state before its ultimate decline. The cyan pathway does something in between. The remaining

gray trajectories include several deep dives and partial recoveries of zonal wind before ultimately

descending into B. Panel (b) shows the composite evolution of these 300 trajectories: at every

point in time, the black curve shows the median, while the three red envelopes show the middle

20th, 50th, and 90th percentile ranges. (We include in this average the timeseries that have not yet

left set A, although the definitions to follow will exclude these early segments from the analysis).

The composite evolution successfully captures the sharp nosedive in zonal wind at the end of the

transition pathway, but misses the large meanders that some paths, including the black path, go

through before the precipitous decline. A comprehensive account of the transition path ensemble

should include the stagnations as well. In order to capture these initial stages, we have defined
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SSW in such a way that the full process takes ∼ 80 days, much longer than the ∼ 10 days time

horizon that traditionally comprises an SSW event. This model, like the true atmosphere, sees the

most dramatic zonal wind collapse only in the last few days; however, we will show that most of

the probabilistic progress occurs during the longer preceding “preconditioning” stage.

The TPT approach averages trajectories together in a different way, aligning them by their

position in state space rather than by the time until SSW (which is itself a random variable). This

new kind of composite evolution is the essence of the probability current, which highlights the

sequence of events that must happen between A and B regardless of the time horizon. In the rest

of this section, we define and visualize probability currents, starting with their basic ingredients:

committor functions. This background material is also contained in chapter 2, but the essential

ingredients are repeated here.

6.2.2 Committors, densities, and currents

Let us fix an initial condition X(t0) = x with a vortex that is neither strong nor fully broken down,

so x /∈ A∪B. X(t) will soon evolve into either A or B, since both are attractive. The probability of

hitting B first is called the forward committor (to B):

q+B (x) = Px{X(τ+A∪B(t0)) ∈ B} (6.3)

where the subscript x denotes a conditional probability given X(t0) = x, and τ
+
S (t0) is the first

hitting time after t0 to a set S⊂ Rd :

τ
+
S (t0) = min{t > t0 : X(t) ∈ S}. (6.4)

Here, S is the union of A and B, i.e., the trajectory has returned to a metastable state. The probability

of hitting A first instead—the “forward committor to A”—is q+A (x) = 1−q+B (x). Unless specified

otherwise, we call q+B the forward committor, as the SSW event is our main interest. Committors
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(a)

(b)

Figure 6.2: SSW ensemble and composites. (a) 100 SSW realizations in gray in terms of U(30
km), aligned by the central date of the warming when zonal wind dips below 1.75 m/s. Three of
the realizations are colored in between their last-exit time from A (τ−A ) and their next-hitting time
to B (τ+B ). (b) Composite evolution of U(30 km). The black curve shows the pointwise median,
and the three red-orange envelopes show the middle 20, 50, and 90 percentile ranges.
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are deterministic functions of state space involving ensemble averages of X(t), whereas hitting

times are random variables depending on the realization of X(t). Our system is autonomous, with

no external time-dependent forcing, so we can set t0 = 0 and drop the argument from τ
+
A∪B with-

out loss of generality. The autonomous assumption can be relaxed, either by augmenting x with

a periodic variable for time (e.g., to include the seasonal cycle) or by augmenting A and B to in-

clude initial and terminal times (e.g., to examine climate change effects). Periodic- and finite-time

TPT has been presented in Helfmann et al. [2020], and we plan to utilize this framework in a

forthcoming paper using state-of-the-art ensemble forecasts. As a conceptual demonstration, the

autonomous Holton-Mass model makes for a clearer exposition.

While the forward committor is a central quantity for forecasting, it does not distinguish the

A→ B phase from the B→ B phase, i.e., it tells us nothing about the past of X(t) for t < t0. For

this we also need to introduce the backward committor (to A):

q−A (x) = Px{X(τ−A∪B(t0)) ∈ A} (6.5)

where τ
−
S (t0) is the most recent hitting time

τ
−
S (t0) = max{t < t0 : X(t) ∈ S} (6.6)

The backward-in-time probabilities refer specifically to the process X(t) at equilibrium, allowing

us once again to set t0 = 0. The backward committor to B is q−B (x) = 1−q−A (x). Again, the phrase

“backward committor” will refer to q−A unless stated otherwise.

The forward and backward committors are shown in Fig. 6.3(a,b). In this and later figures, the

white regions of state space have insignificant probability. Note that q+B and q−A have very different

contour structures, a sign of irreversible behavior (in a stochastic system with detailed balance,

i.e., a reversible system, q−A = 1−q+B ). Both q+B and q−A are large in the upper-right flank of state

space, meaning that whenever medium-strength zonal wind and large IHF are observed together,
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chances are high that the system both came from A and will next hit B. In other words, an SSW

is underway. Compare to the middle-left flank of state space, where q+B is large but q−A is small:

there, the system is likely headed toward B, from B, which does not count as an SSW event.

With committor functions, we can now formally define the transition probability density πAB

(and πBA as well, just by swapping A and B in the formulas to follow).

πAB(x) =
1

ZAB
π(x)q−A (x)q+B (x) (6.7)

where ZAB is a normalizing constant such that the right-hand side integrates to one.

Each probability density (π , πAB, πBB, etc.) is associated with a probability current (J, JAB,

JBB, etc.). The steady-state current J(x) is a vector field that describes the probability mass flux

through x. It is related to the deterministic flow Ẋ(t) = v(X(t)), but differs by a factor of π(x) to

account for density variations and a diffusion term to account for the stochastic perturbations. For

a diffusion process of the form (2.9), these currents have the explicit form

J(x) = πv−∇ · (Dπ), (6.8)

JAB(x) = q−A q+B J+πD
[
q−A ∇q+B −q+B ∇q−A

]
, (6.9)

where the diffusion matrix D(x) = 1
2σ(x)σ(x)>, and ∇ represents the gradient operator over state

space. One can substitute A and B for other symbols to single out the phase of interest. Dependence

on x has been suppressed throughout. Unlike the deterministic flow field v(x), J(x) is divergence-

free, reflecting the steady-state property that every region of state space has a constant probability

mass. (See Vanden-Eijnden [2006] and Metzner et al. [2006] for a thorough mathematical treat-

ment, or Finkel et al. [2020] for an application to a simpler SSW model.) Fig. 6.4a overlays J(x)

(black arrows) atop π(x) (orange logarithmic color scale). The vector field lives in R75, but we

have projected it into two dimensions using a visualization procedure due to Strahan et al. [2021]
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(a)

(b)

Figure 6.3: Committors. (a) Forward committor q+B (x), the probability to hit B next starting from
x, and (b) backward committor q−A (x), the probability to have come from A last given the current
state x. The committors are projected on a two-dimensional space (IHF(30 km),U(30 km)).
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and described in chapter 2. The two black curves in Fig. 6.1 are the two marginals of the orange

density in Fig. 6.4. The two probability peaks around A and B are seen as dark blobs, each of which

is surrounded by strong probability currents and separated by a region of weaker current.

To understand this vector field, we make a fluid-dynamical analogy. If A and B are two coherent

eddies in a body of water, a tracer particle spends most of its time trapped in one of the two, but

is occasionally ejected from one eddy and entrained in the other. The equilibrium current is thus

dominated by the velocity fields of the two eddies, but the smaller filaments that connect them are

responsible for occasional transition events, which of course are our primary interest. To single out

the dynamics of each phase, we decompose J(x) just as we decomposed π(x), conditioning on the

past and future of X(t) as it passes through x. JAB(x), shown in Fig. 6.4b, is the average flow of

trajectories moving from A to B through x; JAA(x), shown in Fig. 6.4c, is the flow from A back to

A through x, etc. The background colors are the probability densities for the corresponding phase.

For example, panel (c) shows πAB(x), the probability of finding a trajectory at x given that it is en

route from A to B.

By visualizing transition pathways as static vector fields in state space, we switch from a La-

grangian to an Eulerian reference frame and fulfill our promise to “align transition paths by their

position in state space.” The averaging choices in Fig. 6.2 were challenging because each “particle”

(ensemble member) approaches B through a different pathway. The probability currents protray the

global behavior of transitions, as opposed to “case studies” provided by individual trajectories.

Let us examine the characteristics of each phase. The current JAA is disorderly and suggests

that typical fluctuations around A are usually extinguished swiftly by the restoring force of radia-

tive equilibrium. On the other hand, JBB is a highly organized “eddy” around b. This reflects the

vacillation cycles seen in the time series of Fig. 6.1, and offers a dynamic perspective not avail-

able from the stationary distribution πBB(x). Each cycle consists of a slow buildup of zonal wind

driven by radiative cooling, wave enhancement allowed by the growing PV gradient, and subse-

quent collapse of zonal wind. Mathematically, the linearized system near b is stable with complex
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eigenvalues; b is an attracting fixed point, and without noise the oscillations would die out even-

tually. Stochastic forcing injects enough energy to excite the system off of the fixed point, and a

nearby limit cycle beyond a Hopf bifurcation directs this energy into sustained oscillations [Yoden,

1987b].

Comparing Fig. 6.4(a,b,e), we see that the steady-state current is approximately the sum of JAA

and JBB, two coherent eddies separated by a barrier at U(30 km) ≈ 35 m/s. The occasional A→ B

transition breaches this barrier in a way described by JAB in Fig. 6.4c. JAB emerges from set A with

gradually increasing IHF and decreasing zonal wind. At first JAB matches approximately with JAA,

extending out of the lower-right corner of A, but at U(30 km) ≈ 40 m/s, JAB separates decisively

into its own unique stream. Down to U(30 km) ≈ 30 m/s, JAB remains strong and localized in

a narrow tube going downward and rightward. Subsequently, JAB weakens and spreads out as it

turns downward for its final descent into B, indicating that pathways tend to meander more widely

through this late stage of an SSW in the Holton-Mass system.

To corroborate the representation of transition pathways by JAB, we have also plotted five

realized transition paths from the reference simulation in blue. True to the vector field, the transition

paths stay tightly clustered together as zonal wind slackens and the streamfunction begins to tilt,

but scatter widely when they dip below U(30 km)≈ 30 m/s, and enter B with a range of IHF values

between 2×104 and 5×104 K·m2/s.

As a second point of comparison, we have also plotted the minimum-action pathways (both

from A→ B and B→ A) with thick cyan lines, representing the most likely transition path in the

low-noise limit [e.g., Freidlin and Wentzell, 1970, E et al., 2004, Forgoston and Moore, 2018]. The

pathway solves an optimization problem, deviating as minimally as possible from the determin-

istic dynamics while still bridging the gap all the way from A to B. We use sequential quadratic

programming to approximate the minimum-action path following Plotkin et al. [2019]. We use

a completely discrete approach for simplicity and to accommodate the low-rank nature of the

stochastic forcing. Heuristically, the minimum-action path is the maximum-probability path con-
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(a)

(b) (c)

(d) (e)

Figure 6.4: Densities and currents. (a) shows the equilibrium density π(x) and equilibrium cur-
rent J(x). (b-e) show the reactive densities and currents for A→ A, A→ B, B→ A, and B→ B
transitions, respectively. For example, (c) shows the reactive current JAB(x) overlaid on the reac-
tive πAB(x), illustrating the most common pathways of SSW trajectories from the strong to weak
vortex state. Thick cyan curves in (c) and (d) mark the minimum-action pathways from A→ B and
B→ A, respectively, while thin blue curves show a few sampled realized transition pathways. Gray
dots are data points inside states A and B.
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necting A and B, which we take as the mode of the (discretized) path density over the distribution

of paths from A to B. For concreteness, fix x(0) = x0 ∈ A and a time horizon T discretized into K

intervals, with a timestep δ t = T/K = 0.005 days. The discretized dynamics evolve according to

the Euler-Maruyama method as

x(kδ t) = x((k−1)δ t)+ v
(
x((k−1)∆t)

)
∆t +σηk

√
δ t (6.10)

where ηk is a vector of i.i.d. unit normal samples. We perform optimization in the space of pertur-

bations rather than paths, which results in a simple convex objective function at the expense of a

more complicated constraint. The probability density of a particular forcing sequence (η1, . . . ,ηK)

is given by

K

∏
k=1

1
(2π)m/2

exp
(
− 1

2
η
>
k ηk

)
=

1
(2π)mK/2

exp
(
− 1

2

K

∑
k=1

η
>
k ηk

)
(6.11)

The objective inside the exponential is now a simple quadratic in perturbation space which can be

easily differentiated with respect to those perturbations. The constraint, meanwhile, takes the form

of a complicated iterated function. Define the flow map F(x) = x+v(x)δ t as the deterministic part

of the timestep, so xk = F(xk−1)+σηk
√

δ t. In terms of F , the endpoint has to be written as a

recursive function

xK = F(xK−1)+σηK
√

δ t (6.12)

xK−1 = F(xK−2)+σηK−1
√

δ t (6.13)

... (6.14)

x1 = F(x0)+ση1
√

δ t (6.15)

We impose the end constraint by adding to the action a penalty Φ(xK) = dist(xK ,B), a function
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which linearly increases with distance to B. The full optimization problem is

min
η

{
1

2K

K

∑
k=1

η
>
k ηk +αΦ(xK)

}
(6.16)

x0 ∈ A is fixed (6.17)

xk = F(xk−1)+σηk
√

δ t for k = 1, . . . ,K (6.18)

Here α is a weight which can be increased to harden the end constraint. We divide by K so that the

path action does not overwhelm the endpoint penalty as K→ ∞. (This makes the sum converge to

an integral.) We set x0 to be the fixed point a∈A when finding the least-action path from A to B and

the fixed point b ∈ B when finding the least-action path from B to A. We used the L-BFGS method

as implemented in scipy, with a maximum of 10 iterations. We differentiate Φ(xK) with respect

to ηk using knowledge of the adjoint model, with a backward pass through the path to compute

each gradient. At each descent step, we refine the stepsize with backtracking line search. One way

to guarantee the end constraint is ultimately satisfied is to gradually increase α and lengthen T ;

however, we found it sufficient to fix α = 1.0 and T = 100, in keeping with the typical observed

transit time. We have kept the algorithm simple, not devoting too much effort to finding the global

optimimum over all time horizons, as we only care for a qualitative assessment to compare with

results of TPT.

As the stochastic forcing shrinks to zero, we expect JAB to collapse into a single streamline

following the minimum-action path (but becoming increasingly unlikely as we approach this limit).

The finite-noise transition path ensemble, however, departs significantly from it. In the initial stages

of transition in Fig. 6.4c, the minimum-action path tracks right down the center of JAB, suggesting

this feature is stable with noise. At the end of the process, widening of current streamlines makes

it impossible for the minimum-action path to represent the full ensemble meaningfully.

After an SSW event and ensuing vacillation cycles, the vortex eventually recovers, returning

from B back to A, which is encoded by the current JBA in Fig. 6.4d. The B→ A current is very
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different from a reversed A→ B current. After many loops around B, JBA emerges upward out

of B just as in any other vacillation cycle, with a partial restoration of wind. The current then

bifurcates: one branch continues its upward creep in zonal wind while reversing course in the

IHF direction, eventually rebuilding a strong enough polar vortex to inhibit wave propagation and

allowing radiative relaxation to take over, drawing it back into A. Meanwhile, the other branch of

current continues to track with JBB halfway through the wave amplification phase, as if about to

execute another loop around b. But JBA stalls in the middle of the wave amplification phase, near

IHF(30 km) = 3×104 K·m2/s. Where does the current go from there? Fig. 6.4(d,e) indicates that

the eddy is centered slightly above the top of B, allowing some room for small vacillation cycles

to proceed without technically re-entering B. This is the likely fate of some trajectories along the

second branch of JBA, which finally achieve “escape velocity” the second time around.

The minimum-action path from B to A captures some of the tortuous nature of this transition,

with several setbacks and subsequent regrouping events. However, it differs significantly from JBA

overall. Because JBA flows over a wide channel, any single path (even the minimum-action path)

cannot reasonably be expected to represent the ensemble meaningfully.

6.2.3 Stages of an SSW from probability current

We can analyze SSW progression more systematically and quantitatively using the following prop-

erty of reactive currents. Let C be a closed hypersurface in Rd which encloses A and is disjoint with

B; we call this a dividing surface. Then we have

∮
C

JAB ·ndσ = Transition rate (6.19)

where n is an outward unit normal from C, σ is a surface element, and the transition rate is the

average number of A→ B transitions (SSW events) per unit time, or equivalently the inverse return

period. The stochastic Holton-Mass model has a rate of ∼ (1700 days)−1, which changes with
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parameters such as noise strength. (This is not a realistic rate for the real atmosphere, where there is

a seasonal cycle and SSWs occur at least several times per decade.) The integral relationship (6.19)

holds for any dividing surface, implying that the current is divergence-free outside of A and B, but

has a source in A and a sink in B (vice versa for JBA). The integrand JAB · n, which we will

henceforth call the JAB-flux density (not to be confused with heat flux or IHF) can be interpreted as

a quasi-probability density, which is normalized to integrate to a constant (the transition rate) but

may take on negative values for some choices of dividing surfaces. Because the number of A→ B

transitions per unit time must equal the number of B→ A transitions per unit time, Eq. (6.19) must

also hold when JAB is replaced by JBA and n is replaced by −n. The reactive current essentially

decomposes the rate among a continuum of possible pathways, which is much more dynamically

insightful than the numerical value of the rate itself.

We visualize the progression of SSW events as JAB-flux densities through dividing surfaces, for

two different families of dividing surfaces (zonal wind strengths and committor levels) to illustrate

different aspects of the process. We will then quantify how SSW progresses over time.

Surfaces of constant zonal wind

The simplest choice of dividing surfaces is a series of hyperplanes with constant U(30 km), rep-

resented as horizontal black lines in Fig. 6.4(b-e). To get from A to B, a trajectory must pass

downward once through each threshold. It may also cross down, then up, then down; or three times

down and two times up, etc., as long as the net number of downward crossings is one for each sur-

face. The JAB-flux density element JAB(x) ·n(x)dσ(x) can be interpreted as the long-term average

number of net crossings through the surface at x. Note that in the A→ B direction, n points in the

direction of negative U(30 km), i.e., n =−∇U(30 km)/‖∇U(30 km)‖.

Fig. 6.5 shows the JAB-flux densities (a) and JBA-flux densities (b) across each surface. The
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horizontal axis is IHF(30 km), as in Fig. 6.4, which instantiates the JAB-flux density element as

JAB ·ndσ = JAB ·
(
− ∇U(30 km)

‖∇U(30 km)‖

)
d
[
IHF(30 km)

]
Here, the differential d[IHF(30 km)] is shorthand for

∫
dx1 . . .

∫
dx73 d

[
IHF(30 km)

]
, where x1, . . . ,x73

are the 73 dimensions of state space orthogonal to both the IHF(30 km) and the U(30 km) axes.

Accordingly, the vertical axis of Fig. 6.5 has the units needed to normalize the integrals to a tran-

sition rate in days−1. At the first A→ B threshold U(30 km) = 47.3 m/s, the flux distribution has

a tall, narrow, negative spike, where JAB points downward across the surface. There is also a small

positive spike to the left due to a small amount of backflow where transition paths temporarily

regain a bit of the lost zonal wind—not enough to re-enter A—before weakening again. This back-

flow corresponds to the small wiggles early in the black and cyan time series in Fig. 6.2. Moving

from blue to red curves, as zonal wind drops further, we see the negative spike widen and slightly

flatten, while the positive spike shrinks and disappears. By the last threshold U(30 km) = 8.3 m/s,

the JAB-flux density appears entirely negative, consistent with the sharp downturn into B seen in

both Figs. 6.2 and 6.4c. It also covers a wider range of integrated heat flux, consistent with the

weaker current magnitude pointing into B in Fig. 6.2c. The JBA-flux density somewhat mirrors the

JAB-flux density, but with a larger backflow spike relative to the forward flow: in the early stages

of vortex recovery (red and orange curves in panel (b)), a strengthening zonal wind at low values

of IHF is accompanied by weakening zonal wind at higher value of IHF. This is consistent with

the winding, branching character of JAB in Fig. 6.4d, which inherits some clockwise circulation

from JBB. In other words, the early B→ A transition stages experience residual vacillation cy-

cles, which ultimately dampen and die by the time zonal wind has reached 47.3 m/s (there is no

noticeable negative dip in the dark blue curve in Fig. 6.5b).

These flux densities trace out a simpler version of the “transition tubes” defined in Vanden-

Eijnden [2006]. The distributions cannot be interpreted as the path of a single event, but rather as

the flow of SSW “traffic” through a sequence of thresholds, indicating the most frequently traveled
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paths. Another important caveat is that a single-signed JAB-flux density (such as the red curve in

Fig. 6.5a) does not imply strictly monotonic changes in zonal wind across that surface: it only

means that the backflow, if present, is not systematically displaced from the forward flow along

the IHF axis, as it is in the red curve in panel (b). However, a different choice of horizontal axis

might reveal more coherent cyclical behavior. In general, reactive currents generally contain much

more information that can be queried by slicing it along in different dimensions, which should be

chosen with some physical intuition.

Surfaces of constant committor

Zonal wind, the defining coordinate for A and B, is an obvious measure of progress which we have

used in Fig. 6.5. However, in some ways it is not the most natural. First, the presence of backflow,

while it does reveal some interesting dynamics of transition paths, suggests that a particular zonal

wind level might be associated with forward or backward progress depending on other variables.

Second, by the time a typical transition path reaches the halfway point of U(30 km) ≈ 25 m/s,

its committor probability has risen to nearly 100% (cf. Figs. 6.3 and 6.4c; “typical” means along

the main channel of JAB). The subsequent collapse of zonal wind is locked in by that point. The

committor itself is a more balanced metric of progress toward B, and can be used the same way to

find transition routes. A committor level set {x : q+B (x) = q0}, i.e., all states with equal likelihood

q0 of SSW, is a dividing surface just like a level set of U , and thus supports a JAB-flux density

similar to those in Fig. 6.5. We will see that this flux density is almost uniformly positive.

In Fig. 6.6, we plot a larger collection of JAB-flux densities, represented by gray histograms,

across 15 level sets of the committor. The JAB-flux density elements for panels (a) and (b), are,
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(a)

(b)

Figure 6.5: JAB-flux density (a) and JBA-flux density (b) as a function of IHF(30 km), over four
different level sets of U(30 km). These cross sections of the reactive current from A to B and B to
A illustrate the mean direction of trajectories crossing different zonal wind thresholds as a function
the IHF. For an SSW (a), the progression marches from high winds (blue curves) to low winds (red)
with increasing mean and variabilty of the IHF, while for the recovery of the vortex (b), the main
progresssion is up toward higher wind, albeit with more substantial cycling down at higher values
of IHF. Each density should have the same integral (in absolute value), equal to the rate. Due to
numerical error, the integrals can vary and the rate is calculated by an averaging procedure (see
chapter 2). For visual clarity, we have normalized each curve to have the same integral. To integrate
to a rate, in days−1, the vertical axis must have units of [K·m2/s]−1days−1. This unit depends on
the orientation of the dividing surface in state space, as well as the coordinates along that surface
chosen for projection.
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respectively,

JAB ·
(

∇q+B
‖∇q+B ‖

)
d
[
U(30 km)

]
(6.20)

JAB ·
(

∇q+B
‖∇q+B ‖

)
d
[
IHF(30 km)

]
(6.21)

We also display the minimum-action path with a dashed black curve for comparison. Panel (a)

confirms that the zonal wind-committor relationship is nonlinear: approximately half of the total

decline in zonal wind happens after the committor has surpassed 80% probability. The JAB-flux

density widens across U in the late transition stages, past q+B ∼ 0.7. This indicates, somewhat

puzzlingly, that the system may “commit” to B at a range of zonal wind strengths, even though

B itself is defined by a fixed threshold U(30 km) ≤ 1.75 m/s. Fig. 6.3a offers some explanation:

as the committor increases towards 1, the level sets become increasingly tilted across this two-

dimensional state space. The last visible level set (the boundary between dark orange and red)

spans the approximate range 5 m/s .U(30 km) . 30 m/s, depending on the value of IHF(30 km)

along the horizontal. A large heat flux carries the promise of imminent SSW by sending waves into

the stratosphere that will deposit enough negative momentum to surely destroy the vortex, even if

the vortex is still persisting for the time being. If heat flux is weak, on the other hand, zonal wind

must also be very weak to ensure the same degree of SSW certainty. Thus, the spread in zonal

wind is closely tied with the spread in heat flux. This is consistent with Fig. 6.6b which shows

the integrated heat flux distribution across each level set of q+B . Indeed, the distribution widens

progressively from q+B ≈ 0.5 until the end of the path, consistent with the diffusing JAB vector field

and the diverging sample paths in 6.4c, as well as the broadening flux distributions in Fig. 6.5a.

An interesting difference between the flux distributions and minimum-action path is that the latter

decisively chooses the high-heat flux route, far outstripping the bulk of the flux distribution in

Fig. 6.6b and hugging the right end of state space in Fig. 6.4c. We speculate that because stochastic

forcing only acts on zonal wind, rather than the streamfunction (which determines heat flux), the
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(a)

(b)

Figure 6.6: Minimum-action paths and path distributions. At a series of level sets in the com-
mittor q+B , gray histograms indicate the JAB-flux density of (a) zonal wind U(30 km) and (b)
integrated heat flux IHF(30 km). Dashed curves show the minimum-action pathway in the same
space. The minimum-action path tracks the mean of the full ensemble except very near SSW (q+B
near 1), where the jet breaks down more rapidly, accompanied by an extreme heat flux. The more
extreme nature of the minimum-action path was also observed in Figure 6.4c, where it tracks along
the rightmost envelope of more typical trajectories.

minimum-action path recruits the heat flux mechanism to do the “heavy lifting” of decelerating

the zonal wind, thereby achieving SSW with a lower cost. An interesting future experiment would

be to vary the form of stochasticity (5.3) and explore the consequences for flux distributions and

minimum-action paths. TPT may thus offer an important rare event-oriented calibration tool for

stochastic parameterization of climate models.

We have so far focused on observables at a fixed altitude of z = 30 km (or integrated up to 30

km), but the vertical structure of zonal wind and heat flux is essential to understand the physical

processes of SSW onset. Every altitude z has a separate observable U(z), with its own JAB-flux
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(b)

(a)

Figure 6.7: Typical transition states and variability. For a sequence of five committor ranges,
we plot (a) the zonal wind profile and (b) the meridional heat flux profile that is most typical of
that committor range in the sense of reactive current flux density. Shading represents the 25th-
75th percentile range of the flux distribution. Blue and red dashed curves represent the profiles
for the fixed points a and b, respectively. The widening of the distribution of both winds and IHF
at high committor values (close to the SSW) highlights the diversity in late stage events which is
lost in a composite approach (as in Figure 6.2) that pins all events together by the point of the
vortex reversal. Even at a committor value of 0.95, the vortex is still largely intact above 15 km,
emphasizing the importance of preconditioning the low level winds.)
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density JAB ·∇U(z)/‖∇U(z)‖ of the same kind as Figs. 6.5 and 6.6. We visualize this z-indexed

family of distributions in Fig. 6.7a by plotting their medians (solid curves) as functions of z, for five

different committor level sets from 0 to 1. The background shading covers the interquartile range

(25th-75th percentiles) of the JAB-flux density. There is essentially zero “backflow” across these

surfaces, so the JAB-flux densities are ordinary nonnegative probability densities. Blue and red

dashed curves represent the fixed points a and b. Fig. 6.7b shows the same construction, but with

z-dependent meridional heat flux v′T ′(z) as the independent variable. Together, these profiles give

an idea of the joint evolution of propagating waves and weakening mean flow during the course of

SSW.

As the committor increases from 0 to 0.6 (blue to yellow), the zonal wind profile slackens most

noticeably at a low altitude range of 10-20 km, and the interquartile range remains narrow, suggest-

ing that transitions are constrained to play out along a range of pathways with low variability. At

the same time, meridional heat flux develops a positive bulge at the same low altitude range, indi-

cating some upward flux of wave activity emanating from the troposphere. Later, as the committor

increases to 1.0 (yellow to red), the wind profile stagnates at altitudes below 20 km, and above that

continues weakening gradually. Most noticeably, the variability, both in zonal wind and heat flux,

increases at higher altitudes of 30-50 km. At q+B = 0.95, the distribution of zonal wind at high alti-

tudes begins to skew sharply toward weak winds. Meanwhile, the distribution of heat flux profiles

grows and widens, and the bulge moves slightly upward toward 30 km. This is consistent with the

broadening of JAB in IHF space in the final transition stages (Fig. 6.4c), and indicates a continued

upward flow of wave activity. A slight change in zonal wind belies a substantial increase in SSW

probability, which will eventually bring about an abrupt breakdown and explosion of variability in

zonal wind.
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Evolution over time

We have now measured SSW progress by two different coordinates, U(30 km) and q+B (x), and

visualized its composite evolution in both spaces. What neither of them captures directly is time:

how long does SSW take to complete, and how long is each stage? We wish to produce a TPT

version of the composite evolution shown in Fig. 6.2. To do this, we replace the hitting time τ
+
B (a

random variable) with its conditional expectation, the lead time,

η
+
B (x) = Ex

[
τ
+
A∪B|X(τ+A∪B) ∈ B

]
, (6.22)

in other words, the average time from x to B conditional on hitting B before A. The composites in

Fig. 6.2b parameterize the SSW process by τ
+
B itself, which varies randomly from path to path,

whereas η
+
B (x) is the average value of τ

+
B over all possible paths and hence a deterministic func-

tion of state space. We used η
+
B as a forecast function in Finkel et al. [2021b], and we display it

here in Fig. 6.8 over the same two-dimensional subspace, along with several committor level sets

for comparison. η
+
B (x) is uniformly zero on set B, increases farther away from B, and becomes

undefined on set A. Fig. 6.8b gives an idea of how the certainty of SSW is related to the time until

it happens. It turns out that along transition paths, the committor increases at an approximately lin-

ear rate with respect to time. Both the flux distributions and the minimum-action path indicate that

the lead time drops by ∼8 days for every additional ∼10% in the likelihood of SSW. In particular,

this means that the ultimate collapse of zonal wind in Fig. 6.6 is not only “sudden” with respect

to the committor, but also with respect to the lead time. The final 20 days of the transition path

(as measured by η
+
B ) corresponds to the final ∼ 5% of probability needed to achieve SSW, from

95% to 100%, and yet this same interval sees approximately 30 m/s reduction in zonal wind—the

entire second half of its journey from A to B. This is the sense in which the pre-sudden part of SSW

constitutes most of the probabilistic progress. Dynamically, it seems that this half-weakened polar

vortex has been accompanied by “irreversible” changes in the flow field, the Holton-Mass version
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of the threshold behavior found in Nakamura et al. [2020].

To visualize the time dependence of transition paths more directly, we can construct U(30 km)

(or any other observable) as a function of time implicitly by considering the joint distribution of

U(30 km) and η
+
B across different committor level sets, according to the JAB-flux density. The

corresponding infinitesimal element is

JAB ·
(

∇q+B
‖∇q+B ‖

)
d
[
η
+
B
]

d
[
U(30 km)

]
(6.23)

whose two-dimensional integral is, again, the transition rate. For a sequence of 30 committor level

surfaces, Fig. 6.9a shows quantiles of U(30 km) (a) and IHF(30 km) (b) vs. the median lead time

η
+
B in the horizontal. These “TPT composites” resemble the traditional composite of Fig. 6.2b.

but differ in several important ways. The traditional composite narrows toward the end, by con-

struction, since the entrance to B is defined by a single value of U(30 km). In contrast, the TPT

composite widens toward the end before the final narrowing: as Fig. 6.8a demonstrates, the level

sets of q+B and η
+
B closest to B both cover a range of U(30 km) values. The final collapse of

zonal wind, which typically happens in the lower-right corner of state space, is so sudden that

the lead time hardly changes, and so inevitable that the committor hardly changes. Of course, for-

mally η
+
B = 0 and q+B = 1 if and only if U(30 km)≤ 0, a boundary condition we have enforced in

Fig. 6.9a. From the TPT perspective, however, the process is essentially complete.

The TPT composite also has a wavy character not captured by the traditional composite. The

individual samples in Fig. 6.2a do seem to proceed in pulses of steady downward progress punc-

tuated by brief, partial recoveries. Because these partial recoveries are staggered in time between

paths, the traditional composite in Fig. 6.2b cannot capture them. However, these wiggles may cor-

respond robustly to various level sets of committor or lead time, which would suggest the waviness

of the TPT composite is indeed capturing this same phenomenon. Some of the gray transition paths

in Fig. 6.2 go through even larger oscillations after approaching close to B, which may correspond

to the rapid expansion of the outer envelope (middle 90 percentile) in Fig. 6.9a at η
+
B = 30 days.
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(b)

(a)

Figure 6.8: Lead time-committor relationship. (a) Background color shows η
+
B , the expected

time to reach B from initial condition x, conditional on hitting B next. Note that the contour struc-
ture is very different from that of the forward committor, whose level sets q+B = 0.1, 0.2, 0.5, 0.8,
and 0.9 are shown in solid black lines (cf. Fig. 6.3). Notable differences are in the light red region
where the wind is approximately 20 m/s and IHF near 104 K· m/s: SSW events rarely occur from
these initial conditions, and are associated with long trajectories (lead time of about 60 days) that
often cycle back towards state A before swinging down to state B. Probability current JAB is over-
laid, the same as in Fig. 6.4c. (b) The distribution of lead time across a series of level sets of the
committor, the same level sets as in Fig. 6.6.
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The probability currents in the lower left corners of Fig. 6.4(a,d,e) indicate, indeed, that this region

is associated with increasing zonal wind strength, which of course is only temporary if the tra-

jectory is bound for B. These partial recoveries may be interpreted as minor warmings preceding

the major warming. Nevertheless, the individual pathways are only case studies, and their detailed

correspondence with the TPT composite is speculative. A more refined DGA discretization, or a

large-scale time series statistical analysis, would confirm or deny the robustness of these oscillatory

features, but such analysis is beyond the scope of this paper.

6.3 Numerical method

The results above can in principle be computed by direct numerical simulation (DNS). To demon-

strate that TPT analysis can scale to more complex models, we have instead used the dynamical

Galerkin approximation (DGA) which avoids the need to simulate trajectories on the timescale of

the SSW return time.

DGA is detailed in chapter 2, but we briefly sketch the procedure here. The key observation

underpinning DGA is that unknown “forecast functions” of interest — q+B (x),q−A (x),η+
B (x),π(x),

etc — can be expressed as solutions to equations involving only short-time evolution of X. For

example, the committor, q+B , solves the equation

q+B (x) = Ex
[
q+B (X(∆t))|X(0) = x

]
, x /∈ A∪B (6.24)

q+B (x) = 1, x ∈ B and q+B (x) = 0, x ∈ A

for x outside of A and B. In this equation we interpret evolution of X(t) to stop upon entrance to

A or B. The user-chosen parameter ∆t limits the length of the simulated trajectories. Crucially, Eq.

(6.24) identifies q+B exactly for any choice of ∆t.

To approximately solve Eq. (6.24) and similar equations for other quantities of interest, we

first generate a data set by sampling many points Xn(0) from all over state space according to
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(a)

(b)

Figure 6.9: TPT composite evolution vs. time. For 15 committor level sets (the same as in
Figs. 6.6 and 6.8b) we approximate the joint distribution of (a) lead time and zonal wind, and (b)
lead time and integrated heat flux, according to the flux density of JAB ·n through the committor
level surface. The three red-orange envelopes represent the middle 20%, 50%, and 90% percentile
ranges. Black curves connect the medians. Unlike the traditional SSW composite shown in Figure
6.2, the variability in trajectories is more uniform in lead time, actually increasing near the event.
This is due to use of the committor as the ordering coordinate, which aligns paths by the future
predictability of an event. The widening at near -10 days reflects the diversity of model states when
an SSW is approximately 95% likely to occur, as seen in Figure 6.7. All of these states are equally
likely to move to an SSW with an expected lead time of 10 days, but there is a distribution of actual
lead times which contributes to the spread in winds and heat flux.
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some sampling measure, µ , and then launching a short trajectory from each one, yielding a data

set {Xn(t) : 0≤ t ≤ ∆t}Nn=1. This sampling measure, the number N = 3×105 trajectories, and the

length ∆t = 20 days, are key parameters of the method. The trajectories are significantly shorter

than the typical ∼ 80-day duration of SSW. As in Finkel et al. [2021b], the initial conditions are

resampled from a long (2×105 days) control simulation to be uniformly distributed on the space

(|Ψ|(30km),U(30km)). With a more complex (expensive) model we would not be able to rely

on a long control simulation to seed the initial points. Optimizing this procedure is, therefore, a

crucial step for future research, and should draw on existing rare event sampling strategies such as

those presented in Ragone et al. [2018], Webber et al. [2019], Simonnet et al. [2021b], Abbot et al.

[2021] and others, perhaps with a combination of surrogate and high-fidelity models.

After generating the data, we expand unknown functions of interest in basis sets informed by

the data, and then solve matrix equations for the expansion coefficients. For the forward committor

we write

q+B (x)≈
M

∑
j=1

w j(q
+
B )φ j(x) (6.25)

with analogous expansion coefficients w j(q
−
A ) and w j(π) for the backward committor and steady-

state density, respectively. There is a wide range of choices for constructing basis functions, and

in fact different bases may be optimal to compute different quantities of interest. In this work,

we simply use indicator (or characteristic) functions. To construct the basis sets, we divide state

space Rd into a partition of disjoint sets {S1, . . . ,SM} and discretize the continuous-space process

X(t) ∈Rn into an index process S(t) ∈ {1, . . . ,M}, where S(t) = j if X(t) ∈ S j. The corresponding

basis functions are

φ j(x) = 1S j(x) : =


1 x ∈ S j

0 otherwise.
(6.26)
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The sets {S1, . . . ,SM} are found by clustering the complete set of states in our short-trajectory data

set using K-means clustering as implemented in the scikit-learn Python library [Pedregosa

et al., 2011] along with the hierarchical adjustment described in Finkel et al. [2021b], with M =

1500 clusters. The choice of a basis of indicator functions found by data clustering is borrowed

from a well-studied class of coarse-grained models known as Markov state models (MSMs) [Noé

et al., 2009, Chodera and Noé, 2014], and with this choice our estimates of the committors and

steady-state density are nearly identical (up to details related to boundary conditions) to those

obtained by the MSM approach with the same clusters.

The Galerkin method proceeds by inserting the expansion in Eq. (6.25) into the short-trajectory

equation solved by the quantity of interest (Eq. (6.24) in the case of q+B ) and then integrating both

sides against a test function φi, also from the basis. The result is in an M×M linear system. With

an indicator basis as in Eq. (6.26), the matrix elements yield a Markov transition probability matrix

Pi j = Pµ{X(∆t) ∈ S j |X(0) ∈ Si}, i, j ∈ {1, . . . ,M}. (6.27)

where the subscript µ indicates that X(0) is drawn from the sampling measure µ , restricted to Si.

The matrix entries are expectations over both the initial conditions Xn(0) and the final conditions

Xn(∆t) and are estimated by sample averaging using our short trajectory data set, i.e. by

Pi j =
#{n : Xn(0) ∈ Si,Xn(∆t) ∈ S j}

#{n : Xn(0) ∈ Si}
, (6.28)

Given the transition matrix Pi j, the committor coefficient vector obeys a discrete version of Eq.

(6.24):

wi(q
+
B ) =

M

∑
j=1

Pi jw j(q
+
B ), Si * A∪B (6.29)

wi(q
+
B ) = 1, Si ⊆ B and wi(q

+
B ) = 0, Si ⊆ A
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We have assumed that A, B, and (A∪ B)c are partitioned separately, meaning each Si is either

completely inside A, completely inside B, or disjoint from both, which we ensure in the clustering

step. As in Eq. (6.24), in Eq. (6.29) we interperet evolution of Xn(t) to be stopped upon entrance

to A or B.

The coefficients of the steady-state density obey another linear equation:

wi(π) =
M

∑
j=1

w j(π)Pji i = 1, . . . ,M (6.30)

M

∑
j=1

w j(π) = 1.

Note that in this case the equation involves the transpose of P instead of P itself and does not come

with any boundary conditions.

The backward committor obeys a similar equation to (6.29), but with two differences. First,

Pi j is replaced by P̃i j =
w j(π)
wi(π)

Pji, which represents the process under time reversal at steady-state.

Second, for q−A , the boundary conditions are flipped from those of q+B : wi(q
−
A ) = 1 for Si ⊆ A and

wi(q
−
A ) = 0 for Si ⊆ B. Because the time-reversed matrix depends on the steady-state density, q−A

must be solved after π . The lead time η
+
B solves a similar, but slightly more intricate, equation,

which can be found in chapter 2.

With approximations to the committors and steady-state density provided by DGA (or any

other means), TPT provides recipes to assemble approximations of the transition path statistics

examined in this chapter. For example, the reactive density πAB can be computed directly from its

definition in (6.7). The transition rate and projections of the reactive current JAB are estimated by

more involved procedures presented in detail in the background chapter 2.
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6.4 Numerical benchmarking of DGA

To validate DGA numerically, we can compare to the results of DNS. In Fig. 5.7, we saw con-

vergence of the DGA committor to the DNS committor across state space as sample size and lag

time were increased. Here, we turn our attention to summary statistics of interest for full transition

paths, not just forecasting. This will benchmark our current DGA implementation for comparison

with future algorithmic developments.

Fig. 6.10a displays the time fractions spent in each phase of the SSW lifecycle: A→ B, B→ A,

A→ A, and B→ B, including estimates from DNS (cyan) and DGA (red) and their uncertainties.

The DGA estimate of the A→ B time fraction is a π-weighted average of q−A (x)q+B (x) over state

space,

〈q−A q+B 〉π =
∫

q−A (x)q+B (x)π(x)dx (6.31)

and similarly for the other phases. The DGA error bars are generated by repeating the entire

pipeline three times with different short trajectory realizations. The bar height shows the mean,

and the error bars show the minimum and maximum. The DNS error bars are generated by boot-

strap resampling (with replacement) 500 times from the control simulation, treating an entire SSW

lifecycle as a single unit (from the beginning of one A→ B transition until the beginning of the next

one). This assumes no memory between successive events, which we have found to be reasonable;

there is insignificant autocorrelation between consecutive return periods. The bars extend two root-

mean-squared errors in both directions, enclosing a 95% confidence interval. To first order, DGA

agrees well with DNS on the fraction of time spent in each phase. A is the more stable of the two

regimes, accounting for ∼ 50% of the time compared to the ∼ 40% of time spent in the orbit of B.

The transition events are both an order of magnitude shorter, with B→ A taking slightly longer on

average. DGA ranks the A→ B and B→ A time fractions correctly, despite a bias in the absolute

magnitudes.
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The numbers in Fig. 6.10a are only relative durations; they do not tell us how long a full life

cycle takes. That number is given by (one over) the rate. Fig. 6.10b shows three different rate

estimates (that is, the generalized rate with Γ = 0) using the formulas above. The cyan bars come

from DNS, counting the number of A→ B transitions per unit time. Of course, this equals the

number of B→ A transitions per unit time, so the A→ B and B→ A cyan bars are identical. Error

bars come from bootstrapping, as with the relative durations. The red bars come from DGA, and

these estimates are not technically symmetric. The DGA estimate labeled A→ B integrates JAB ·n

over dividing surfaces with n pointing away from A toward B, while the estimate labeled B→ A

integrates JBA ·n over surfaces with n pointing away from B toward A. Numerical and sampling

errors cause slight differences between them, but Fig. 6.10b shows them both to come within 20%

of the DNS estimate.

DGA estimates should converge with increasing M (cluster number) and N (short-trajectory

ensemble size). Larger M makes the approximation space {φ1, . . . ,φM} more expressive, making

finer estimates possible. However, as M grows, we need more short trajectories N to robustly

estimate the entries of the expanding matrix (6.28). Conversely, as M shrinks, Pi j will become

closer to diagonal, because trajectories will escape from their starting cluster less frequently. Thus

∆t would have to increase when M decreases. The optimal choice for a given model will depend

on the relative costs of integrating the model, building basis sets, and solving large linear systems

on different computer architectures. With our choice of M = 1500, increasing N from 5× 104

to 3× 106 does not change the DGA point estimates very much, but shrinks the error bars by a

factor of ∼4. To further reduce the bias in Fig. 6.10, we would likely need more refined basis

functions, perhaps using nonlinear features as input to K-means. For generalized rates such as

transit time τ
+
B − τ

−
A and total heat flux

∫ τ
+
B

τ
−
A

v′T ′(30 km)dt, a second-order calculation is required

using Eq. (2.29), which causes errors to propagate further. The errors are not yet well-controlled

enough to present the results of generalized rates. We do not yet have theoretical guarantees or

optimal prescriptions for DGA parameters, but given the flexibility and parallelizability of the
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(b)

(a)

Figure 6.10: DGA benchmarks and comparison to DNS. (a) Time fractions spent in each phase.
(b) Total SSW rate estimated using both JAB and JBA; the two cyan columns, DNS estimates, are
identical.

method, we believe it has much room for growth.

6.5 Conclusion

Using TPT analysis, we have shown that transition paths in the Holton-Mass model generally

evolve through two distinct phases: (i) a gradual, halting decline in zonal wind strength in tandem

with a slowly increasing meridional heat flux over a period of approximately 2 months, followed

by (ii), a rapid burst of heat flux and deceleration of zonal wind in the last 10 days. The sudden

breakdown of the vortex in the second stage encompasses the classic synoptic evolution of an SSW,

but from a predictability standpoint, it is changes in the precondition phase that are most critical,

allowing one to forecast a warming before the event is already in motion. Our key conclusion is
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the SSW committor probability rises the most during the preconditioning phase. The committor

signals an upcoming SSW before changes in the vortex (as quantified by just the zonal mean zonal

wind) can be clearly identified above the noise in an individual trajectory.

A judicious choice of the “climatological state” A is essential to maximize predictive and dy-

namical understanding of the rare event’s origin when using the TPT framework. In defining A

relative to winds in the strong vortex meta-stable state, we were able to fully include stage (i). This

lengthened the window over which we could tracked SSW trajectories to seasonal time scales.

Extending this work to the atmosphere, where the climatological state is itself evolving on compa-

rable time scales, remains a challenge. Set B, too, may be adjusted to compare between different

kinds of rare events. The following chapter 7 does exactly that, varying B systematically to lower

and lower thresholds to examine the dependence of the rate on the severity of extreme events.
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7 REVEALING THE STATISTICS OF EXTREME EVENTS HIDDEN IN

SHORT WEATHER FORECAST DATA

Extreme weather events have significant consequences, dominating the impact of climate on soci-

ety, but occur with small probabilities that are inherently difficult to compute. A rare event with a

100-year return period takes, on average, 100 years of simulation time to appear just once. Com-

putational constraints limit the resolution of models used for such long integrations, but high reso-

lution is necessary to resolve extreme event dynamics. We demonstrate a method to exploit short-

term forecasts from a high-fidelity weather model and lasting only weeks rather than centuries, to

estimate the long-term climatological statistics of rare events. Using only two decades of forecast

data, we are able to robustly estimate return times on the centennial scale. We use the mathemat-

ical framework of transition path theory to compute the rate and seasonal distribution of sudden

stratospheric warming (SSW) events of varying intensity. We find SSW rates consistent with those

derived from reanalysis data, but with greater precision. Our method performs well even with sim-

ple feature spaces of moderate dimension, and holds potential for assessing extreme events beyond

SSW, including heat waves and floods.

Plain Language Summary

Weather extremes are a continually recurring threat to human life, infrastructure, and economies.

Yet, we only have sparse datasets of extremes, both simulated and observed, because by definition

they occur rarely. We introduce an approach to extract reliable extreme event statistics from a

non-traditional data source: short, high-resolution weather simulations. With 21 years of 47-day

weather forecasts, we estimate probabilities of once-in-500-year events.
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Key points

1. Extreme weather risk, as measured by rate or return times, is inherently difficult to analyze

because of data scarcity.

2. Transition path theory reveals climatological statistics of sudden stratospheric warming events

from high-fidelity subseasonal forecasts.

3. Rates and seasonal distributions of 100-year stratospheric extremes are robustly computed

from 47-day hindcast ensembles across 21 winters.

7.1 Introduction

The atmosphere’s extreme, irregular behavior is, in some ways, more important to characterize

than its typical climatology. A society optimized for historical weather patterns is highly exposed

to damage from extreme heat and cold, flooding, and other natural hazards. Extremes may respond

more sensitively than mean behavior to climate change, an argument supported by elementary

statistics [Wigley, 2009], empirical observations [Coumou and Rahmstorf, 2012, AghaKouchak

et al., 2014, O’Gorman, 2012, Huntingford et al., 2014, Naveau et al., 2020] and simulations [Pfahl

et al., 2017, Myhre et al., 2019]. Recent unprecedented extreme weather events demonstrate the

serious human impacts [Mishra and Shah, 2018, Van Oldenborgh et al., 2017, Goss et al., 2020,

Fischer et al., 2021]. The overall “climate sensitivity” [Hansen et al., 1984], summarized by a

change in global-mean temperature, does not do justice to these consequences, which has led the

community to develop “event-based storylines” [Shepherd et al., 2018, Sillmann et al., 2021] as a

more tangible expression of climate risk.

The intermittency of extreme events makes precise risk assessment exceedingly difficult. 100

flips of a biased coin with P{Heads} = 0.01 is almost as likely to yield zero heads (probability

0.366) as one head (probability 0.370), and half as likely to yield two heads (probability 0.185).

Similarly, in a 100-year climate simulation or historical record, a once-per-century event may easily
167



appear either non-existent or twice as likely as it really is. The difficulty exists even in a station-

ary climate, but worsens in the presence of time-dependent forcing, anthropogenic or otherwise.

The limited historical record forces us to use numerical models as approximations, introducing

a dilemma: we can run cheap, coarse-resolution models for long integrations, providing reliable

statistics of a biased system, or expensive, high-resolution models for short integrations, which

have lower bias but higher-variance due to under-sampling. Long-term climate simulations are

usually performed with a low resolution of O(50− 100) km per grid cell [Haarsma et al., 2016].

A coarse model might suffice to estimate global-mean temperature and other aggregated statistics,

but cannot resolve convective systems, e.g., tropical cyclones and precipitation over complex to-

pography, that deliver localized but heavy damage [O’Brien et al., 2016, He et al., 2019]. Even

large-scale events, such as a sudden stratospheric warming (SSW, the specific application of this

paper) might arise from multi-scale interactions that are poorly represented in coarse model grids.

To obtain accurate dynamics and statistics, we must use the highest-fidelity models available,

currently exemplified by the Integrated Forecast System (IFS) of the European Center for Medium-

Range Weather Forecasts (ECMWF). Running at high resolutions of∼16-32 km [ECMWF, 2016e],

the IFS produces skillful ensemble forecasts spanning ∼1 week-1 month. Such a high-resolution

model can generate a highly plausible “storyline”, but cannot feasibly run long enough to estimate

the climatological rate of an extreme event.

In this work, we help close this gap by assembling fragmented weather forecast ensembles to-

gether to cover the full dynamically relevant phase space. By re-weighting ensemble members in a

principled way, we estimate probabilities of sudden stratospheric warming (SSW) events, in which

the winter stratospheric polar vortex rapidly breaks down from its typical state, a strong cyclonic

circulation over the winter-hemisphere pole. The associated subsidence and adiabatic warming can

cause lower-stratospheric temperatures to rise by more than 40 K over several days [Baldwin et al.,

2021]. The reversal of stratospheric winds forces upward-propagating planetary waves to break at

lower and lower levels, exerting a “downward influence” on tropospheric circulation [Baldwin and
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Dunkerton, 2001, Baldwin et al., 2003, Hitchcock and Simpson, 2014, Kidston et al., 2015]. The

midlatitude jet and storm track shift equatorward, bringing extreme cold spells and other anoma-

lous weather to nearby regions [Kolstad et al., 2010, Kretschmer et al., 2018a]. King et al. [2019]

documents the impact of an SSW on extreme winter weather over the British Isles, the so-called

“Beast from the East” in February 2018. SSWs are a demonstrated source of surface weather pre-

dictability on the subseasonal-to-seasonal (S2S) timescale, a frontier of weather forecasting with

many implications for helping humanity deal with meteorological extremes [Sigmond et al., 2013,

Scaife et al., 2016, White et al., 2017, Vitart and Robertson, 2018, Butler et al., 2019, Lang et al.,

2020, Bloomfield et al., 2021, Scaife et al., 2022]. For these reasons, there is keen interest in im-

proving (i) the prediction of SSW itself beyond the horizon of ∼10 days that marks the current

state-of-the-art [Tripathi et al., 2016, Domeisen et al., 2020], and (ii) understanding of the long-

term frequency, seasonal distribution, and other climatological statistics of SSW.

The ensemble forecasts archived in the S2S project at ECMWF [Vitart et al., 2017] have the

potential to provide more precise statistics than the limited historical data. We describe our data

sources in section 7.2. To realize this potential requires a method to stitch the short trajectories

together, which we outline in section 7.3 and describe more fully in Supporting Information. Sec-

tion 7.4 presents our main result: with data consisting of 47-day forecasts over a 21-year period,

we estimate rates and seasonal distributions of SSW events which, depending on severity, occur as

rarely as once in 500 years. We discuss the implications in section 7.5 and conclude in section 7.6.

7.2 Data and definitions

Fig. 7.1(a,b) show the evolution of zonal-mean zonal wind at 10 hPa and 60◦N (which we abbre-

viate U10,60), a standard index for the strength of the stratospheric polar vortex. Black timeseries

show U10,60 through two consecutive winters where SSW occurred, 2008-2009 (a) and 2009-2010

(b), superimposed on its 70-year climatology in gray from the ERA-5 reanalysis dataset [Hersbach

et al., 2020]. U10,60 is typically positive throughout the winter months, characterizing a strong cir-
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cumpolar jet that forms in the stratosphere during the polar night. Occasionally, however, the vortex

breaks down and U10,60 reverses direction, becoming negative in the middle of winter. This is the

standard definition of an SSW event [e.g., Butler et al., 2015], but it does not capture the range

of intensities between events. Clearly, January 2009 achieved a much more negative U10,60 level

than February 2010. More intense SSW events have been linked to stronger tropospheric impacts

[Karpechko et al., 2017, Baldwin et al., 2021], which motivates our efforts to distinguish between

them. Historical data can provide reasonably robust estimates of moderately rare events such as

February 2010, in which U10,60 barely reversed sign; events of this magnitude occur on average

every two years. On the other hand, extraordinary events like January 2009 are quite poorly con-

strained due to small sample size, while carrying an outsize risk in a nonstationary climate [Fischer

et al., 2021].

To quantify SSW intensity, we vary the the U10,60 threshold—henceforth called U (th)
10,60—from

0 m/s to−35 m/s in 5 m/s increments and consider each case separately. Horan and Reichler [2017]

and Butler and Gerber [2018] have suggested the utility of examining different thresholds, as SSW

events form a continuum. Horizontal red lines in Fig. 7.1(a,b) mark each threshold. Vertical blue

lines frame the winter period of November 1-February 28 in which we allow SSWs to occur, to

exclude “final warmings” at winter’s end when the vortex dissipates for the summer [Black et al.,

2006]. We only count the first event of the season, to avoid counting the subsequent oscillations of

U10,60 about U (th)
10,60 as separate SSW events. A minimum separation time can also be imposed, as

in [Charlton and Polvani, 2007], to allow multiple SSWs in a season, but these are rare and for the

purpose of demonstration, we keep the definition as simple as possible.

In addition to reanalysis, panels (a,b) also display a small sample of the S2S dataset in pur-

ple. These are not forecasts but reforecasts, or hindcasts, generated by initializing a present-day

model version on past weather conditions. The S2S archive compiles forecasts and hindcasts from

11 forecasting centers around the world [Vitart et al., 2017], with a principle goal of tracking im-

provements in skill from one version to the next. In this study we restrict ourselves to the ECMWF
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Figure 7.1: Climatology of polar vortex and illustration of dataset. (a,b): 70-year climatology
of U10,60 according to ERA-5, with the middle 40-, 80-, and 100-percentile envelopes in lightening
gray envelopes. Two individual years are shown in black: 2008-2009 (a) and 2009-2010 (b). Two
ensembles of S2S hindcasts (purple) are shown each winter, a small sample from the large S2S
dataset of two ensembles per week from the ECMWF IFS. A range of SSW thresholds U (th)

10,60 from
0 m/s to -35 m/s are marked by horizontal red lines. When U10,60 crosses this line from above, an
SSW has occurred, provided it happens between the vertical blue lines marking November 1 and
Feb. 28. (c) Schematic of the Markov state model approximation we use to estimate rates. Blue and
orange curves represent the partial trajectories from S2S. At each time step the data are clustered
into discrete boxes, and probability transition matrices estimated by counting transitions from one
day to the next.
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IFS, although our methodology can be repeated on other S2S datasets for intercomparison. We use

data from the 2017 model version CY43R1, which produced 21 full winters of hindcasts between

autumn of 1996 and spring of 2017. These are initialized using ERA-Interim (ERA-I) reanalysis

[ECMWF, 2011], which is is almost identical to the more advanced ERA-5 from the standpoint of

U10,60. Two ensembles are launched every week, each with eleven members (one control and ten

perturbed forecasts) that run for 47 days before terminating. We use only the ten perturbed mem-

bers, which are initialized using a singular vector method and integrated with stochastic physics

schemes [ECMWF, 2016e]. This introduces randomness into the ensemble, causing the members

to drift apart over time after the initialization date, as shown in Fig. 7.1(c,d) for two sample ensem-

bles. The specific strategy for perturbation of initial conditions and stochastic physics is informed

by chaotic dynamical systems theory and has been refined by decades of numerical experiments

[Mureau et al., 1993, Rabier et al., 1996, Palmer et al., 1998, Gelaro et al., 1998, Leutbecher, 2005,

Lawrence et al., 2009, Buizza et al., 1999, Palmer et al., 2009] aimed at reducing forecast error

due to under-dispersion, especially in the face of oncoming flow regime transitions [Trevisan et al.,

2001]. In total, the S2S dataset contains over 900 years of simulation time. Many of them reach far-

ther into the negative-U10,60 tails than reanalysis, allowing us to calculate otherwise inaccessible

probabilities.

7.3 Long-timescale dynamics from short trajectories

The advantage of sheer data volume comes with two attendant disadvantages. First, not all trajec-

tories are independently sampled: on the contrary, all members of an ensemble are initialized close

to reanalysis, and take several days to separate. Thus, the effective sample size is smaller than 900

years. Second, no individual ensemble can directly provide an SSW probability beyond the 47-day

time horizon, which is well short of the 120 days between November 1 and February 28 when

SSWs are allowed to happen. To make use of the “hanging” trajectory endpoints and infer what

might have transpired were the simulation to continue, we construct a Markov state model (MSM)
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[Deuflhard et al., 1999, Pande et al., 2010, Chodera and Noé, 2014] which is sketched in Fig. 7.1c.

At every time sample t = 1 day, 2 days, ..., we partition state space into a disjoint collection of bins

St,1,St,2, . . . ,St,Mt and approximate the transition probability matrix for each time-step from t to

t +1,

Pt,t+1(i, j) = P{X(t +1) ∈ St+1, j|X(t) ∈ St,i}, (7.1)

by counting the transitions between corresponding boxes. The matrices are row-normalized, which

corrects for the redundancy and non-independence of ensemble members. Here, X(t) represents

the full state vector of the ECMWF model. This sequence of matrices is the key ingredient that

enables all downstream calculations, and it merits a brief note about the approximations involved.

In a low-dimensional space, the partition could be created with a regular grid. However, every

snapshot from the IFS has millions of degrees of freedom, including temperature and wind velocity

in (latitude, longitude, pressure)-regular voxels. Any attempt to represent the dynamics of all these

variables using a model such as (7.1) would suffer from large statistical error. On the other hand, if

we only attempt to represent the dynamics of a small set of variables, our approximations may be

very biased. To balance these concerns, we build the sets St,i using k-means clustering of our data

on a feature space Φ consisting of time-delays of U10,60:

Φ(X(t)) = [U10,60(X(t)),U10,60(X(t−1)), . . . ,U10,60(X(t−δ ))] (7.2)

where δ = 20 days is the number of retained time-delays, which can range from 15 to 25 with

only minor effects on the results. We have also experimented with richer feature spaces including

EOFs of geopotential height, but found these unnecessary. A growing body of theoretical [Takens,

1981, Kamb et al., 2020] and empirical [Broomhead and King, 1986, Giannakis and Majda, 2012,

Brunton et al., 2017, Thiede et al., 2019, Strahan et al., 2021] evidence supports the use of time-

delay coordinates as reliable features for related methods. The k-means clustering is carried out
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using scikit-learn [Pedregosa et al., 2011] with k = Mt on the collection of hindcast trajectories

that were running between days t and t+1. The number of clusters is set to Mt = 170 or the number

of data points available on day t, whichever is smaller.

We use transition path theory (TPT) as a framework for combining several key forecast func-

tions (both forward and backward-in-time) to compute the steady-state statistics of rare transition

events [Vanden-Eijnden, 2014, Finkel et al., 2020, Miron et al., 2021, Finkel et al., 2021a]. TPT is

most often applied in molecular dynamics applications [Noé et al., 2009, Meng et al., 2016, Strahan

et al., 2021, ?] and is typically formulated in a time-homogeneous setting. The different timescales

of climate applications, in particular the seasonal cycle, demand incorporating time-dependence

explicitly, which we do in a manner similar to [Helfmann et al., 2020]. Supporting Information

provides more detail on TPT. All of the key forecast functions can be estimated directly using the

transition matrix described above. In fact, the forecast functions each solve an infinite dimensional

Feynman-Kac equation involving the transition operator of the process [Strahan et al., 2021], and

our partitioning of space into clusters corresponds to a basis expansion approach to solving those

equations. This more general perspective motivates the dynamical Galerkin approximation (DGA)

method of which our MSM approach is a special case [Thiede et al., 2019, Strahan et al., 2021,

Finkel et al., 2021b,a]. MSMs are similar in spirit to analogue forecasting [van den Dool, 1989],

which is enjoying a renaissance with novel data-driven techniques, especially for characterizing

extreme weather [Chattopadhyay et al., 2020, Lucente et al., 2021b]. Formally, the transition op-

erator encoded by the matrix in (7.1) is related to linear inverse models [LIMs; Penland and

Sardeshmukh, 1995], which have also been used to predict atmospheric rivers at the subseasonal

timescale [Tseng et al., 2021]. Both MSMs and LIMs are finite-dimensional approximations of the

Koopman operator [Mezić, 2013, Mezić, 2005, Klus et al., 2018]. For TPT analysis, however, an

MSM is more convenient, which is explained in Supporting Information.

Detailed comparison in the following section reveals that the approach sketched here is sta-

tistically consistent with the direct method of sample-averaging over historical SSW events from
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reanalysis. However, the MSM approach provides more precise estimates for the rarest of events

like the SSW of January 2009.

7.4 Results

7.4.1 Rate estimates

Fig. 7.2 shows rate estimates computed from the S2S dataset using the MSM-based approach out-

lined in the previous section, as well as from several reanalysis datasets using the direct counting

method. Each circle indicates a point estimate using all the data from a given source and timespan.

In the case of S2S (red) the circle shows the mean rate from five independent trials with different

seeds for k-means clustering. The thick and thin vertical lines represent the 50% and 90% confi-

dence intervals respectively, estimated from the pivotal bootstrap procedure [Wasserman, 2004].

We treat a full winter as a single unit of data for resampling, and we resample 40 times with re-

placement to estimate error bars. Any error bar that reaches the bottom edge of the logarithmic plot

is understood to include zero.

Different reanalysis datasets have different strengths for comparison with S2S. The most direct

comes from ERA-5 (1996-2016)—meaning winter 1996/7-winter 2016/7, inclusive, the same time

period as the S2S data—shown in orange. The S2S integrations from CY43R1 were initialized

from ERA-I rather than ERA-5, but U10,60 is virtually identical in both products (see Fig. S1).

ERA-5 (1996-2016) is an appropriate baseline to compare with S2S, as both make use of the same

observations. The key difference is that our MSM makes use of all the S2S hindcast integrations

as well. Across the range of U (th)
10,60, the S2S rate is less than or equal to the ERA-5 (1996-2016)

rate. However, this does not mean the two results are statistically inconsistent: 21 flips of a fair

coin can yield a range of outcomes, with 6-8 heads (combined probability 0.18) occurring slightly

more often than either of the two most-likely outcomes of 10 or 11 heads (probability 0.17 each).

The orange error bars in Fig. 7.2 show the 50% and 95% confidence intervals of (K/21), where
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K is a binomial random variable with n = 21 and p =(the corresponding S2S estimate). In other

words, we treat the S2S estimate as a null hypothesis and consider the real world as a sequence

of independent draws from a probability distribution. For U (th)
10,60 = −15 m/s and above, the 21-

year ERA-5 (1996-2016) point estimates are well within the 50% S2S confidence intervals, i.e.,

the interquartile range of K/21. For the more extreme events, the two estimates remain consistent

with 95%-level statistical significance, but ERA-5 (1996-2016) systematically indicates a higher

frequency of extreme events in this 21-year timespan.

What climatology, then, is our MSM rate estimate inferring? Strictly speaking, it is a mixture

between (i) the portion of phase space covered by 1996-2016 observations, and (ii) the model

climatology implied by the IFS, including its stochastic parameterizations. Several recent studies

have performed the same task of filling out a sparse climate distribution using models [Horan and

Reichler, 2017, Kelder et al., 2020], but with uninterrupted long runs of a global climate model.

Our technique is novel in using short runs of a weather model instead.

Does the IFS climatology then correspond to anything in the real world? We can answer this by

comparing to longer reanalyses, such as the 70-year ERA-5 (1950-2019) shown in gray in Fig. 7.2.

Results are encouraging: ERA-5 (1950-2019) agrees with S2S in estimating a rate systematically

lower than ERA-5 (1996-2016), in other words suggesting this was an historically anomalous pe-

riod. This tentative trend has been documented, and may explain some increasing cold-weather out-

breaks despite an overall warming planet [Kretschmer et al., 2018b, Garfinkel et al., 2017]. Some

studies indicate multi-decadal-scale variations in SSW frequency due to the quasi-biennial oscil-

lation (QBO), El Niño southern oscillation (ENSO), Atlantic meridional overturning circulation,

and other features of the coupled atmosphere-ocean system [Reichler et al., 2012, Dimdore-Miles

et al., 2021]. Hence, the recent barrage of SSWs may represent a temporary internal fluctuation

rather than a secular trend. The consistency of S2S with ERA-5 on more common events, and the

improvement of consistency with record length, is an encouraging signal that the MSM estimate is

extracting a meaningful statistic from the S2S dataset. This lends confidence in the S2S estimate
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as we reach farther into the negative U10,60 tail where reanalysis data are too sparse to give any

rate estimate.

Longer reanalysis is helpful to generate better statistics. For this, we incorporate one more

relevant product, ERA-20C, which spans the longer period 1900-2007, but assimilates only surface

measurements as opposed to satellite data [Poli et al., 2016]. With these deliberate limitations,

ERA-20C likely suffers higher bias than ERA-5 or ERA-I, but it enjoys lower variance due to its

longer timespan. In their period of overlap (1950-2007, see Fig. S1), they roughly agree on the

SSW rates with moderate thresholds of U (th)
10,60 = 0 and U (th)

10,60 =−5 m/s, but otherwise ERA-20C

appears biased toward fewer SSW events. Nonetheless, ERA-20C is our best estimate for the SSW

rate over the full 20th century.

In the upper range of thresholds from 0 m/s to−15 m/s, all datasets suggest a linear relationship

between U (th)
10,60 and rate. In the lower range from −20 m/s to −35 m/s, reanalysis becomes too

noisy to discern clear trends, as these estimates rely on just a few exceptional events like January

2009 (Fig. 7.1). However, S2S clearly suggests an exponential trend with an e-folding scale of

∼4 m/s. Events become tenfold rarer as the threshold is lowered by 10 m/s. These results depend

somewhat on parameter choices (see Supporting Information), but are robust to variations in the

delay time δ from 15 to 25 days.

7.4.2 Probability current

To explain the rate calculation, we briefly expand on the TPT framework, whose real strength is to

not only provide numerical rates, but to decompose them into a sum over possible pathways into

the rare event. The spread of pathways is encoded by the probability current, a vector field JAB(t,x)

over state space that indicates the average tendency of the system X(t) as it passes through state

x, conditioned on an SSW occurring. The subscript AB refers to two distinguished sets A and B in
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Figure 7.2: Rate estimates derived from S2S and reanalysis. Circles show point estimates of
SSW rate according to each data source. S2S error bars show the 50% and 95% confidence intervals
in thick and thin lines respectively, based on 40 bootstrap resamplings. Reanalysis error bars show
the middle 50- and 95-percentile envelope of K/n, where K is a binomial random variable with p
given by the corresponding S2S estimate, and n is the number of years in the reanalysis dataset.
When an error bar overlaps with a reanalysis rate, the S2S rate is statistically consistent at the 95%
confidence level.

(a) (b)

Figure 7.3: Probability currents. The probability currents JAB (tendency of pre-SSW evolution)
and JAA (tendency of non-SSW evolution) overlaid on the corresponding time-dependent proba-
bility densities πAB and πAA. Horizontal red line shows the boundary of B. The flux density of JAB
across ∂B gives the seasonal distribution shown in Fig. 7.4.

178



space-time,

A = {(t,x) : t < Nov. 1 or t > Feb. 28} (7.3)

B = {(t,x) : Nov. 1≤ t ≤ Feb. 28, and U10,60(x)<U (th)
10,60}. (7.4)

An SSW event can now be defined adhering to the TPT formalism [Vanden-Eijnden, 2014] as a

passage of X(t) from A (the pre-winter part) to B, before returning to A (the post-winter part).

Just as the symbol AB encodes an SSW, the symbol AA encodes a winter without SSW, in which

the system departs A in the fall and re-enters A in the spring without ever hitting B. A second

vector field, JAA(t,x), indicates the average tendency of the system during non-SSW winters. Both

currents, JAB and JAA, are computable in discretized forms from the transition matrices Pt,t+1(i, j)

following Metzner et al. [2009]. Consistent projections of these reactive currents from the full

delay-embedded space down to U10 can be defined following Strahan et al. [2021] and are shown

in Fig. 7.3. Supporting Information details the visualization procedure. The streamlines of JAB

lead directly to the boundary ∂B of B, whereas the streamlines of JAA avoid this boundary and lead

instead to ∂A (the right edge of the plot). Background shading indicates the corresponding time-

dependent probability densities πAB(t,x) (a) and πAA(t,x) (b), defined as the density of all system

trajectories X(t) destined for an SSW event or a non-SSW winter, respectively. Two samples from

each ensemble are superimposed: 1962-1963 and 2005-2006 as representative SSW winters, and

1966-1967 and 2004-2005 as representative non-SSW winters. The SSW trajectories drop out of

the ensemble when they first enter B. The total probability
∫

πAB(t,x)dx becomes steadily smaller

as time progresses, because it is an average over fewer and fewer events. In fact, one can show

(see Supporting Information) that the πAB(t,x) is identical to the t-component of JAB(t,x), which

roughly quantifies how many SSW-bound trajectories are temporarily maintaining steady—or even

increasing—U10,60 before the upcoming event. Note that the individual trajectories do not track

along streamlines of the current: only their average evolution does. For example, the individual

sample trajectories plummet toward B passing through flat JAB arrows, which account for the
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other SSW-bound trajectories that still persist at the same time of year.

These vector fields have concrete physical meaning: the field lines of JAB poke through ∂B

with a time-dependent flux density that integrates to the total rate, as seen in the equation

∫ Feb. 28

Nov. 1
JAB ·ndt =

# SSW events
Year

(7.5)

where n is the unit vector in state space pointing directly into B; in our case, n=−∇U10,60(x)/‖∇U10,60(x)‖.

Moreover, SSW events can occur at different times during the winter, and the contribution from

each time interval is equal to the corresponding partial flux integral. For example,

∫ Dec. 31

Dec. 1
JAB ·ndt =

# Dec. SSW events
Year

(7.6)

This relation allows us to examine more refined details of SSW climatology: the seasonal distribu-

tion of events.

7.4.3 Seasonal distribution

Past studies have found that seasonal differences are associated with dynamical differences in SSW

events. For example, “Canadian warmings” shift the Aleutian high and occur earlier in the winter

[Butler et al., 2015]. Categorizing SSWs by their seasonality may reveal preferred timings that

indicate when and why the polar vortex is most vulnerable [Horan and Reichler, 2017]. Unfortu-

nately, month-by-month rate estimates from reanalysis are noisier than full-winter rate estimates,

as splitting data into finer categories makes the events even sparser. We can again use S2S data to

enhance precision by recruiting the larger database of partial trajectories. Fig. 7.4 shows seasonal

distributions at two thresholds, U (th)
10,60 = −15 m/s (left) and U (th)

10,60 = 0 m/s (right), according to

the same four datasets used in Fig. 7.2. Each panel displays the distribution at two resolutions:

monthly (hashed) and sub-monthly (solid, and rounded to the nearest day), both according to the

same dataset and with the same total integrals equal to the rate estimate. To express the seasonal
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cycle as a probability distribution, we normalize so that all histograms in Fig. 7.4 integrate to one,

with units of probability per day. The two columns have different vertical scales to see features

more readily.

Several features are noteworthy. For the conventional SSW, U (th)
10,60 = 0 m/s, the reanalysis his-

tograms all exhibit a common seasonal trend of steadily rising SSW frequency from November to

January and a small decline in February. The coarse S2S histogram disagrees, with a slight increase

in February. Both trends are consistent with prior studies of seasonality at monthly resolution [e.g.,

Charlton and Polvani, 2007]. At a finer resolution of∼ 10 days, however, the S2S histogram reveals

a frequency peak in late January/early February and declines thereafter. The January/February peak

is documented in the literature, e.g., by [Horan and Reichler, 2017], who diagnosed the peak as a

balance between two time-varying signals: the background strength of the polar vortex, and the ver-

tical flux of wave activity capable of disturbing the vortex. Additionally, the 10-day resolved S2S

histogram reveals a smaller December peak, which is absent from ERA-5 reanalysis and at best

noisily present in ERA-20C. The bimodal structure seen in S2S has also been found tentatively in

prior studies with both reanalysis and models [e.g., Horan and Reichler, 2017, Ayarzagüena et al.,

2019]. We speculate that the early peak represents Canadian warmings [Meriwether and Gerrard,

2004], which our result suggests may deserve a more decisive classification.

All three reanalysis-based estimates of SSW distributions have a low signal-to-noise ratio, ex-

emplified by the intermittent frequency spikes. The hint of a third peak at the end of February is

clearer in reanalysis than S2S, and might be the beginning of the “final warmings”, but its signifi-

cance is questionable because of the histograms’ general noisiness. This is even more of a problem

at the more extreme threshold U (th)
10,60 = −15 m/s, where the ERA-5 (1996-2016) has degenerated

to two isolated spikes while S2S retains a smoother shape, with little sign of bimodality. Early De-

cember still supports a nonzero rate of extreme SSW events, but is not a highly favorable time for

them. This suggests that whatever distinct SSW type accounts for the December peak at U (th)
10,60 = 0

m/s is limited to weaker events. These results are sumathbfJect to all the caveats of our data-driven
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procedure (see Supporting Information), but merit further investigation with numerical models.

7.5 Discussion

By comparing S2S results with reanalysis, we are measuring the composition of three separate

error sources: (i) forecast model error, (ii) non-stationarity of the climate with respect to SSW

events over the reanalysis period, and (iii) numerical errors in the MSM approach, both statistical

(from the finite sample size) and systematic (from the projection of forecast functions onto a finite

basis). We briefly address each error source in turn.

The S2S trajectories were realized only in simulation, not in the physical world. Accordingly,

our S2S estimates apply strictly to the climatology of the 2017 IFS, a statistical ensemble that could

be concretely realized by running the model uninterrupted for millennia, with external climatic

parameters sampled from their variability in the short 21-year time window of 1996-2016. Such

long, equilibrated simulations have been performed with coarser models by, e.g., Kelder et al.

[2020] to assess UK flood risk (the so-called ”UNSEEN” method), and by Horan and Reichler

[2017] to assess SSW frequencies, but this is not practical given the constraints and mission of

the ECMWF IFS. Given these constraints, we have assembled our best approximation using S2S

trajectories. Indeed, the S2S dataset is an ensemble of opportunity for us. It was created to compare

the skill of different forecast systems on S2S timescales, not at all for the purpose of establishing

a climatology of SSWs.

The IFS model has proven outstanding in its medium-range forecast skill [Vitart, 2014, Kim

et al., 2014, Vitart and Robertson, 2018]. However, there is a caveat that the IFS was designed for

short forecasts, and it is not clear how it would behave if allowed to run for hundreds of years

as a climate model, which requires careful attention to the boundary condition and conservation

issues. Even if the climate were to remain stationary with its 1996-2016 parameters, numerical and

model errors would inject some bias into the equilibrated simulation. Repeatedly initializing S2S

forecasts with reanalysis ensures a realistic background climatology, and allows us to rely on the
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Figure 7.4: Seasonal distributions of SSW events. Left and right columns show statistics with
threshold U (th)

10,60 = −15 m/s and U (th)
10,60 = 0 m/s, respectively, and each row uses a different data

source. Each panel has a hashed histogram at monthly resolution, along with a solid-colored his-
togram at 1

3 -monthly resolution (rounded to the nearest day) with an equal area equal to unity. The
vertical unit is SSW events per day. The vertical scales are shared within within each column, but
different between columns in order to make the shape of the histogram at U (th)

10,60 =−15 m/s more
easily visible.
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IFS strictly for the short-term integrations that it was designed for. Our method may be used as a

diagnostic tool to compare different models against each other, with specific attention paid to their

rare event rates. A useful extension of this work would be to repeat the analysis on multiple data

streams from all 11 forecasting centers worldwide that contribute to the S2S project, providing a

new rare event-oriented intercomparison metric.

The rate we estimate with an MSM is the SSW rate of the climate system frozen in its 1996-

2016 state. Comparing with a 70-year reanalysis dataset (ERA-5 1950-2019) measures the depar-

ture of the 21-year SSW climatology from the 70-year climatology, and likewise for the 108-year

reanalyis ERA-20C (1900-2007). Of course, the 21-year SSW climatology itself may be estimated

directly from reanalysis, but we have demonstrated in Fig. 7.2 that S2S gives more precise esti-

mates that are different from the observations, but not at a statistically significant level. Our results

indicate that according to the 2017 IFS, 1996-2021 was more similar to 1950-2019 than direct

counting of SSW events would suggest, which could of course mean that the IFS was missing

some key climatological variable during that period [Dimdore-Miles et al., 2021]. There is insuf-

ficient evidence on the anthropogenic influence on SSW to reject the hypothesis of stationarity

[Ayarzagüena et al., 2020]. By running our method on different historical periods, we might dis-

cern a more decisive signal of secular changes than would be available from raw data.

Error source (iii) is the most open to scrutiny and improvement. In a sequence of preceding

papers [Finkel et al., 2021b,a], we have benchmarked the performance of DGA (with a similar

MSM basis set) on a highly idealized SSW model due to Holton and Mass [1976]. DGA was

originally developed in molecular dynamics to study protein folding and has been benchmarked

on a diverse set of low- and high-dimensional dynamical systems [Thiede et al., 2019, Strahan

et al., 2021, Antoszewski et al., 2021]. Our parameter choices here, detailed further in Supporting

Information, are informed by prior experience. Nevertheless, large-scale atmospheric models are

a mostly-unexplored frontier for this class of methods. In this study, we have worked with static

datasets produced by some of the most advanced models in the world; however, an even more
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powerful procedure would be to generate data adaptively.

Our method exceeds what is possible directly from reanalysis, but we are not yet fully “liber-

ated” from observations: every S2S trajectory is initialized near reanalysis, and it only has 47 days

to explore state space before terminating. This fundamentally limits how far we can explore the tail

of the SSW distribution. In other words, the real climate system sets the “sampling measure” which

is a flexible but important component in the DGA pipeline [Thiede et al., 2019, Strahan et al., 2021,

Finkel et al., 2021b]. On the other hand, with an executable model, we could initialize secondary

and tertiary generations of short trajectories to push into more negative U10,60 territory and main-

tain statistical power for increasingly extreme SSW events. This is the essence of many rare-event

sampling algorithms, such as those reviewed in Bouchet et al. [2019b] and Sapsis [2021]. For ex-

ample, a splitting large-deviation algorithm was used in Ragone et al. [2018] to sample extreme

European heat waves and estimate their return times. Quantile diffusion Monte Carlo was used

in Webber et al. [2019] to simulate intense hurricanes, and in [Abbot et al., 2021] to estimate the

probability of extreme orbital variations of Mercury. Many other rare event sampling studies have

been performed in fluid dynamics and other complex systems [Simonnet et al., 2021a, Hoffman

et al., 2006, Weare, 2009, Vanden-Eijnden and Weare, 2013, Bouchet et al., 2014, Chen et al.,

2014, Farazmand and Sapsis, 2017, Dematteis et al., 2018, Mohamad and Sapsis, 2018]. A natural

extension of these various techniques would combine elements of active rare event sampling with

the DGA method. Early developments of such a coupling procedure are presented in Lucente et al.

[2021b].

7.6 Conclusion

Extreme weather events present a fundamental challenge to Earth system modeling. Many years

of simulations are needed to generate sufficiently many extreme events to reduce statistical error,

but high-fidelity models are needed to simulate those events accurately. Conventionally, no sin-

gle model can provide both, simply because of computational costs. Here, we have demonstrated
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an alternative approach that leverages ensembles of short, high-fidelity weather model forecasts

to calculate extreme weather statistics, with specific application to sudden stratospheric warming

(SSW). By exploiting the huge database of forecasts stored in the subseasonal-to-seasonal (S2S)

database [Vitart et al., 2017], we have obtained plausible estimates of the rate and seasonal dis-

tribution of SSW events that are (i) more precise, and (ii) more robust in distribution tails, than

reanalysis data.

Our method uses data to estimate the dynamics on a subspace relevant for SSW, namely the

polar vortex strength as measured by zonal-mean zonal wind. This single observable, augmented

by time-delay embedding, gives a simple set of coordinates sufficient to estimate rate and seasonal

distributions. Our demonstration opens the door to address many other data-limited questions of

basic physical interest. For example, how important are vortex preconditioning and upward wave

activity as triggers of SSW? [Charlton and Polvani, 2007, Albers and Birner, 2014]. Do split-type

and displacement-type events have fundamentally different mechanisms and/or different down-

stream effects? [Matthewman and Esler, 2011, Esler and Matthewman, 2011, O’Callaghan et al.,

2014, Maycock and Hitchcock, 2015]. Will climate change affect the frequency of SSW, perhaps

through arctic amplification? [Charlton-Perez et al., 2008, Garfinkel et al., 2017, Kretschmer et al.,

2018b]. How do other slow climatic variables, such as ENSO, the QBO, and the Aleutian Low

affect SSW propensity? [Dimdore-Miles et al., 2021]. These questions have been addressed in a

number of coarse-resolution climate modeling studies, but high-resolution weather forecast data is

an untapped source of potential for sharpening the answers. Our method offers a way forward, and

is highly customizable to include physical features tailored for the problem at hand.

Another potential application of our methods is catastrophe modeling under climate change.

Tropical cyclones pose a pressing problem for coastal communities, and have motivated several

hybrid dynamical/statistical downscaling methods to project risk into the future under various cli-

mate change scenarios [Camargo et al., 2014, Lee et al., 2018, Jing and Lin, 2020, Sobel et al.,

2021]. Extreme precipitation of many varieties threatens cities and agriculture and is expected to
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change significantly with global warming [e.g., O’Gorman, 2012, Pfahl et al., 2017]. Model reso-

lution, again, is the limiting factor [Laflamme et al., 2016, O’Brien et al., 2016, He et al., 2019].

Enlisting short weather forecasts, as we have done, may help identify precursors and drivers of

changing frequency with unprecedented detail.
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7.8 Supporting information

Our work relies completely on publicly available datasets of reanalysis and hindcasts, which we

describe in the subsequent section. We then lay out the numerical procedure to compute rates and

seasonal distributions using transition path theory (TPT). We then present the formulas used to

display results in the main text. Finally, we document the method used to select parameters.

Dataset description

We use four different datasets for this study.

• S2S: perturbed reforecast (hindcast) ensembles from the 2017 model version of the ECMWF

IFS. We include all trajectories launched between October 1 and April 30 every year from

1996/97 through 2016/17. We downloaded geopotential height and zonal wind fields, sam-

pled daily at time 00:00:00, at pressure levels 10, 50, 100, 200, 300, 500, 700, 800, 925, and

1000 hPa, and with horizontal resolution of 3◦×3◦ latitude × longitude. We experimented

with many feature spaces, and found that simply zonal-mean zonal wind at 10 hPa and 60◦N

(abbreviated U10,60) was sufficient to capture robust rate and seasonality statistics.

• ERA-Interim: same fields and resolution as S2S, but between 1979/80 and 2017/18.

• ERA-20C: same fields and resolution as S2S, but between 1900/01 and 2007/08.

• ERA-5: only zonal wind at 10 hPa, in order to compare rates.

The first three datasets were downloaded from the ECMWF data portal https://ecmwf.int,

and ERA-5 was downloaded from the Copernicus Data Store https://cds.climate.copernicus.

eu/.

Each dataset spans a different period and gives somewhat different SSW rates, as shown in Fig.

7.2 of the main text. How much of that difference come from the non-overlapping timespans, and

how much comes from the reconstruction methodology? Fig. 7.5 compares SSW rates in between
188
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(a) (b)

Figure 7.5: Comparison of reanalyses on SSW frequency.

pairs of reanalyses during their period of overlap. Circles are point estimates equal to the fraction

of winters with SSW. Thick and thin vertical lines span the middle 50- and 90-percentile ranges

according to the pivotal bootstrap procedure Wasserman [2004] with 40 resamplings. Panel (a)

compares ERA-I to ERA-5 for 1996-2016, the same period as in S2S. The two are almost identical,

save for slight differences at U(th)
10,60 = 0 m/s and U(th)

10,60 = −25 m/s. We therefore use ERA-5

(1996-2016) in place of ERA-I for the following comparisons in the main text. Panel (b) compares

ERA-5 and ERA-20C on their period of overlap (1950-2007), revealing decent agreement for more

common events but a low-SSW bias in ERA-20C at more extreme events. For this reason, ERA-

20C should be interpreted cautiously, not as a most-likely estimate but as a lower bound. It is

therefore a positive consistency check that in Fig. 7.2 of the main text, every threshold where

ERA-20C does give a nonzero rate has a much higher S2S rate.

Numerical procedure

Here we present the computational procedure of Markov state modeling, and how we use it to

calculate rates and seasonality distributions. As stated in the main text, an SSW event is a transition
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of the atmospheric state vector, X(t) ∈ Rd , between two sets in space-time,

A = {(t,x) : t < t1 := Nov. 1 or t > t2 := Feb. 28} (7.7)

B = {(t,x) : t1 ≤ t ≤ t2 and U10,60(x)<U(th)
10,60}. (7.8)

We could continue to set up the problem with X as a continuous variable, but for practical purposes

we immediately discretize the process. Our dataset consists of a large collection of short trajectories

{(
tn(s),Xn(tn(s))

)
: s = 0,1, . . . ,46; n = 1, . . . ,N

}
(7.9)

where s represents the elapsed time since the initialization date of the nth trajectory, and tn(s) =

tn(0)+ s is the calendar day of the nth trajectory after s days of integration. Each Xn(tn(s)) should

be thought of as a partial realization of the stochastic process X(t) in the time interval tn(0)≤ t ≤

tn(46).

With the dataset in hand, we execute the following steps.

1. Cluster the data. For every calendar day t we apply k-means clustering to only the snapshots

Xn(tn(s)) such that tn(s) = t, i.e., the trajectories that are running on day t. We cluster using

only the feature space of time-delays of U10,60, after subtracting the seasonal mean and

dividing by the seasonal standard deviation. (The seasonal statistics for a day t are found by

aggregating data from days t− 4, . . . , t + 4.) We set the number of clusters to Mt = 170 by

default, but if fewer than 170 trajectories are live on that day we reduce Mt to that smaller

number. The outcome of clustering is, for each calendar day t, a disjoint collection of sets

St,1, . . . ,St,Mt and a mapping from snapshots to clusters. Formally, for s ∈ {0, . . . ,46} and
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n ∈ {1, . . . ,N}, we define the cluster assignment function

Zn(tn(s)) =
[
the cluster on calendar day tn(s) that contains Xn(tn(s))

]
∈ {1, . . . ,Mtn(s)}

(7.10)

=⇒ Xn(tn(s)) ∈ Stn(s),Zn(s) (7.11)

We can now consider each Zn(tn(s)) as partial realizations of a fully discrete process Z(t) in

the time interval tn(0)≤ t ≤ tn(46). Furthermore, A and B are transformed to index sets:

A = {(t,z) : t < t1 or t > t2} (7.12)

B = {(t,z) : t1 ≤ t ≤ t2 and U10,60(z)≤U(th)
10,60} (7.13)

In the last line, U10,60(z) is understood to be the value of U10,60 at the centroid of cluster z.

Here we explicitly ignore “leakage”, in which some data points X with U10,60(X)>U(th)
10,60

land in a cluster z with U10,60(z) ≤U(th)
10,60. This way, we need cluster the data only once at

the outset and can subsequently calculate quantities of interest for every threshold using the

same clustering. A more rigorous procedure is to separately cluster points inside A and B.

2. Construct the Markov state model. We then estimate T −1 probability transition matrices

Pt,t+1 with shape Mt×Mt+1 by counting trajectory transitions between the sets at time t and

t +1. Explicitly, we compute a count matrix

Ct,t+1(i, j) =
N

∑
n=1

46−1

∑
s=0

1{tn(s) = t}1{Zn(tn(s)) = i}1{Zn(tn(s+1)) = j} (7.14)

for i = 1, . . . ,Mt and j = 1, . . . ,Mt+1

For the calculations to follow, every row and column of every Ct,t+1 has at least one entry. To

enforce this condition, we artificially insert out-going transitions from any “dead-end” clus-
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ter i (with Ct,t+1(i, j) = 0 for all i) to its four nearest neighbors, with uniform weights. We

then do the same for columns. After this small correction, the transition matrix is estimated

as

Pt,t+1(i, j) =
Ct,t+1(i, j)

∑
Mt+1
j′=1 Ct,t+1(i, j′)

(7.15)

3. Estimate the three core ingredients of a rate calculation. The TPT framework expresses

rates using the following three functions of space-time. In the discretized state space, they

will be finite-dimensional vectors, one entry for each cluster, and we will be able to compute

them recursively.

(a) The probability density π is the climatology of the system on day t, but estimated from

S2S data rather than reanalysis (as in Fig. 7.1):

πt(z) = P{Z(t) = z} (7.16)

In our finite-time setting, πt depends on some initial condition π0, which we simply

take as the empirical distribution of S2S trajectories which were live on the first day of

available data. Explicitly,

π0(z) =
∑

N
n=11{tn(0) = 0}1{Zn(tn(0)) = z}

∑
N
n=11{tn(0) = 0}

(7.17)

To propagate πt forward in time from t = 0, we use the following simple recursion

relation. The probability of occupying a given cluster j at time t + 1 can be found by

summing transitions into j from time t:

πt+1( j) =
Mt

∑
i=1

πt(i)Pt,t+1(i, j) (7.18)
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This amounts to right-multiplying the vector πt ∈RMt by the matrix Pt,t+1 ∈RMt×Mt+1 .

Thus, in T −1 matrix multiplications, we obtain πt for every timestep.

(b) The forward committor q+ is the probability of an SSW before the end of winter, given

some initial condition:

q+t (z) =


P{Z next reaches B before A|Z(t) = z} (t,z) /∈ A∪B

0 (t,z) ∈ A

1 (t,z) ∈ B

(7.19)

We can find the forward committor at time t (“today”) recursively by writing it as a

sum over possibilities at time t + 1 (“tomorrow”). In other words, we decompose the

pathway z(t)→ B into a sum of z(t)→ z(t +1)→ B over all possible z(t +1):

q+t (i) =
Mt+1

∑
j=1

Pt,t+1(i, j)q+t+1( j) (7.20)

Thus, q+t (i) comes from left-multiplying q+t+1 by Pt,t+1. Because the recursion moves

backward in time, we need a terminal condition. Because we have defined A to include

all days beyond the end of winter, the terminal condition is simply q+T (i) = 0 for all

i ∈ {1, . . . ,MT}.

(c) The backward committor q−t is the probability that the winter so far is SSW-free; in

other words, that Z(t) last came from A (pre-winter) rather than B (the SSW state):

q−t (z) =


P{Z most recently came from A rather than B|Zt = z} (t,z) /∈ A∪B

1 (t,z) ∈ A

0 (t,z) ∈ B

(7.21)
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This definition requires some sensible definition of “backward-in-time” dynamics. For

this we construct a time-reversed transition matrix P̃t+1,t ∈ RMt+1×Mt , which we com-

pute using Bayes’ rule:

P̃t+1,t( j, i) = P{Z(t) = i|Z(t +1) = j} (7.22)

=
P{Z(t) = i}P{Z(t +1) = j|Z(t) = j}

P{Z(t +1) = j}
(7.23)

=
πt(i)Pt,t+1(i, j)

πt+1( j)
(7.24)

The requirement of P̃ to be a properly normalized stochastic matrix is why we stipulated

that each column, as well as each row, of the count matrix Ct,t+1 must also have some

nonzero entries. We can now compute q− with the same procedure as q+ above, but

now using P̃ and sweeping forward in time:

q−t+1( j) =
Mt

∑
i=1

P̃t+1,t( j, i)q−t (i) for t = 1, . . . ,T (7.25)

Because A includes all states at time t = 0, the initial condition for q− is simply q−0 (i) =

1 for all i ∈ {1, . . . ,M0}.

The forward and backward committors are displayed as functions of (t,U10,60) in Fig. 7.6.

It is the above calculations that reveal the advantage of an MSM over a linear inverse model

(LIM): with a discrete state space and properly normalized transition matrices, the committor

probabilities are guaranteed to fall between zero and one, while the probability density πt

remains properly normalized at each timestep. No such guarantee exists for calculations with

a LIM.

4. Estimate the rate. Given the three quantities above, the rate can be written as a weighted
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Figure 7.6: Committor probabilities. (Left) Forward committor q+t , the probability of reaching
set B (the SSW state) before returning to A at the end of winter. (Right) Backward committor q−t ,
the probability that the winter so far has been SSW-free.

sum over trajectories leaving A,

Rate =

Mt1

∑
i=1

πt1(i)q
+
t1 (i) (7.26)

or alternatively as a weighted sum over trajectories entering B,

Rate =
t2
∑

t=t1

Mt

∑
i=1

πt(i)q−t (i) ∑
j:(t+1, j)∈B

Pt,t+1(i, j). (7.27)

5. Estimate the seasonal distribution. A different decomposition of the rate formula can re-

veal the seasonal distribution. More generally than in the two formulas above, one can es-

timate the rate by partitioning space-time into two disjoint components, C(A) containing A

and C(B) containing B, with C(A)∪C(B) = [0,T ]×Rd , and write the rate as a weighted sum

of transitions from one component to the other:

Rate =
T−1

∑
t=0

Mt

∑
i=1

1C(A)
(
(t, i)

)
πt(i)q−t (i)

Mt+1

∑
j=1

1C(B)
(
(t +1, j)

)
Pt,t+1(i, j)q+t+1( j) (7.28)

This formula follows Metzner et al. [2009] and is exact for a discrete Markov chain. We can
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write it more compactly by collapsing the π , q−, P, and π terms into a single reactive flux

F(AB), such that

F(AB)
t,t+1(i, j) = πt(i)q−t (i)Pt,t+1(i, j)q+t+1( j) (7.29)

=⇒ Rate =
T−1

∑
t=0

Mt

∑
i=1

Mt+1

∑
j=1

1C(A)
(
(t, i)

)
1C(B)

(
(t +1, j)

)
F(AB)

t,t+1(i, j) (7.30)

F(AB)
t,t+1(i, j) is the flow of probability mass per unit time en route from A to B by way

of (t, i)→ (t + 1, j). It encodes a discretized version of the continuous-space-time current

JAB(t,x) displayed in Fig. 7.3a. To make this connection explicit, we identify the boundary

between C(A) and C(B) with a surface S, whose unit normal vector n points into the B side.

JAB is then defined implicitly as the vector field such that

∫
S

JAB ·ndσ = Rate (7.31)

where dσ is a surface element on S. We have chosen to focus on one particular surface

of interest: S = {(t,x) : U10,60(x) = U(th)
10,60}, i.e., the surface of B itself, which is used in

Eq. (7.27) above. This way, the crossing time t is identified with the central date of the SSW,

and everything inside the outer sum of Eq. (7.30) can be considered the probability mass

function at t of the seasonal distribution of SSW events.

Visualization

Figs. 7.3 in the main text and 7.6 involve two-dimensional projections of scalar fields and vector

fields. We briefly describe the procedure for projecting scalar and vector fields, which closely

follows Strahan et al. [2021] and Finkel et al. [2021b,a].

After building the Markov state model, and solving for the probability distribution πt(i) for all
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times t and clusters i, we assign a weight to each snapshot known as the change of measure:

γ(n, tn(s)) =
πtn(s)(Zn(tn(s)))

∑
N
n′=1 ∑

46
s′=01{tn′(s

′) = tn(s)}1{Zn′(s′) = Zn(s)}
(7.32)

The change of measure converts the sampling distribution µ—the distribution that x is drawn

from—to the the climatological distribution π . The change of measure obeys the normalization

condition ∑
N
n=1 γ(n, t)= 1, which follows directly from the normalization condition ∑

Mt
i=1 πt(i)= 1.

Suppose we wish to visualize a function G(t,x) in a low-dimensional space y = Y(x), a vector-

valued observable function with a dimension k much less than the dimension d of x (usually 1 or

2). Abbreviate Y(tn(s),Xn(tn(s))) as Yn(tn(s)). We discretize the projection space Rk into small

pieces dy, and define the projection

GY(y) =
∑

N
n=1 ∑

T
s=01dy

(
Yn(tn(s))

)
G
(
tn(s),Xn(tn(s))

)
γ
(
n, tn(s)

)
∑

N
n′=1 ∑

T
s′=01dy(Yn′(tn′(s′)))γ(n′, tn′(s′))

(7.33)

In words, we take a weighted average of G evaluated at all snapshots Xn that map to y under

the action of Y. The weighting is the change of measure, γ .

This formula now positions us easily to project the vector field JAB. For every trajectory that

transitions from (tn(s),Xn(tn(s))) to (tn(s+1),x(tn(s+1))), we define the projected current

JY
AB
(
tn(s),Z(tn(s))

)
= q−tn(s)(Zn(tn(s)))q+tn(s+1)(Zn(tn(s+1)))

[
Yn(tn(s+1))−Yn(tn(s))

]
(7.34)

JY
AB is a vector field with the same dimension as Y. To project it, we simply treat each component

as a scalar field like GY and apply the formula above. This gives us the arrows in Fig. 7.3a, where

the first component of Y is t itself and the second component is U10,60. Meanwhile, the background

color of Fig. 7.3a in the main text is the probability density of A→ B transition paths, a projection

of the product γq−q+, which happens to be identical to the t component of JY
AB. Fig. 7.3b shows
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Figure 7.7: Behavior of rate estimates as a function of time delay. From upper left to bottom
right, the number of time delays δ increases from 0 to 25 m/s. In every case, the feature space has
dimension δ +1 (U10,60 at times t, t−1, . . . , t−δ ).

the analogous current JAA and density πAA for A→ A paths, which simply replaces q+ with 1−q+

in the formulas above (1−q+ is the probability of reaching A, the end of winter, with no SSW).

Feature selection and parameter tuning

We experimented with several feature spaces including empirical orthogonal functions (EOFs) and

heat fluxes, but found simple time-delay embedding of U10,60 to give the best tradeoff between

simplicity and accuracy, as measured by agreement with ERA-5 (1950-2019) for less-extreme

SSW events. It is unclear a priori how many time delays to include, however. We systematically

varied the number δ of time-delays from 0 to 25 and show the results of each in Fig. 7.7, in the

same layout as Fig. 7.2 of the main text.

The trends with δ are informative. To use δ = 0 is to predict an SSW probability knowing

only a snapshot U10,60. The result is a systematic underestimate of rates. Increasing δ to 5 days
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already provides vast improvement, which continues gradually upon increasing δ further. The

choice of δ = 20 days seems to approximately optimize three different notions of plausibility at

once: (i) agreement with ERA-5 (1950-2019) on the more common events, (ii) narrowness of the

bootstrapped S2S error bars, and (iii) symmetry of the S2S error bars about the point estimates. For

time delays less than 15 days, S2S systematically underestimates rates relative to ERA-5 (1950-

2019), and comes with negative error bar skew. This means that removing a year of data at random

tends to pull the estimate systematically downward. As δ increases to 20 days, the S2S estimates

climb steadily toward the ERA-5 rates. Increasing δ to 25 days increases the S2S estimates even

slightly farther, but begins to produce negatively skewed error bars again, a possible sign of over-

fitting. These trends suggest an optimal tradeoff between the expressiveness of the feature space

and the diminishing performance of k-means with increasing dimensionality. Our ultimate choice

of δ partially uses the answer that we want to get, but only for more common SSW events on

which reanalysis is reliable. The true strength of our method is to extrapolate, in a way informed

by dynamics, to the more extreme rates.
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8 CONCLUSION

Extreme weather events present a fundamental challenge to Earth system modeling. Many years

of simulations are needed to generate many extreme events and reduce statistical error, but high-

fidelity models are needed to simulate those event accurately. Conventionally, no single model can

provide both, simply because of computational costs.

This thesis has described a computational framework, transition path theory (TPT), and a com-

putational method, dynamical Galerkin approximation (DGA) to compute rare event statistics ef-

ficiently by combining the minimalistic philosophy of dimensionality reduction with the fidelity

of high-resolution models. We have identified a small number of reduced coordinates, including

the committor and lead time, that convey essential dynamics and statistics about the event. In its

focus on directly estimating statistics of interest, DGA differs from previous reduced-order model-

ing methods that attempt to capture general qualities of the system, including both physics-based

models [Lorenz, 1963, Charney and DeVore, 1979, Legras and Ghil, 1985, Crommelin, 2003, Tim-

mermann et al., 2003, Ruzmaikin et al., 2003] and more recent data-driven models making use of

machine learning [Giannakis and Majda, 2012, Giannakis et al., 2018, Berry et al., 2015, Sabeerali

et al., 2017, Majda and Qi, 2018, Wan et al., 2018, Bolton and Zanna, 2019, Chattopadhyay et al.,

2020, Chen and Majda, 2020, Kashinath et al., 2021, Chattopadhyay et al., 2021].

We have demonstrated TPT analysis systematically across a hierarchy of SSW models, from

a one-layer quasi-geostrophic model to a state-of-the-art ensemble forecasting system. However,

there remain many challenges to broad, large-scale application. DGA would be most powerful if

computed adaptively, in parallel with targeted sampling schemes with an executable climate model.

To do this effectively, we will have to move beyond the simple sampling procedure of chapters 5-

6, which generates a trajectory long enough to thoroughly sample transitions. This would not be

practical for realistic models. One promising alternative would be to launch many trajectories in

parallel and selectively replicate those that explore new regions of state space, especially transition

regions. Such an approach could build on exciting progress over the last decade in targeted rare
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event simulation schemes [Hoffman et al., 2006, Weare, 2009, Bouchet et al., 2011, 2014, Vanden-

Eijnden and Weare, 2013, Chen et al., 2014, Yasuda et al., 2017, Farazmand and Sapsis, 2017,

Dematteis et al., 2018, Mohamad and Sapsis, 2018, Dematteis et al., 2019, Webber et al., 2019,

Bouchet et al., 2019a,b, Plotkin et al., 2019, Simonnet et al., 2021b, Ragone et al., 2018, Sapsis,

2021]. A potential challenge here is that GCMs may not be set up for short simulations that start and

stop frequently. For this reason, it may be sensible to use longer lag times and a sliding window to

define short trajectories. Furthermore, the communication overhead required for adaptive sampling

with GCMs would impose additional costs. We have deferred the sampling problem to future work,

acknowledging that this step is crucial to make DGA competitive. The utility of TPT quantities for

scientific insight, however, is independent of the method for computing them.

Defining the source of stochasticity is also an important step that varies between models. Ex-

plicitly stochastic parameterization [e.g., Berner et al., 2009, Porta Mana and Zanna, 2014] will

automatically lead to a spread in the short-trajectory ensemble, but in deterministic models, uncer-

tainty will arise from perturbing the initial conditions. This may require special care depending on

the model.

Another area of algorithmic improvement is selecting a basis expansion of the forecast func-

tions. In upcoming work we will explore more flexible representations using kernel methods and

neural networks. The solution of high-dimensional PDEs is an active research area that is making

innovative use of machine learning, particularly in the fields of computational chemistry, quantum

mechanics, and fluid dynamics [e.g., Carleo and Troyer, 2017, Han et al., 2018, Khoo et al., 2018,

Li et al., 2020, Mardt et al., 2018, Li et al., 2019, Raissi et al., 2019, Lorpaiboon et al., 2020, Rot-

skoff and Vanden-Eijnden, 2020]. Similar approaches may hold great potential for understanding

predictability in atmospheric science.

Despite these limitations, our demonstrations so far open the door to address many other data-

limited questions of basic physical interest, for SSW and other phenomena. For example, how

important are vortex preconditioning and upward wave activity as triggers of SSW? [Charlton
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and Polvani, 2007, Albers and Birner, 2014]. Do split-type and displacement-type events have

fundamentally different mechanisms and/or different downstream effects? [Matthewman and Esler,

2011, Esler and Matthewman, 2011, O’Callaghan et al., 2014, Maycock and Hitchcock, 2015].

Will climate change affect the frequency of SSW, perhaps through arctic amplification? [Charlton-

Perez et al., 2008, Garfinkel et al., 2017, Kretschmer et al., 2018b]. How do other slow climatic

variables, such as El Niño Southern Oscillation (ENSO), the quasi-biennial oscillation (QBO), and

the Aleutian Low affect SSW propensity? [Dimdore-Miles et al., 2021]. These questions have been

addressed in a number of coarse-resolution climate modeling studies, but high-resolution weather

forecast data is an untapped source of potential for sharpening the answers. Our method offers a

way forward, and is highly customizable to include physical features tailored for the problem at

hand.

As a tool for simulation, TPT and DGA can help to constrain and diagnose various modeling

choices when it comes to extremes. Machine-learning parameterizations are also gaining momen-

tum in the climate modeling community, as a cheap and accurate alternative to extreme refinement

of grids [e.g., O’Gorman and Dwyer, 2018, Kim et al., 2019, Bolton and Zanna, 2019, Frezat

et al., 2021, Gentine et al., 2018, Chattopadhyay et al., 2021, Kashinath et al., 2021, Yuval et al.,

2021]. Such data-driven models are usually trained to minimize some notion of mean-squared er-

ror relative to direct simulation. But it is the extreme behavior, not average behavior, where those

simulations matter the most. TPT offers a set of diagnostics that could help constrain data-driven

models to perform well on extreme events. At minimum, without knowledge of what “performing

well” means due to lack of data, the TPT framework and DGA method can efficiently extract the

consequences of a certain modeling choice for the occurrence of extremes.

Another potential application of DGA is catastrophe modeling under climate change. Tropical

cyclones pose a pressing problem for coastal communities, and have motivated several hybrid dy-

namical/statistical downscaling methods to project risk into the future under various climate change

scenarios [Camargo et al., 2014, Lee et al., 2018, Jing and Lin, 2020, Sobel et al., 2021]. Extreme
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precipitation of many varieties threatens cities and agriculture and is expected to change signifi-

cantly with global warming [e.g., O’Gorman, 2012, Pfahl et al., 2017]. Model resolution, again, is

the limiting factor [Laflamme et al., 2016, O’Brien et al., 2016, He et al., 2019]. Enlisting short

weather forecasts, as we have done, may help identify antecedent conditions and drivers of chang-

ing frequency with unprecedented detail. Especially in concert with other emerging techniques

such as rare event sampling and machine learning, DGA will be an asset for quantifying extreme

event probabilities and aiding efforts to understand their fundamental physical mechanisms.
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Fabian Pedregosa, Gaël Varoquaux, Alexandre Gramfort, Vincent Michel, Bertrand Thirion,
Olivier Grisel, Mathieu Blondel, Peter Prettenhofer, Ron Weiss, Vincent Dubourg, et al. Scikit-
learn: Machine learning in python. the Journal of machine Learning research, 12:2825–2830,
2011.

Cécile Penland and Prashant D. Sardeshmukh. The optimal growth of tropical sea surface temper-
ature anomalies. Journal of Climate, 8(8):1999 – 2024, 1995. doi: 10.1175/1520-0442(1995)

224

https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1002/2014GL062179
https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1002/2014GL062179
https://doi.org/10.1038/ngeo1568
https://doi.org/10.1038/ngeo1568
https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/2018MS001351
https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/2018MS001351
https://journals.ametsoc.org/view/journals/clim/22/21/2009jcli2701.1.xml
https://journals.ametsoc.org/view/journals/clim/22/21/2009jcli2701.1.xml
https://journals.ametsoc.org/view/journals/atsc/55/4/1520-0469_1998_055_0633_svmaao_2.0.co_2.xml
https://journals.ametsoc.org/view/journals/atsc/55/4/1520-0469_1998_055_0633_svmaao_2.0.co_2.xml
https://www.sciencedirect.com/science/article/pii/S1046202310001568
https://www.sciencedirect.com/science/article/pii/S1046202310001568


008〈1999:TOGOTS〉2.0.CO;2. URL https://journals.ametsoc.org/view/journals/

clim/8/8/1520-0442_1995_008_1999_togots_2_0_co_2.xml.

S. Pfahl, P. A. O’Gorman, and E. M. Fischer. Understanding the regional pattern of projected future
changes in extreme precipitation. Nature Climate Change, 7(6):423–427, Jun 2017. ISSN 1758-
6798. doi: 10.1038/nclimate3287. URL https://doi.org/10.1038/nclimate3287.

David A. Plotkin, Robert J. Webber, Morgan E O’Neill, Jonathan Weare, and Dorian S. Abbot.
Maximizing simulated tropical cyclone intensity with action minimization. Journal of Advances
in Modeling Earth Systems, 11(4):863–891, 2019. doi: https://doi.org/10.1029/2018MS001419.
URL https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/2018MS001419.

Paul Poli, Hans Hersbach, Dick P. Dee, Paul Berrisford, Adrian J. Simmons, Frédéric Vitart,
Patrick Laloyaux, David G. H. Tan, Carole Peubey, Jean-Noël Thépaut, Yannick Trémolet,
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