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ABSTRACT

Radiotherapy is a ubiquitous mode of cancer treatment which is employed against an

array of malignancies with diverse etiologies. The benefits of radiation, and indeed several

forms of conventional cancer therapy, depend on the formation and persistence of DNA

double strand breaks (DSBs) in cancer cells. Indeed, the ubiquity of radiotherapy illustrates

the fundamental need for cells to maintain genome integrity and repair damaged DNA. While

DSBs form in chromatin by definition, little is known about the influence of epigenetic context

on DSB detection, signaling or repair.

Studies have begun to elucidate the e�ects of pre-existing, basal variation in chromatin

on DSB repair as well as changes to the epigenome induced after DSBs are detected. Histone

post-translational modifications (PTMs) may di�erentially impact DSB repair with varying

kinetics. Further, the “H2AX mark formed upon DSB detection is considered a reliable

DSB reporter, but this has not been evaluated genome wide. Indeed, tools to di�erentiate

DSB induction from DSB repair are lacking, thus impeding e�orts to understand how the

epigenome di�erentially a�ects stages of the DDR. Here, we introduce new tools which can

separate detection of DSBs from their induction. Using these tools in conjunction with novel

genomic approaches, we uncover links between the basal epigenome and induction and/or

repair of DSBs. We also elucidate mechanisms by which the epigenome is altered following

DSB detection.

Initially, we probed DSB formation and detection genome-wide in the erythroleukemia

cell line K562, taking advantage of ENCODE data to explore the potential influence of local

epigenetic states. Our data revealed non-uniform distributions with respect to chromatin

context; further, DSB induction did not overlap with, “H2AX deposition. In brief, DSBs

in transcribed euchromatin were more readily detected and marked by “H2AX. Next, we

turned to assessing how histone PTMs changed following IR insult. Using proteomics, we

uncovered long-lasting and wide-spread epigenetic alterations. Our data pointed toward

H3K27me3 as a critical regulator of DSB repair. In a third technical development, we
xiv



developed a direct DSB labeling method, TdT UdP DSB End Labeling (TUDEL) which

we used to verify changes to the epigenome induced by DSBs. Finally, we uncovered two

mechanisms by which the epigenome impinges upon DSB detection. First, we observed a link

between transcription and DSB repair and validated this using genomic approaches as well

as functional assays. Second, we confirmed previous reports linking the chromatin modifier

PRC2 and its footprint H3K27me3 to the DDR. Extending previous models, we showed that

PRC2 activity post IR is constrained to active euchromatin and link PRC2 and SWI/SNF

activity at DSB loci. These data confirm active recruitment of PRC2 to damaged DNA and

suggest a novel mechanism of action for this chromatin repressor.

Taken together, this work lays out several technical advancements and generates tools

and data sets which will be useful in further analysis of epigenome-DSB interactions. We

revealed novel epigenetic determinants of DSB detection and signaling that may impact

DNA repair and cell survival after irradiation. Several exotic PTMs are implicated in the

DDR through our work and await follow-on studies. Lastly, we refined models of DSB

detection in euchromatin by suggesting that Pol II-dependent transcription mediates rapid

DSB detection, rather than inducing damage. We go on to show that DSBs in repressed

domains and heterochromatin may only be detected during replication. This work identifies

mechanisms that may promote genomic instability and suggests new targets for sensitization

to therapy. In general, we also provide new rationale for cancer-associated epigenetic changes

and suggest that maintenance of genome integrity following IR may be a primary function

of the epigenome and epigenetic modifiers.
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CHAPTER 1

INTRODUCTION

1.1 Cancer Therapy Reveals a Gap in Our Understanding of

DSB Repair

Radiotherapy (RT) is a ubiquitous treatment modality for cancer[1, 2]. The use of RT

is widespread but is particularly important in treating head and neck tumors as well as

breast and prostate cancer. RT works predominantly by exposing tumors to Ionizing Ra-

diation (IR) which has pleiotropic e�ects including induction of ROS, disruption of the cell

cycle, induction of inflammation, and direct damage to genomic DNA. Paramount among

the cytotoxic e�ects of IR is its ability to directly or indirectly introduce DNA damage,

especially double strand breaks (DSBs). Even a single unrepaired DSB can lead to cell

death if not detected before replication or other processes compound the damage leading to

mis-segregation of chromosomes, cell cycle arrest, and/or cell death by various pathways.

Indeed, the widespread use of IR underscores the centrality of DNA repair pathways to

cellular homeostasis. However, these facts belie the need for a better understanding of the

cellular response to IR. Despite the potency of DSBs and much real-world evidence pointing

to the e�cacy of RT, radiation is not usually e�ective as a monotherapy[2, 3, 4, 5]. Indeed,

a return to a proliferating state after chromosomal damage and cell cycle arrest is one of

the hallmarks of cancer. RT is most commonly supplemented with an adjuvant such as

surgical resection, chemotherapy or immunotherapy[6, 7]. Thus, a fuller understanding of

cellular response to DSBs would elucidate cancer cell survival mechanisms on a fundamental

level[8, 9].

Radiation acts on tumors and cells in myriad ways dependent to a degree on the dose re-

ceived and the energy of radioactive particles used. Exposure to IR principally causes damage

to DNA including base damage, single strand breaks and double strand breaks[10, 11, 12].

Damage can be induced by direct collisions between radioactive particles and the DNA back-
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bone or, more commonly, via reaction with IR induced free radicals derived from radiolysis

of water molecules[13]. In most cases, though especially with low-energy sources of IR, base

damage and single strand damage far outnumbers DSBs. However, base damage or SSBs

(single strand breaks) can be converted to DSBs upon further chemical reaction or by conflict

with cellular processes including transcription and replication[14, 15]. Thus, while the ratio

of DSBs to SSBs induced by low-energy radiation is generally low, the number of DSBs can

increase over time especially in the context of inhibited or altered repair pathways[16, 12].

Low-energy radiation induces punctate foci (IR induced foci, IRIF) as particles ricochet

through cells or tissues[17, 18, 19]. Collisions between low linear energy transfer (LET)

IR and DNA are rare, meaning most damage is secondary, the result of attack by •OH

radicals. However, radiation with heavy ions or high-LET particles induces visible tracks of

damage through cell nuclei[20, 21]. High-LET damage is associated with more direct DNA

damage including DSBs, more chemical modification of histones and a higher fraction of

heterochromatic damage[22, 21]. At DSB loci, DNA end chemistry induced by any type of

IR can be complex, with partial oxidation or chemical modification of the sugar-phosphate

backbone[23, 24, 25]. The fraction of ragged or complex ends is increased via exposure to

high-LET radiation. Ragged DNA ends retard break recognition and repair as discussed

below. There is also evidence for clustering of damage following exposure to high LET IR;

foci from high LET treatment are more intense, suggesting grouping of breaks. Mechanisms

underlying foci clustering are to be determined, though clustering of breaks call into question

whether single IRIF correspond to single breaks. Perhaps several breaks can cooperate in

recruitment of DDR factors, amplifying the local signal. Stepping back from DNA, RT also

generates reactive oxygen species which, in turn, can react with other species including DNA,

RNA and protein. The increased ROS contributes to cellular stress and triggers anti-oxidant

response pathways[26, 27]. These pathways, in conjunction with direct signaling from DNA

damage, attenuate the cell cycle and globally repress transcription (discussed in more detail

below). If not resolved, IR insult can cause cells to permanently exit the cell cycle and
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undergo senescence or programmed cell death[28, 29, 30, 31]. An understanding of DSB

detection and response pathways is required to understand cell fate decisions following IR.

1.2 The Canonical Binary Model of DSB Repair Pathways

Before DSBs can be repaired, they must first be detected. Detection of DNA damage is

by definition a chromatin-localized event. However, as chromatin context is ignored in tradi-

tional models of DSB detection, we will first present the traditional model of DSB recognition

and repair and then consider how chromatin context changes our understanding of these pro-

cesses later in this Chapter. Initial DSB detection is carried out by three (PI3K)-related

kinases (PIKKs): ATR, DNA-PKcs and ATM[32]. Of the three, ATM (ataxia-telangiectasia

mutated) is considered the apical kinase and is responsible for the majority of DSB recog-

nition. ATM was first discovered by examining patients su�ering from ataxia-telangiectasia

(A-T) a disease which confers predisposition to malignancies and cellular sensitivity to

radiation[33]. Via examination of A-T cells, it was deduced that mutations in a PIKK

(ATM) ablated cell cycle stoppage following IR as well as timely repair of DSBs[34, 35].

Thus, ATM is responsible for recognition of damage as well as signaling up-stream to halt

the cell cycle and induce IR response pathways (e.g. p53 and Chk2 activation)[36, 37].

Though ATM phosphorylates myriad substrates after IR insult, H2AX phosphorylation on

Serine 139, to produce “H2AX, is the first, and most important step in DSB detection and

repair regardless of which downstream pathway is utalized[38, 39, 40, 41]. “H2AX is a widely

adopted proxy for DSBs and the modification spreads for several kilobases across the genome

surrounding DSBs in a manner dependent on Mcd1 and ATM[42, 43, 44, 45]. While “H2AX

is not required for IR induced checkpoint activation, it is an obligate step in recruitment of

DDR proteins to DSB loci[43]. The mechanism by which ATM recognizes DSBs is discussed

in more detail below[46]. ATR is a secondary kinase which is primarily responsible for initi-

ating the replication-stress response. The third major DDR kinase, DNA-PKcs, is capable

of recognizing breaks de novo, though it is often associated with the end-joining machinery.
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Subsequent to recognition of breaks and phosphorylation of H2AX by ATM, repair pro-

teins are recruited to breaks. Eukaryotes are thought to rely on a binary model of DSB repair

which operates in a mutually-exclusive manner at DSB loci. In this model, cells utilize two

main pathways to repair DSBs: Non-Homologous End Joining and Homologous Recombi-

nation (NHEJ and HR respectively), see Figure 1.1. The question of how and why cells

select one pathway over another at a given loci is, despite tremendous research e�ort, not

fully understood, though chromatin context undoubtedly plays a role[47, 48]. Canonically,

NHEJ is thought to predominate over HR; it is much more rapid and predominates in G1

and early S phase. Thus, in a mixed population of cycling cells, the majority of cells will

utilize NHEJ. NHEJ is perceived as error prone because it is sequence agnostic and does

not require a homologous template strand. In reality however, NHEJ is responsible for the

majority of DSB repair and thus must be highly accurate[49]. NHEJ is initiated when Ku70

and Ku80 bind both ends of broken DNA and form the Ku heterodimer[50, 51]. Cell-free

systems indicate that the Ku complex tethers broken DNA ends and holds them in proximity

for end-joining activity. Ku binding is a prerequisite for recruitment of DNA-PKcs, which

phosphorylates a limited set of NHEJ proteins, most importantly itself[52]. DNA-PKcs is

also required for further recruitment of DDR factors such as Artemis[32, 53, 54, 55, 56].

DNA-PKcs may also be responsible for recruitment of XRCC4 and XLF as well as LigIV

which ultimately ligates the DSB. However, whether DNA-PKcs is required for DSB repair

is debated. Our lab has shown that inhibition of DNA-PKcs does not attenuate end joining,

but does inhibit resolution of “H2AX IRIF[57]. Indeed, some studies have suggested that

DNA-PKcs is required to restrain ATM activity[58, 59].

The other core NHEJ factor is p53-binding protein 1 (53BP1)[60, 61]. Nanoscopic stud-

ies have shown that 53BP1 binds distally to free DNA ends suggesting it is not required

for end joining or recruitment of other NHEJ factors to the break. Instead, 53BP1 may

act as a sca�old protein– orchestrating the DSB repair domain– and has been shown to

promote ubiquitination complexes such as RNF168[62]. Further, 53BP1 seems to play a
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chromatin-oriented role. Recruitment of 53BP1 is dependent on PRC1 histone ubiquitina-

tion activity and also subject to regulation by histone H4 acetylation by TIP60[63, 64, 65].

More detailed examination of the chromatin-facing roles of 53BP1 await future studies link-

ing 53BP1 binding to basal chromatin states and to changes in chromatin post IR (see

below). It is well appreciated that the core function of 53BP1 is control of resection at DSB

ends[66, 60]. Resection is known to be a key determinant of pathway choice; low resection

is permissive for NHEJ while moderate to high resection favors HR. Exactly how 53BP1 at-

tenuates resection to favor NHEJ is unknown but putative mechanisms include interactions

with RIF1[67, 68, 69]. While 53BP1 deficient cells are radiosensitive, RIF1 loss is embryonic

lethal. Loss of RIF1 results in an inability to use NHEJ and hyper-resection of DSB ends.

In addition to NHEJ, mammalian cells also possess alternative forms of end-joining,

collectively termed alt-EJ[70, 71, 72]. (By contrast, NHEJ as outlined above is sometimes

called classical NHEJ or c-NHEJ.) Alt-EJ is not well understood, in part due to the lack

of specific alt-EJ factors. Instead, many DDR factors known to participate in NHEJ or

other forms of repair including PARP1, Mre11, or CtIP also have a putative role in alt-

EJ[73, 74, 75]. Thus, alt-EJ is sometimes considered a "dirty" repair pathway of last resort,

invoked when NHEJ and HR fail. Alternatively, alt-EJ may represent a more ancient DDR

pathway or pathways which have been subsumed by NHEJ and especially HR in higher

eukaryotes. Finally, use of alt-EJ is usually associated with regions of microhomology and

repair by POLQ[76, 73]. However, whether POLQ mediated repair is a subset of alt-EJ or

a di�erent pathway is not well appreciated. The identification of alt-EJ raises important

questions about repair pathway choice. It seems unlikely that repair of DSBs, an activity

critical for cellular survival, would be dictated by a completely stochastic choice between

competing pathways. Chromatin is certainly one determinant of repair pathway choice and

will be discussed below. However, other proteins have been shown to influence the propensity

of cells to use NHEJ. In S/G2 cells NHEJ is actively repressed by CYREN, a protein which

preserves overhangs at DSB loci creating a resection-permissive environment[77, 78]. Other
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analyses including a Mass Spec based 53BP1-interactome identified the shieldin complex as

an NHEJ promoting factor which both blocks end-resection and attracts 53BP1 to DSBs[79,

80, 81, 82, 83]. As discussed below, this is one of the only factors known to promote NHEJ,

suggesting end-joining may be a default option at DSBs. However, given the ostensibly

error-prone nature of NHEJ, much of the literature tends to downplay its importance and

insists that it is not the primary repair pathway. However this model ignores the fat that

NHEJ is kinetically favored and that most repair occurs very rapidly after IR especially in

G1 phase cells which cannot utilize HR.

In contrast to NHEJ, homologous recombination proceeds much more slowly and is prin-

cipally active in S/G2 phases of the cell cycle as it requires two copies of DNA. While

ATM also promotes HR, ATM is not required for HR activity[84]. Repair pathway choice,

and shunting of breaks to HR, is governed by resection of DNA ends by Exo1 and Mre11

exonucleases[85]. First, MRE11 nicks DNA 20-40 nucleotides from the beak site and resects

‘backwards’ toward the broken end in a 5’-3’ manner. Second, more extensive 3’-5’ resection

is carried out by Exo1 along with BLM and DNA2[86]. Resection is a prerequisite for HR

as ssDNA must be exposed to form homology with sister chromosomes; by the same token,

resected DNA cannot be processed by NHEJ. Control of resection is often depicted as a bat-

tle between opposing molecular forces. Binding of Ku is known to prevent resection, while

binding of CtIP promotes nicking of DNA and eventual ssDNA creation[86, 87, 88]. More

well-studied is the role of BRCA1 in opposing the activity of 53BP1 at DSBs[89, 90]. In cells

lacking BRCA1, loss of 53BP1 restores DDR competency and confers relative radioresis-

tance; that loss of a negative regulator of HR restores HR function in the absence of positive

regulators shows the delicate balance between these pathways[66, 89, 91]. In addition to

excluding 53BP1, binding of BRCA1 promotes resection via interactions with CtIP. Further,

BRCA has been proposed to act as a molecular sca�old for other HR proteins[92]. These in-

clude the BRCA-associated RING Domain protein 1 (BARD1) which is an obligate binding

partner of BRCA1. BARD1 catalyzes histone H2 ubiquitination which may be important
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for recruitment of the nucleosome remodeler SMARCAD1, discussed below[93, 94]. Finally,

resection is also controlled at the cell cycle level via CDK dependent phosphorylation of

CtIP which is required for ssDNA generation and RPA recruitment[95].

HR relies on binding of the MRN complex (NBS, MRE11, RAD50) to DSBs which pro-

motes resection[96, 97, 98]. Following ssDNA generation, RPA binds to single stranded

regions with high avidity to protect DNA and promote HR over microhomology mediated

repair pathways or single strand annealing[96]. Binding of Rad51 and Rad52 competes

with RPA and subsequently facilitates homology search and ultimately strand invasion of

the homologous chromosome[99]. Finally, the broken section of the DNA complexes with

a homologous region to form a complex DNA structure termed a Holliday junction. Once

the Holliday junction has formed, DNA synthesis can begin. Much remains to be discovered

about this complex process, though synthesis of the complimentary strand likely requires spe-

cialized helicases, polymerases, and, possibly, topoisomerases to relieve topological tension.

Both Pol ‘ and Pol ” have been invoked as the main DNA synthesizers during HR, especially

in the case of synthesis-dependent strand annealing. In rarer cases, a double Holiday junc-

tion is formed which can be resolved through the action of SLX1, SLX4 or GEN1[100, 101].

Some holiday junctions are resolved via crossing over of chromosomes while most do not

require crossing over. Despite the general notion that HR is error free, crossing over can lead

to loss of heterozygosity or other mutations. Thus, higher eukaryotes have evolved several

pathways to limit crossover.
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Figure 1.1: Though simplified, the binary model of DSB repair predominates in eukaryotes.
AFter DSBs are detected, is is thought that NHEJ and HR compete at individual break loci.
Binding of 53BP1 pushed breaks toward NHEJ and rapid repair while resection surrounding
DSBs, promoted by BRCA1 among other proteins, irreversibly commits breaks to HR. HR
is a more complex process, and kinetically disfavored; there may be proteins which restrain
NHEJ, though end joining likely accounts for the majority of break repair. This Dissertation
will largely focus on events upstream of repair pathway choice, especially in initial detection
of damage.
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Having described the major DSB repair pathways, we will now turn to experimental

models to study DSB repair. Irradiated cells display punctate structures of DSB repair

proteins, commonly seen via immunofluorescence, termed IR induced foci (IRIF)[102, 103].

“H2AX is the most ubiquitous IRIF marker; “H2AX IRIF can be seen within minutes of

IR insult and reach a maximum in both size and number 1-4 h after induction of DSBs.

Other DDR factors including Rad51, Ku, and 53BP1 also form IRIF. Interestingly, factors

in separate DSB repair pathways colocalize at IRIF. This suggests either that competition

between repair pathways occurs at individual IRIF or alternatively, that the binary model

of DSB repair is over-simplified and pathways may cooperate rather than compete. While

we anticipate the latter possibility is true to some extent, the binary model still provides a

useful conception of DSB repair and is used throughout literature linking chromatin context

to DSB repair outlined below. Some modes of competition between DDR factors such as

between BRCA1 and 53BP1 have been described but more remain to be uncovered. The

question remains as to why cells would desire competition at individual loci; perhaps a level of

redundancy in repair pathways increases repair fidelity and robustness of the DDR. Adding

complexity, nanoscopic studies have suggested that individual IRIF may contain multiple

DSBs[104]. Perhaps co-localization of HR and NHEJ factors may be evidence of repair of

adjacent breaks rather than competition for the same DNA ends.

Adding futher complexity, dynamics of IRIF are also not coincident with repair of DSBs,

per se. IRIF form before end-joining is complete and have been shown to persist long

after repair of breaks[105, 106, 107]. Residual IRIF are still visible 24 h after DSB induction,

though the degree to which these IRIF map to unrepaired breaks is debated. As IRIF are not

reliable indicators of DSBs, other assays have been developed to quantitate DNA damage.

The comet assay, also termed single-cell electrophoresis, o�ers a semi-quantitive measure

of DSBs[108]. Irradiated cells are embedded in an agarose matrix before electrophoresis is

applied to stretch out broken DNA ends. The length and density of DNA which is pulled from

the nucleus is proportional to the number of DSBs in a given cell. Other systems have been
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developed to directly assay DSB repair choice. In general, these systems rely on fluorescent

reporter plasmids which change color based on repair pathway outcome[109, 110, 111]. For

example, the popular Tra�c Light system uses a GFP reporter cassette which is cut via

restriction enzyme. In the case of NHEJ, a frame shift mutation induces red fluorescent

protein production, while in the case of HR, a second GFP containing donor is inserted via

homology arms resulting in the reappearance of green fluorescence. These systems are facile

to assay by flow cytometry, though they only give a per-cell measurement of, presumably, a

single DSB. As discussed above, cells with many DSBs use HR and NHEJ concomitantly and

these pathways are in competition. Further, plasmids lack chromatin context, thus obviating

normal DSB detection pathways and calling into question the validity of chromatin-free repair

pathway choice. As discussed below, chromatin context is a critical mediator of the DDR.

1.3 What is Epigenetics?

Epigenetics is a collective term for information encoded on or around the genome but

not within the DNA sequence. First proposed by Waddington and refined over the last 30

years beginning with the work of Allis, epigenetics allows for one genotype to give rise to a

plethora of phenotypes[112, 113, 114]. While there are several layers of epigenetic informa-

tion spanning DNA and RNA methylation, chromatin secondary and higher-order structure,

and histone modifications; this dissertation will mostly consider the latter. The human

genome is highly non-uniform. At a basic level, di�erent genomic loci vary widely in their

local compliment of histone PTMs which, in turn, influence the structure and biophysical

properties of chromatin[115, 116]. The vast majority (>70 percent) of the human genome

is tightly packed and wound into intricate structures designed to condense DNA 10,000 fold

in order to fit 3 billion bases within each cell[117]. These regions, termed heterochromatin,

were first identified as darkly-staining, electron-dense regions in early EM microscopy stud-

ies. These regions do not code for proteins and are poorly understood; repetitive sequences

found in these regions compound challenges of sequencing compact DNA[118]. Regions of the
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genome which are expressed or participate in gene expression (e.g., promoters, enhancers)

are generally uncompacted, contain fewer histones, and are decorated with Histone PTMs

including H3K36Me3 and histone acetylation[119, 120, 121, 122, 123]. These regions are

termed euchromatin. By contrast, some heteochromatin, called facultative heterochromatin,

is actively maintained in a repressive state by histones and histone binding proteins, but

may be re-formed into euchromatin during, for example, di�erentiation. Facultative hete-

rochromatin is marked by the repressive PTM H3K27me3 which can be added or removed

around genes to enact di�erential gene regulation[124, 125, 126, 127]. Modulation of these

chromatin states allows one genome to give rise to highly disparate cell types. While many

overlapping pathways are downstream of epigenetic modulation of phenotypes, much e�ort

has focused on expression, or lack thereof of genes, which, in turn, is a�ected by chromatin

accessibility at promoters or enhancers. Mechanisms by which variations within or between

gnomes a�ect genomic integrity are only just beginning to come to light.

1.4 A Role for Epigenetics And Chromatin Context in DSB

Repair

While the last 20 years have elucidated the fundamental constituents of most DSB re-

pair pathways, studies are largely ignorant of the chromatin context in which recognition

of genomic damage occurs. More recently, chromatin has been incorporated into models of

the DDR starting with recognition of breaks[48, 128]. ATM precipitates several chromatin-

level changes in addition to H2AX phosphorylation. These include promotion of H4 and H2

ubiquitination via the PRC1 complex; in turn H2 ubiquitination promotes NHEJ via recruit-

ment of 53BP1[129, 130]. Indeed, recruitment of 53BP1 to DSB loci is perhaps the most

completely understood epigenetic-DDR interaction. In addition to the role of ATM, 53BP1

recruitment is also promoted via methylation of the H4 tail. Tip60, a histone acetyltrans-

ferase which acetylates the H4 tail, thus serves to block recruitment of 53BP1 to chromatin
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and promotes HR[131, 132, 133, 134, 135]. However it is not well understood whether marks

which influence 53BP1 recruitment, like H4 acetylation, are pre-existing, basal marks or

whether they are added and removed after DSB induction to facilitate repair. ATM also

reinforces recruitment of CHD4 which promotes HR[136, 137, 138]. The bivalent role of

ATM illustrates the lack of a cohesive understanding or model of the mechanics underlying

chromatin-DDR interactions. Instead, there are few general principles.

First, there is strong evidence linking di�erential chromatin compaction to alterations

in rates of DSB recognition and repair and indeed to repair pathway choice. Compact

chromatin is thought to be resistant to DSB induction due to the radioprotective e�ect

of histones and other proteins[139, 140, 141]. It is also true that chromatin compaction

likely retards recruitment of DDR factors to DSB loci and establishment of bulky repair

complexes at breaks. There is strong evidence suggesting the importance of chromatin

decompaction in the DDR. PARP1 is sometimes described as a NHEJ factor but is more

accurately positioned as a chromatin modifier which mediates decompaction of histones

surrounding breaks[142, 143]. PARP1 is part of a larger family of PARP proteins which

catalyze the deposition of poly(ADP-Ribose) (PAR) sugar chains on protein substrates[144].

While most PARP family members have mono-PAR-ylation activity, PARP1 is capable of

creating large, branching PAR chains generally on glutamate or lysine residues[145, 146, 147,

148]. PAR-ylation of histones induces steric decompaction of chromatin perhaps creating

a permissive environment for DSB detection[149, 150]. Indeed, PARP and PAR-ylation

are accreted at DSB loci with kinetics comparable to “H2AX[151, 152, 153, 154]. Thus,

PARP1 is considered to be a sensor of DNA damage. Loss of PARP1 has been shown to

prevent “H2AX deposition, restrain the size of IRIF, and prevent chromatin relaxation at

breaks. Chromatin relaxation proximal to DSBs is a rapid and essential element of the DDR.

Many factors aside from PARP have been implicated in this process including SWI/SNF

subunits, discussed below. PARP1 is further known to increase histone acetylation both

by direct recruitment of HATs and/or via competition for NAD+ with SIRT1, a major
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histone deacetylase[155, 156, 157, 158]. Histone acetylation may mediate DSB-proximal

chromatin decompaction. Moreover, PAR-ylation a�ects H3K4 methylation by recruiting the

histone demethylase by KDM5B to DNA lesions[159, 160]. Loss of H3K4me3 is important

in recruitment of DDR factors including Ku70. Finally, PARP1 is necessary for recruitment

of PRC2 to DSB loci. The observed interaction between PARP and Suz12, a PRC2 subunit,

may underlie PARP dependent recruitment of PRC2. Returning briefly to repair pathway

choice, PARP1 is generally considered to promote NHEJ, perhaps by attenuating resection

at DNA ends[161]. It is not well understood to what extent PARP1-dependent chromatin

regulation drives NHEJ, though PRC2 has been associated with NHEJ.

Figure 1.2: Chromatin compaction is known to mediate DSB induction, with dense chromatin
shielded from break induction. Dense chromatin may also be refractory to DSB detection
via steric mechanisms. Further, numerous histone modifications or modifiers are known to
impact recognition of DSBs or recruitment of DDR factors. Lastly, chromatin looping or
TADs demarcate the spread of “H2AX domains.
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The second broad theme linking chromatin to the DDR is the e�ect of histone modi-

fications on repair pathway choice. There is not a unifying theory of histone PTM:DDR

cross-talk and most data comes from one-o� studies linking a specific PTM to an aspect of

the DDR. As a paradigmatic example, studies have evaluated the e�ect of H3K36me3 on

repair pathway choice[123, 135]. H3K36me3 is deposited proximal to active genes where it

plays a role in safeguarding transcription fidelity by restoring the basal chromatin landscape

after passage of processive Pol II. H3K36me3 is thought to mediate CtIP recruitment in

conjunction with H4K16Ac by Tip60. 53BP1 binds to methylated H4, though acetylation

of K12/16/20 by Tip60 prevents 53BP1 binding[162, 134]. Thus, H3K36me3 indirectly pro-

motes HR at active genes. However, H3K36me3 is also known to mediate PRC2 recruitment

and is sometimes associated with H3K27me3[163]. Further, the notion that active genes are

both repaired quickly and are dependent on HR is oxymoronic, suggesting more remains to

be elucidated in this pathway.

Oftentimes, basal histone marks dictate repair pathway choice such as in the case of

H4K20me which promotes 53BP1 recruitment. H4K20 methylation may also enforce cell-

cycle dependent repair pathway preference[164]. H4K20me2 is enriched in pre-replicative

chromatin and diluted out following replication; thus, NHEJ is diminished in replicating

or post-replicaive cells which are competent for HR. A similar mechanism underlies the as-

sociation of Dot1L and its footprint H3K79me2 in the DDR. It is thought that chromatin

expansion proximal to DSBs may uncover methylated H3K79 which promotes recruitment

of 53BP1[165]. At other times, histone marks are thought to be added post DSB induction.

This the case for heterochromatic loci where H3K9me3 is unmasked following chromatin

de-compression allowing for Tip60 dependent acetylation of H4[133]. 53BP1-dependant

recognition of heterochromatic DNA damage may also be dependent on Trim28 (KAP1).

ATM phosphorylates Trim28 which then promotes relaxation of heterochromatin allowing

for 53BP1 binding[166]. Indeed, retention of Trim28 on heterochromatin attenuates “H2AX

deposition[167].
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Many of the associations between basal chromatin states and local DDR are derived

from studies employing restriction enzymes (RE) to induce breaks at known genomic loci

and then correlating break repair or recruitment of DDR factors with the local chromatin

environment[168, 169, 170]. However, these studies contain serious methodological shortcom-

ings. First, RE induced damage may not be recognized in the same manner as exogenously

induced DSBs and these studies do not account for inherent biases in cutting e�ciency of

enzymes[171]. Other studies use Cas9 to induce DSBs, though these breaks have been shown

to be repaired via fanconi anemia genes, a non-traditional DSB repair pathway. Cas9 or RE

recognition sites are also likely not distributed evenly across the genome; studies must be

careful to account for enrichment of sites in particular chromatin environments. Finally,

both Cas9 and REs struggle to cut compact chromatin, thus, these studies may report on a

subset of the DDR which predominates in open chromatin. There is not an obvious way to

account for di�erential induction of DSBs in compact chromatin and open regions using RE

based methods.

Related to the e�ect of histone modifications on local DSB repair, specialized repair

pathways have been proposed for unique types of chromatin. For example, heterochromatin,

especially pericentromeric heterochromatin, is refractory to DSB detection[172]. Studies in

both drosophila and mammalian cells have uncovered evidence that heterochromatic breaks

are recognized and immediately protected via SUMO-ylation by several SUMO-E3 ligases.

Following SUMO-ylation, DSBs are relocalized to the periphery of heterochromatin domains

in a process dependent on SUMO-E3 ligases including, in mammals, Nse2[173, 174, 175].

Once relocalized, heterochromatin is decompacted and HR proceeds, initiated by Ra51 bind-

ing. Similar processes are used to repair repetitive regions including telomeres or LINE el-

ements. By contrast, centromeric breaks, which are heterochromatic, may be repaired by

NHEJ or HR dependent on the cell cycle stage. This finding suggests that regulation of

heterochromatin breaks is likely more complex than the above model suggests. After all, it

is unlikely that heterochromatic breaks are recognized immediately, and that cells then wait
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to repair breaks using HR in G2 phase. Telomeres are also imbued with specialized DDR

pathways[176, 177]. TRF2, a telomere associated protein, is known to suppress NHEJ at

telomeres, biasing these regions toward HR. Transcribed regions also have specialized DSB

pathways, though these will be discussed in a later section.

Aside from histone PTMs, higher-order genome structures are known to play a role in

DSB detection and signaling. The eukaryotic genome is folded into complex 3D topologies

which influence gene activation or repression[178]. Put simply, chromatin forms loops and

larger clusters which are termed topologically associated domains (TADs): DNA within

loops or TADs interacts, while inter-TAD interactions are repressed. It is appreciated that

TAD boundaries can delimit spreading of “H2AX. CTCF, an important element of TAD

boundaries, stimulates HR and is necessary for proper “H2AX spreading[179, 180, 181].

Extrusion of DNA loops is thought to potentiate H2AX phosphorylation via interaction

with CTCF[104, 182, 183]. DSBs may alter 3D genome structure as it has been shown that

DSBs which disrupt a TAD boarder precipitate dissolution of that boundary and spreading

of DDR factors into adjacent TADs[184]. In contrast to this process, 53BP1 may protect

higher-order chromatin topology by recruiting RIF1 to TAD boundries[185].

Finally, chromatin remodeling and nucleosome addition plays an important part in the

DDR. Firstly, chromatin decompaction requires the eviction of histones proximal to DSBs,

especially in heterochromatin. This process is thought to be dependent on PARP1 mediated

recruitment of several SMARCA family members including INO80[186]. INO80 is necessary

for eviction of histone octamers containing H3.1, H2B and H2AFZ. Removal of H2AFZ

by INO80 or the histone chaperone ANP32E may clear the way for “H2AX deposition

proximal to breaks[186, 187, 188]. Indeed, only 10-25 percent of the genome is occupied

by H2AX underscoring the need for remodeling or addition of H2AX proximal to DSBs in

order to potentiate ATM dependent activities[189]. PARP1 also mediates recruitment of the

FACT histone chaperone which recognizes PARylated histones and catalyzes their eviction

surrounding damaged DNA[190].
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Perhaps the best recognized histone remodeler is the SWItch/Sucrose Non-Fermentable

(SWI/SNF) complex. The SWI/SNF family of proteins, also known as trithorax proteins in

drosophila is associated with gene activation and chromatin de-repression[191, 192, 193, 194,

195, 196]. SWI/SNF complexes in humans fall into two flavors, BRG/BRM-associated factor

(BAF) and polybromo-BAF (pBAF) complexes, which are comprised of slightly di�erent

subunits, but possess overlapping functions[193, 195, 196, 197, 198]. In general, SWI/SNF

complexes are thought to promote gene transcription by reducing chromatin occupancy via

sliding or evicting nucleosomes[199, 200, 201]. The BAF complex is built around a central

ATPase, either BRG (SMARCA4) or BRM (SMARCA2) which is responsible for nucleosome

remodeling and facilitating access to promoters or enhancers. Though SWI/SNF does not

directly participate in histone post translational modifications, it is associated with histone

acetylation and other open chromatin markers.

A role for SWI/SNF in the DDR was first discovered following the observation that mu-

tations of SMARCA2 or SMARCA4 rendered yeast cells exquisitely sensitive to IR[202, 203].

Subsequently, several SWI/SNF subunits have been observed to localize to IRIF[204, 205,

206]. The DSB:SWI/SNF interaction is boosted via ATM-dependent phosphorylation of

SMARCA4. SWI/SNF is thought to mediate enhanced access to damaged DNA by moving

or ejecting histones. This process may participate in a feedback loop with ATM and be nec-

essary for proper spreading of “H2AX. Conflicting evidence exists as to whether SWI/SNF

mediates HR or NHEJ. GCN5 is known to be required for direction of SWI/SNF to HR

competent breaks where SMARAC4 may mediate resection. SMARCA4 may also facilitate

strand invasion via interactions with Rad51. Recruitment of SWI/SNF to NHEJ compe-

tent DSBs is mediated by p300 histone acetylation, associated with chromatin relaxation

which promotes NHEJ by enabling Ku complex binding to DNA ends[207]. SWI/SNF has

also been shown to repress transcription in cis to DSBs; this mechanism is discussed below.

However, transcriptional repression is in contrast to the canonical chromatin opening role

for SMARCA4.
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A related chromatin modeler, though distinct from the SWI/SNF complex, is SMARCA5.

Like SMARCA2/4, SMARCA5 can slide or evict nucleosomes, and is likewise implicated in

the DDR[208, 209]. Specifically, SMARCA5 is known to complex with RNF168 in a PARP

dependent manner whereby it promotes H2K119Ub and BRCA1 accumulation at DSBs.

Loss of SMARCA5 attenuates HR via blocking Rad51 recruitment and by discouraging

end resection. Indeed, both SWI/SNF and SMRCA5 have resection promoting activities,

possibly via recruitment of CtIP[210, 211].

Figure 1.3: A non-exhaustive list of known chromatin:DDR interactions. A PARP 1 places
PAR chains on histones which mediate chromatin decompaction. This may be necessary
for access or recruitment of DDR factors. B Polycomb Repressive Complex 1 (PRC1) is
responsible for histone Ubiquitination especially on H2AK119. This is necessary to represses
transcription in cis to DSBs and prevent transcription-damage collisions. C Perhaps the
best understood chromatin:DDR interaction involves Tip60, a histone H4 K12/16/20 acetyl-
transferase. TIP60 has been shown to mediate recruitment of DDR factors and exclude
binding of 53BP1 which favors NHEJ. By extension, TIP60 encourages resection and binding
of BRCA1.
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1.5 Epigenetics of DSB Repair and Ageing

A correlative relationship between declining epigenetic fitness and ageing is well established[212].

More recently, given the increasing connections between epigenetics and DSB repair, and

long-standing associations between mutations and ageing, it has become apparent that all

three processes may be di�erent facets of the same molecular clock[213, 214]. Indeed, animal

models deficient in DDR factors appear to age faster. Likewise, loss of epigenetic factors

including SIRT6 accelerate the ageing process[215, 216]. SIRT6 is also a bona fide DDR fac-

tor, where it aids in recruitment of, among other factors, PARP1. PARP1 is itself a�ected

by aging, with reduced expression in older organisms. PARP1 levels are also associated with

lifespan in mammals[217].

The underlying epigenome also shifts over an organism’s lifespan. Ageing is associated

with loss of heterochromatin and degradation of borders demarcating active from repressed

euchromatic regions[218]. In yeast, histone occupancy declines up to 50 percent with age.

Perhaps aged chromatin is more susceptible to DNA damage induction owing to heterochro-

matin loss. Alterations in specific histone marks have also been associated with ageing,

though the same mark or modifier seems to have di�erential e�ects in di�erent organisms.

Loss of the COMPASS complex extends lifespan in C. elegans but not in mammals[219]. A

reduction in H3K27me3 is also associated both with ageing and with the onset of senescence

in higher-eukaryotes[220]. It remains to be confirmed whether epigenetic changes mediate

ageing directly, and moreover, whether they act via DNA damage-related pathways.

1.6 Outstanding Questions in Epigenetic:DDR Interplay

The above discussion of chromatin remodeling at DSBs raises several important questions.

First, several of the putative DDR factors seemingly promote both HR and NHEJ. These

data do not square with a mutually exclusive repair choice paradigm, or at least suggest repair

choice at a given locus is highly complex, with multiple redundant inputs. Perhaps the choice
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is more stochastic than most models present, and individual DSBs retain competency for

both HR and NHEJ even after recruitment of some DDR factors. The question remains,

then, as to what step or steps commit a given DSB to one pathway or another. While this

is certainly not resolved, it would seem that resection commits a break irreversibly to HR.

Secondly, the multitude of DDR factors thought to play a role in chromatin remodeling or

recruitment of other DDR factors to DSBs seems to strain bio-physical constraints. Indeed,

complexes such as SWI/SNF or PRC1 are large and multimeric; it is unlikely that several

complexes could co-occupy a DSB locus while allowing for assembly of DDR factors at

the break end. Thus, it is more likely that there is kinetic or spatial separation between

factors recruited to breaks. Most models do not account for this, and kinetics of DSB

detection and repair remain challenging to observe or quantitate experimentally owing to

the heterogeneous nature of exogenously induced DSBs. Finally, given the extent of putative

chromatin remodeling occurring at DSB loci, one must ask how, following repair, the basal

chromatin landscape is re-made. Data on local chromatin restoration is light but histone

chaperones including CAF1 have been shown to replace H3 variants following repair[221, 29].

It might be that restoration of damaged chromatin is dependent on orthogonal processes such

as replication; indeed, histone alterations persist long after DSBs are repaired.

1.7 The Polycomb Repressive Complex 2 in DSB Repair

PRC2 is an evolutionarily conserved group of proteins first discovered in drosophila[222].

Canonically, the polycomb group of proteins is known to repress gene expression and pro-

mote the establishment or expansion of facultative hetrochromatin via deposition of the

repressive mark H3K27me3[223, 224, 225, 226]. EZH2 is the core catalytic subunit of PRC2

and can deposit one or more methyl groups on H3K27, though it generally confers tri-

methylation[227]. EZH2 activity requires the presence of PRC2 subunits EED and Suz12

the former of which binds to H3K27me3 to initiate a positive feedback loop and increase the

catalytic activity of EZH2[228]. Recruitment of PRC2 to chromatin is not well understood
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through it is known that H3K27me3 increases residency of PRC2. In drosophila, polycomb

is recruited via consensus polycomb Response Elements (PREs)[229, 230], though evidence

for PREs in mammals is more tenuous and currently debated[231, 232, 233]. In a basal

setting, PRC2 is localized to regions of heterochromatin and silenced genes especially CpG

islands, though not every putative drosophila PRE contains a CpG island[234]. PRC2 has a

central role in development and cell fate decisions owing to its ability to silence gene expres-

sion through deposition of the H3K27Me3 mark[235]. While there are so-called polycomb

response elements at putative PRC2 target genes, recruitment of PRC2 more likely works via

a threshold mechanism and levels of H3K27me3 are in competition with activating marks,

thereby dynamically regulating gene expression. In accordance with this model, loss of PRC2

is not known to immediately increase transcription of PRC2 target genes. Recently, it has

been suggested that PRC2 may govern placement of all forms of methylated H3K27, though

mono and di-methylated forms are generally associated with gene activation as opposed to

repression. Thus, it is unclear whether PRC2 controls deposition of H3K27me1 directly or

whether, in the context of PRC2 ablation, other enzymes are aberrantly regulated.

The role of PRC2 in maintaining cell fate and identity is well appreciated. PRC2 loss

is embryonic lethal, and deregulation of PRC2 skews cell identity, especially in stem cells.

More recently, it has been appreciated that EZH2 is deregulated in cancer. Overexpression

of EZH2 is associated with poor prognosis and EZH2 is oncogenic in breast and prostate

cancer[236, 237]. EZH2’s role in cancer has largely been explained by aberrant transcriptional

modulation or on alteration of cell fate. EZH2 is also known to drive a stem like state

in breast cancer and is commonly associated with a de-di�erentiated phenotype[125, 236,

238, 239]. As an interesting corollary, pediatric gliomas acquire mutations at H3K27 which

lead to aberrant gene silencing and polycomb activity, underscoring the importance of this

pathway[240, 241]. Possible oncogenic functions of PRC2 relating to maintenance of genomic

integrity are understudied and will be discussed later in this Dissertation.

In addition to PRC2, the PRC1 complex also mediates transcriptional silencing though
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its activities are quite di�erent. Functionally, the PRC1 complex a�ects ubiquitination of

histones, principally H2A at K119, through its RING-finger domains[242, 243, 244]. It has

been shown that PRC1 can block transcription initiation and cause dissolution of the pre-

initiation complex. PRC1 also mediates chromatin compaction, perhaps by recruitment of

PRC2 and deposition of H3K27me3. Indeed, H2AUb is associated with H3K27me3 genome-

wide and PRC1 is required for repression of PRC2 target genes[245, 246]. However, more

recent evidence suggests PRC1 plays a role in transcriptional activation and in chromatin

looping[247, 248]. Recall that 3D chromatin architecture is important for “H2AX spreading.

A role for PRC1 in DSB repair is well established. A well-regulated histone ubiquitination

cascade is observed at DSBs following ATM-dependent recognition. RNF8 and RNF168

are recruited to DSB loci where they mediate mono ubiquitination of H2AK13/K15[249,

250, 244]. Ubiquitination on K13/K15 then recruits 53BP1 via direct binding[251, 252].

Interestingly, H2AX is also ubiquitinated by PRC1 suggesting this modification may be

important for recruitment for repair factors or perhaps for interactions with ATM. PARP1

is required for H2AUb surrounding breaks, underscoring PARP as perhaps a master regulator

of chromatin organization at DSBs[253].

Our lab has recently uncovered a role for the chromatin remodeler EZH2 in DSB repair[254].

Pharmacological inhibition of EZH2 attenuated “H2AX IRIF levels shortly after IR and led

to higher residual “H2AX foci 24 h after IR. Inhibition of PRC1 or EHMT2 (G9a), a mediator

of H3K27me1, yielded a similar phenotype. One interpretation of these results is that regu-

lation of H3K27 itself controls the DDR, though it is possible that inhibition of other H3K27

modifiers has second-order e�ects on PRC2. Indeed, PRC1 is required for PRC2 activity.

Others have observed similar phenotypes and suggest a requirement for EZH2 in DSB detec-

tion, perhaps by mediating local chromatin compaction or transcriptional repression[170].

Studies seem to suggest that EZH2 is recruited to DSBs repaired by NHEJ, although an

EZH2 ChIP-seq track (from ENCODE) was not a predictive marker of 53BP1 binding in a

genome wide study[168, 255]. However, these studies looked at DSBs generated by restriction
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enzymes, which likely do not behave analogously to IR induced DSBs[27, 171]. Direct inter-

actions between DDR factors and PRC2 include ATM phosphorylation and PAR-ylation of

histones surrounding DSBs[256, 257]. Interestingly, PAR-ylation of EZH2 is thought to re-

duce H3K27me3, suggesting that PARP and PRC2 may play opposing roles at DSBs. Thus,

more work is needed to describe the role of EZH2 at DSB loci.

1.8 PRC2 Cofactors in the DDR

It is unknown how PRC2 localizes to sites of DSBs. However, a recent study suggested

that PRC2 may make use of co-factors which co-occupy breaks with PRC2 subunits and

enhance DDR activity. Specifically, the hematopoietic transcription factor Cux1 accumulates

at DSBs shortly after IR insult. Cux 1 is required for normal hematopoiesis[258] and loss

of Cux1 is associated with -7/del(7q) acute myeloid leukemias[259, 260]. Cux1 was also

shown to play a role in DNA damage repair, specifically Base Excision Repair (BER)[261].

Cux1 has been shown to associate with OGG1 and promote BER; the absence of Cux1

delays repair of abasic sites in a variety of cells[262, 263]. Cux1 loss is also thought to

cause defects in cytokinesis, a phenotype shared with other DDR factors such as PLK1 and

DNAPK-cs[264, 265]. In a recent study, Cux1 was linked to the DDR through epigenetic

modification[266]. Cux1 deficient cells had fewer IRIF, a phenotype which is shared with

inhibition of PRC2. Further Cux1 was shown to localize to IRIF and loss of Cux1 was

associated with a reduction in H3K27me2 and H3K27me3. This phenotype was ascribed to

Cux1 dependent localization of EHMT2 and loss of EZH2. Taken together, these data serve

to highlight the need for PRC2 at DSBs but also underscore the complex regulatory pathways

at DSBs and the possible need for co-factors to recruit epigenetic modifiers to break sites.

In this way, PRC2 at DSBs may operate analogously to PRC2 at promoters. Indeed, even

organisms without complex gene regulation have high-fidelity DSB repair pathways. The

presence of conserved transcription factors such as PRC2 at DSBs suggests that the DDR is

an ancient subset of their functions. A screen identified several transcription factors recruited
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to DSBs including TRIM28, ZMYND8 and p300[267]. It is possible that some of these factors

are recruited in a complex as they would be to promoters; work suggesting promoter-like

activity at DSB ends underscores this possibility. Additionally, ZMYND8 is thought to

recruit CHD4, which in turn, prepares chromatin for recruitment of repressive proteins like

EZH2. This recapitulates the activity of both proteins in basal transcription[268, 269]. Thus,

basal transcription at promoters may be related to activities at DSB loci.

1.9 Outstanding Questions in EZH2 and DSB Repair

The link between EZH2 and DSB repair is well established, though no concrete mecha-

nism has been determined. Several groups have shown that EZH2 localizes to sites of DNA

damage, but it is not known if it does so as part of a larger complex[267]. Moreover, studies

are conflicting as to whether H3K27me3 levels are changed at DSB sites by the presence

of EZH2[270, 271]. EZH2 is a well-known repressor: its presence drives gene silencing and

chromatin compaction. Its localization at DSBs, then, seems to contradict numerous reports

that chromatin relaxation is a prerequisite for DSB repair[132, 272, 273]. Other e�orts have

shown that SWI/SNF components also localize to DSBs; the SWI/SNF complex antagonizes

the actions of EZH2[205, 207, 206]. Whether or how these oppositional cofactors cooperate

in the DDR is unknown. Lastly, if H3K27me3 is important for DSB repair, it follows that

heterochromatic regions, replete with this mark, should be repaired more easily than other

regions. This has not been demonstrated however, and contradictorily, heterochromatic

regions have been shown to repair more slowly than euchromatin[172, 274].

1.10 Transcription in the DDR

Linkages between transcription and DNA damage have long been appreciated, though

there is little consensus as to how these two fundamental cellular processes interact. In

general, there is a correlation between transcription and DNA damage in so far as transcribed
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areas accumulate relatively more DNA damage and that transcription machinery has been

associated with DDR factors. Yet, whether these findings reflect transcription as a cause of

DNA damage or reveal transcription machinery as promoting the DDR is debated. Indeed,

the answer likely varies with respect to endogenous and exogenous sources of damage.

Eukaryotic transcription is a complex and highly regulated process. Transcription from

a given gene promoter is directed by histone PTMs including acetylation of H3K27 and

H3K4me3[275, 276]. H3K36me3 is thought to mark transcribed regions, especially introns[120].

By contrast, H3K27me3 is known to silence gene transcription when deposited at promoters[277].

Thus, there are inherent correlations between transcribed regions and histone PTM signa-

tures making it challenging to di�erentiate between the e�ects of transcription or e�ects of

transcription-associated PTMs on DSB repair. The main e�ector of transcription in eukary-

otic cells is RNA Polymerase II (Pol II). Pol II assembles at promoters with a coterie of

cofactors collectively termed the pre-initiation complex or PIC[278]. After PIC assembly,

initiation of transcription is governed in large part by phosphorylation of repeated domains

in the C-terminal Domain (CTD) of Pol II[279, 280, 281]. Promoter escape is governed

by phosphorylation of Serine 5, while phosphorylation of Serine 2 is a prerequisite for pro-

cessive elongation[282]. Antibodies specific to proteoforms of Pol II can thus be used to

delineate promoter-proximal or paused Pol II from sites of processive transcription. Sev-

eral interactions between PIC components and DDR factors have been identified including

NELF-E, though these data may be a second order e�ect of an association between DSBs

and transcribed chromatin[283, 284].

Transcription is a major contributor to endogenous sources of DNA damage. Indeed, the

act of transcription leaves DNA in a vulnerable state; transcription requires histone removal

and topological changes to the DNA which may lead to de novo damage or exacerbate pre-

existing lesions[285, 286, 287]. Endogenous DNA damage is highly abundant and includes

base modifications or removal of nucleotide bases[288]. More bulky lesions can induce Pol

II pausing or backtracking and require specialized repair pathways to overcome. Damage
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which impedes Pol II increases the chances for mutagenesis, slows transcription, and increases

cellular stress. Replication or transcription can also convert SSBs to DSBs[288].

The most well studied causative link between transcription and DNA damage is transcription-

replication conflict. The eukaryotic genome is a crowded place, leading to inevitable collisions

between replication and other processes such as transcription or DNA repair. In eukaryotic

cells, transcription and replication are separated either spatially or temporally to mitigate

conflicts[289, 290]. However, evidence suggests that collisions, especially head-on collisions,

contribute to endogenous DNA damage and can result in mutations, possibly contributing to

oncogenesis[291, 292]. The incidence of collisions is increased when cells must also contend

with exogenous damage, replication stressors, or oncogenic alterations to DDR or signaling

pathways, all of which might perpetuate a feedback loop leading to greater damage. While

the whole genome is replicated once per cell cycle, transcription only occurs in a very small

portion of the genome. Thus, if transcription conflicts generate even a portion of endogenous

DNA damage, the observed association between transcription and damaged DNA would ap-

pear significant on a genome-wide scale. Indeed, it has been shown that long genes (>800

kb) inevitably accumulate more transcription-replication conflicts because they are slow to

transcribe and may be transcribed over more than one cell cycle[293]. Yet, these findings

call into question whether transcription conflicts are an error to be avoided, or an expected

feature of higher-order eukaryotes. Growing evidence suggests the involvement of DDR fac-

tors in mediation, prevention, or resolution of transcription-replication conflicts. While most

challenges to the replisome only result in slowing or pausing of replication, completely stalled

forks generate long stretches of ssDNA which are recognized by DDR factors[294]. Here, the

replication checkpoint works to prevent fork collapse by regulating replication timing, or in

some cases, dissolution of the replication complex and recruitment of DDR proteins.

Returning to the third canonical PIKK, ATR plays a role in exogenous DSB recognition,

it is better understood as a replication-stress responder[32]. ATR is recruited to genomic loci

where it aids in resolution of stalled replication forks[295, 296, 297, 298]. ATR is also found at
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fragile promoters or very long genes which are sites of transcription-replication collisions[299].

The ATR pathway may also resolve transcription-replication conflicts by dissolving Pol II

complexes proximal to stalled forks[300]. Exclusion of Pol II from breaks is likely required

and additional mechanisms by which Pol II mediated break detection are discussed in Chap-

ter 6 and 7. ATM has been shown to shut down Pol I dependent transcription of rRNA in

response to damage at these highly transcribed loci[301]. Further, the direction of collisions

between transcription and replication, either head-on or co-directional, activates ATR and

ATM respectively. Repair pathways may also di�er depending on collision orientation with

only head on conflicts promoting R-Loop accumulation[302]. Perhaps R-Loops contribute to

additional toxicities associated with head-on collisions. Replication timing also contributes

to so-called common fragile sites (CFS), regions which are associated with frequent break-

age, mutations or disruptions of oncogenes or tumor suppressors[303, 304, 305]. CFSs are

known to have a dearth of replication origins and so replicate late in G2[306, 307]. CFSs are

also associated with very long genes— loci in which transcription replication conflicts are

common[293]. ATR, but not ATM, is required for CFS protection where it orchestrates spe-

cialized DNA synthesis and repair activities to bypass transcription-replication conflicts[295].

Fanconi Anemia genes are also involved with DNA damage processing at CFSs, though they

do not traditionally participate in repair of exogenously induced damage[308, 309].

Associations between endogenous damage and transcription notwithstanding, transcribed

loci are also associated with exogenous damage. Transcription-DSB collisions are potentially

deleterious (Figure 1.4 B). To combat this, all three DDR-associated PIKKs have been

reported to suppresses transcription proximal to DSBs[32, 130, 310]. At RNA Polymerase I

dependent genes, ATM activity is required to repress transcription. DNA-PKcs inhibition

has been shown to stimulate global transcription following DSB induction. DNA-PKcs is

thought to mediate ejection of Pol II from chromatin in a mechanism involving proteasomal

degradation of transcriptional machinery[161]. PARP1 too may mediate transcriptional

repression by recruiting KAP1 and SUV39H1, the latter of which mediates deposition of
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H3K9me2 and H3K9me3, both repressive marks[311, 312]. PARP1 dependent recruitment

of PRC1 and PRC2 has also been shown to mediate transcriptional silencing[313]. Yet, these

findings seem to be in conflict with the widely appreciated chromatin-relaxation activity of

PARP1 at DSBs. Perhaps newly opened chromatin at DSBs is made available for binding

of repressive complexes, though a specific signal for recruitment is not known.

In addition to transcriptional silencing at breaks, break-induced transcription has also

been observed, reviewed here[314, 315, 316] (Figure 1.4 D). While the literature is incon-

sistent and considerable uncertainty remains, recent work has identified multiple roles for

RNA polymerase II at or near DSBs, including MRN complex-dependent transcription of

break-associated ncRNA[317, 318]. Small, non-coding transcripts have been associated with

DSB induction even at loci which do not contain promoters. Enzymes involved in ncRNA

processing including DICER and AGO2, have been shown to promote both NHEJ and HR

by encouraging “H2AX IRIF formation[319, 320, 321, 322]. RNAi processing enzymes are

associated with ATM autophosphorylation and recruitment to breaks. Further, DICER loss

prevents chromatin compaction around breaks, suggesting that DSB induced transcription

may be associated with chromatin remodeling pathways[3, 323]. Perhaps these observa-

tions shed light on an otherwise paradoxical observation: at some promoters, transcription

of genes is associated with induction of DNA damage. Specifically, release of paused Pol

II may be dependent on DDR factors including ATM and especially DNA-PK[285, 324].

Mechanistically, evidence is lacking, though some suggest that DDR factors are needed to

resolve supercoiling or mediate R-Loop removal. However, a connection between nascent

RNA transcription and these DDR associated genes has not yet been examined. Further,

DSBs themselves may act as promoters. The MRN complex has been shown to recruit Pol II

and promote transcription of damage-associated lncRNAs[325, 326]. ssDNA at DSBs mimics

a transcription bubble and is su�cient to recruit Pol II[327]. These longer RNA species may

be processed by DROSHA or DICER to generate short RNA species which promote DDR

and recruitment of 53BP1[325].
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Whereas historically transcription was linked to induction of DSBs, recent e�orts have be-

gun to invert the association; transcription coupled repair has emerged as a new paradigm[328,

329, 330]. Strong evidence exists linking HR to transcribed regions via a Set2-H3K36me3-

CtIP axis[331]. Further, transcription linked histone acetylation of the H4 tail by the

Tip60 complex impairs 53BP1 assembly[27]. Transcribed regions also contain low levels

of H4K20me2, preventing binding of 53BP1[332]. Use of endonucleases to induce DSBs

specifically at promoters also suggests that RAD51 is preferentially recruited to these loci

over non-transcriptionally associated regions[168, 333]. These data suggest that NHEJ at

transcribed regions is highly ine�cient. However, a predilection towards HR seems to contra-

dict rapid repair of transcribed regions; indeed, transcription surrounding breaks is restored

after just 2 hours. One solution to this paradox is RNA-templated repair[334]. It has been

proposed that RNA proximal to breaks, either produced de novo, or tethered to processive

Pol II, can act as a sca�old[335, 336]. RNA may link DSB ends, or act as a template for

HR. If HR could make use of RNA rather than waiting for availability of a sister chromatid

in S/G2, HR alone could account for rapid repair at transcribed genes. Additionally, NHEJ

has also been proposed to initiate via an RNA-templated mechanism.

Related to transcription-coupled repair are R-Loops, ambiguous DNA:RNA hybrid struc-

tures which seem to play both repair-promoting and repair-attenuating roles surrounding

DNA damage. R-Loops arise when RNA Watson-Crick base pairs with one strand of a DNA

duplex in the transcription bubble, creating a three stranded structure (Figure 1.4 C). In

un-perturbed cells, R-Loops are relatively common[337, 338]. Most R-Loops are associated

with transcribed regions especially bi-directional promoters[339, 340]. R-Loops are also asso-

ciated with fragile promoters or CFS regions where they may contribute to endogenous DNA

damage or mutagenesis at these loci. Due to their abundance, all R-Loops are likely not

threats to genomic integrity, thought they have been associated with transcriptional stress,

replication fork stalling, and DNA damage. Indeed, replication collisions with R-Loops can

lead to DSB formation[341]. Resolution of endogenous R-Loops is generally carried out by

29



RNaseH, which degrades the RNA strand[335]. R-Loops can also be resolved by senataxin,

which may act specifically at gene termini[342]. Lastly, Top1 may prevent R-Loop forma-

tion in the wake of processive Pol II by relieving supercoiling which contributes to DNA

unwinding and complexing with RNA[343].

Outside of endogenous R-Loops, formation of DNA:RNA hybrids is associated with DSBs.

Accumulation of R-Loops is dependent upon the degree of local transcription. Mechanisms

of R-Loop formation include stalling, pausing or backtracking of Pol II after detection of

damage. As discussed above, DSBs trigger transcriptional arrest including recruitment of

NELF, a promoter-pausing regulator. R-Loops are also associated with diminished Pol II

S2P and an increase in Pol II T1P which is generally deposited at the 3’ termini of genes[344,

345, 346]. This shift from processive to paused Pol II may account for R-Loop formation,

or may be a consequence of R-Loops: order of function is unclear. Further, H3K79 di-

methylation, associated with highly transcribed chromatin, is decreased in cis to DSBs[170].

This finding seems to contradict a role for Dot1L which deposits H3K79me2 in DSB repair.

Taken together, transcriptional shutdown near damaged DNA likely contributes to R-Loop

formation. As discussed above, DSB ends may act as promoters in and of themselves, adding

a new mechanism by which R-Loops may be generated[326, 347]. Importantly, this model

would suggest that DSBs arising in non-transcribed regions could accrue R-Loops, though

this is not observed.

Beyond correlative associations between transcribed regions and damage-promoting R-

Loops, DNA:RNA hybrids may take an active role in DSB repair[348]. R-Loops may act

as a kind of sca�old for assembly of DDR factors: R-Loops have been shown to stabi-

lize BRCA1/2, Rad51 MDC1 and 53BP1 at DSBs[349, 344, 350, 351]. R-Loops act as

physical roadblocks which prevent resection, thereby shunting DSBs toward NHEJ. Loss

of RNaseH, which degrades R-Loops, was shown to increase resection in both yeast and

mammals[352, 353]. By contrast, R-Loops have also been shown to promote Rad51 foci

assembly suggesting an HR promoting role[354]. Indeed, much remains to be gleaned from
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R-Loops in terms of repair promotion or pathway choice. Adding further complexity, other

work has demonstrated a need to remove R-Loops, usually through the activity of DEAD

Box helicases, before DSBs can be repaired[353, 355].

Summing up the work relating transcription and the DDR, several questions emerge.

First, are endogenously induced breaks (arising from e.g. replication collisions or stalled

Pol II) repaired analogously to exogenously induced DSBs in genic regions. Perhaps the

literature has not yet clearly delineated these mechanisms. Secondly, while evidence linking

transcribed regions to HR is abundant, it seems unlikely that HR alone could account for

rapid repair of DSBs in transcribed regions. Finally, it is not known whether transcribed

regions accumulate more DNA damage than heterochromatic regions or whether cells are

merely adept at recognizing damaged in transcribed DNA.
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Figure 1.4: A It is well understood that transcription is globally attenuated after DSB
induction. B Failure to repress transcription may lead to deleterious transcription-damage
conflicts. C Pol II stalling or backtracking after damage is encountered may give rise to
R-Loops, tri-stranded RNA:DNA hybrids which have both pro- and anti-damage activities.
D Finally, in contrast to models which emphasize transcriptional attenuation, other work
suggests de novo transcription occurs at DNA ends and that nascent RNA participates in
the repair of DSBs.
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1.11 Clinical Implications

Situating all of the above in clinical context, new opportunities for radiation therapy are

apparent. Indeed, combinations of RT and epigenetic inhibitors may increase the e�cacy

of radiation or allow lower doses of RT to be used[356, 357, 358]. Modern RT can be

precisely delivered to a tumor volume creating optimal conditions for combination therapy.

Specifically, systemic administration of epigenetic inhibitors at low or moderate doses could

be combined with local e�ects of RT while sparing most tissues including highly replicative

ones.

Such a strategy looks appealing in the face of underwhelming clinical utility of epigenetic

targeting drugs when used as monotherapy. Epigenetic inhibitors have pleiotropic e�ects

and are often administered systemically for sustained dosing regimens leading to o�-target

toxicities. Histone modifying proteins are attractive drug targets due to their well understood

binding pockets and similarity between family members[359, 360]. Extensive research has

uncovered inhibitors for several classes of histone modifiers including HATs, HDACs, and

HMTs (such as EZH2). At least seven agents have FDA approval in treatment of one or

more malignancies. These include FK-228, an HDAC inhibitor and tazemetostat an EZH2

inhibitor[361, 362, 363]. Finally, BET bromodomain inhibitors are a well-studied class of

epigenetic inhibitors now in trials for MDS, AML and solid tumors[364, 365].

There is limited evidence combining epigenetic drugs with RT in a clinical setting.

HDAC inhibitors have shown promise in a radio-adjuvant setting perhaps by inducing hyper-

acetylation and chromatin decondensation allowing more opportunities for IR to damage

open chromatin. Though DNA methylation was not discussed herein, inhibitors of DNA

methylases such as azacytidine have also shown promise in conjunction with RT[366]. How-

ever, azacytidine is also used in conjunction with chemotherapy suggesting it may directly

lead to DNA damage or blunt the response to genotoxicity by downregulation of DDR genes.

Perhaps more relevant to the DDR, inhibitors of Dot1L and EZH2 have been developed.

Dot1L inhibitors have had some successes in MLL-rearranged leukemias[367]. In fact, MLL
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inhibitors were synergistic with chemotherapy and azacytidine[368, 369]. Perhaps this is

due in part to a reduced ability of cells to recognize chemo-induced DNA damage. EZH2

inhibitors are most commonly used in patients who present with dysregulations of H3K27me3

or PRC2 mutations. Tazemetostat, an EZH2 inhibitor, and R-CHOP displayed synergy in

follicular lymphoma patients leading to the approval of tazemetostat in 2020[370, 371, 372].

We cannot find major clinical trials exploring the combination of EZH2 inhibitors with

radiotherapies. Further, inhibitors of SWI/SNF have not yet been developed leaving future

opportunities for use of epigenetic inhibitors in a radio-adjuvant setting.

1.12 Outstanding Questions in DDR-Chromatin Interactions

Taking into account the breadth of research elucidating how epigenetics and chromatin

structure influences recognition and response to DNA damage, several lines of questioning

emerge. First, how are the initial parts of the DDR (PIKK recruitment, H2AX phospho-

rylation) able to be accomplished so quickly? Mechanisms of ATM recruitment to nascent

DSBs are vague at best. While it is thought that chromatin may play a role in recruit-

ment of ATM or detection/revelation of damage, such events would need to occur within

seconds to minutes after DSB induction. Some models posit that ATM continually scans

the genome for damage; however, given the size and topological constraints of the eukary-

otic genome, completely stochastic models seem unlikely to account for recognition of all, or

even most, DNA damage. Alternatively, chromatin itself or chromatin associated processes

(transcription, replication) may be required to signal to ATM and report damage. However,

this signaling pathway(s) remains unknown. Moreover, given the multiplicity of chromatin

environments present in a eukaryotic genome, it is unlikely that all regions utilize the same

signaling pathway. Perhaps replication signals the presence of damage via ATR while tran-

scription makes use of DNA-PKcs or ATM. Ultimately, more studies are needed to assess

the kinetics of such processes.

Relatedly, while many histone marks and histone modifiers are implicated in the DDR, we
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must deconvolute the e�ects of basal chromatin state from marks added or removed after DSB

induction. If a given mark is associated with rapid and robust DSB recognition and repair, it

follows that regions replete with the mark in a basal setting should be preferentially repaired.

However, this has not been shown and, in the case of repressive marks such as H3K27me3,

the opposite may be true. Further, it is not known what histone marks are altered following

DNA damage induction. Antibody based screening studies show that most histone marks do

not change upon IR, but such e�orts do not screen the full complement of histone marks and

antibodies to histone marks lack specificity[373, 374]. There are several possible mechanisms

by which histones may be altered following DDR activation. These include changes in

gene expression, alterations to the cell cycle, and attenuation of replication. Thus, directly

linking global changes in histone levels to local, DSB-proximal changes a�ecting end-joining

is experimentally challenging. Further, while many works assay the initial response to DSBs

and convincingly show alterations of the epigenome around damaged DNA, knowledge of

pathways which restore basal chromatin state after repair is lacking. It is unknown how

long DDR mediated changes persist. Perhaps restoring ‘normal’ chromatin is coupled to

replication or cell division. Indeed, copying the chromatin state into two daughter cells is an

important and highly e�ective process, and it is unlikely that both copies of the chromosome

will contain DSBs at a given locus. However, epigenetic changes which are upstream of HR

necessarily involve both copies of DNA adding further complexities.

The largest outstanding question in epigenetic:DDR interactions remains deducing to

what extent chromosomal location a�ects DSB repair given that not all locations on the

genome have the same compliment of histone marks. Despite much e�ort, only a handful

of associations between epigenomic markers and DDR pathways are concretely known. Best

appreciated is H3K36me3, an active transcriptional mark, which is thought to promote HR

in regions where H3K36me3 is prevalent[168]. However, associations between transcribed

regions and HR present a paradox which cuts to the core of DSB repair pathway choice.

NHEJ is known to be much more rapid than HR; across a damaged genome or a population
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of cells NHEJ accounts for the vast majority of repair[375, 376]. However, there are few

pathways which seem to actively promote NHEJ. Both open chromatin (rich in H3K36me3)

and heterochromatin have been linked to HR via complex and well-studied mechanisms.

Yet, it seems unlikely that most chromatin regions delay repair until S/G2 phase to undergo

homologous recombination. Taken together, studies suggest a mechanism where NHEJ is a

default pathway which must be restrained: thus far CYREN is the most prominent candidate

for inhibition of NHEJ. This model might be a legacy of older work which cast NHEJ as a

dirty pathway which promotes mutagenesis, though in reality it is remarkably high-fidelity.

We posit that either HR is more common and occurs quicker than most models suggest

(perhaps via RNA templated repair or another mechanism) or that there are yet undiscovered

pathways which promote NHEJ or retard HR in a majority of the genome. Alternatively, use

of restriction enzymes or Cas9 to study DSB:chromatin interactions has given rise to false

associations between open chromatin (preferentially cut by enzymes) and any DDR pathway.

By extension, studies have not considered whether endogenous and exogenous DSBs may be

repaired di�erently or which pathway is best mimicked by use of enzymes to induce DSBs.

Lastly, these studies raise several interesting implications for tumor biology and the eti-

ology of cancers. Many cancers dysregulate epigenetic modifiers including SWI/SNF or

polycomb complexes. In general, the functional significance of such changes is linked to

alterations in gene expression: oncogenes are aberrantly transcribed, or tumor suppressors

are themselves suppressed. However, global alterations in histone PTMs a�ect more than

a few genes. Studies linking epigenetic alterations to maintenance of genome integrity are

lacking. Given the prevalence of RT or other genotoxic therapies in management of cancer,

we suggest studies be undertaken evaluating how epigenetic alterations a�ect therapeutic

resistance irrespective of gene expression alterations. Further implications of oncogenic al-

terations of EZH2 and other enzymes will be discussed later in this dissertation. Along the

same lines, more clinical trials combining RT with epigenetic drugs ought to be attempted,

especially in the context of a fuller understanding of how histone PTMs impinge on the DDR.
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By studying how transcription factors and epigenetic modifiers function in the context of

the DDR, we may also glean new information on their function in basal transcription or

alteration of gene expression.
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CHAPTER 2

MATERIALS AND METHODS

2.1 Cell Lines and Materials

2.1.1 Cell Culture

Cell culture conditions were consistent across all experiments performed. Cells were

maintained in a humidified atmosphere of 5% CO2 at 37 °C. All cells were originally obtained

from the American Type Culture Collection (ATCC). All experiments were performed within

3 to 10 passages after thawing cells. Cell medium conditions varied with respect to cell type.

MCF7 cells were grown in DMEM medium supplemented with 10% fetal bovine serum

(Atlanta) and 4 mM L-Glutamine. K562 cells were grown in RPMI medium supplemented

with 10% fetal bovine serum (Atlanta) and 4 mM L-Glutamine. HepG2 cells were grown

in DMEM medium supplemented with 10% fetal bovine serum (Atlanta) and 4 mM L-

Glutamine. All media was supplemented with Pen/Strep antibiotic solution. Cells were

passaged via dissociation with 0.5% Trypsin-EDTA (Thermo). For all experiments, cell

confluency was maintained between 20-80%.

2.1.2 Inhibitors and Drug Treatment

Small molecules used throughout this research are GSK126, an EZH2 inhibitor (Selleck

Chem); GSKJ4 HCL, a JMJD2/3 inhibitor (Selleck Chem); veliparib, a PARP inhibitor (ob-

tained from Abbvie); ACBI1, a SMARCA2/4 PROTAC (opnMe); the poly-CDK inhibitor

Flavopiridol (MedChemExpress); the ATM kinase inhibitor KU-60019 (Selleck Chem); the

DNA-PKcs inhibitor NU7441 (Selleck Chem); and Olaparib (obtained from Abbvie). In-

hibitor stocks were diluted to 10 mM in DMSO and added to cells for the indicated length

of time. Unless otherwise noted, final concentrations used were as follows. GSK126, 20

µM; GSKJ4, 10 µM; Veliparib and Olaparib 10 µM, ACBI1 (100 nM), Flavopiridol 1 µM,
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KU-600019, 10 nM. DMSO was used at 1:1000 dilution for vehicle treatments.

2.1.3 DNA Damage Treatment

DNA damage was induced by exposure to a 60Co “-ray source. Cells were placed in an

irradiator (MDS Nordion) and exposed to the indicated dose. Dosage rates varied between

11.7 and 8.3 cGy/s depending on the date of the experiment. Cells were placed in the

irradiator for su�cient time to achieve a total dose of 6 Gy. This is su�cient to induce 30 to

80 DSBs per cell, with the wide range reflecting cell cycle and/or gene expression di�erences

between cells. For experiments in which cells were not examined immediately after IR insult,

cells were allowed to recover in a humidified incubator for the indicated time. Non-irradiated

(NIR) samples were mock irradiated.

2.2 Proteomics Methods

2.2.1 Standard IP:MS Procedure

Cells were treated as desired and then lysate was prepared by addition of 500 mL of

RIPA bu�er to cell pellet followed by vortexting to mix. For IP, cell lysate was sonicated

for 20 minutes in RIPA bu�er (30 s on 15 s o�) using a water emersion sonicator bath. Cell

lysate was then incubated overnight at 4 °C with 10 µL of the indicated antibody to bind

to target antigens. Antibody retrieval was carried out by incubating with 100 µL of Pierce

protein A/G beads (Sigma) for 2 h at 4 °C followed by 5 washes with RIPA bu�er and 2

washes with PBS all at RT.

30 µl eluate was in-solution digested with trypsin by first reducing in 50 mM am-

monium bicarbonate with 6 µl RapiGest surfactant (Waters) and 10% 200 mM Tris(2-

carboxyethyl)phosphine, alkylated with 50 mM iodoacetamide (33 µl) in the dark for 30

min at RT, and digested with 1:50 vol/vol trypsin (Promega) at 37 °C overnight. Detergent

was removed with 1 µl trifluoroacetic acid at 37 °C for 45 min. Digested peptides were
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cleaned up on a C18 column (Pierce), speed vacuumed, and sent to the Proteomics Core at

Mayo Clinic for liquid chromatography–tandem MS (LC-MS/MS).

2.3 Histone Post-translational Modification Analysis Methods

Several methods for high-dimensional analysis of Histone PTMs via proteomics were

attempted. Little concordance between methods was observed. While this may reflect

biological noise or sample variability, we also contend that technical di�erences between

methods contribute to the variability observed. Assessing the robustness or fidelity of histone

PTM analysis is outside the scope of this dissertation, but is worthy of future studies.

2.3.1 Multiple Reaction Monitoring (MRM) analysis of histone PTMs

Initial histone PTM analysis was performed by the Northwestern University Proteomics

Core. We used the "Epiproteomic Histone Modification Panel B" assay which is an externally-

facing analysis service available on their website. Flack frozen cell pellets were shipped to

Northwestern on dry ice for in-house analysis. The method, in brief, is as follows. Histones

were extracted directly from flash frozen cell pellets with the addition of 5 volumes of 0.2 M

H2SO4 for 1 h at room temperature (RT). Cellular debris was removed by centrifugation at

4,000 x g for 5 min and histones were precipitated from the supernatant with trichloroacetic

acid (TCA) at a final concentration of 20% (v/v) for 1 h on ice. Precipitated histones were

pelleted at 10,000 x g for 5 minutes, washed once with 0.1% HCl in acetone, then twice with

100% acetone with centrifugation at 15,000 x g for 5 minutes between washes. After the final

acetone wash, histones were dried briefly and stored at -20 °C until derivatization. Histones

were propionylated and digested, with the modification of a single round of propionylation for

1 h prior to and following digestion. Targeted LC-MS/MS was performed on a TSQ Quantiva

(Thermo Scientific) triple quadrupole mass spectrometer and raw data were analyzed in

Skyline 2 according to published methods.
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2.3.2 Northwestern MRM Data Analysis

Data obtained from the Northwestern analysis were provided as a rectangular matrix with

each row representing a PTM and each column containing either the raw peak area (peptide

intensity value) or the residue-normalized percentage of a given PTM in a given sample.

tSNE analysis was performed in R with the RtNSE package on the residue-normalized data.

Default settings were used, though the perplexity was set to 1 because of the low number of

datapoints. For clustering of PTMs, raw peak area data were used. The package dtwclust

was utilized to perform the DTW distance calculations to obtain more accurate relationships

between time-series data. The number of clusters was set at 5 after manual inspection of the

elbow plot generated by dtwclust and clustering was carried out via the partitioning around

medoids (PAM) algorithm. A heatmap was created using the heatmap2 package in R with

a Euclidean distance metric and a Ward D2 clustering algorithm. All plots were generated

using ggplot2 implemented in base R or the tidyverse packages.

2.3.3 In-house Histone Sample Preparation for LC-MS/MS

We also performed an in-house histone PTM analysis method using Epiprofile software to

extract and quantitate histone PTMs from complex MS/MS spectra. The method for sample

preperation is as follows. 5 x 106 cells were harvested, following the indicated treatment and

nuclei were isolated using NEB bu�er (10 mM HEPES pH 7.9, 1 mM KCl, 1.5 mM MgCl2,

1mM DTT). Histones were extracted from nuclei by treatment with 0.4 N H2SO4 for 30

min at room temperature and then precipitated from the supernatant by dropwise addition

of ice-cold trichloroacetic acid. Precipitated histone protein was spun down and washed

twice with very-cold acetone. The pellet was then air dried and resuspended in ddH2O. For

each sample set, 20 µg of protein was loaded and run in a gel plug for 6 minutes at 200

V. Gel sections were subjected to propionyl derivatization (at the protein level), Trypsin

digestion, propionyl derivatization (at the peptide level), followed by C18 cleanup. For

propionyl derivatization, propionic anhydride (Sigma) was mixed 1:3 with isopropanol pH
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8.0 and reacted 37 °C for 15 min. Following protein derivatization treatment, gel sections

were washed in ddH2O and de-stained using 100 mM NH4HCO3 pH 7.5 in 50% acetonitrile.

A reduction step was performed by addition of 100 µl 50 mM NH4HCO3 pH 7.5 and 10 µl of

200 mM tris(2-carboxyethyl) phosphine HCl at 37 °C for 30 min. The proteins were alkylated

by addition of 100 µl of 50 mM iodoacetamide prepared fresh in 50 mM NH4HCO3 pH 7.5

bu�er and allowed to react in the dark at 20 °C for 30 minutes. Gel sections were washed in

water, then acetonitrile, and vacuum dried. Trypsin digestion was carried out overnight at

37 °C with 1:50-1:100 enzyme–protein ratio of sequencing grade-modified trypsin (Promega)

in 50 mM NH4HCO3 pH 7.5, and 20 mM CaCl2. Post-digestion, peptides were derivatized

with propionic anhydride:IPA 1:3 at 37 °C for 15 min and repeated for a total of two times.

Peptides were then cleaned up with C18 spin columns (Pierce). Peptides were extracted

with 5% formic acid and vacuum dried and sent to the Mayo Clinic Proteomics Core facility

for HPLC and LC-MS/MS data acquisition.

2.3.4 LC-MS/MS and PTM Analysis via EpiProfile and MaxQuant

Once samples reached MayoClinic, samples were re-suspended in Burdick & Jackson

HPLC-grade water containing 0.2% formic acid (Fluka), 0.1% TFA (Pierce), and 0.002%

Zwittergent 3–16 (Calbiochem), a sulfobetaine detergent that contributes the following dis-

tinct peaks at the end of chromatograms: MH+ at 392, and in-source dimer [2 M+ H+] at

783, and some minor impurities of Zwittergent 3-12 seen as MH+ at 336. The peptide sam-

ples were loaded to a 0.25 µl C8 OptiPak trapping cartridge custom-packed with Michrom

Magic (Optimize Technologies) C8, washed, then switched in-line with a 20 cm by 75 µm

C18 packed spray tip nano-column packed with Michrom Magic C18AQ, for a 2-step gra-

dient. Mobile phase A was water/acetonitrile/formic acid (98/2/0.2%) and mobile phase B

was acetonitrile/isopropanol/water/formic acid (80/10/10/0.2%). Using a flow rate of 350

nl/min, a 90 min, 2-step LC gradient was run from 5% B to 50% B in 60 min, followed by

50%–95% B over the next 10 min, hold 10 min at 95% B, and re-equilibrated.
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Electrospray tandem mass spectrometry (LC-MS/MS) was performed at the Mayo Clinic

Proteomics Core on a Thermo Q-Exactive Orbitrap mass spectrometer, using a 70,000 RP

survey scan in profile mode, m/z 340–2000 Da, with lockmasses, followed by 20 MSMS HCD

fragmentation scans at 17,500 resolution on doubly and triply charged precursors. Single

charged ions were excluded, and ions selected for MS/MS were placed on an exclusion list

for 60 seconds. An inclusion list (generated with in-house software) consisting of expected

histone PTMs was used during the LC-MS/MS runs.

Sample *.raw files were extracted with pXtract ver 2.0 to obtain their MS1 and MS2 files.

These along with their *.raw files were analyzed in Matlab with the Epiprofile 2.0 script. In

addition to the Epiprofile modifications detected, we probed for any additional common and

unique modifications, thus sample *.raw files were also searched in Maxquant version 1.5.2.8

against a histone protein fasta database downloaded 10/15/2019 from Uniprot. The PTM

search was done in multiple searches at 20ppm with 1% FDR filtering using a fixed mod-

ification of Carbamiodomethyl (C), common variable modifications of Deamidation (NQ),

Formyl (n-term) Oxidation (M), combined with the following additional PTMs Ac, Acetyla-

tion (K,S,T); Ar, ADP ribosylation (R,E,S); Bu Butyrylation, (K); Cit Citruillination, (R);

Cr, Crontonylation (K); Fo, Formylation (K); Hib, 2-Hydroxyl-isobutyrylation (K); Ma, Mal-

onylation (K); Me Methylation, (K,R); Me2, Di-Methylation (K,R); Me3, Tri-Methylation

(K,R); Og O-glycacylation, (S,T); Oh, Hydroxylation (Y); Ph, Phosphorylation (S,T,Y); Pr,

Propionylation (K); Su, Succinylation (K); and Ub, Ubituitylation aka GlyGly (K). Down-

stream PTM analysis was performed in Perseus version 1.6.7.0 and formatted in Perseus,

Excel (Microsoft) or R.

2.4 TdT-UdP Double Strand Break End Labeling (TUDEL)

TdT-UdP Double Strand Break End Labeling, or TUDEL, is a specific and sensitive

method developed for direct detection of DSBs in situ. Several variations of TUDEL were at-

tempted and the method has been previously published. In brief, TUDEL involves the enzy-
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matic incorporation of a functionalized nucleotide to free 3’ OH DNA ends exposed at DSBs,

followed by the fluorescent tagging of incorporated nucleotides. The tagged nucleotides can

then be visualized by fluorescence microscopy. Additionally, exogenous nucleotides can be

used as a handle for a�nity purification or enrichment of DNA ends or DSB-proximal chro-

matin. For imaging, our best sensitivity and specificity have been achieved using TdT to

incorporate ethynyl-dUTP (EdU) followed by copper-catalyzed azide-alkyne Huisgen 1,3-

dipolar cycloaddition conjugation chemistry (CuAAC, a form of Click chemistry) to incor-

porate azide-fluorophores. The TUDEL staining protocol is as follows.

2.4.1 TUDEL Labeling

Cells are mounted on coverslips and treated as desired. When ready for staining, cells are

washed 2 times in PBS. Then, coverslips are equilibrated in 1X Blunting Bu�er for 10 min.

Blunting bu�er consists of 100 mM Tris-HCl, 50 mM NaCl, 10 mM MgCl2, 0.025% Triton

X-100 at pH 7.5. Following equilibration, coverslips are incubated in 100 µL of Blunting

Bu�er supplemented with 1 µL T4-Polymerase and T4-PNK at RT for 45 min followed by

2 washed with PBS.

Next, TUDEL labeling mix is added directly to the coverslips. Alternatively, to conserve

reagents, particularly TdT, labeling mix may be spotted onto parafilm, and coverslips in-

verted on top of the droplets. If using this method, the parafilm is placed inside a small,

humidified chamber before incubation to avoid drying of the labeling mix. Cells are then

TUDEL labeled by exposure to a TdT Labeling Mix consisting of 50 µL of 5X TdT Bu�er,

200 µL of 1X TBS, 5 µL of 10 mM dNTPs and 1 µL of 40 mM EdU (Sigma). 1 µL of

Recombinant Roche Terminal Deoxynucleotidyl Transferase (Sigma) is added per 250 µL of

bu�er. TdT Bu�er stock is prepared with 500 mM potassium cacodylate (pH 7.2) and 10

mM CoCl2, diluted in 1X TBS. This is then aliquoted and frozen at -20 °C. Subsequently,

DTT is added to a final concentration of 1 mM before use. The TdT tailing reaction is then

allowed to proceed at at 37 °C for 4 h. Samples are then washed 2 times in 1X TBS. For
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imaging DSBs, incorporated TdT can be labeled via “Click-chemistry” upon reaction with

an azide containing fluorescent dye. Click Bu�er for copper-catalyzed azide-alkyne Huisgen

1,3-dipolar cycloaddition conjugation is prepared fresh and consists of 100 µM CuSO4, 500

µM THPTA (Sigma), 1 mM sodium ascorbate in 50 mM phosphate bu�er, pH 7. To visu-

alize TdT incorperated nucleotides, we use ATTO 565 Azide (ATTO-Tech, AD 565-101) in

both superresolution and confocal TUDEL imaging. Dye is added to a final concentration

of 1mM and the reaction is allowed to proceed for 30 min at 37 °C followed by imaging as

described below.

2.4.2 TUDEL-A�nity Purification

For a�nity purification of TUDEL-labeled free DSB ends, 1e7 cells are pelleted from

culture and washed 2X in PBS before being exposed to TUDEL labeling bu�er (see above)

at a concentration of 1e6 cells per mL. TUDEL labeling is performed in a shacking heat block

set to 37 °C for 6-8 h. After labeling, cells are pelleted again followed by nuclear isolation

using NEB bu�er (10 mM HEPES pH 7.9, 1 mM KCl, 1.5 mM MgCl2, 1mM DTT). Nuclei

are then fixed and sonicated according to the Standard IP:MS protocol. Nuclear lysate is

then added to an azide-containing substrate for covalent capture of TUDEL-labeled DNA-

chromatin complexes. Multiple azide substrates were texted including azide-functionalized

agarose and azide-coupled magnetic nanobeads. Irrespective of the substrate used, lysate was

incubated in click-chemistry bu�er as described above. For agarose, samples were incubated

overnight at 4 °C and for magnetic beads samples were incubated for 4 h at RT in accordance

with the respective manufacturer’s directions. Beads were then washed 5X in RIPA bu�er

followed by 2X washes in TBS.
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2.5 Imaging and Immunostaining

2.5.1 General Immunofluorescence Imaging

For all adherent-cell imaging, 2.5 x 104 MCF7 or K562 cells were seeded on round 1.5 cover

glass in 12 or 24 well plates and incubated until 50-80% confluency was achieved. Irradiation

and/or treatment with indicated inhibitors were performed in situ. For slide preparation,

cells were washed 2X with PBS before being fixed with 4% PFA in PBS for 10 minutes. Cells

were then permeabilized in 0.1% Triton x-100 in PBS for 10 min. For basic mounting, cells

were stained with 0.5 µg/mL DAPI, and mounted using ProLong Gold (Invitrogen). For

immunofluorescence staining, cells were fixed as above, and blocked with 5% BSA (American

Scientific) in PBS for 1 h. Then, the indicated primary antibodies were added to PBS

supplemented with 5% BSA and 2% dry milk and coverslips were incubated overnight at

4 °C. All antibodies were used at 1:1000 dilution unless otherwise noted. The next day,

coverslips were washed 3 X in 5% BSA and 2% dry milk in PBS supplemented with 0.1% TX-

100 and 0.05% NP-40. Then, fluorescent secondary antibodies (Jackson ImmunoResearch)

were applied for 1 h at RT with shaking. In general, foci images were captured on either

an Olympus IX81 wide-field microscope or a Marianas spinning-disk confocal (3i Imaging)

with either a 40 X or 100 X oil-immersion objective. Z-stacks were taken at 1-2 µM spacing

covering 5-10 µM depending on the sample and date of the experiment. Z-stacks were

deconvolved using the "no-neighbors" deconvolution module in SlideBook imaging software

(3i Imaging). Deconvolved images were then used for further imaging processing. In general,

the DAPI channel was not deconvolved to improve thresholding of the DAPI channel and

foci counting.

2.5.2 Antibodies Used

Antibodies used for immunofluorescence in these studies are as follows: “H2AX (mouse

mAb, clone JBW301, Millipore Sigma), 53BP1 (rabbit, pAB, Novus), histone H3K27me3
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(rabbit, mAb, clone C36B11, CST), histone H3 (mouse, mAb, clone 6.6.2, Millipore Sigma),

R-Loop (Kerafast, Rabbit mAb clone S9.6), Pol II N-Term, (CST, Rabbit mAb, D8L4Y),

Pol II CTD PS2 (CST, Rabbit mAb, E1Z3G), Pol II CTD PS5 (CST, Rabbit mAb, D9N5I),

ATM (CST, Rabbit mAb, D2E2). Secondary antibodies are sheep anti-mouse, Alexa Fluor

488, goat anti-rabbit, Alexa Fluor 647 and Alexa Fluor 595, all sourced from Jackson Im-

munoresearch. Antibodies used for CUT&RUN in these studies are as follows: “H2AX

(mouse mAb, clone JBW301, Millipore Sigma), Histone H4 (ProteinTech), H2AX (Protein-

Tech, Rabbit pAb), H3K27me3 (CST, C36B11, Rabbit mAb).

2.5.3 IR Induced Foci Counting and Analysis

Many proteins which localize to sites of DSBs form punctate foci termed IR induced foci or

IRIF. Counting of foci o�ers a useful proxy for DSB detection, number of DSBs, and cellular

response to IR. Several automated foci counting methods were attempted, and in-house code

was written in ImageJ for automated counting of foci. Briefly, nuclei were thresholded and

segmented according to the DAPI channel and foci were counted within each nucleus via

semi-manual thresholding and a FindMaxima routine. To analyze the amount of DSB repair

proteins at IRIF, foci intensity analysis was performed by segmenting the foci as above and

then measuring the mean fluorescence intensity within each focus. Foci size was determined

by auto-local thresholding of the foci channel followed by segmentation and measurement

of segmented foci regions. All other image analysis was carried out in ImageJ via custom

macros.

2.5.4 Colocalization Analysis

Colocalization between two channels was determined by in-house code written to imple-

ment Li’s ICA method73. Briefly, ROIs corresponding to individual nuclei were segmented

and cropped and images were saved as intensity matrices. A custom R script was written

to transform corresponding matrices into colocalization scores. Pixels were considered to
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be colocalized if the intensity in a given pixel was above the mean intensity for an ROI in

both channels. We reported the fraction of pixels within a given nuclear ROI which were

colocalized. This method is insensitive both to the amount of staining present in an image

and to variations in intensity between cells or regions of an image. As an alternative method,

the “H2AX channel was thresholded in ImageJ forming a binary image matrix. The MFI of

antigens thought to be enriched or depleted in “H2AX high regions was compared between

the “H2AX high and “H2AX low portions of the image. Thus, the intensity of putative

repair proteins could be compared within and without IR induced foci.

2.5.5 Ground State Depletion (GSD) Superresolution Imaging

For superresolution imaging, cells were seeded on 180 mm square coverslips and stained

as above, but not mounted. Coverslips were washed 5X with PBS to remove non-specifically

bound fluorophores, inverted over depression slides containing 50 µl of freshly prepared

300 mM MEA oxygen scavenging medium, sealed with a two-part, quick-curing epoxy, and

cured 5 minutes in a 50 °C oven. For imaging, we utilized a Leica GSD 3D imaging system

equipped with a 160 X/1.43 NA, 0.07 mm WD objective; Suppressed Motion (SµMo) stage;

PiFoc precision focusing control system; blue (488 nm), green (532 nm) and red (642 nm)

excitation lasers; fluorescein, rhodamine, and far-red emission filters and an iXon Ultra

EMCCD camera. Slides were then imaged using in-house GSD imaging protocols with at

least 10,000 frames captured per channel per image. GSD data analysis and processing were

carried out with a series of in-house ImageJ macros. First, successive frames were aligned

to compensate for sample drift. Then, consecutive frames were averaged to create a rolling-

mean image. This image was then subtracted from the original image stack to so as to

remove invariant image data and highlight di�erences between frames. This process also

corrects for sample bleaching over the course of the acquisition time. Emission events were

detected as bright short-lived pulses of light. Identification of emission events was performed

via ImageJ plugin ThunderSTORM. Final images were then pseudo colored in ImageJ.
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2.5.6 GSD Förster Resonance Energy Transfer (FRET) Imaging

To verify molecular proximity of target proteins or to verify that putative DSB repair

factors did, in fact, localize to DSB loci, we exploited the power of GSD imaging to create

a novel FRET imaging method. We labeled target proteins or histone PTMs with primary

antibodies and utilized fluorescent secondary antibodies to introduce either a donor fluo-

rophore (AF 594) or an acceptor fluorophore (AF 647), hereafter referred to as donor (DNR)

and acceptor, (ACC) respectively. This process is also compatible with TUDEL labeled flu-

orophores being used as the Donor or Acceptor. To image dual-labeled samples, both DNR

and ACC were imaged at their respective excitation maxima to obtain an image of DNR

and ACC fluorophore locations. In the case of molecular proximity between a FRET pair,

DNR energy is transferred to the ACC proportionately to the distance between DNR and

ACC molecules. Bleached ACC fluorophores can no longer accept DNR energy, and more

DNR energy is thus observed when exciting DNR fluorophores at DNR excitation maxima.

Any increase in the DNR emission after ACC bleach is thus indicative of FRET and propor-

tionate to the distance between ACC and DNR molecules. Thus, we bleached the Acceptor

fluorophores using high intensity acceptor-wavelength laser power exposure for 60 s. Then,

both DNR and ACC were reimaged at their respective excitation maxima. The post-bleach

ACC image displayed negligible signal indicating e�cient bleaching on ACC fluorophores.

To obtain a FRET image, the DNR image before ACC bleach is subtracted from the DNR

image after ACC bleach. The resultant image intensity is proportional to FRET between

ACC and DNR. Thus, GSD-FRET reports both the location and the degree of FRET inter-

actions between two labeled antigens. GSD-FRET imaging was carried out in the sequence

described above. Images were pseudo-colored and manipulated in ImageJ.

2.5.7 FLIM Imaging

Fluorescence images were collected on a Leica Stellaris8 Falcon confocal microscope using

a 100X NA 1.4 objective in the FLIM module of LASX software (Leica Microsystems GmbH).
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Excitation by means of an extended-range white light laser was sequentially captured per

fluorescent probe in by-frame mode, pulse picker 40 MHz, at intensities producing at most

one photon per pulse. DAPI was excited at 440 nm for both fluorescence and lifetime data

acquisition. Images were accumulated to obtain su�cient counts. DAPI was recorded on

HyDX-SMD detector and other probes on HyDS or -SMD class detectors. Five fields of view

were taken of each preparation. Fluorescence lifetime for DAPI was estimated using the tau-

contrast module built into the Leica Stellaris FILM module. Lifetime maps were exported

as .tif files and measured in FIJI. Cells were segmented by means of the 445-DAPI outlines

(watershed), and then divided again with respect to “H2AX intensity. The fluorescence

lifetime of DAPI molecules in “H2AX high or “H2AX regions were recorded, using custom

R script.

2.5.8 Comet Single Cell Electrophoresis Assay

MCF7 cells were irradiated and/or drug-treated as indicated before collection via trypsin

and embedding in low-melting agarose (Trevigen). Comet assay was performed with a Tre-

vigen Comet Kit according to manufacturer’s directions with the following modifications.

Cells were electrophoresed at 23 V for 60 min and stained with SYBR Green rather than

SYBR Gold. Imaging of comet slides was carried out on a wide-field microscope with a 10

X air objective. Images were analyzed using ImageJ plugin OpenComet.

2.5.9 Incucyte Analysis

For analysis of cellular growth kinetics, MCF7 cells were seeded at low density (10%

confluency) in 12-well plates and then treated as indicated. Plates were incubated in the

Incucyte S3 imaging system (Essen Biosciences) for 5 days and images were recorded every 4

h. Confluency was calculated automatically using Incucyte software by manually threshold-

ing a random selection of images and applying these settings to the entire image-set. Data

were then normalized to the confluency at time of treatment. Plots were generated in R.
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2.5.10 SA-—Gal Assay

Cells were seeded at 3◊104 cells per well in six-well plates and treated with inhibitors

for 1 h prior to irradiation. Cells were allowed to recover in a humidified incubator for 3

days before fixation and staining. Cells were then incubated in 0.5 ml of x-Gal containing

staining solution per well of 6-well plate. Plate was incubated the plate 8 h or overnight at

37 °C without CO2. Images were captured on a Zeiss Axiovert 200M microscope with a 20◊

Plan-NeoFluar objective and Axiocam digital camera controlled by OpenLab software. Two

or more replicates were performed, and representative images are shown.

2.6 Genomic Sample Prep and Data Analysis

2.6.1 CUT&RUN Sequencing

500,000 K562 cells were pelleted and washed twice with Wash Bu�er (20mM Hepes,

150mM NaCl, 0.5M Spermidine and Roche Complete Protease Inhibitor EDTA free). Washed

cells were incubated with activated Concanavalin A-coated magnetic beads (Bangs Labora-

tories) with Dig-Wash bu�er (20 mM HEPES, pH7.5, 150 mM NaCl, 0.5 mM spermidine,

0.05% Digitonin and Roche complete Protease Inhibitor tablet EDTA free) for 5-10 minutes

on a rotator. 10 µl bead slurry was used per sample. The cell bound beads were incubated

with indicated primary antibody (1:100) in 150 µl antibody bu�er (Dig wash Bu�er plus

EDTA) overnight at 4 °C on a rotator.

The next day, beads were washed 3 times with 1 ml Dig Wash bu�er. After washing,

150 µl of the Protein A-MNAse (CST)was added at 700 ng/mL and incubated for 1 h at 4

°C. Following incubation, the beads were washed 3 times with 1mL Dig Wash bu�er before

addition of 24 µl ice cold 1XpA-MNAse reaction mix (Dig Wash Bu�er supplemented with 2

mM CaCl2). Tubes were placed in a cold block and incubated at 0 °C for 30 minutes. Next,

tubes were placed on a magnetic stand to separate beads, and the supernatant was removed.

Next, of 8 µl 4X STOP Bu�er (80mM EGTA, 0.05% Digitonin, 100 µg/ml RNAseA, 100
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pg/mL heterologous spike-in DNA (CST)). Beads were incubated in 4X STOP Bu�er at 37

°C to release CUT&RUN fragments. Tubes were returned to the magnetic stand and 30 µl

of supernatent containing digested chromatin was transferred to new tubes. Immediately,

library prep was commenced Ovation Ultralow Library kit (NuGEN). Illumnia NextSeq 500

paired-end 42 bp sequencing was obtained.

2.6.2 CUT&RUN Raw Data Analysis

Sequenced reads were aligned to hg19 using bwa version 0.7.12. Reads were filtered using

a q10 cuto� in samtools. BAM files were generated using samtools. BAM files were used for

all subsequent analysis unless otherwise indicated. For peak-based analyses, “H2AX peaks

were called using MACS2 with an FDR of 0.1 and a –broad flag.

2.6.3 ENCODE Datasets

Epigenetic feature datasets were downloaded from ENCODE. Where possible, filtered

aligned reds were downloaded as *.bam files. Data was then processed identically to in-

house generated datasets, see above.

2.6.4 ChromHMM Intersection

ChromHMM data was obtained from UCSC genome browser. A 15 state model was

used. To intersect reads with ChromHMM states, bed files containing the boundaries of

each state were created. Tiles with BLISS coverage above the mean genome-wide coverage

were selected and intersected with each ChromHMM state using bedtools intersect with a

-wa flag and -f set to 0.5 indicating a given tile had to overlap with a ChromHMM state by

at least 50% or 500 bp. Next, the proportion of enriched tiles falling into each ChromHMM

state was computed and compared against the genome-wide background (the total number

of base pairs occupied by each state divided by the total number of base pairs in all states).
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All plotting was carried out in R. Pearson’s ‰2 Goodness of Fit test was used to compare

distributions between states as indicated.

2.6.5 Peak Nearest-Neighbor Analysis

The nearest neighbor to each peak in the “H2AX peak set was automatically determined

using the bedtools closest function and the -each flag. Peaks which overlapped a “H2AX

peak were not excluded; these distances were reported as 0 bp. Random peak sets were

generated using bedtools shu�e and the -chrom flag.

2.6.6 Genomic Tiling

Bedtools makewindows was used to generate genome wide tiles of various widths. Tiles

which overlapped blacklist regions were discarded. Average coverage across each tile was

computed using bedtools coverage with a -mean flag. To determine optimal tile width,

10,000 1 Mbp windows were randomly generated using bedtools random and tiled at varying

widths. An equal number of tiles were then randomly drawn from each dataset.

Tiles were determined to be “H2AX-High or “-H2AX-Low depending on the coverage

value with respect to the mean genome-wide “H2AX coverage value. We examined several

tile widths ranging from 10 bp to 10000 bp. The distribution of “H2AX coverage values across

all tile widths was comparable. We also examined the frequencies of adjacent tile pairs to

select for a tile width which yielded non-random patterns of “H2AX density. Deviations from

randomness were assessed by Pearson’s ‰2 Goodness of Fit test. Larger tiles had strongly

non-random frequencies of adjacent “H2AX-Low or “H2AX-High tiles; smaller tiles had a

distribution further from the naive distribution suggesting our signal to noise ratio declined

with tile width. Tiles 1 kbp in width were the smallest tile with maximal deviation from

random tile-pair frequencies. Summary statistics for each tile width were computed in R.

Tile pair statistics were calculated using the xtabs function. To determine whether adjacent

tiles were non-randomly enriched for “H2AX, ‰2 Goodness of Fit tests were performed in
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R. The expected tile pair frequencies were determined based on empirical observation that

66% of tiles were “H2AXLow and 33% “H2AX-High irrespective of the tile width.

The epigenetic feature matrix was generated by randomly sampling 250,000 1 kb tiles

from across all chromosomes except ChrX, ChrY and ChrM. Average coverage across each

region was computed using bedtools coverage with a -mean flag for each genomic feature.

The matrix was constructed using custom R code. “High” or “Low” encoding was done by

comparing the coverage in each tile with the mean genome wide coverage level for a given

histone mark. Genome wide correlation was calculated using the corplot function in R.

Jaccard Distances between feature a and b were determined according to standard formulae.

Heatmaps were generated using the heatmap2 package. tSNE maps were generated using the

Rtsne package. tSNE parameters were determined by grid sampling and visual inspection

of the resultant plots. All other analyses with tiled data were performed as described in the

text using custom R code.

2.6.7 ChromHMM Modeling

ChromHMM states were learned by using java ChromHMM scripts. Standard settings

were used, and bin width was set to 1 kb for consistency with other data. Models which

learned several numbers of states were generated. Subsequently, the 4 state model was

selected based on manual inspection of the transition matrix and distribution of “H2AX

coverage plots. All figures were plotted in R based on data generated by ChromHMM

scripts.

2.6.8 ML Prediction of “H2AX

Machine learning models were implemented in R using in house code and the parsnip

package. A random sample of genomic tiles was used to train the model. Tiles which had

zero coverage across all histone marks were excluded from analysis. Only histone mark

features were used as input for the model. The parsnip package was used to prepare data
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for ML and implement the gradient boosted tree model. Cross validation was employed

to estimate model accuracy. The ranger package was used to run the random forest model.

Hyperparameter tuning was achieved by randomly sampling hyperparameters in a grid space

and selecting for the highest accuracy combination of hyperparameters. Values indicated in

the text reflect performance on a test set of data not used to train the model. AUC plot

and summary stats are generated by the parsnip package. A gradient boosted tree model

(XGboost) was also tested and gave slightly worse performance.

2.6.9 Transcription Start Site Analysis

Regions of transcription start sites were downloaded from RefTSS and converted to hg19

coordinates using liftover. To create 2 kb regions straddling each TSS, the midpoint of 20,000

randomly selected TSSs was calculated, and the resulting BED file was expanded bidirec-

tionally using bedtools slop. Then, genomic tiles were intersected with these regions using

bedtools intersect with default parameters. Genomic tiles were intersected with ChromHMM

tracks as indicated. RNAseq data was previously published. The top and bottom decile of

genes, ranked expression, were determined by RPKM values. The genomic loci of genes of

interest were downloaded from the USSC table browser. Profile plots were generated using

deeptools plot profile accessed via Galaxy. To generate TSS meta plots, TSS regions were

subdivided into 50 bp windows and coverage within each window was computed via bed-

tools coverage. Coverage within each window was normalized to the mean coverage across

the entire 2 kb TSS region. Profile plots were generated in R by fitting a generalized additive

model (GAM) with the formula coverage s(position) where s(x) is a cubic spline smoothing

function.

2.6.10 Common Fragile Site Analysis

CFS loci were downloaded as a BED file from HumCFS. The average coverage across each

CFS was computed using bedtools coverage and a -mean flag. Random loci were determined
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by shu�ing the CFS BED file using bedtools shu�e and then coverage was computed across

the shu�ed regions.

2.7 Statistical Analysis and Plotting

All statistical analysis was performed as indicated. Test were carried out in R using the

ggpubr package. In general, a Students T-test was used if n >50 per group and Wilcox test

was used to analyze small sample sizes. Kruskal-Wallis and One-Way ANOVA tests were

used for analyses of more than two groups, again dependent on whether n was greater or less

than 50. For all plots, significance values are as follows: ns p>0.05; * p<0.05; ** p<0.01;

*** p<0.001; **** p<0.0001. Box plots show first and third quartiles of the data as well as

the median. Violin plots show the mean. In scenarios where multiple testing was considered,

p-values were transformed into FDR q-values by the qvalues package in R (Storey method).

All plots were generated in R using the ggplot, cowplot and ggpubr packages.
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CHAPTER 3

THE DISTRIBUTIONS OF DSBS AND “H2AX FOLLOWING

IR INSULT ARE NON-HOMOGENOUS AND DIRECTED BY

BASAL EPIGENETIC STATES

3.1 INTRODUCTION

Histone post-translational modifications (PTMs) have been implicated in almost all as-

pects of chromatin biology from gene regulation to cell fate and development[113]. Infor-

mation, which is not encoded in DNA but nonetheless influences phenotypic expression and

cell fate, is collectively termed epigenetics. Indeed, while nearly all cells in a given organ-

ism share the same genetic information, they evince vastly di�erent phenotypes; epigenetics,

principally histone PTMs, allows for such variation to arise[377, 378, 379]. Although epi-

genetics encompasses several layers and types of information, from the 3D structure of the

genome to DNA modification, we will focus in this Chapter on chromatin compaction and

histone PTMs. While roles for histone PTMs in gene expression are well-studied, the e�ects

of di�erential histone modification on genome maintenance or induction of damage are less

well appreciated.

Chromatin compaction plays an important role in maintenance of genomic integrity, a

process critical for cellular homeostasis. For example, it has long been appreciated that his-

tones are themselves radio-protective and that naked DNA is highly prone to breakage[380,

381]. Ionized particles and free radicals responsible for DNA damage can instead interact

with histones[382]. Thus, chromatin bound proteins act as a sort of sink, absorbing radia-

tion or free-radicals and sparing DNA. DNA also adopts di�erent conformations depending

on the local chromatin environment; DNA conformation has been shown to influence DNA

fragility[383, 384]. Given epigenetic heterogeneity, it is unlikely that all genomic regions rec-

ognize and repair DSBs in the same manner; indeed, specialized telomeric and heterochro-
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matic repair pathways have been proposed[274, 385]. Changes including di�erential histone

PTMs, and alteration of 3D genome structure may serve to hinder or promote recognition

of genomic damage[386, 387].

Turning to a translational angle, cancer cells oftentimes hijack epigenetic modification

pathways as a prerequisite for transformation[388, 389, 390]. It is not well understood how

malignant alterations to the epigenome may enhance cancer cells’ ability to tolerate genomic

instability or withstand genotoxic stresses such as chemo or radiotherapy[379]. Further, sev-

eral studies have identified common fragile sites (CFS) which accumulate breaks and are often

the site of large-scale translocations or rearrangements which drive transformation[391, 303,

304]. Breakage at CFSs is associated with various forms of chemotherapy including cross-

linking agents, suggesting that the epigenome at CFSs may be permissive to breakage under

replication or genotoxic stress[305]. Controlling common fragile site breakage is crucial to

maintaining genome integrity. However, CFS breakage could also be advantageous to cancer

cells, which have attained resistance toward genome instability. Thus, a fuller understanding

of how epigenetics directs genome maintenance, especially in response to acute exogenous

DNA damage, can further inform our understanding of why epigenetic deregulation is so

often observed in cancer and uncover additional avenues to enhance the e�cacy of genotoxic

therapies.

However, studies interrogative of the relationship between basal chromatin state and DSB

repair are lacking due to technical challenges. The stochastic nature of exogenously induced

DSBs represents a potential impediment to genomic localization using traditional techniques

such as ChIP-seq which are dependent on averaging signal across a population of cells. Stud-

ies which have used ChIP-seq to query the genomic location of “H2AX have found an as-

sociation with open, transcribed chromatin[392, 393]. This observation is consistent with

the radio-protectivity conferred via heterochromatin, though “H2AX and DSB loci may not

be coincident, especially if heterochromatin prevents H2AX phosphorylation but not DSB

induction. It has also been shown that topologically associated domains (TADs), higher-
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order genome structures including folds and loops, proscribe spreading of “H2AX away from

DSB loci[182, 184]. Toward obviating technical di�culties, other studies have attempted to

use model systems to simulate exogenously induced DSBs including Cas9 and endogenously

expressed restriction enzymes[168, 394]. These studies have shown that the local epigenome

surrounding cut sites dictates fragility. Epigenetic context also directs repair pathway uti-

lization at restriction enzyme cut sites. However, restriction enzyme based models are likely

a poor proxy for IR induced damage; restriction enzymes are biased toward open, accessible

DNA whereas radiation or chemotherapy may be less so[395, 396]. Further implicating use

of restriction enzymes in these studies, repair of Cas9 induced damage has been shown to

rely on Fanconi Anemia genes which are not canonical DSB repair proteins[397]. Addition-

ally, the distribution of cut sites for a given restriction enzyme may not be balanced across

the genome. Overall, technical caveats contribute to a lack of studies reporting on genomic

locations of exogenous DNA damage especially from a global, genome-wide perspective.

Here, we directly assay stochastic, IR-induced DNA damage and infer relationships be-

tween basal epigenetic state and cellular ability to detect DSBs. Contrary to the stochastic

nature of radiation, we first show that, as expected, DSBs are excluded from compact het-

erochromatin. Furthermore, we show that “H2AX is not uniformly distributed genome

wide. In general, transcribed euchromatin accumulates more “H2AX more quickly than

repressed regions despite having equivalent average nucleosome density and DSB density.

Heteochromatic regions are never marked by “H2AX and contain few DSBs. We also un-

cover connections between basal histone PTMs and recognition of DSBs. Finally, we suggest

that the heterochromatin marker H3K27me3 plays a dual role in the DDR: basal H3K27me3

prevents DSB recognition, while we observe DDR promoting e�ects of H3K27me3 deposited

in transcribed euchromatin after IR insult.
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3.2 RESULTS

3.2.1 DNA Damage from Ionizing Radiation is Not Detected Uniformly

Across the Genome

In order to assess the genome-wide distribution of DSBs following IR, we turned to

BLISS, a direct assay which maps free DNA ends in situ[398, 399]. Using BLISS, DSBs

were mapped in the human myeloid leukemia cell line K562, an ENCODE tier 1 cell line

for which abundant epigenomic data are available[400]. K562 cells were exposed to 6 Gy

of “ irradiation and processed for BLISS at 1 h post IR (PIR). Although DSBs which can

be rejoined by direct ligation may resolve rapidly, complex DSBs— such as those produced

by “ rays— require processing and persist for several hours. We mapped 5.5e6 BLISS

reads to the genome, corresponding to ≥ 1 DSB end per 514 sequenceable residues. To

examine if chromatin context may influence DSB formation, we adapted an approach used

by the ChromHMM genome classifier[401, 402]. ChromHMM first partitions the genome into

contiguous bins or tiles and subsequently determines which tiles are enriched or depleted

for a variety of epigenetic features. Then, ChromHMM uses a Hidden Markov Model to

partition the genome into epigenetic states (e.g., promoter regions, enhancer regions) based

on histone PTM ChIP-seq data. Toward modeling the genomic distribution of DSBs, we

adopted an analogous approach with BLISS data. BLISS reads were aligned to the genome

before binning the genome into tiles and calculating the average BLISS coverage across each

tile.

After binning BLISS reads into genomic tiles, we classified each tile as high or low with

respect to the mean genome-wide BLISS coverage. Next, we intersected ChromHMM states

with BLISS-high tiles to model the distribution of DSBs. We observed significant di�erences

between the distribution of BLISS-high regions across ChromHMM states and the fraction

of the K562 genome occupied by each state (Figure 3.1A). Notably, BLISS-high tiles were

underrepresented in the ChromHMM state Heterochromatin (which accounts for >60% of

60



the K562 genome) and were proportionally enriched in other states. The Heterochromatin

state represents domains largely devoid of histone marks, consistent with densely packed

nucleosomes that shield the DNA from radiation damage. To examine whether chromatin

accessibility might serve as a proxy for the expected distribution of DSBs, we examined the

fraction of MNase-seq enriched tiles (MNase) in each ChromHMM state. The distribution of

BLISS-high regions and MNase-high regions across the 15 ChromHMM states was broadly

similar. A caveat is that BLISS, MNase and other seq-based methods may be similarly biased

against heterochromatin which is more resistant to sonication, inaccessible to enzymes or

antibodies, and characterized by repetitive sequences that frustrate alignment. To extend

our analysis beyond regions of the genome classified by ChromHMM, we compared BLISS

to DNAse sensitivity and MNase sensitivity across all genomic tiles (Figure 3.1B). While

DNAse and MNase accessibility were highly correlated, BLISS was less so, suggesting that

DSB formation and chromatin accessibility depend on distinct features.

As an intermediate approach to explore additional factors that influence the distribu-

tion of DSBs, we extended the genome-tiling approach to map the distribution of 13 well-

characterized histone PTMs. The tiled genome was randomly sampled and tiles representing

0.14% of the genome were clustered using t-distributed stochastic nearest-neighbor embed-

ding (tSNE) and plotted as a 2-dimensional projection which we have dubbed a chromatin

context map, wherein each datapoint represents a single genomic tile. First, we attempted

to cluster datapoints on the tSNE plot using various clustering methods including k-Means

clustering, but this was largely uninformative(Figure 3.2). As an orthogonal approach, we

intersected plotted tiles with ChromHMM states and color coded the chromatin context map

with 3 illustrative states (Figure 3.3A). Validating this approach, color-coding tiles that in-

tersect with the ChromHMM states Weak Transcription, Repressed, or Heterochromatin re-

spectively decorates distinct domains on the chromatin context map. Then, labeling the map

according to BLISS-high vs. -low read density reveals tiles marked as Weak Transcription or

Repressed are preferentially BLISS-high (p<2.35e-52) while those marked Heterochromatin
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are primarily BLISS-low (Figure 3.3B).

Genome-wide analysis of “H2AX reveals a complex pattern distinct from DSBs and a po-

tential role for chromatin dynamics As an independent marker of DNA damage detection, we

profiled the genome-wide distribution of “H2AX, the S139-phosphorylated form of histone

H2AX that accumulates adjacent to DSBs within minutes after IR. Because it reports on

activation of ATM, DNA-PKcs and/or ATR upon binding at DSBs, “H2AX formation has

long been used as a marker for DSB detection and initiation of the DDR[403, 404]. A caveat

is that the PIKKs phosphorylate H2AX over kilobases adjacent to each DSB, making the

resolution considerably lower than BLISS. Nonetheless, we examined the genomic distribu-

tion of “H2AX by CUT&RUN in duplicate on 500,000 K562 cells at 1 h and 24 h after 6 Gy

irradiation. These time points were selected to examine both the initial and late phases of the

DNA damage response, with the rationale of comparing "total" DSBs at 1 h to "persistent"

DSBs at 24 h[405]. 7.70e6 “H2AX CUT&RUN reads were mapped to the genome at 1 h and

4.12e6 reads were mapped at 24 h, representing one read for each 36 and 68 sequenceable

bases, respectively. Against expectations, mapping the 1 h and 24 h “H2AX distributions

to the genomic tiles and then intersecting with ChromHMM states yielded significantly dif-

ferent, poorly-overlapping distributions for the two time points (p<4.53e-78; Figure 3.1A).

Whereas Weak Transcription and Repressed states displayed similar accessibility by MNAse

and DSBs by BLISS, they displayed distinct patterns for “H2AX at 1 and 24 h (p<1.04e-166;

Figure 3.1A, Inset 1). “H2AX displayed a similar pattern comparing Active Promotors to

Inactive Promotors (Figure 3.1A, Inset 2). Looking genome-wide, “H2AX at 1 and 24 h

PIR were uncorrelated, indicating that they represent distinct genomic distributions (Figure

3.1B). Each were only weakly correlated with DNAse- or MNase-seq, suggesting that fac-

tors beyond chromatin accessibility determine PIKK activation at DSBs. In turn, “H2AX

and BLISS displayed only moderate correlation, indicating that distinct epigenetic factors

influence DSB formation and detection.

To explore epigenomic determinants of “H2AX formation, we relabeled the chromatin
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context map to indicate regions with high “H2AX density at 1 h or 24 h PIR respectively

(Figure 3.3C-D). At each time point, “H2AX high tiles were non-uniformly distributed across

the map. The distribution of “H2AX at 1 and 24 h PIR di�ered significantly (p<2.86e-45),

though each significantly overlapped with high BLISS tiles (1 h PIR, p<3.93e-24; 24 h PIR,

p<5.81e-5). Toward determining epigenetic features linked to “H2AX at either timepoint,

we classified the “H2AX dynamics of each 1 kb genomic region between 1 h and 24 h

PIR, yielding four patterns (High to High, High to Low, Low to High, and Low to Low)

which we named Persistent, Rapid, Delayed, and Refractory respectively. Next, the four

“H2AX dynamic patterns were intersected with ChromHMM states. Overall, Persistent and

Rapid “H2AX tiles were enriched in Weak Transcription and other expressed states while

Delayed “H2AX tiles were enriched in the Repressed and Heterochromatin states[401, 406].

Refractory tiles were linked to Heterochromatin, corresponding to the protection from DSBs

detected with BLISS. As expected, color coding the chromatin context map by “H2AX

dynamic patterns revealed distinct distributions for each.

Given the enrichment of “H2AX at 1 h PIR in ChromHMM states associated with tran-

scription, we labeled the chromatin context map to highlight expressed tiles using Bru-

seq[407], an unbiased method to detect nascent transcripts (Figure 3.3E). High Bru-seq

tiles, reflecting the genomic regions that are actively transcribed, displayed a pattern similar

to ChromHMM Weak Transcription and were significantly associated with “H2AX at 1 h

PIR (p<3.29e-232). Bru-seq enriched tiles overlapped significantly with the Rapid “H2AX

pattern (p<2.09e-131). Like Bru-seq, tiles enriched in “H2AX at 1 h PIR were significantly

associated with two other marks of transcribed chromatin, Pol II density and poly(A) RNA-

seq (Pol II, p<7.95e-158; RNA-seq, p<1.25-164). Much like the ChromHMM states and other

features, the chromatin context maps also displayed clustering for nearly all of the histone

PTMs used to construct the maps. Surveying distributions of several candidates identified

the repressive histone mark H3K27me3 as the most similar to the ChromHMM Repressed

state, which displays low “H2AX at 1 h PIR, but gains “H2AX at 24 h PIR (Figure 3.3F).
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In particular, the H3K27me3 high and Delayed “H2AX pattern tiles overlap significantly

(p<4.70e-63).

Plotting the read density of CUT&RUN data from “H2AX at 1 h PIR across repre-

sentative genomic regions revealed a correspondence between “H2AX formation and genes

(e.g. Figure 3.4A). Toward identifying genomic contexts where DSBs are more likely to arise

and/or be detected, we called peaks on the 1 h PIR “H2AX data using MACS2[408] and ex-

amined the distance from “H2AX peaks to other histone PTMs. Epigenetic factor peak sets

were downloaded from ENCODE and the distance between each “H2AX peak and its near-

est neighbor peak was computed via bedtools[409] and compared to a random distribution.

“H2AX peaks were further than would be expected from marks characteristic of repressed

or inactive chromatin such as H3K27me3 but closer than expected to expressed gene marks

including H3K36me3 and H3K4me3 (Figure 3.4B). That transcription is so tightly linked

to rapid “H2AX formation raises the possibility that displacement of nucleosomes by poly-

merases may facilitate detection of DSBs.

Toward potential mechanisms underlying delayed “H2AX accumulation, the association

with H3K27me3, repressed domains, and heterochromatin implicated mechanisms other than

transcription. We surmised replication might serve a role much like transcription as both

processes involve nucleosome remodeling and chromatin decondensation and generate ss-

DNA. To explore this model, we examined replication timing by Repli-seq[410]. Genomic

tiles were assigned to one of 6 replication times based upon the cell cycle stage with max-

imum Repli-seq read density within each tile. Then, those tiles were intersected with two

illustrative chromHMM states, Weak Transcription and Repressed, chosen because they had

similar accessability and DSB density but significantly di�erent kinetics of DSB detection

as evidenced by “H2AX (Figure 3.5A). Tiles within each state were separated based on

Repli-seq stage (Figure 3.5B). Overall, Weak Transcription domains are replicated earlier as

compared to Repressed regions, potentially linking late replication to delayed H2AX accumu-

lation. We then examined “H2AX read density across all tiles separated by their maximum
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Repli-seq stage. At 1 h PIR, tiles which replicate in G1 or S1 phase had maximal “H2AX

(Figure 3.6A). However, this trend was reversed by 24 h PIR, by which time late-replicating

regions were maximally enriched for “H2AX (Figure 3.6B). An implication is that some

DSBs that form in transcriptionally silent chromatin may only be detected during replica-

tion, concomitant with dilution of repressive marks or generation of ssDNA as a substrate

for PIKKs[411, 412]. As a more direct measurement of replication timing, we mapped the

distance from all genomic tiles to the nearest origin of replication and plotted this against

“H2AX coverage (Figure 3.7A). A moderate trend was observed with a few tiles proximal

to replication origins showing hyper H2AX phosphorylation. Finally, we turned to Hi-C

data. Hi-C analysis has partitioned the genome into two flavors each found in megabase size

compartments[413]. A compartments contain euchromatin and genes and are known to be

early-replicating. By contrast, B compartments are hetrochromatic and replicate late; B1

compartments contain high levels of H3K27me3. Computing “H2AX coverage across the 6

compartment types revealed that, at 1 h PIR, A compartments had higher levels of “H2AX

than B compartments(Figure 3.7B). By 24 h PIR, this trend was reversed; in particular B1

compartments were enriched for “H2AX at late timepoints.

3.2.2 Examining Confounding Variables as Potential Determinants of

Rapid “H2AX Deposition

The genome-wide distribution of “H2AX at 1 h PIR pointed to transcription as a potential

mediator of rapid DSB detection, but the same distribution could similarly be associated with

other features of expressed chromatin. As CUT&RUN analysis relies upon MNase to release

DNA near proteins or histone PTMs of interest, the data may be inherently biased and favor

detection of any “H2AX in open chromatin, yielding a false association with expression.

To confirm that “H2AX is indeed enriched in open chromatin, we performed Fluorescence

Lifetime Imaging Microscopy (FLIM) with DAPI to examine DNA density. FLIM detects

photon counts to infer fluorescence lifetime and, by extension, the density of fluorophores;
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lower fluorophore density correlates to less dense chromatin and longer fluorescence lifetimes

(Figure 3.8A). FLIM analysis of irradiated cells labeled with anti-“H2AX antibody and

DAPI revealed DNA density near “H2AX foci was overall significantly lower than other

regions (Figure 3.8B). To confirm an association between “H2AX and transcribed regions,

we imaged irradiated cells co-stained with anti-“H2AX and anti-RNA Polymerase II (Pol

II) antibodies (Figure 3.8C). Image analysis demonstrated significantly greater than random

colocalization of “H2AX and Pol II at 1 h PIR (Figure 3.8D) and higher levels of Pol II near

“H2AX as compared to surrounding chromatin (Figure 3.8E).These results argue against

accessibility-induced bias in the “H2AX CUT&RUN sequencing data.

We then considered that DSB detection may be determined locally by availability of

H2AX as a substrate for PIKKs, thus confounding patterns of “H2AX enrichment. Thus, we

plotted the read counts for “H2AX against read counts of the two H2A isoforms, H2AFZ and

H2AX (Figure 3.9A-B). We observed a negative correlation between H2AFZ and “H2AX,

suggesting that DSBs in regions depleted of total H2AX may indeed be under-detected.

However, we also observed many loci with high levels of total H2AX but low “H2AX. To-

ward deconvoluting DSB formation from detection, we examined how the “H2AX distribu-

tion varied with known markers of chromatin fragility, shown to predict variations in DSB

density[414, 415]. Common fragile sites (CFS) are regions of the genome prone to breakage

upon treatment with genotoxic agents[305]. As compared to randomly selected genomic re-

gions, CFS identified by the HumCFS database[416] were enriched for “H2AX at 1 h PIR

(Figure 3.9C). We then examined total H2AX density across the four “H2AX dynamic states

(Figure 3.9D). While high total H2AX was linked to tiles scored as Persistent, this did not

appear to determine tiles scored as Rapid, Delayed or Refractory. Overall, these results

uncouple “H2AX formation from H2AX availability.

Next, we examined genome-wide correlation between “H2AX density and all other epige-

netic features considered in this study. Pearson correlation was calculated for every pair of

epigenetic features across 240,000 randomly sampled genomic tiles. Most epigenetic features

66



correlated with one another, consistent with the concentration of epigenetic marks in eu-

chromatin versus the large fraction of the genome occupied by undecorated heterochromatin

(Figure 3.10A)[401]. However, we observed anti-correlation between repressive and activat-

ing features, suggesting our analysis faithfully recapitulated known epigenetic relationships.

We next computed the partial correlation matrix, designed to remove confounding e�ects

of highly-correlated variables (Figure 3.10B). Hierarchical clustering revealed that repressive

features like EZH2 and H3K27me3 clustered together and were anticorrelated with features

of transcribed chromatin including Pol II and H3K36me3. “H2AX clustered with, and was

highly correlated with, markers of transcribed chromatin. Expected correlations, such as be-

tween EZH2 and its footprint H3K27me3, and between the gene activating markers H3K9Ac

and H3K4me3, were highlighted, validating this approach. Collectively, these analyses show

that “H2AX is enriched in regions with features indicative of active, open chromatin and is

excluded from repressed domains. This data is inconsistent with current understanding that

DSB formation and detection occur in a similar pattern throughout the genome.

3.2.3 A Machine Learning Model Predicts “H2AX Distribution and

Kinetics from Basal Epigenetic Marks

As an alternative strategy to identify which underlying epigenetic features might most

influence DSB detection, we employed a random forest machine learning model to predict

“H2AX coverage of genome tiles at 1 h PIR in K562 cells from the distribution of 13 histone

PTMs drawn from ENCODE. The model accurately predicted “H2AX coverage at 1 h PIR

with an AUC >0.9 (Figure 3.11A). The repressive mark H3K27me3 and the transcription

elongation mark H3K79me2 were the strongest determinants in this model (Figure 3.11B).

H3K79me2 has been implicated in the DDR. A second model trained to assign genomic tiles

to the four “H2AX dynamic patterns, Persistent, Rapid, Delayed and Refractory, yeilded a

balanced AUC of >0.8 (Figure 3.11C). Here, total H2AX was the best predictor of “H2AX

dynamics, but multiple H3 methylation marks also made significant contributions (Figure
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3.11D). Notably, this model failed to accurately discriminate between Persistent and Rapid

tiles, suggesting their epigenetic similarity. As an alternative machine learning approach, we

used ChromHMM to train a four-state epigenetic model using the same input data used to

generate the chromatin context map (Figure 3.11E). The four learned states recapitulated

the four patterns we manually assigned after inspecting “H2AX dynamics. State 1, high

in H3K27me3, was low in “H2AX at 1 h PIR, but high at 24 h PIR, corresponding to the

Delayed pattern. State 2 had low levels of all marks as found in the Refractory pattern,

likely representing heterochromatin[417, 401]. States 3 and 4, with high levels of Pol II

and other active marks, gained “H2AX by 1 h PIR, corresponding to the Persistent and/or

Rapid patterns. That “H2AX kinetics can be readily predicted from basal epigenetic marks

confirms a key role for chromatin context in DSB detection.
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Figure 3.1: A Tiles enriched in the given epigenetic features were intersected with
ChromHMM states. The proportion of enriched tiles in each state is plotted and com-
pared to the fraction of the K562 genome within each state. The distribution of enriched
tiles between the indicated features is compared by Pearsons’s ‰2 Goodness of Fit Test.
**** p<2e-16 Inset panels show the distributions of epigenetic features between select pairs
of ChromHMM states. The distribution of features between the states is compared by a X2

Test of Association. **** p<2e-16. B Correlation plot between metrics of chromatin acces-
sibility and DSB repair as determined from 250,000 randomly sampled genomic tiles. Color
and size of the circles denotes the strength of the Pearson correlation between the indicated
epigenetic features. The lower triangle shows Pearson correlation coe�cients. Epigenetic
features are clustered according to the distance between features in the correlation matrix.
Rectangles denote 3 clusters as determined by ward hierarchical clustering.
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Figure 3.2: A representative tSNE plot of 2,000 randomly selected tiles which has been
clustered by k-Means clustering. Here k was arbitrarily set at 7, and each color corresponds
to an arbitrary cluster. Note that some very distinct clusters occupy an extremely small
fraction of points.
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Figure 3.3: A tSNE plot generated from the epigenetic matrix. Each point corresponds
to one 1 kb genomic tile. The plot is color coded according to one of three illustrative
ChromHMM States which was maximally enriched in a given tile. 2,000 “H2AX-High and
2,000 “H2AX-Low points were randomly selected for plotting. B tSNE plot as in A but
color coded according to the value in each tile with respect to the mean epigenome-wide
coverage value of BLISS DSBs. C tSNE plot as in A but color coded according to “H2AX
CUT&RUN coverage 1 h PIR with respect to the genome-wide mean. D tSNE plot as in
A but color coded according to “H2AX CUT&RUN coverage 24 h PIR with respect to the
genome-wide mean. E tSNE plot as in A but color coded according to basal Bru-seq coverage
with respect to the genome-wide mean. F tSNE plot as in A but color coded according to
basal H3K27me3 coverage with respect to the genome-wide mean.
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Figure 3.4: A Plot of “H2AX CUT&RUN coverage and peaks in a representative genomic
region created by the UCSC Interactive Genomics Viewer. Two biological replicates of
“H2AX CUT&RUN data are shown, along with an IgG control. Raw read density is shown
in blue, and peaks called by MACS2 are shown in red. B Distance between “H2AX peaks and
the nearest-neighbor peak for representative epigenetic features downloaded from ENCODE.
Distances to the nearest neighbor peak for each “H2AX peak were calculated in bedtools.
Random peaks are drawn by randomly shu�ing “H2AX peaks. Data are shown as violin plots
wherein red bars denote the mean. **** p<0.0001 by Wilcoxon rank sum test comparing
observed and random distances.
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Figure 3.5: A Two illustrative ChromHMM regions were selected because they occupied a
similar fraction of the genome, had similar MNase sensitivity, and BLISS-seq uncovered a
similar number of breaks within each region. These regions di�ered in kinetics of “H2AX
deposition. B Replication timing di�ers between these regions, suggesting one rationale by
which broken DNA may be recognized late after IR insult.

Figure 3.6: A Average “H2AX coverage 1 h PIR within tiles grouped by the phase of the cell
cycle in which they are maximally replicated. Replication timing is assessed by measuring
Repli-seq coverage within each tile across 6 cell cycle phases. B Plot as in A but with “H2AX
coverage 24 h post IR. Coverage 24 h post IR is higher in late-replicating regions.
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Figure 3.7: A Density plot showing the “H2AX coverage within each tile as compared to the
distance to the nearest replication origin of that tile. Replication origins are derived from
ORC1 ChIP-seq data. B Average “H2AX coverage at either 1 h or 24 h post-IR within tiles
grouped by the HiC compartment in which they fall.
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Figure 3.8: A FLIM imaging of “H2AX and DAPI density. A representative image is shown,
depicting intensity of DAPI signal and “H2AX foci at 1 h PIR. B FLIM imaging of DAPI
intensity in irradiated K562 Cells. Mean photon arrival time is calculated on a per pixel basis
by Leica software. Nuclei are subdivided with respect to the average “H2AX fluorescence per
nucleus. Longer photon arrival times indicate less dense DAPI fluorophores and more relaxed
chromatin. **** p<0.0001 by Wilcoxon rank sum test. C Immunofluorescence imaging of
“H2AX and Pol II 1 h PIR. A representative image is shown. D Immunofluorescence imaging
of K562 cells 1 h PIR. Data represent colocalization between Pol II and “H2AX immunoflu-
orescence. Colocalized pixels are defined as pixels in which “H2AX and Pol II fluorescence
intensity both exceed the cellular average. Each point corresponds to one nucleus. Random
colocalization is determined by shu�ing the “H2AX intensity data within each nucleus. ****
p<0.0001 by Wilcoxon rank sum test. E As an alternative colocalization method, the mean
fluorescence intensity of Pol II was calculated within nuclei sub-divided with respect to the
mean nuclear fluorescence intensity of “H2AX. **** p<0.0001 by Wilcoxon rank sum test.
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Figure 3.9: A Density plot of “H2AX and H2AFZ coverage. Color of each tile indicates the
density of datapoints within that tile. Blue line indicates the LSRL best fit line. B Density
plot of “H2AX and H2AX coverage. Color of each tile indicates the density of datapoints
within that tile. Blue line indicates the LSRL best fit line. C “H2AX coverage within
CFS regions as compared to randomly selected regions generated by bedtools random at the
indicated timepoint PIR. **** p <0.0001 by Wilcox ranked sum test. D H2AX Coverage
in genomic tiles grouped by “H2AX dynamic states. H2AX coverage does not meaningfully
di�er between regions which are uniquely occupied by “H2AX at 1 or 24 h PIR, suggesting
that ATM substrate availability does not dictate kinetics of DSB detection. **** p <0.0001
by Wilcox ranked sum test.
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Figure 3.10: A Pearson’s correlation matrix between epigenetic features as determined from
240,000 randomly sampled genomic tiles. Color and size of the circles denotes the strength
of the Pearson correlation between the indicated epigenetic features. Epigenetic features are
clustered according to the Euclidean distance between features in the correlation matrix.
Rectangles denote 3 clusters as determined by ward hierarchical clustering. B Partial corre-
lation matrix of the epigenetic features included in this analysis. Partial correlation accounts
for confounding e�ects introduced by covariances between multiple variables. Color and size
of the circles denotes the strength of the Pearson correlation between the indicated epigenetic
features. Epigenetic features are clustered according to the Euclidean distance between fea-
tures in the partial correlation matrix. Rectangles denote 3 clusters as determined by ward
hierarchical clustering.
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Figure 3.11: A Results of the Random Forest model predicting binary “H2AX coverage at
1 h PIR. AUC plot was generated by the parsnip package in R. B Variable importance of
the Random Forrest Model. Values generated by the parsnip package in R. Higher values
indicate greater contribution to the model prediction. The confusion matrix, indicating the
accuracy of the model, is shown in the right panel. C Results of the Random Forest model
predicting the four “H2AX dynamic states. Values generated by the parsnip package in
R. AUC plot was generated by the parsnip package in R; lines are color coded according
to the AUC for the given state. D Variable importance of the Random Forrest Model.
Higher values indicate greater contribution to the model prediction. The confusion matrix,
indicating the accuracy of the model, is shown in the right panel.
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Table 3.1: Datasets used in genome-wide analyses
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Table 3.2: Exploratory features of epigenetic datasets
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3.3 DISCUSSION

Here we undertake a genome-wide survey of the location of stochastically induced DSBs.

Consistent with expectations, heteochromatin was shielded from DSBs. However, the dis-

tribution of “H2AX across the genome was highly non-uniform; disparate loci di�ered in

their levels of “H2AX by >100 fold (Figure 3.12). Transcribed euchromatin is highly en-

riched for “H2AX at 1 h PIR while repressed loci only accrue “H2AX by 24 h PIR. These

data stand in contrast to our traditional understanding of how radiation a�ects the cellular

genome. We anticipate that radiotherapy produces homogenous radiation fields which a�ect

all genomic regions equally. Further in a mixed population of cells, be they in a tumor or

in vitro, gene expression fluctuations, cell cycle variations, and stochastic exposure to IR

contribute to highly heterogeneous induction of breaks. The fact that we can observe enrich-

ment of “H2AX in genomic loci suggests that chromatin structure or histone PTMs exert a

considerable e�ect on recognition of DNA damage and warrants further study.

Despite robust interest in the interplay between the epigenome and DSB repair activity,

few studies have assayed the genome-wide response to radiation induced DNA damage[104,

393]. We utilized CUT&RUN sequencing to assay the distribution of the core DSB marker

“H2AX across the K562 genome following “ ray irradiation. Furthermore, the pattern of

“H2AX coincided with variations in the underlying epigenome including chromatin acces-

sibility and the presence or absence of various histone marks. In general, highly accessible

chromatin such as in genic regions was enriched for “H2AX while repressed chromatin dis-

played lower levels.
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The epigenome also influenced the kinetics of “H2AX deposition. At short timepoints—

1 h following IR insult— “H2AX was predominantly in genic, open regions, whereas 24 h

PIR, genic regions experienced a decrease in “H2AX and facultative heterochromatin, iden-

tified by H3K27me3, realized a concomitant increase. Our data also correlates with studies

suggesting that transcribed areas accumulate fewer single nucleotide variations and that

heterochromatic markers, including H3K27me3, are associated with higher mutation rates.

Perhaps the challenge of recognizing heterochromatic damage contributes to associations

between heterochromatic markers and increased mutational rates[418, 419].

Figure 3.12: A In heterochromatic regions, though few breaks are induced, breaks are not
recognized. B Euchromatin, which contains many DSBs, is repaired according to underlying
chromatin states. Transcribed regions are quickly repaired, while repressed regions marked
by H3K27me3 are recognized hours later.

There are two possible explanations for variations in “H2AX deposition arise. First, per-

haps, DSBs are homogenously induced across the genome, and transcribed regions are more

conducive to rapid recognition of DSBs because they are accessible to repair factors[420].

Secondly, DSBs are preferentially induced in euchromatin. We observe a mixture of both of

these phenomena. In line with homogeneous induction of DSBs, we observe an increase of

“H2AX in heterochromatin 24 h after IR insult. This suggests that there may be DSBs in

dense chromatin which are recognized only long after induction of damage. We postulate
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that chromatin which is refractory to recognition of breaks must rely on orthogonal processes

to uncover damage, including replication. Indeed, we show that distance from replication

origins as well as higher-order compartments— which vary with respect to replication tim-

ing— influence the kinetics of “H2AX introduction. While it is possible that some breaks

are not yet recognized at 24 h after IR, replication sets an upper limit on DSB recognition

as cells cannot replicate broken DNA without su�ering loss of genomic integrity.

We also observe that DSB induction itself is a�ected by chromatin structure and that open

chromatin may accumulates more DSBs, as condensed chromatin is radio-protective[330].

Examining BLISS data, which directly maps DSBs, we observe a non-uniform distribu-

tion which is distinct from that observed for “H2AX. Lending credence to this hypothesis,

there are heterochromatic loci which never accumulate “H2AX density even 24 h after IR,

suggesting that highly compact chromatin is resistant to damage induction. We concede

that sequencing of compact heterochromatin is challenging and subject to technical caveats

including ambiguous mappability of these regions. DSB detection is well known to induce

chromatin relaxation, thus we may have detected increased signal surrounding newly relaxed

heterochromatin 24 h after DSB induction. However, we do not observe this in most hete-

rochromatic regions, suggesting they never accumulate DSBs. Future work should conduct

DNAse or MNase sequencing before and after DSB induction to directly examine changes

in chromatin occupancy associated with DSB repair. Histone PTMs a�ect both induction

of breaks and recognition of damage via distinct mechanisms, though chromatin compaction

seems to hinder both processes.

Further, previous associations between NHEJ or HR and open chromatin should be

reevaluated in light of our findings that a substantial fraction of the genome is never en-

riched for “H2AX within 24 h of DSB induction[168]. These DSB-resistant regions are

associated with heterochromatin markers especially H3K9me3[124, 421]. Thus associations

between the DDR and euchromatic markers must take great care to account for inherent

biases in the induction of DSBs. Further, much of the genome is not decorated with any
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histone PTMs whatsoever[417, 401]. These regions likewise do not accumulate “H2AX read

density. However, conclusions regarding undecorated heterochromatin must consider the

inability of modern techniques to capture or assay compacted chromatin, especially when

using enzymatically mediated techniques such as CUT&RUN. Compounding sequencing dif-

ficulties, these heterochromatic regions tend to be repetitive making unambiguous mapping

of reads challenging. Thus, we used microscopy, including optical measurement of chromatin

density, to validate euchromatic enrichment of “H2AX. Further, while technical challenges

may contribute to an undercounting of “H2AX in heterochromatic or repetitive regions, even

at 24 h after IR we did not observe “H2AX in these regions. Thus, chromatin relaxation

associated with the DDR, which might ameliorate sequencing di�culties, may not occur

in highly heterochromatic regions, and such loci might, in fact, be refractory to the DDR.

Indeed, histones and other chromatin associated proteins are subject to radiation induced

oxidative damage and are known to act as sinks which absorb charged particles and free

radicals thereby sparing DNA from damage[139, 422, 423]. Other studies have also shown

that repetitive, low-complexity, or LINE elements were refractory to repair[424]. Thus, we

focused the bulk of our analysis on areas surrounding transcription start sites which are

highly accessible and amenable to ChIP-seq or CUT&RUN assays. Even within these areas,

epigenetic marks dictated the degree of H2AX phosphorylation, validating our above find-

ings. Next, we turned to assessing the how basal epigenome is altered upon DNA damage

recognition.
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CHAPTER 4

USING HISTONE PTM PROTEOMICS TO PROBE

IR-INDUCED CHANGES TO THE EPIGENOME

4.1 INTRODUCTION

While the previous Chapter focused on uncovering relationships between basal epigenetic

states, which precede IR insult, and the location of DNA damage, we will now turn to a

discussion of how histone PTMs are altered in response to DSB induction. Given that “H2AX

is a chromatin-localized mark, there have been e�orts to situate H2AX phosphorylation in

the context of other epigenetic marks including histone modifications, histone occupancy,

and higher-order genome structures[170, 386, 425, 426, 427]. Toward understanding how

histones are altered following recognition of DSBs, studies have employed imaging to co-

localize histone modifications with markers of DSB repair, which form punctate sub-nuclear

structures termed IR induced foci (IRIF)[428]. In this way, several epigenetic modifiers

including the NuRD complex, PBAF and PRC1/2 and been associated with the DDR[129,

271, 429, 430]. Further, loss of histone modifiers has been shown to blunt the DNA damage

response and sensitize cells to IR insult[254, 431, 432].

Chromatin interactions at DSBs fall into three broad categories: chromatin marks can

directly recruit DDR factors, they can modulate chromatin accessibility, or they can regulate

up-stream events. 53BP1:chromatin interactions are among the best appreciated example of

the former category. It has been shown that 53BP1 interacts with H4K20me2 in order to bind

damaged DNA, though how H4K20me2 is specifically recognized at DSBs is unclear[48, 65].

The histone acetylase TIP60 has also been shown to bind H4K20 at DSBs where it precludes

binding of 53BP1 by acetylating H4K8, K12, K16 and K20: all histone marks associated with

open chromatin[65, 433]. Chromatin decompaction following DSB induction is thought to be

an obligate step in repair of heterochromatin, and perhaps occurs in euchromatin as well[434,

435]. However, more work is needed to square such observations with the proposed role of
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repressive, compaction-mediating histone marks in DSB repair[436]. It follows that TIP60

activity, and by extension, chromatin decompaction, may favor Homologous Recombination

via exclusion of 53BP1, a NHEJ factor[162, 433, 437]. Thus, TIP60 activity at DSBs fulfills

both the first and second categories of chromatin-DSB interactions. The H4 tail is by no

means the only histone motif important in DSB repair; other histone marks linked to the

DDR include H3K79me2, H3K9 methylation, and H3K36me3[374, 438, 439]. As an example

of histone marks regulating cellular-level responses to DSBs, H3K27me3 has been shown to

regulate senescence induction even in the absence of exogenous damage[220].

A wide range of epigenetic reader and writer enzymes previously established as tran-

scriptional regulators have been implicated in DSB sensing, signaling and repair[272, 373,

386, 440, 441, 442, 443, 444]. However, as was observed in the last Chapter, response to

DSBs is dramatically a�ected by chromatin state. Thus, deconvoluting stochastic associ-

ations between DSB-prone chromatin and resident histone PTMs from de novo epigenetic

marks required for repair is challenging. For example, in Chapter 3, we observed a corre-

lation between basal H3K79me2, catalyzed by Dot1L, and “H2AX[445]. Dot1L has been

shown to accumulate at DSB loci and is necessary for DSB repair[438]. However, apparent

recruitment of Dot1L to DSBs may not represent de novo accumulation of this protein and

instead reflects basal enrichment of Dot1L near loci prone to DSB induction or detection.

Further, Dot1L dependent repair may occur only in a subset of the genome already marked

by Dot1L or H3K79me2. Moreover, it is important to consider the kinetics of the DDR

process when attempting to link epigenetic modifications to DSB repair. As part of the

response to DSBs, cell cycle checkpoints are activated, halting cell-cycle progression[446].

Transcription is also globally attenuated following IR insult[447, 448]. Both cell cycle paus-

ing and transcriptional attenuation likely confer their own changes on the epigenome, which

must be deconvoluted from epigenetic modifications proximal to DSB loci. We will return

to the idea of discriminating global from local IR-induced changes in Chapter 5.

Turning to technical considerations, the large number of histone PTMs which have been
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ascribed functional significance in the DDR makes global analysis of histone modifications

challenging. Further, use of antibody-based methods to quantitate histone PTMs is sus-

pect as antibodies lack specificity to delineate between single methyl groups or chemically

similar substrates[449]. Mass Spec proteomics o�ers a potential solution to these technical

limitations[450]. Indeed, proteomic techniques for analyzing histones and histone PTMs have

advanced rapidly over the past decade. In general, these techniques rely upon extraction of

histones from cell lysate before specialized digestion and functionalization protocols[451, 452].

Specialized software has also been developed to assist in label-free quantitation of his-

tones and allows for normalization between samples without complex, expensive labeling

experiments[451, 453]. Such methods have not yet been applied to analyze epigenetic changes

following genotoxic stress. Adding further complexity, the repertoire of known histone mod-

ifications has expanded rapidly with the recent identification of metabolite-derived PTMs

including Acylation, Par-ylation and o-GlcNAC-ylation[454, 455, 456, 457, 458]. Further, no

epigenetic analysis of the DDR has examined modifications beyond well-understood PTMs

(Ac, Me, Ph, Ub, and Sumo).

Toward elucidating PTMs which may participate in the DDR, we carried out various pro-

teomic analyses of histone PTMs in a time course following IR insult. Using dimensionality

reduction methods, we uncovered kinetic patterns of modifications which persisted up to 48

hours after DSB induction. To our knowledge this is the first large-scale survey of histone

PTM regulation following radiation exposure. Results pointed to several known and novel

histone modifiers which may play a role in the DDR.
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4.2 RESULTS

4.2.1 Ionizing Radiation Induces Widespread and Long-Lasting Alterations

to Histone Post-Translational Modifications

In order to analyze multiple Histone PTMs in a single experiment, we turned to Mass

Spec proteomics. Methods for global proteomic analysis of histone post-translational mod-

ifications (PTM) have been established over the past decade[451, 452]. Such methods have

not been applied to analyze epigenetic changes following genotoxic stress and no epigenetic

analysis of the DDR has examined modifications beyond well-understood PTMs, despite the

discovery of a wide variety of histone modifications[459]. We anticipated that changes to the

epigenome may occur over di�erent timescales. “H2AX is deposited within minutes of DSB

induction; by extension, PTMs required for “H2AX deposition would be deposited on similar

timescales. Further, more globally-oriented changes such as transcriptional attenuation or

cell cycle pausing will induce distinct epigenetic changes, albeit more slowly. We sought to

capture multiple kinetic alteration pathways in a single experiment.

Initially, we applied a multiple reaction monitoring (MRM) based targeted quantitative

triple-quadrupole mass spectrometry assay, the Epiproteomic Histone Modification Panel

(EHMP, Northwestern Proteomics), to analyze multiple histone PTMs over a time course

following irradiation of MCF7 breast carcinoma cells using a 60Co source. To sample a time

course spanning DSB formation to the anticipated completion of most repair, MCF7 cells

were irradiated with 6 Gy and then fixed at 1, 4, 24 and 48 h PIR[460]. Acid-extracted

histones from mock irradiated and IR exposed cells were subjected to the EHMP panel to

measure modifications at a per-residue level. For residues which could be in any one of

several modification states such as H3K9 (which may be unmodified, acetyl, mono-, di- or

tri-methylated) analysis indicated the fraction of residues in each state. Thereby, 92 histone

modifications were evaluated on 30 histone residues for each sample. To assess overall changes

in PTMs between time points, the data for three technical replicates for each time point were
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examined by t-distributed stochastic neighbor embedding (tSNE) (Figure 4.1). Each time

point after 6 Gy was distinct from the Non-IR control; 1 h and 4 h PIR samples clustered

together and 24 h and 48 h PIR samples formed a separate cluster. This suggests that

there are at least two kinetically separable epigenetic modification patterns following IR

insult. One, which begins rapidly and concludes a few hours after IR is likely associated

with recognition of damage and initial repair predominated by NHEJ. The second pattern,

coincident with longer-term changes, more likely represents global epigenome alterations

arising from transcriptional or changes. Alternatively, it may be associated with delayed

recognition of breaks in heterochromatin likely repaired by HR.

The patterns of PTM dynamics revealed by clustering were analyzed further by dynamic-

time warping (DTW) analysis to extract temporally distinct modification trajectories (Figure

4.2). The dynamic time warping algorithm allows for robust comparisons between time

series data which have a similar profile, but vary with respect to rates of change. After

calculating the DTW distance between PTM time-series, we performed clustering on the

distance matrix. Five trajectories were selected to best represent the data. Mapping the

centroids of each cluster indicated a range of histone modification dynamics in response

to DNA damage. As expected, some PTMs increased rapidly after IR insult, while others

peaked later, suggesting distinct functions. Dissecting the mechanism of early from late

changing PTMs is beyond the scope of this dissertation but remains an area of interest.

We focused herein on rapidly changing PTMs, in particular those in Cluster 2, including

H3K9 methylation, H3K27 methylation, as well as H4 acetylation, known to mediate 53BP1

recruitment[427].

Toward identifying specific PTMs involved in the DNA damage response, we examined

which modifications were most significantly changed over the time course. Of the 92 PTMs

evaluated, 78 displayed altered abundance at one or more time points (5% FDR; Kruskal-

Wallis test). Pointing to pathways that may mediate early events such as DNA damage

recognition and signaling, 58 PTMs were significantly altered at 1 h PIR compared to non-
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irradiated cells (5% FDR; Wilcox test) and 51 were both significantly higher at 1 h PIR

and dynamic across the time course(Figure 4.3). This latter group included several PTMs

previously linked to DSB repair including H3K79 methylation, catalyzed by Dot1L, and

H4 methylation at K8, K12, K16 and/or K20, which mediate 53BP1 binding and NHEJ

repair[427, 445]. Further validating this approach, our analysis identified H3K27 trimethy-

lation as altered following IR. H3K27 trimethylation, catalyzed by EZH2, has been linked

to DNA damage response and NHEJ,[253, 254] but mechanisms remain poorly defined.
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Figure 4.1: tSNE of samples from MRM histone PTM time-course analysis. Dots represent
samples, color-coded to denote the timepoint after exposure to mock-irradiated (NIR) or
6 Gy (IR), using a 60Co “ ray source. Data used to compute the tSNE are histone PTM
per-residue percentages.

Figure 4.2: Centroid plots of histone PTM clusters. Trajectories of all PTMs were clustered
according to their Dynamic Time Warping distance and then centroids were fitted and plotted
by the PAM algorithm. The number of clusters was set to 5 after manual inspection of the
data. The Y-axis denotes the relative average PTM density in a given cluster normalized to
the NIR timepoint.
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Figure 4.3: Volcano Plot of all PTMs analyzed. X-axis denotes the average fold change
between the NIR and 1 h PIR timepoints. Y-axis shows the negative log of the FDR corrected
P-value. Points are color-coded according to their significance at 5% FDR (comparison of
NIR to 1 h PIR by Wilcox test) and their shape denotes the significance for a Kruskal-Wallis
test across all timepoints, also at 5% FDR. H3K27me3 is labeled for clarity.

92



4.2.2 An Accurate Mass and Time Approach Confirms Global Epigenetic

Changes After Irradiation

As a complementary approach, we performed an independent time-course analysis of

chromatin modifications after irradiation using label-free, conventional LC-MS/MS and per-

formed data analysis with EpiProfile 2.0, an accurate mass and time (AMT) strategy to

quantify over 200 histone marks[452]. Following the EpiProfile protocol, histones from irra-

diated MCF7 cells were enriched by acidic extraction and then propionyl derivatized before

and after trypsin digestion. The resulting peptides were subjected to Orbitrap LC-MS/MS

in biological triplicate then examined with EpiProfile, manually validating spectra for PTM

sites of interest. This analysis detected 204 PTM combinations, reducing to 44 single PTMs,

and found dynamic changes in 38 PTMs during the time course. Among the marks which

are enriched 1 h PIR are H3K56me2. Deacetylation of H3K56 by SIRT1 is associated with

the DDR in S-phase[461, 462]. Other altered residues include H3K36 and the H4 tail which

are both linked to DSB repair as mentioned above. Finally, we observed changes to H3K4

which has been linked to DSB repair in both yeast and humans[463, 464].

Focusing on modifications of histone H3 isoforms, we plotted relative abundances of

acetylation, mono-, di-, and tri-methylation PTMs on H3 residues (Figure 4.4A). Among

several notable changes, a shift from di- to tri-methyl K27 is observed at 1 h PIR. Clustering

of PTM fold-changes at each of the four timepoints compared to unirradiated cells reveals

distinct patterns of dynamic modification for specific residues and PTMs. Examining relative

PTM changes, as compared to an unirradiated control, and grouped by modification type,

reveals a trend toward increased acetylation and conversion of mono-methylation to di- and

tri-methylation, particularly during the first 24 h PIR (Figure 4.4B). Separating the H3K27

modification data by H3 isoform revealed that the increase in H3K27me3 was restricted to

H3.3. The H3.3 isoform is associated with transcribed regions suggesting that the epigenetic

DDR may operate more rapidly in open chromatin, as suggested in Chapter 3. Thus, a

potential role for increased H3K27me3, may be to suppress transcriptional conflicts[465].
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4.2.3 Untargeted Analysis Reveals Additional Dynamic Histone PTMs

During the DNA Damage Response

Recent work has expanded the universe of histone modifications beyond acetylation,

methylation, phosphorylation and ubiquitinoylation with the discovery of novel modifications

including new PTMs such as Crontonylation, Aceylation, O-glcnacylation, Propionylation,

Butylation, and ADP ribosylation[459]. To extend our analysis beyond the sites identified

by EHMP or EpiProfile, the *.RAW data files obtained from QE-Orbitrap LC-MS/MS of the

acid extracted and propionylated histone peptides were searched with MaxQuant to detect

additional dynamic histone PTMs. MaxQuant serches for pre-programmed mass shifts on

all peptides in a dataset to uncover novel modifications. We queried our Epiprofile data files

for 17 additional PTMs (Ac, Ar, Bu, Cit, Cr, Fo, Hib, Ma, Me1, Me2, Me3, Og, OH, Ph, Pr,

Su, Ub) in a sequential searching method. This analysis detected 3076 total modifications

across 5 time-points. We detected changes across several marks linked to sirtuins, a class

of epigenetic modifiers which compete with PARP following IR insult[155, 466, 467, 468,

469, 470]. Although novel PTMs warrant further study, they remain challenging to assay

experimentally as readers and writers are unknown. Thus, further analysis of this data

remains beyond the scope of this Dissertation, yet the dataset serves as a valuable resource for

future work on IR-induced changes to the epigenome or histone modifiers. Moving forward,

we focused on the well characterized modification H3K27me3 which was highlighted by both

EHMP and EpiProfile analyses above.
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Figure 4.4: A Relative fraction of each residue on histone H3 in each of 4 modification states
assayed. Residues between K27 and K36 are subdivided between H3.1 and H3.1. Data
are mean values from 3 biological replicates. B Plot shows average modification changes for
acetyl, mono-, di-, and tri-methylation across all residues measured for each of the timepoints
relative to NIR. Three replicates are used. We observe a decrease in acetylation following
IR and an increase in overall methylation specifically me1 and me3 1 h PIR. Acetylation
increases after DSBs are repaired at the 24-48h PIR.
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4.3 DISCUSSION

Repair of double strand breaks is a complex process which occurs at several kinetically and

spatially distinct levels in the cell. Whereas much is known about the signaling-level events

following DSB recognition (cell cycle arrest, transcriptional changes) and the downstream

consequences of failure to repair DNA damage (apoptosis, senescence), less is known about

the rapid, chromatin-level detection of DSBs. Indeed, DSBs are, by definition, a chromatin-

localized event. Here, we report a global survey of changes to histone PTMs following DNA

damage induced via ionizing radiation.

Analysis of histone PTMs after IR insult was carried out by AMT based MS/MS analysis

and revealed widespread changes to the epigenome which persisted up to 48 h PIR (Figure

4.5). Modifications across all major histones were altered including modifications known to be

key mediators of cell development such as H4 acetylation and H3K4 methylation. Clustering

of PTM trajectories suggested that groups of Histone modifications were altered with distinct

kinetics. Indeed, at 1 and 4 h PIR, we see a global reduction in histone lysine acetylation— an

activating mark— suggesting that gene expression and chromatin accessibility are conscribed

during initial stages of the DDR. It is worth noting that, even 48 h PIR, the epigenome does

not resemble that of un-irradiated cells. Thus, cellular consequences of IR likely extend far

beyond recognition and repair of breaks. Of the possible lingering e�ects of IR, changes to

the cell cycle or gene expression profiles are the most likely, though we cannot disregard

contributions of senescent or apoptotic cells to our histone PTM data. We also cannot

delineate between e�ects derived from delayed repair of DSBs and e�ects mediated by cell-

cycle or gene expression changes. While future studies could attempt to separate these

possibilities by, for example, inducing cell cycle pausing or blocking transcription, these

changes would likely induce epigenetic change in and of themselves while also altering the

DDR directly.

We chose to focus on PTMs altered at 1 h PIR as later-occurring changes are increas-

ingly likely to mediated by cell cycle stoppage or transcriptional alteration following IR. Our
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Figure 4.5: A We sampled a time course after IR insult spanning from 1 to 48 h PIR. B
Histone peptides were extracted and sampled according to Epiprofiler software and sujected
to MS:MS analysis. C While we uncovered mahy changes in individual histone PTMs,
major trends included a rapid increase in histone tri-methylation (especially H3K27me3)
and a delayed increase in histone Acetylation. The latter is perhaps due to chromatin
decompaction.
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analysis recapitulated several PTMs previously linked to DNA repair including H3K79me2,

H3K27me3 and acetylation of the H4 tail. H3K79me2 is catalyzed by Dot1L which has been

shown to promote recognition of breaks[445]. We also observe an increase in H3K36me3

which is associated with activity of the polycomb Repressive Complex 2 (PRC2), a putative

DDR factor. By assessing non-canonical PTMs via un-biased searching for mass-shifts we

expanded the repertoire of DDR associated PTMs to seventeen PTMs (at 3076 sites), in-

cluding several novel PTMs. These PTMs are not yet well understood in terms of regulatory

pathways or functional significance; we o�er the data collected here as a resource for future

investigators. Of note, we identify unusual modifications of H3K27 including butyrylation in

addition to ubiquitination of H2K119 which is associated with PRC1 activity. Furthermore,

though we detected small fold changes for many PTMs in our study we believe this to be

reflective of larger, DSB-proximal changes diluted out by whole-chromatin analysis. En-

richment of DSB-proximal chromatin could be used to confirm our findings and definitively

segregate local PTM alterations from global changes after irradiation. Such strategies will

be outlined in the next Chapter.
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CHAPTER 5

DEVELOPMENT OF TUDEL A SENSITIVE, SPECIFIC

ASSAY FOR DSB QUANTITATION

5.1 INTRODUCTION

Taking into account the breadth of research into chromatin-DSB interactions outlined

in Chapter 1, it becomes apparent that new techniques are necessary to directly assay the

impact of chromatin on DSB repair. First, the kinetics of DSB recognition, IRIF formation

or resolution, and DSB repair are challenging to disentangle. As discussed previously, his-

tone PTM changes post-IR insult occur with several distinct kinetics. Perhaps some PTMs

participate in recognition of damage while other epigenetic changes are required for IRIF

resolution hours after damage has been repaired. Without a direct measurement of DSB

repair, it is hard to accurately ascribe a mechanism to histone PTMs putatively involved

in the DDR or, by extension, to discover novel radiosensitization targets. Second, while

several epigenetic modifiers have been individually implicated in the DDR there have been

few comprehensive surveys showing which histone binding proteins are recruited at DSBs.

Traditionally, DSBs have been assessed by counting IR induced foci (IRIF) in cells via

immunofluorescent imaging of DSB markers. “H2AX, Ku70, 53BP1 and RAD51 (among

numerous other proteins) have all been shown to localize to punctate foci in cells after

IR or to laser micro-irradiation tracks[471, 472, 473]. The counting of foci o�ers a rough

proxy for the extent of DSBs in cells. However, immunofluorescent labeling does not label

DSBs directly and, given the multiple, non-overlapping pathways that repair DSBs, any

given protein does not occupy every DSB in a cell. Further, IRIF are highly heterogeneous,

di�ering in morphology both within and between cells[474]. Cell cycle di�erences as well as

di�erential gene expression or repair pathway utilization contribute to observed heterogeneity

in IRIF. Such heterogeneity poses a critical limitation a�ecting not only mechanistic studies

of DSB repair but also limiting high content screening for repair modulating drugs[475].
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As an alternative to IRIF counting, the single cell neutral gel electrophoresis (comet)

assay directly measures DSBs[108]. However, it provides only an indirect, qualitative assay

for DSBs and is incompatible with immunofluorescence[476, 477]. Other previously pub-

lished methods provide a window into the genomic localization of DSBs via direct nucleotide

labeling of free DNA ends. Break labeling, enrichment on streptavidin and next-generation

sequencing (BLESS) was the first of such techniques to be developed and relies on ligation of

hairpin adaptors to DSBs before purification and sequencing of DNA[478]. BLISS improved

on BLESS by incorporating in situ ligation and an in vitro transcription step[479]. DSB-

Capture and END-Seq are both modifications of BLESS which utilize slightly di�erent DNA

chemistries, but both rely on ligation of an adaptor to DSBs and ultimately remove DNA

fragments from chromatin before purification of DSBs[255, 480]. Unfortunately, while these

techniques do label DSBs directly, they preclude analysis of proteins or histones associated

with damaged DNA. Thus, changes to the epigenome induced by DSBs cannot be assayed

using these methods.

Attempts to identify radiosensitizers have highlighted deficiencies in the use of “H2AX or

other IRIF-forming proteins as biomarkers[481, 482]. For example, our lab has shown that

small molecules targeting DNA-PKcs attenuate foci resolution, but not DNA end-joining;

this phenotype may be of clinical interest, though it would have been missed using only

traditional DSB biomarkers[483]. Further, known radiosensitizers present di�erent IRIF

phenotypes: ATM inhibitors prevent IRIF formation, while PARP inhibitors prevent IRIF

resolution. Yet, both drugs appear to confer a similar block to DSB repair when examined

using the comet assay[484, 485]. Epigenetic inhibitors which have been shown to work as ra-

diosensitizers include HDAC1 inhibitors and drugs targeting DNMT proteins[356, 486]. The

mechanism of such drugs is as yet unknown. Adding further uncertainty toward interpreta-

tion of epigenetic drugs as radiosensitizers, IRIF may only reliably report damage in open

chromatin. The rational development of other epigenetic drugs as radiosensitizers or radio-

memetics should be undertaken in conjunction with a fuller understanding of histone-DSB
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cross-talk and methods to address such interactions.

In this chapter, we detail development of TdT-UdP Double Strand Break End Label-

ing (TUDEL) an assay which uses Terminal Deoxynucleotidyl Transferase (TdT) to directly

label DSBs in situ. TdT is a template independent DNA polymerase which appends nu-

cleotides to the 3’ end of free dsDNA ends. The enzymatic potential of TdT was first real-

ized more than 50 years ago and it has since been identified as a required protein in V(D)J

recombination[487, 488, 489]. TdT is commonly used in TUNEL assays to assess apoptosis

wherein TdT labels DNA fragmented by apoptotic endonucleases. However, TUNEL assays

give only a binary output of DNA damage by flow cytometry and do not report intra-cellular

localization of breaks[490, 491, 492]. More recently, it was demonstrated that TdT can label

laser micro-irradiation tracks by incorporation of a fluorescent nucleotide[493]. TdT is a flex-

ible platform and has been shown to incorporate a wide array of modified nucleotides; this

implies that our assay is flexible and adaptable to di�erent chemistries including Copper-

catalyzed click-chemistry[494]. We have extended these e�orts and shown that TdT can

label individual IRIF in irradiated cells via incorporation of functionalized nucleotides; this

e�ort represents a significant improvement over previous DSB labeling e�orts, as TUDEL

retains DSB-associated protein information. By conjugating DSBs to a high a�nity label,

we can also perform a�nity-purification to enrich DSB proximal chromatin. This allows for

direct analysis of changes in chromatin at DSBs and binding of chromatin remodelers. In

this way, we can begin to deconvolute global epigenetic changes, assayed in Chapter 4, from

local changes surrounding DSB sites.

In developing TUDEL imaging, we sought to infer molecular relationships with the DDR

by co-localizing proteins or histone PTMs with DSB ends. The confidence of colocalization

methods is directly related to the resolution limit of the microscope used[495]. Even at

the resolution limit of most confocal microscopes, one cannot discriminate between adjacent

molecules and physically interacting molecular complexes with high accuracy. Recently,

several microscopy methods have been developed which overcome the fundamental limitation
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of visible light, which has a wavelength orders of magnitude larger than typical molecular

complexes[496, 497]. Collectively termed superresolution microscopy (SR), such methods

o�er not only a means to distinguish objects at a resolution greater than the Rayleigh

criterion but can also be used to establish colocalization beyond the Abbe di�raction limit

with high precision[498, 499, 500].

Previous e�orts to utilize SR imaging to determine the ultrastructure of IRIF have re-

vealed new roles of chromatin architecture in dictating repair pathway choice at individual

loci[501, 502]. Imaging studies have also revealed that while Ku directly occupies DSB ends,

53BP1 binds distally to DSB ends suggesting that concentric, spatially separated chromatin

environments may exist around DSBs[428, 471, 503]. Further, nanoscopic evidence exists

for multiple DSBs clustering together, possibly to increase the local concentration of repair

factors[104]. Yet, none of these studies benefited from a direct DSB labeling method. Re-

turning to the idea of deconvoluting global changes in the post-IR epigenome from local

changes, we wanted to combine TUDEL with SR imaging techniques to validate observed

associations between histone PTMs and DSBs.

Yet, even superresolution microscopy cannot image at su�cient resolution to discrimi-

nate molecular interactions from adjacent proteins. In practice an orthogonal measurement,

such as detecting physical or chemical interactions between labeled proteins, must be em-

ployed to validate inter-molecular interactions. Förster resonance energy transfer (FRET) is

an optical phenomenon wherein energy is transferred via dipole-dipole interactions between

fluorophores (the Donor and Acceptor) only when the two moieties are in molecular prox-

imity. Practically, FRET is detected as a red-shifting in emitted light when exciting the

Donor fluorophore[504]. FRET e�ciency declines with the 6th power of distance between

Donor and Acceptor, which makes FRET well suited to detecting fluorophores tethered on

the same protein or two proteins in a complex. While FRET is easy to detect, and can ver-

ify proximity at higher resolution than SR imaging, quantitation of interactions is di�cult,

owing to inherent uncertainty in FRET measurements[505].
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In this Chapter, we describe e�orts to couple traditional FRET imaging with Ground

State Depletion (GSD) microscopy[497, 506]. GSD imaging, a form of SR microscopy, oper-

ates by using bright illumination to transiently drive nearly all fluorophores in an imaging

field to a meta-stable triplet-state, also termed a dark state. Upon returning to a visible

ground state, the newly re-excited molecules produce a blink of light and then cycle back

to the dark state; the total cycling time is on the order of milliseconds to seconds. Thus,

for any population of fluorophores, only a tiny fraction will be emitting light at a given

instance, meaning fluorophores separated by less than the di�raction limit can emit at dif-

ferent times and can be independently localized[507]. To construct a GSD image, 1e3-1e5

frames are accumulated and locations of single molecules in the field of view are inferred

computationally by fitting an elliptic Gaussian point-spread function[508]. Accreting the

localizations derived from single molecule PSFs yields a map of the fluorophore distribution,

which is equivalent to a traditional fluorescence image, albeit at higher resolution[509]. By

performing multi-color GSD, molecules labeled with distinct (non-interacting) fluorophores

can be depleted and imaged independently. Thereby, colocalization can be determined at

nanometer precision.

Here, we describe a novel imaging modality, GSD-FRET, that leverages FRET to enable

detection of molecular proximity across a distribution of molecular complexes. GSD-FRET

exploits GSD to independently localize Donor and Acceptor fluorophores to enable quan-

titative single molecule FRET. We combine GSD-FRET with TUDEL labeling in order to

validate localization of proteins and histone PTMs to DSB ends.
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5.2 RESULTS

5.2.1 Development of Tdt-UDP Double Strand Break End Labeling

(TUDEL)

We reasoned that technological limitations of other DSB detection or labeling meth-

ods might be overcome by using Terminal deoxynucleotide Transferase (TdT) to directly

label DSBs in situ. TdT is a template independent polymerase which catalyzes the addi-

tion of random nucleotides to free DNA ends[494]. This technique has long been used to

demarcate apoptotic cells, which have many random DNA breaks caused by caspase acti-

vated nucleases, via the TUNEL assay[492, 510, 511]. We first attempted to label irradiated

cells using fluorescently labeled nucleotides. However, this yielded high, non-specific back-

ground and thus we turned to a two-part covalent labeling system. So-called click-chemistry

techniques o�er biocompatible strategies for covalent attachment of chemical dyes, labels, or

handles[512, 513, 514]. Several click-chemistries exist and were assayed during TUDEL devel-

opment as TdT has been shown to incorporate a variety of exogenous nucleotides, including

those with bulky chemical moieties[494]. Finally, we arrived at using TdT to incorporate

EdU followed by labeling via copper-catalyzed azide-alkyne cycloaddition (CuAAC), with

an azide-functionalized fluorescent dye[515, 516]. CuACC reaction increased the observed

signal-to-noise ratio, though some extra-nuclear background was still observed. To further

enhance the specificity of TUDEL labeling, we adopted a pre-clearing strategy using a cy-

toskeletal imaging bu�er and short-term incubation with RNAse-A which clears chromatin of

RNA-bound proteins and cellular detritus[471]. The TUDEL protocol, in brief, is as follows.

Cells are grown on untreated coverslips and exposed to “ ray IR from a 60Co source. Cells

are then fixed, treated with pre-clearing bu�er, and permeabilized. The coverslips are then

exposed to TdT containing bu�er supplemented with EdU. Finally, incorporated nucleotides

are labeled via Click-chemistry upon reaction with an azide containing fluorescent dye.

Following TUDEL staining, MCF7 breast carcinoma cells were imaged by a Marianas
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Confocal microscope which revealed nuclear staining in the TUDEL channel. TUDEL la-

beling is sensitive and specific. TUDEL staining results in punctate nuclear foci reminiscent

of IRIF. Cells which were not irradiated or cells which were incubated with TUDEL bu�er

containing no TdT have lower TUDEL staining as compared to irradiated, TdT-labeled

samples 1 h PIR (Figure 5.1A). Thus, incorporation of EdU is both enzyme dependent and

IR dependent, and likely reflects the presence of DSBs, as intended. Limited extra-nuclear

background was observed which might be due to mitochondrial labeling. However, TUDEL

often yielded pan-nuclear staining especially in samples labeled shortly after IR exposure.

This observation could reflect the true nature of damaged DNA shortly after IR exposure or

it could be an artifact of our labeling system and use of confocal microscopy. TdT labeled

DSBs may have many fluorophores packed closely together which could lead to quenching

and other artifacts. However, we note that bona fide markers of DSBs such as “H2AX also

frequently appear to be pan-nuclear. Good correlation was observed between TUDEL foci

and “H2AX, an early and ubiquitous marker of DSBs.
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Figure 5.1: A MCF7 cells were exposed to 6 Gy of IR and fixed 1 h PIR followed by TUDEL
staining and “H2AX immunostaining. NIR samples were mock irradiated. As a negative
control, TdT was omitted from samples to verify specificity of TUDEL staining. B MCF7
cells were exposed to 6 Gy of IR and fixed 1 h PIR followed by TUDEL staining and “H2AX
immunostaining. Images were captured on a GSD superresolution microscope. Inset images
show “H2AX IRIF which colocalize with TUDEL foci. Additionally, TUDEL labels foci
which are not yet marked by “H2AX, suggesting DSB recognition can be directly studied
using TUDEL.
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5.2.2 TUDEL as a Tool to Validate Proximity Between DSBs and Putative

DDR Factors

Having developed TUDEL as a specific DSB labeling mechanism, we next sought to

verify proximity between TUDEL labeled DSB ends and putative DSB repair proteins or

epigenetic marks thought to be deposited proximal to DSBs. Even a single DSB can induce

“H2AX spreading up to 2 Mb away from a break[404, 517, 518]. Thus, it is reasonable

to assume that not all DDR factors or histone PTMs bind proximally to the break. We

performed GSD superresolution imaging of TUDEL labeled MCF7 cells counterstained with

“H2AX. Superresolution imaging revealed remarkable specificity of TUDEL labeling with

punctate structures clearly visible in irradiated cells (Figure 5.1B). This confirmed specific

labeling of DSBs by TUDEL to 50 nm resolution. GSD imaging also uncovered TUDEL

positive foci which were not occupied by “H2AX, suggesting IRIF may be separable from

the presence of damage using this assay (Figure 5.1B, inset). We conclude that TUDEL

o�ers a sensitive, specific way to label single DSBs in situ and reveals expected, though not

previously observable, variations between DSB recognition and repair.

Subsequently we utilized TUDEL in order to validate associations between histone mod-

ifications and DSB loci first uncovered from epigenomic analyses in Chapter 3. There, we

observed that in regions of the genome which had high basal H3K27me3 (repressed genes

or facultative heterochromatin) DSBs were slow to be recognized. DSB recognition in het-

erochromatin was also associated with loss of H3K27me3. However, following IR insult we

observed de novo deposition of H3K27me3 in euchromatin which was enriched in “ H2AX.

Thus we turned to imaging to verify these results. Specifically, we examined whether the

repressive mark H3K27me3 was excluded from “H2AX IRIF. We examined colocalization

of H3K27me3 and “H2AX 1 h PIR. Conventional immunofluorescence analysis revealed

punctate domains of increased H3K27me3 immunoreactivity along with significant overlap

between H3K27me3 and “H2AX (Figure 5.2A). We revealed diminished colocalization of

H3K27me3 and “H2AX after treatment with an EZH2 inhibitor, as compared to vehicle
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treatment, suggesting that this mark was actively deposited proximal to DSBs after damage

induction.

To further examine H3K27me3 staining after DNA damage, we applied ground state de-

pletion (GSD) superresolution immunofluorescence imaging at 1 h PIR, revealing punctate

colocalization of H3K27me3 and “H2AX staining to a 50 nm resolution (Figure 5.2). In order

to directly assay molecular colocalization, we adapted GSD to enable detection of molecular

proximity by Forster resonance energy transfer (FRET). Here, TUDEL staining was detected

with a secondary antibody labeled with the donor fluorophore (DNR) and H3K27me3 with a

secondary antibody labeled with the acceptor (ACC). In areas where TUDEL labeled DSBs

and H3K27me3 are in close proximity, DNR emission can be transferred to the ACC via

FRET, quenching DNR fluorescence. Imaging TUDEL and H3K27me3 at 1 h PIR in the

DNR and ACC channels revealed similar distributions. Upon depletion of the ACC fluo-

rophore by intense laser power, the H3K27me3 ACC signal was lost but the TUDEL DNR

signal brightened, indicating relief of FRET quenching and thus, colocalization. A pseu-

docolored image indicating fold increase in DNR fluorescence after ACC depletion reveals

puncta of FRET signal, consistent with H3K27me3 and TUDEL forming in molecular prox-

imity at DSBs (Figure 5.3). Taken together, these data suggest that H3K27me3 is deposited

at DSB loci and histone modifications may delineate a domain surrounding DSBs to promote

detection, signaling, and/or repair.
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Next, we explored how TUDEL could be used in a pseudo-dosimetry model. TUDEL

labeled cells were co-stained for “H2AX and the relative intensity of both TUDEL and

“H2AX staining was examined at several timepoints after dosing of either low dose (2 Gy)

or high dose (12 Gy) of radiation from a 60Co source (Figure 5.4A-B). TUDEL labeled DSBs

in irradiated cells minutes after IR insult, suggesting that TUDEL may be used to analyze

initial response to radiation at very short timescales. As expected, TUDEL staining resolved

within hours, concomitant with rapid DSB repair, following decoration with “H2AX. Higher

doses of IR attenuated resolution of DSBs and provoked stronger and more durable “H2AX

phosphorylation as expected.

Next, we treated MCF7 cells with several small molecules known to inhibit some aspect

of DSB recognition or repair including inhibitors of ataxia telangiectasia mutated (ATM),

DNA-dependent protein kinase, (DNA-PKcs) and p53-binding protein 1 (53BP1). We also

made use of two inhibitors of poly(ADP-ribose) polymerase 1, (PARP1), Veliparib and

Olaparib, which represent non-trapping and trapping inhibitors, respectively. All inhibitors

were added 1 h prior to IR insult or mock-irradiation. We performed TUDEL and “H2AX

immunofluorescence using the above drugs at several timepoints after IR in order to examine

whether pharmacological DDR disruption a�ected DSB repair or recognition, a clinically

relevant question (Figure 5.4C-D). As expected, inhibition of ATM resulted in blunted H2AX

phosphorylation and attenuated repair of DSBs. Strikingly, we treated cells with an inhibitor

of DNA-PKcs and observed a reduction in DSBs by TUDEL without concomitant reduction

in “H2AX foci. This confirms our previous results using this compound[483]. Inhibition of

PARP1 or 53BP1 yielded increased DSBs and IRIF to varying degrees at later timepoints.

TUDEL staining was also correlated with comet tail moment, a widely used direct marker

of DSBs. In summary, TUDEL shows promise as a pre-clinical method to precisely define

the mechanism of action of radiosensitizers. Moreover, these results suggest that resolution

of IRIF is a distinct process from DSB repair. Taken together we believe TUDEL labeling

is reflective of the extent of DSBs in a given cell.
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Figure 5.2: A Superresolution imaging of irradiated MCF7 cells. DMSO treated cells were
fixed 1 h PIR and imaged on a Leica GSD imaging system. Inset shows colocalized puncta of
H3K27Me3 and “H2AX. A representative image is shown from 3 replicates. B GSD-FRET
analysis of colocalization between “H2AX and H3K27me3. MCF7 cells were fixed 1 h PIR
and imaged on a Leica GSD imaging system using a 160x objective. A pseudo colored image
showing the relative increase in signal in the Donor channel following Acceptor photobleach.
Inset shows region with both “H2AX and H3K27me3 signal alongside the same region from
the FRET image.

Figure 5.3: A Superresolution imaging of irradiated MCF7 cells. DMSO treated cells were
fixed 1 h after IR and imaged on a Leica GSD imaging system. A representative image
is shown from 3 replicates. B GSD-FRET analysis of colocalization between “H2AX and
TUDEL. MCF7 cells were fixed 1 h after IR and imaged on a Leica GSD imaging system
using a 160x objective. The four images show Donor and Acceptor channels before and after
Acceptor photobleach. C A pseudo colored image showing the relative increase in signal in
the Donor channel following Acceptor photobleach.
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Figure 5.4: A MCF7 cells were exposed to the indicated dose of IR and fixed at the indicated
time point. Plot shows relative TUDEL staining normalized to DAPI signal per nucleus. B
MCF7 cells were exposed to the indicated dose of IR and fixed at the indicated time point.
Plot shows relative “H2AX staining normalized to DAPI signal per nucleus. C MCF7 cells
were exposed to 6 Gy of IR and fixed at the indicated time point. Drugs were added 1 h prior
to IR insult. The number of TUDEL foci were counted using an automated foci counting
macro in ImageJ. D MCF7 cells were exposed to 6 Gy of IR and fixed at the indicated time
point. Drugs were added 1 h prior to IR insult. The number of “H2AX foci were counted
using an automated foci counting macro in ImageJ.
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5.2.3 Proteomic Analysis of Break-Associated Chromatin by TUDEL

A�nity Purification

We wanted to extend the utility of TUDEL DSB labeling by using TdT incorporated

nucleotides as a handle for enrichment of break-proximal chromatin. Specific enrichment

of breaks, as opposed to immunoprecipitation of DDR factors, may yield a unique DSB

proteome which is not biased to any repair pathway or process. To this end, we used 1e7

MCF7 breast cancer cells and exposed them to 6 Gy of IR (or mock irradiated cells) and

allowed them to recover for 30 minutes. Cell nuclei were then extracted and fixed prior to

TUDEL labeling for 6 hours as previously described. Cells were sonicated in RPIA bu�er

and lysate was incubated with azide-agarose beads in CuAAC Click bu�er overnight followed

by washing with RIPA bu�er and extraction of a�nity purified proteins.

Next, we subjected TUDEL purified chromatin from irradiated or mock-irradiated MCF7

cells to MS/MS. In total we identified 1367 proteins between the IR and NIR samples. Of

these, 511 were significantly enriched in IR cells and 315 were significantly enriched in the

unirradiated samples. These figures include a significant minority of proteins which were

identified in only the IR or NIR conditions(Figure 5.5A). We note that proteins enriched in

the NIR condition may be associated with basal DNA breaks, replicating DNA, or telom-

eres. Next, we performed systems level pathway analysis via Reactome and David to classify

our enriched proteins. As expected, pathway analysis showed enrichment of DNA associated

proteins (n=523, 38%), Chromatin associated proteins (n=173, 12%) and DNA damage or re-

pair associated proteins (n=246, 17%) (Figure 5.5B). We are thus confident that TUDEL:AP

enriches for chromatin associated with damaged DNA. Other pathways enriched in TUDEL-

labeled chromatin 1 h PIR include Cell-Cycle, G2/M checkpoint and p53 related pathways.

We also observed several transcriptionally associated pathways including transcription factor

binding and RNA Polymerase II associated proteins. This may be reflective of transcription-

associated damaged or repair (see Chapter 6) or an enrichment of DSBs in open, transcribed

regions (Chapter 3).
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Extensive literature has revealed that chromatin modifications and modifiers influence

the DDR and are necessary for proper recognition and repair of DSBs[128, 386, 426, 519, 520].

Our TUDEL and “H2AX IPs each revealed enrichment of many chromatin modifiers (Figure

5.5C-D). We see enrichment of CHD4 and HDAC2, both previously associated with DSB

repair[138, 521]. Most significantly, TUDEL:AP revealed enrichment of many components

of the SWI/SNF complex. We then performed TUDEL:AP in K562 cells treated with a

SMARCA2/4 degrading PROTAC ACBI1. Loss of SWI/SNF significantly a�ected recruit-

ment of myriad proteins to DSBs as evidenced by TUDEL:AP. Pathway analysis revealed

depletion of several chromatin modifyers as well as loss of transcription-associated proteins.

This suggests a possible requirement for SWI/SNF in repairing euchromatic breaks or an

association between DSBs and transcribed regions. Alternatively, SWI/SNF loss may down-

regulate transcriotion genome-wide as seen in Chapter 7. We then employed Epiprofiler to

identify Histone PTMs enriched in our AP samples[451, 452]. Epiprofiler revealed enrich-

ment of several Histone PTMs previously associated with DSB repair including H3K27me3

and acetylation of the H4 tail. Of note, some epigenetic features may hinder or facilitate

“H2AX deposition; for example, much evidence exists for a connection between active tran-

scription and DSB repair[330, 522, 523]. Further, open, accessible regions of the epigenome

are more fragile and may inherently accumulate more DSBs. Open chromatin may also be

permissive for DSB recognition, recruitment of DDR factors, and H2AX phosphorylation. It

remains challenging to deconvolute enrichment of PTMs in a TUDEL:AP or “H2AX IP from

expected enrichment due to the increased presence of DSBs in transcribed euchromatin.

5.3 DISCUSSION

Detection of DSBs has long relied on imaging of proxy proteins which have been shown

to provide an incomplete or biased assessment of DNA damage, particularly in the context

of drugs targeting repair machinery. A direct method to detect DSBs may provide insight

into novel radiosensitizers or therapeutic modalities. Herein, we present a sensitive and
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Figure 5.5: A TUDEL:AP enriches unique proteins in irradiated cells as compared to NIR
cells. B Pathway analysis of proteins enriched at 1 h PIR reveal DNA damage associated
proteins, chromatin modifiers, and transcriptionally associated proteins. C TUDEL:AP
enriched DNA damage proteins may discriminate initial response to DSBs from canonical
DDR proteins dependant upon PIKK activity. D Enrichment of DNA Damage Associated
proteins in TUDEL:AP reveals known DDR-associated chromatin proteins e.g. CHD4.
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specific in situ DSB labeling method which is capable of deconvoluting DSB recognition

from presence of DSBs per se. We adapted the long-standing TUNEL assay, used to label

apoptotic cells by virtue of wide-spread DNA breakage, to create TdT-UDP Dependent

End Labeling (TUDEL). TUDEL uses the 3’ template-independent polymerase Terminal

Deoxynucleotidyl Transferase (TdT) to append labeled nucleotides to free DNA ends within

damaged cells (Figure 5.6). We use TUDEL to fluorescently label DSBs in irradiated cells and

confirm co-localization with common DDR markers including “H2AX. Importantly, TUDEL

labels some loci which are not occupied by “H2AX suggesting that deposition of DDR factors

can be separated from breaks themselves using this method. While TUDEL is sensitive and

specific, we frequently observe pan-nuclear labeling of irradiated cells. Whether this is non-

specific signal or reflective of heretofore unappreciated wide-spread damage remains to be

determined. Unfortunately, there is not an orthogonal DSB labeling process with which

to validate TUDEL, though we do note the occasional observation of pan-nuclear “H2AX

signal. Combining TUDEL labeling with sequencing of damaged chromatin, especially in

conjunction with other DSB sequencing methods, may o�er insight into how wide-spread

IR induced damage is. Direct conjugation of DNA damage has not been combined with

exogenous stochastic induction of DNA damage, though results in Chapter 6 argue for the

utility and importance of these experiments in future.

The utility of TUDEL was shown by validating e�ects of drugs on DSB recognition and

repair. We confirmed previous results suggesting that catalytic inhibitors of DNA-PKcs do

not attenuate DSB repair, but rather block IRIF resolution. Di�erential e�ects of trapping

and non-trapping PARP inhibitors on DSB repair and IRIF persistence were also observed,

highlighting the potential clinical utility of TUDEL. By understanding IRIF and DSBs as

two independent, albeit linked, processes, new opportunities for radio-adjuvant therapy may

be uncovered. We anticipate that epigenetic inhibitors which attenuate IRIF establishment

or resolution are a rich vein to mine in conjunction with direct DSB labeling (see Chapter

7).
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Figure 5.6: TUDEL labeling of fixed cells relies on a template independent polymerase, TdT,
to append EdU to 3’ OH groups at free DNA ends in situ. The EdU provides a handle for
Click-chemistry mediated labeling using adise-functionalized dyes, or alternatively, linkage
to azide-coated beads for a�nity purification.
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We further employed TUDEL to introduce a chemical handle at DSBs which allows for

a�nity purification of DSB-proximal chromatin. Using MS/MS proteomics we verified the

presence of several DDR factors at TUDEL-labeled DSBs including CHD4. This further

confirms the separability of DSB recognition and repair using systems such as TUDEL.

Importantly, even at 1 h PIR, we observed repair of a substantial fraction of DSBs. Our

TUDEL:AP samples thus likely exclude the most rapidly repaired breaks. Using TUDEL:AP,

we examined epigenetic factors and histone PTMs enriched near DSBs. We noted enrich-

ment of transcription factors and components of the RNA splicing machinery, suggesting

a link between DSBs and transcription. While such links have been postulated before, we

emphasize that DSBs are much more likely to arise in fragile transcribed chromatin. This

was confirmed by CUT&RUN sequencing of “H2AX in Chapter 3 and will be explored in

Chapter 6. Our data are consistent with enrichment of breaks in regions already decorated

with transcription machinery, rather than recruitment of such factors to breaks as part of

the DDR. In particular, our results confirmed enrichment of SMARAC4 at DSB loci[431].

SMARCA4 is enriched in transcribed regions, particularly at enhancers. We discuss func-

tional roles of SMARCA4 in the DDR in Chapter 7. Chromatin enrichment also allowed us

to use Epiprofiler analysis of histone PTMs to confirm local enrichment of epigenetic features

in break-proximal chromatin. These results are in agreement with changes observed in whole

chromatin in Chapter 4. Yet, they contrast with enrichment of breaks in areas marked by

basal euchromatin as seen in Chapter 3. Taken together, the various analysis methods can

delineate bona fide DDR-associated changes by comparing basal to post-IR enrichment of

histone PTMs.
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CHAPTER 6

TRANSCRIPTION IS A PRIMARY DRIVER OF DSB

RECOGNITION AND REPAIR

6.1 INTRODUCTION

In Chapter 3, we observed an enrichment of “H2AX in open chromatin with particu-

larly rapid deposition in transcribed regions. We postulated that enhanced accessibility of

euchromatin may be permissive to DSB recognition giving rise to the observed phenotype.

We also observed that DSB induction as measured by BLISS was only moderately correlated

to “H2AX density. Indeed, transcribed genes contained more “H2AX than non-transcribed

genes, despite an equivalent chromatin density and number of DSBs. Thus, factors beyond

DSB induction rate dictate “H2AX levels; we propose both transcription and replication as

key influences on “H2AX deposition. Further, using TUDEL:AP, we identified transcrip-

tional machinery along with components of the spliceosome as enriched proximal to DSBs.

Thus, we will next consider whether transcription in and of itself has any e�ect on DSB

formation, recognition, or resolution.

Linkages between transcription and DNA damage are well appreciated, though there

is little consensus as to whether transcription is damage promoting, or instead aids in re-

pair of broken DNA[522]. In the first category, transcription is a well-known contributor to

DNA fragility[399, 524, 525, 526, 527]. Several studies imply a causal link between tran-

scription and DSB induction[285]. Inherently, transcription unwinds DNA and recruits

topoisomerases leaving DNA vulnerable to damage[292, 522, 528, 529]. Transcription is

also thought to give rise to DSBs via collisions between transcription machinery and other

processes, principally replication[293, 530]. These replication-transcription conflicts are a

driver of mutagenesis[531]. Further, previous e�orts have identified so called-fragile promot-

ers, regions which accumulate DSBs even under basal conditions, though their etiology is

unclear[526]. Paradoxically, transcription at a subset of fragile promoters is downstream
118



from induction of DNA damage, thus suggesting one possible mechanism for the associa-

tion between DSBs and transcribed regions[285, 532]. Fragile promoters are high in basal

DNA breaks and enriched for TRIM28 and Top2B[525]. However, it is unclear why cells

would actively generate breaks as a consequence of transcription, or whether these breaks

are repaired by canonical DDR processes.

Turning to repair-promoting functions of transcription, several DDR factors have been

shown to interact with members of the pre-initiation complex (PIC) and aid in attenuation

of transcription-proximal damage[283]. Interactions between the canonical DSB signaling

factors ATM, DNA-PKcs, and PARP1 and components of the PIC have been identified and

thought to promote transcriptional attenuation at DSBs[533, 534, 535]. DNA-PKcs has been

shown to promote proteosome-dependent degradation of components of the transcriptional

complex[536]. Yet, order of function is unclear; it may be that transcriptional attenuation is

a prerequisite for recruitment of DDR factors. Globally, while transcription of most genes is

attenuated following IR, DDR genes must be upregulated, creating a challenging situation

for cells[537]. It remains to be seen whether repair of breaks surrounding genes which are

required following IR insult (e.g. DSB repair genes) operates via a unique mechanism.

Finally, RNA may play a repair promoting role, acting as a template for repair or recruiting

additional DDR factors. Lastly, components of the spliceosome have been implicated in the

DDR suggesting specialized repair pathways are active at transcribed genes[322, 538].

One of the more enigmatic connections between transcription and DSBs is the formation

of R-Loops. R-Loops are tri-stranded structures formed when nascent RNA intercalates into

DNA and base pairs with the complimentary strand[539, 540]. Most R-Loops have been

shown to be products of Pol II transcription and accumulate at transcribed promoters and

5’ UTRs[541]. However, R-Loops may also be caused by de novo transcription from DSB

ends or by stalling/backtracking of Pol II in response to detection of DSBs[326, 542]. A

reduction in Pol II S2P, a processive proteofrom, is associated with R-Loop formation[543].

At first blush, R-Loops would seem to represent a threat to genome integrity as they expose
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DNA and are treated as toxic byproducts of transcription by cellular machinery[544]. Indeed

R-Loop formation is associated with mutations and translocations[545]. However, R-Loops

have also been shown to mediate repair of DSBs via recruitment of HR factors and promotion

of resection[336, 349, 546]. As with other connections between epigenetic features and DSB

repair, order of function questions remain. For example, it may be that an association

between R-Loops and DSBs is due to a role for R-Loops in repair or due to the inherent

fragility of transcribed DNA.

Here, we examine the consequences of transcription on “H2AX deposition. Returning to

the global epigenetic analyses of Chapter 3, we show that transcribed areas accrete “H2AX

in proportion to the degree of transcription at a given locus. We also suggest that only

active Pol II (and not paused or promoter proximal Pol II) is su�cient to direct “H2AX

deposition. These results suggest a kind of transcription coupled recognition of DSBs.

6.2 RESULTS

6.2.1 Transcribed Regions Preferentially Recognize DSBs in Contrast to

Theories of Transcription Associated DNA Damage

Our genomic data outlined in Chapter 3 suggested an association between transcribed

regions and rapid accumulation of “H2AX coverage genome-wide. As mentioned previously,

these data could be second-order associations driven by the open, accessible nature of tran-

scribed DNA. Thus, we sought to determine the functional consequences of transcription at

DSBs. We returned to ChromHMM in order to identify regions of the genome which are tran-

scribed or associated with transcriptional activity. “H2AX coverage was calculated across

promoters and transcribed regions as defined by ChromHMM. The degree of promoter activ-

ity or transcriptional output was correlated with “H2AX coverage at 1 h PIR (Figure 6.1A).

An inverse relationship was observed 24 h PIR. Thus, while transcription is permissive for

early DSB recognition, DSBs which are only recognized long after IR may rely on a di�erent
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process for recognition. Perhaps replication plays a role in facilitating recognition of DSBs

in heterochromatin. While Pol II occupancy is known to be highest at promoters and decline

across gene bodies, we note that transcribed regions contain more “H2AX than promoters,

suggesting that presence of Pol II alone is not su�cient to mediate “H2AX deposition. To

evaluate the e�ect of transcription on DNA damage recognition more directly, we analyzed

poly(A) RNAseq from unperturbed K562 cells. Comparing “H2AX read density in the top

and bottom decile of genes ranked by RPKM expression, we see that DSBs near highly ex-

pressed genes are preferentially marked by “H2AX at 1 h PIR (Figure 6.1B). By 24 h PIR,

gene expression no longer dictates the degree of H2AX phosphorylation. Moreover, while

highly expressed genes are depleted of the repressive mark H3K27me3 in a basal setting as

expected, these same regions preferentially accumulate H3K27me3 following IR insult (Fig-

ure 6.1B). Thus, basal H3K27me3 likely acts di�erently from repressive marks added after

detection of DSBs. This is in line with data from Chapter 4 suggesting that repressive marks

including H3K9me3 and H3K27me3 are increased following IR. One mechanism, explored in

Chapter 7, is accumulation of repressive marks which mediate transcriptional repression at

broken DNA, a prerequisite for repair[129, 330]. Thus, the role of K27me3 in the DDR is

particularly important in euchromatin, in contrast to its basal role in gene repression and

heterochromatin establishment.

In Chapter 3, we used a genome-wide tiling approach to investigate the distribution

of “H2AX following IR insult. While we uncovered strong evidence linking “H2AX de-

position to euchromatin; however, these data were subject to the caveat that constitutive

heterochromatin is challenging to sequence and might be under-represented in genomic anal-

yses. Toward obviating challenges associated with global epigenetic sequencing, and in an

e�ort to focus our e�orts on transcribed regions, we repeated a similar tiling procedure in

2 kb windows centered on all known human TSSs. RPKM normalized coverage of Pol II

and poly(A) RNAseq was also computed in these TSS windows. Using DeepTools, a ma-

trix representation of Pol II and RNAseq coverage surrounding TSSs, ranked by average
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coverage, was generated (Figure 6.2, left panels). We observe an expected enrichment of

Pol II and poly(A) RNA-seq reads around the promoter. Further, a minority of TSSs have

significant Pol II or RNAseq coverage in K562 cells. This is expected as not all genes are

expressed in a given cell type. The same data was then re-ranked by “H2AX coverage values

(Figure 6.2, right panels). Strikingly, the order in the left panels is largely recapitulated

when re-ranking by “H2AX coverage, suggesting that “H2AX deposition is correlated with

the degree of transcription surrounding TSS loci. The above analyses suggest an association

between transcribed areas and “H2AX density at a low resolution.

To gain a more granular view of “H2AX density around transcription start sites, we

plotted the profile of Pol II across 20,000 randomly selected transcription start sites, creating

a meta-plot (Figure 6.3). Here, we made use of several proxies of transcriptional activity. Pol

II occupancy was separated by proteoform: recall that the CTD of promoter proximal Pol II is

phosphorylated on Serine 5 followed by subsequent phosphorylation on Serine 2 concomitant

with promoter escape and processive translocation. We observed expected pileup of poised

Pol II, signified by CTD S5P, at the promoter which declined across the gene body. Next,

we assayed transcriptional output by examining Bru-seq; Bru-seq reports all nascent RNA,

including non-coding RNA or abortive transcripts. Overlaying this transcription proxy on

the TSS meta-plot, we observed a bimodal distribution for BrU-seq data. The TSS-proximal

peak likely reflects abortive transcripts, while the distal increase is due to mature transcripts

produced by processive Pol II[547]. Finally, we overlayed “H2AX coverage. Surprisingly,

“H2AX density was not uniform across these regions; instead “H2AX saw a local minimum

at the promoter and increased moving into the gene body. This contrasts with H2AX density

which was maximal at promoter regions. We suggest that presence of Pol II is not su�cient

to mediate DSB recognition per se, rather, only processive transcription is coupled to H2AX

phosphorylation. While we had earlier shown an association between transcribed regions

and “H2AX, these data imply that processive Pol II mediates DSB recognition and that

active transcription is necessary for “H2AX phosphorylation. Further, our data suggest that
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Pol II may be considered a DSB recognition factor, and place Pol II acts upstream of ATM,

a model in contrast to previous studies[130, 548].

Several studies imply a causal link between transcription and DSB induction[285]. Mech-

anisms include unscheduled conflicts or collisions between cellular processes which give rise

to DSBs, collisions between transcription and preexisting SSBs or base damage, and fragile

promoters. Fragile promoters, regions which accumulate DSBs even under basal conditions,

are associated with oncogenic genome alterations though their etiology is unclear[526]. Fur-

ther, transcription of certain genes including heat shock response targets or serum-activated

genes is associated with DNA damage induction; these loci may be distinct from fragile

promoters. Paradoxically, it has been postulated that DSBs may drive transcription at this

latter subset of genes[285]. We thus attempted to identify di�erences in DSB induction or

detection across TSSs genome wide. First, we repeated the tSNE analysis in Chapter 3, re-

stricting the plotted tiles to ones which overlap a known TSS[549]. Many of the genome-wide

relationships between epigenetic features and “H2AX deposition held true even within TSS

regions, which are relatively homogenous (Figure 6.4). For example, TSS regions which were

enriched for Pol II and which did not contain H3K27me3 (i.e. actively transcribed genes)

had higher levels of “H2AX 1 h PIR. “H2AX density 24 h PIR accumulated in TSSs marked

by H3K27me3.
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Toward a causal link between “H2AX deposition and gene expression, we exploited intra-

cell type di�erences in gene expression. “H2AX CUT&RUN coverage was mapped in K562

myeloid leukemia and HepG2 liver carcinoma cell lines 1 h PIR. From ENCODE, we also

obtained Bru-seq data from both cell lines as a metric of basal gene expression. Plotting

the normalized di�erence in “H2AX coverage against the normalized di�erence in Bru-seq

reads revealed a significant association between di�erential transcription and di�erential

deposition of “H2AX (Figure 6.5A). Genes which were upregulated in a given cell type had

correspondingly higher levels of “H2AX. Inter-cell type di�erences, including gene expression,

thus influence the DDR; this may be an understudied way in which cell identity impinges

upon response to genotoxic therapy.

Next, we re-made the tSNE chromatin context map from Chapter 3, this time restricting

plotted tiles to ones which overlapped a known human TSS. Toward examining the relation-

ship between gene function and DNA damage recognition, we designated two distinct clusters

on the TSS tSNE map, both of which appeared to be high in “H2AX 1 h PIR (Figure 6.4A).

TSSs in either “H2AX high cluster were linked to genes using bedtools intersect[409]. Then

we performed GProfiler pathway analysis on genes mapping to either cluster[550]. Both

clusters were similarly enriched in highly transcribed genes including ribosomal genes and

RNA splicing factors; this association is likely not functionally significant beyond suggesting

a link between transcription and “H2AX. It is widely appreciated that most transcription is

attenuated following IR insult and associated cell cycle disruption[448, 551, 552]. However,

DDR genes must be upregulated, raising the possibility of conflicts between transcription

and damage at these loci. Thus, the TSS tSNE map was color coded to look for genes

involved in the GO pathways DNA Damage Repair and DNA Damage Response[553, 554].

These genes clustered into “H2AX high clusters (Figure 6.5B). Moreover, DDR genes had

higher “H2AX coverage at their TSS as compared to all other genes. This excess “H2AX

was not due to high levels of basal transcription of DDR genes as measured by RNAseq. On

the contrary, many DDR genes were lowly expressed but accumulated significant “H2AX.
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In fact, an increase in transcription post IR at DDR or DNA Damage genes was associated

with more “H2AX, in contrast to the pattern observed for all genes (Figure 6.5C-D). These

observations suggest that cells preferentially recognize damage around DDR-associated genes

following IR insult. Globally however, attenuation of transcription is associated with DSB

recognition, suggesting that Pol II participates in DSB detection.

Figure 6.1: A “H2AX coverage across 1 kb tiles falling within the indicated ChromHMM
states was calculated at 1 h and 24 h PIR. Red lines denote the mean “H2AX coverage
value. **** p< 0.0001, ns p>0.05 by Wilcoxon rank sum test comparing coverage between
the indicated ChromHMM states. B Gene transcription was quantified by poly(A) RNAseq
in K562 cells. Genes were ranked by RPKM and “H2AX coverage was calculated across
the 1top or bottom decile of genes ranked by RPKM. Coverage across 2 kb regions flanking
the closest TSS to the selected genes was calculated at 1 h and 24 h PIR. Red lines denote
the mean coverage value. Coverage of di�erent epigenetic features is as indicated. **** p<
0.0001, ns p>0.05 by Wilcoxon rank sum test comparing coverage between the bottom and
top decile of genes ranked by RPKM.

125



Figure 6.2: Density profile of the indicated epigenetic feature in 2 kb regions overlapping
20,000 randomly selected transcription start sites. Plots are produced by deeptools plot
profile. Left panels are ranked by descending average density of the indicated feature. Right
panels are ranked by descending “H2AX coverage which was calculated using bedtools cov-
erage.
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Figure 6.3: Profile plots of the relative coverage of the indicated epigenic features. Lines
represent the average normalized coverage of the indicated feature across 20,000 randomly
selected transcription start sites. Shaded region denotes +/- 250 bp from the TSS, or ap-
proximately 1 nucleosome. Strand information is not shown, creating a symmetric plot.

6.2.2 Transcription is a Primary Driver of DSB Recognition in Genic

Regions

Returning to the link between RNA Polymerase II and “H2AX deposition, we reasoned

that the two “H2AX high clusters identified in the TSS chromatin context map may di�er

in their transcriptional activity (Figure 6.4A). Thus, coverage data from Pol II S2P, Pol II

S5P and Total Pol II was overlayed to elucidate how the mechanism of transcription may

influence “H2AX repair (Figure 6.6A,B). “H2AX coverage correlated more strongly with

phosphorylated forms of Pol II as compared to total Pol II, again suggesting that active

transcription, but not paused Pol II, is necessary for “H2AX deposition. Next, the tSNE

chromatin context map was color coded according to poly(A) RNA-seq read coverage and

Bru-seq coverage from K562 cells (Figure 6.6C,D). Bru-seq detects all nascent transcripts

including abortive transcripts, whereas poly(A) RNA-seq only assays completed transcrip-
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Figure 6.4: A tSNE plot generated from tiles spanning +/- 1 kb from 2000 “H2AX-High
and 2000 “H2AX-Low TSSs. Points are color coded with respect to the mean data-set-wide
“H2AX coverage value 1 h PIR. Two clusters, identified by visual inspection, are indicated
with dotted lines. B Plot as in A, but color coded according to “H2AX coverage 24 h PIR.
C Plot as in A, but color coded according to basal H3K27me3 coverage. D Plot as in A,
but color coded according to basal Pol II S5P coverage.
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Figure 6.5: A Plot comparing Bru-seq and “H2AX coverage between K562 and HepG2 cell
lines across 2 kb tiles spanning all human TSSs. Values indicate the proportion and number
of tiles in each quadrant. Significant deviation from randomness is confirmed by Pearson’s
‰2 Goodness of Fit test. B tSNE plot generated from tiles spanning +/- 1 kb from 20,000
randomly selected TSS regions. Points are color coded according to the gene ontology term
for the closest gene to the genomic position of the TSS. 2000-“H2AX High and 2000-“H2AX
Low regions are selected for plotting. C Cumulative distribution of “H2AX reads across
2 kb tiles spanning all human TSSs. Plot is subdivided to show TSSs mapped to DNA
Damage or DNA repair genes as identified by the GO gene ontology pathways. **** p< 2.2
e-16 by Kolmogorov-Smirnov test comparing all genes to genes in DNA Damage or DNA
repair pathways. D “H2AX coverage is calculated across 2 kb tiles spanning all human
TSSs subdivided by GO gene ontology pathways as in C, and by enhanced or attenuated
transcription (whether Bru-seq reads increased or decreased, respectively, between IR and
NIR datasets). * p<0.05, *** p< 0.001, **** p< 0.0001, ns p>0.05 by Wilcoxon rank sum
test.
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tion. Cluster 1 was enriched in Bru-seq, though TSSs in this cluster did not display high

levels of poly(A) RNA-seq suggesting these may be paused or poised promoters. These re-

gions were also high in BLISS signal, DNAse-seq coverage, and were occupied by TRIM28,

a marker of fragile promoters (Figure 6.6E-G).[166, 285]. Thus, fragile promoters seemed

to constitute Cluster 1. By contrast, the second cluster displayed lower enrichment of frag-

ile promoter features. Both poly(A) RNAseq and “H2AX coverage were strongly enriched

in cluster 2, while Bru-seq was relatively low. Cluster 2, which was most highly enriched

for “H2AX, showed high levels of Pol II S2P as compared to cluster 1, suggesting that, in

this cluster, active transcription is associated with “H2AX deposition. Further, CCluster

2 was marked by low H3K4me3 and high H3K36me3 (Figure 6.6H,I). Both H3K4me3 and

H3K36me3 are associated with transcribed chromatin, though H3K4me3 is enriched at the

5’ end of genes and H3K36me3 accumulates distally from TSSs[120, 123, 555]. Moreover,

H3K36me3 is known to direct PRC2 and mediate gene silencing; thus, H3K36me3 rich loci

may rely on PRC2 to direct local DNA damage detection[556, 557]. Thus, Cluster 2 includes

genes which, because they highly transcribed, or have short first exons, accumulate “H2AX

quickly. By contrast, Cluster 1 includes more poised promoters which do not contribute to

DSB detection, in addition to fragile promoter regions. Taken together, we suggest a role for

processive Pol II in “H2AX deposition especially at regions which are not fragile promoters.

Pol II can thus be reclassified as a bona fide DDR factor, rather than an upstream cause of

DNA damage.

Next, to validate our genomic data, we performed immunofluorescence imaging of “H2AX

in the presence of a transcription inhibitor, flavopiridol, which specifically inhibits transcrip-

tion elongation[558]. Cells were acutely dosed with flavopiridol 15 min prior to IR so as to

minimize confounding e�ects mediated by transcription of specific genes, e.g. DDR factors.

Addition of flavopiridol diminished the number of “H2AX IRIF and pATM IRIF 1 h PIR,

and inhibition of transcription does not induce “H2AX IRIF in the absence of exogenous

damage (Figure 6.7). Thus, transcriptional activity may mediate recognition of DSBs up-
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stream of ATM. Toward narrowing the e�ect of transcription on DSB recognition, we imaged

“H2AX foci in conjunction with several proteoforms of Pol II (Figure 6.8). Significant asso-

ciation was observed between “H2AX and Pol II S2P but not S5P. Addition of flavopiridol

specifically diminished the level and enrichment of Pol II S2P at IRIF, thus confirming the

role of processive Pol II in DSB recognition. Next, we repeated the above experiments in the

presence of the ATM inhibitor KU-60019. Inhibition of ATM did not prevent enrichment of

Pol II S2P at IRIF, though it diminished the overall accumulation of Pol II at IRIF. Thus,

ATM is not necessary for accumulation of processive Pol II at breaks sites. Accumulation

of phosphorylated Pol II at DSBs in an ATM deficient setting may be driven by alternative

DDR kinases such as DNA-PKcs or ATR, as previously reported[310]. More likely, these

data again suggest that Pol II acts upstream of ATM in the DDR, in contrast to previous

models.

Finally, we assessed epigenetic changes at IRIF toward elucidating the order of function

between Pol II, H2AX phosphorylation and epigenetic modification. R-loops are RNA:DNA

hybrid structures associated with transcriptional pausing proximal to damaged DNA[540,

545]. Inhibition of transcription by flavopiridol decreased H3K27me3 and R-loops at IRIF,

suggesting that transcription is necessary for chromatin compaction in damaged genic regions

(Figure 6.9). R-Loops are considered a consequence of paused or attenuated transcription

surrounding DSB loci[541]. Addition of an ATM inhibitor also diminished H3K27me3 accu-

mulation and R-loop formation at IRIF. However, in an ATM deficient setting, flavopiridol

had no e�ect suggesting that while transcription is necessary for recruitment of ATM, other

epigenetic changes at DSBs are downstream of ATM and H2AX phosphorylation. Thus, we

propose that the role of Pol II in DSB proximal chromatin involves signaling to ATM or

DNA-PKcs which, in turn, mediate chromatin compaction, R-Loop formation, and break

repair. These findings are in line with our genomic data which show that transcribed regions

of chromatin are proficient at recognition of DSBs and induce local H3K27me3 deposition

perhaps to mediate transcriptional attenuation or DDR signaling.
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Figure 6.6: A 1 kb tiles spanning 5,000 randomly selected TSSs were plotted using tSNE
dimensionality reduction. Points are color coded with respect to the mean sample-wide
coverage of Pol II S2P. B tSNE plot generated from tiles spanning +/- 1 kb from 5,000
randomly selected TSS regions as in A. Points are color coded with respect to the mean
sample-wide coverage of Total Pol II. C tSNE plot as in A. Points are color coded with
respect to the mean sample-wide coverage of poly(A) RNAseq reads. D tSNE plot as in
A. Points are color coded with respect to the mean sample-wide coverage of Bru-seq reads.
E tSNE plot as in A. Points are color coded with respect to the mean sample-wide density
of BLISS DSBs. F tSNE plot as in A. Points are color coded with respect to the mean
sample-wide value of DNAse-seq coverage.G tSNE plot as in A. Points are color coded with
respect to the mean sample-wide coverage of TRIM28. H tSNE plot as in A. Points are
color coded with respect to the mean sample-wide coverage of H3K4me3. I tSNE plot as in
A. Points are color coded with respect to the mean sample-wide coverage of H3K36me3.
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Figure 6.7: A Number of “H2AX foci per nucleus in the indicated conditions. Flavopiridol
was added for 15 min prior to irradiation. *** p< 0.001, ns p>0.05 by Wilcoxon rank sum
test comparing the indicated conditions. B Representative images from immunofluorescence
imaging of “H2AX IRIF 1 h PIR. Addition of the transcription inhibitor flavopiridol attenu-
ated “H2AX foci formation. C Number of ATM foci per nucleus in the indicated conditions.
Flavopiridol was added for 15 min prior to irradiation. *** p< 0.001 by Wilcoxon rank sum
test comparing the indicated conditions. D Representative images from immunofluorescence
imaging of pATM IRIF 1 h after PIR. Addition of the transcription inhibitor flavopiridol
attenuated pATM foci formation.
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Figure 6.8: A Mean fluorescence intensity of the indicated Pol II proteoform within nuclei
sub-divided with respect to the average nuclear fluorescence intensity of “H2AX 1 h PIR.
Tot indicates an N-terminal Pol II antibody which detects total Pol II irrespective of the
phosphorylation state of the CTD. KU-600019, was added overnight, and Flavopiridol was
added for 15 min prior to irradiation. * p<0.05, ** p< 0.01, *** p<0.001, **** p< 0.0001,
ns p>0.05 by Wilcoxon rank sum test comparing Pol II MFI between “H2AX-high and
“H2AX-low regions. B Representative images from immunofluorescence imaging of “H2AX
IRIF in conjunction with the indicated Pol II proteoform. Significant colocalization between
processive Pol II, denoted by S2P, was observed. Addition of the transcription inhibitor
flavopiridol or the ATM inhibitor KU-600019 attenuated “H2AX IRIF formation.
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Figure 6.9: A Mean fluorescence intensity of H3K27me3 within nuclei sub-divided with re-
spect to the average nuclear fluorescence intensity of “H2AX. ** p< 0.01, **** p< 0.0001,
ns p>0.05 by Wilcoxon rank sum test. B Mean fluorescence intensity of R-Loops within
nuclei sub-divided with respect to the average nuclear fluorescence intensity of “H2AX. ***
p< 0.001, **** p< 0.0001, ns p>0.05 by Wilcoxon rank sum test. C Representative images
from immunofluorescence imaging of “H2AX IRIF 1 h PIR in conjunction with H3K27Me3
+/- the ATM inhibitor KU-60019. Inhibition of transcription partially phenocopies ATM
inhibition and diminishes “H2AX foci as well as H3K27me3 accumulation at foci. D Repre-
sentative images from immunofluorescence imaging of “H2AX IRIF 1 h PIR in conjunction
with R-Loops +/- the ATM inhibitor KU-60019. Inhibition of transcription partially phe-
nocopies ATM inhibition and diminishes “H2AX foci as well as R-Loop accumulation at
foci.
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6.3 DISCUSSION

Transcription has long been associated with genomic damage with many models suggest-

ing links between transcription and DSBs. Transcribed regions are among the most exposed

regions of the genome and the act of transcribing DNA leaves genetic information in a phys-

ically precarious state. Many of the studies linking transcription to DSB induction have

assessed damage either in a basal state or following addition of cellular stressors. In this

way, induction of damage at the most vulnerable genomic regions is somewhat expected.

However, this study makes use of exogenous sources of DNA damage which might induce

damage irrespective of the local epigenetic milieu. Instead, we find that even with stochas-

tic, exogenous DSBs resulting from ionizing radiation, transcribed regions are preferentially

broken and breaks within these regions are preferentially recognized. Most strikingly, breaks

in transcribed genes are detected more quickly than breaks in non-transcribed genes de-

spite comparable nucelosome occupancy and DSB density (Figure 6.10). This observation is

only partly influenced by fragile promoters. Indeed, of the two clusters of TSSs moderately

enriched in “H2AX 1 h PIR, only one is characteristic of fragile promoter regions. These frag-

ile regions are high in DNA breaks and enriched for TRIM28 and Top2B, as expected[525].

However, global analysis of “H2AX enrichment surrounding TSSs showed a second cluster of

TSSs devoid of chromatin fragility markers, but which nonetheless had high levels of “H2AX

1 h PIR. We propose transcription coupled repair as a major driver of the DDR following

IR insult at these regions.

In genic regions replete with transcribing Pol II, we show that deposition of “H2AX is

associated with increased levels of transcription; highly expressed genes accumulate more

“H2AX than lowly expressed genes. The profile of “H2AX surrounding transcription start

sites suggests that processive Pol II, but not paused or promoter proximal polymerase, is

su�cient to mediate “H2AX deposition. Transcription coupled repair regions were associated

with high levels of Pol II S2P and a low pausing ratio. Pol II sheds and accumulates co-

factors as it transitions from a promoter-proximal state to a processive state, raising the
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Figure 6.10: A Across much of the transcribed genome we propose a feedback loop between
Pol II and ATM wherein transcribing Pol II detects damage and signals to the DDR ma-
chinery. ATM, in turn, attenuates transcription likely via PRC1 or other mechanisms (see
Discussion). B By contrast, at DDR-associated genes we observe an association between
increased transcription and the DDR. This may be a direct association; transcriptional ma-
chinery has been shown to associate with DDR factors. C Alternatively, we cannot rule out
that ssDNA (i.e. at transcription bubbles) may be a preferred substrate for ATM, increasing
the local concentration of DDR factors and “H2AX. Pol II is dispensable in this model and
is thus not shown.
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possibility that one or more co-factors mediates DSB recognition rather than Pol II itself.

Disentangling the contribution of proteins associated with Pol II to the DDR warrants future

exploration. In particular, past studies have implicated transcription factors such as Cux1

in the DDR[266]. Perhaps Cux1 interacts with Pol II to mediate DSB recognition.

High-“H2AX, low-fragility regions also had high H3K36me3 but low H3K4me3, indicat-

ing a possible role for PRC2 in repairing damage at these regions[557]. Alternatively, genes

with shorter first exons or higher exon:intron ratios have more H3K36me3 and could be

preferentially repaired[120, 559]. Imaging studies confirmed an association between “H2AX

IRIF and Pol II rich chromatin. This association is stronger with Pol II S2P, a proteoform

associated with active transcription, as opposed to Pol II S5P or total Pol II. Toward con-

firming the necessity of transcription in the DDR, addition of flaviorpiridol, a poly-CDK

inhibitor which stops elongation of Pol II and, in our hands, specifically reduced Pol II

S2P at “H2AX IRIF, attenuated “H2AX IRIF 1 h PIR. Loss of Pol II S2P also reduced

pATM IRIF, a key signaling node in the DDR. That transcription mediates the DSB sig-

naling cascade upstream of ATM suggests that chromatin-localized events are important

in initial recognition of damage. These findings also begin to suggest new mechanisms by

which ATM can rapidly recognize DSBs. Canonically, ATM activation is subject to binding

of the MRN complex[560, 561]. In turn, the MRN complex is regulated by chromatin level

factors including H3K36me3, associated with transcription[311, 562]. Moreover, unwound

or ssDNA has been shown to stimulate ATM activation[563, 564]. Perhaps the transcrip-

tion bubble presents a preferential substrate for MRN binding and subsequent attraction of

ATM. As expected, Pol II S2P still accumulates at IRIF even in the presence of the ATM

inhibitor KU-60019. Thus, early epigenetic changes preceding the canonical DDR may be

ATM-independent. These findings reframe previous conclusions which suggested a causative

link between transcription and DNA damage induction. ATM inhibition did diminish R-

Loops and H3K27me3 deposition at DSB loci indicating that these factors are downstream

from ATM in the DDR cascade. We explore possible mechanisms of ATM interaction with
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chromatin modifiers in Chapter 7. That ATM loss reduces R-Loops is interesting and sug-

gests that complete transcriptional attenuation may be ATM dependant. More remains to

be gleaned regarding R-Loop formation and function, though our data align with studies

suggesting that R-Loops are DDR promoting and possibly an integral part of DSB repair.

What is transcription coupled repair? We place Pol II upstream of ATM and suggest

that transcription may act as an epigenetic searchlight which alerts the cell to local damage

upon contact between processive Pol II and damaged DNA. Transcription is then attenuated,

and Pol II signals to ATM which, in turn, precipitates chromatin condensation and R-Loop

formation while initiating the DDR. Alternatively, IRIF observed in the absence of ATM

may be mediated by DNA-PKcs[310, 533]. We further propose that fragile promoters may

rely upon DNA-PKcs for local induction of DDR. Perhaps residual IRIF observed in the

absence of ATM signaling reside at fragile promoters or DNA-PKcs is su�cient to mediate

some transcription mediated DSB recognition.

As recognition of DSBs is tied to transcription, the DDR could be cell type specific.

This observation suggests novel functions of altered gene expression between normal tissue

and tumors. Indeed, we show in Chapter 3 that CFS loci, which contain oncogenes and

cancer-associated breakpoints, are enriched in “H2AX 1 h PIR. Broadly, perhaps increased

expression of oncogenes may induce more DNA damage in a post-therapy context. While

DNA damage can be deleterious, it may also contribute to further mutations or translocations

which can be cancer promoting. It is also worth noting that a hallmark of transformed cells is

resistance to cell death and agnosticism to DNA damage as a consequence of altered signaling

pathways (e.g., p53). In this Chapter, we show that cell-intrinsic gene expression programs

influence the DDR at the gene level. Other work has suggested a link between gene length

and the DDR. We observed moderate e�ects of gene length on “H2AX deposition, with

the longest quartile of genes containing additional “H2AX at 1 h PIR. Thus, the epigenetic

response to endogenous or exogenous sources of DNA damage must be considered as part

of the rationale under which cancer cells modify gene expression. It should also be noted
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that associations between “H2AX and transcribed regions go beyond chromatin accessibility

alone. Our data suggest that chromatin fragility only partly explains variation in DSB

density and DSB density incompletely explains “H2AX deposition patterns. Therefore,

epigenetic marks, especially transcription, influence DSB recognition independently from

DSB induction.
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CHAPTER 7

THE POLYCOMB REPRESSIVE COMPLEX 2 AND THE

SWI/SNF COMPLEX ARE DSB REPAIR FACTORS

7.1 INTRODUCTION

In the preceding Chapters, we outlined development of several tools with which to assess

epigenetic modifications at DSBs. In conjunction, we utilized next-generation sequencing

to identify genomic loci which were enriched or depleted for “H2AX, and linked patterns of

“H2AX deposition to basal and IR-induced Histone PTMs. Collectively, these techniques

highlighted H3K27me3 as a critical epigenetic signal controlling DSB repair. Here we will

use previously outlined techniques to dissect e�ects of H3K27me3 and regulators thereof on

DSB recognition and repair.

H3K27me3 is deposited by enhancer of zeste homologue 2 (EZH2), a catalytic subunit of

the polycomb repressive complex 2 (PRC2). The polycomb complex is an ancient and highly

conserved master gene regulator associated with heterochromatin[565, 566]. PRC2 plays a

central role in development, gene silencing, and cell fate decisions via selective deposition

of the H3K27me3 modification which induces gene silencing[235]. PRC2 and its subunits

are frequently mutated or lost in cancers[567]. As polycomb controls cell fate, deregulation

or deactivation of these proteins contributes to altered gene expression in cancer, inducing

a loss of cell-intrinsic properties and increased cancer "stemness". It has been shown that

hyperactive PRC2 may silence tumor suppressor genes including the INK4A/p16 locus[568].

Humans also express PRC1, a related protein complex that stimulates ubiquitination of

H2AK119. PRC1 also binds to H3K27me3 and reinforces chromatin silencing[569, 570]. A

role for PRC1 in DSB repair is well appreciated; PRC1 is thought to ubiquitinate H2AX

as part of a larger ubiquitination cascade which directs repair choice and transcriptional

silencing in cis to DSBs[571, 572, 573]. However, evidence for direct localization of PRC1 to

DSBs is conflicting[574].
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As was observed in Chapters 3 and 6, heterochromatin or gene silencing hinders the local

DDR. Thus, by modulating heterochromatin, EZH2 and PRC2 are likely to alter radiation

sensitivity. Additionally, EZH2 and other PRC2 subunits localize to DSBs[271, 313] and

EZH2 may deposit H3K27me3 on DSB-proximal nucleosomes[169]. However, it is unknown

whether EZH2 alone localizes to DSBs, whether additional PRC2 proteins are recruited,

or what functions auxiliary PRC2 subunits may play in the DDR. It has been shown that

blocking EZH2 activity immediately prior to irradiation can delay DSB repair, apparently

by blocking NHEJ[575, 576]. However, other reports have ascribed the function of EZH2 to

HR[577]. Indeed, H3K36me3 is associated with homologous recombination and H3K36me3

has also been shown to recruit PRC2[556]. It is not fully understood why recruitment of a

repressive transcription factor to open, expressed loci would aid in repair given the apparent

requirement for chromatin relaxation in the DDR, though a requirement for transcriptional

silencing proximal to DSBs is one proposed rationale. Further, multiple interactions of EZH2

with PIKKs and PARPs have been described, adding additional complexity[578, 579]. For

example, PARP1 directly modifies EZH2 and diminishes its methyltransferase activity[256].

The SWI/SNF complex, like PRC2, is a highly conserved master gene regulator which

generally opposes action of polycomb group proteins in organisms from fly to man[235].

SWI/SNF mediates chromatin opening and gene accessibility by sliding, evicting, or alter-

ing nucleosome occupancy around promoters or enhancers[201]. Like PRC2, SWI/SNF is

recurrently mutated in cancer. Mutation or loss of one or more SWI/SNF subunits is found

in almost a quarter of all cancers[580]. Though a role for SWI/SNF in the DDR has been

long appreciated, loss of genome integrity is not thought to be the function of SWI/SNF

dysregulation in cancers[581]. However, evidence for involvement of SWI/SNF in the DDR

is strong. SWI/SNF subunits localize to sites of DSBs where they are necessary to promote

rapid “H2AX phosphorylation[582, 583]. SWI/SNF stimulates acetylation of H3, which,

in turn, opens chromatin allowing for rapid recognition of breaks by ATM[205]. Turning

to repair pathway choice, SWI/SNF promotes resection initiation via nucleosome removal
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and thus stimulates HR[210, 211]. There is some evidence that SWI/SNF may be required

for transcriptional silencing around breaks, activity diametric to its canonical function[129].

Interestingly, SMARCA5 may coordinate with PRC1 proteins to a�ect transcriptional si-

lencing, though mechanistic details are not well understood[208, 584]. Whereas SWI/SNF

and PRC proteins are in general antagonistic, with polycomb depositing heterochromatin

and SWI/SNF facilitating euchromatin, there has been evidence of SWI/SNF working to

repress transcription[585, 586]. Perhaps DSBs may be another situation whereby SWI/SNF

and PRC2 cooperate to a�ect recognition and repair of DSBs.

Turning to clinical opportunities stemming from newly appreciated roles of polycomb

and SWI/SNF in the DDR, we note moderate levels of success. Several EZH2 inhibitors

have entered the clinic though they have limited e�cacy as monotherapy and su�er from

pleiotropic e�ects[587, 588]. Better use has been achieved through combination therapy.

EZH2 inhibitors synergize with immunotherapies, and, strikingly, EZH2 inhibition has also

been shown to enhance genotoxic therapy including 5-FU, though this is generally ascribed

to gene expression e�ects such as up-regulation of p53 as opposed to direct e�ects of EZH2

on the DDR[589, 590]. More study is needed to understand how loss of PCR2 activity can

be combined with radiotherapy or other DSB inducers. There are few inhibitors available for

SWI/SNF proteins, though development of an SMARCA2 selective inhibitor showed anti-

proliferative activity in SMARAC4 deficient tumors[591]. More recently, a non-specific BAF

inhibitor was shown to synergize with ATR inhibition suggesting that it may work through

disruption of the DDR[592]. Here we explore the mechanistic basis by which SWI/SNF

and PRC2 promote DSB recognition and suggest novel cooperativity between these two

complexes.
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7.2 RESULTS

7.2.1 Inhibition of H3K27 tri-Methylation Attenuates DSB Recognition

and Repair

Although H3K27 trimethylation is most often associated with transcriptional repres-

sion, heterochromatin formation, and maintenance of gene repression[124, 593]. Increased

H3K27me3 mediated by the PRC2 catalytic subunit EZH2 has also been implicated in DSB

detection and NHEJ repair[313, 430]. Demethylation of H3K27 by the jumonji-domain

demethylases JMJD2 and JMJD3 (also called KDM4A and KDM6B, respectively) opposes

this mechanism[594, 595]. In Chapter 6, we observed an increase in H3K27me3 coincident

with loci which rapidly accrete “H2AX following IR insult. Toward establishing functional

significance of H3K27 methylation in DSB recognition and repair, we acutely exposed MCF7

cells to inhibitors of EZH2 and JMJD2/3 at a concentration tenfold over IC50 to ablate en-

zyme activity prior to irradiation. As a control, we inhibited PARP1 with the non-trapping

inhibitor veliparib, known to delay DSB repair. In our hands, veliparib is known to attenu-

ate deposition of “H2AX producing small, di�use IRIF which peak in number and intensity

3-6 h PIR. By contrast, under non-perturbed conditions, maximal H2AX phosphorylation is

observed 30-90 min PIR with large, well-separated IRIF.

MCF7 cells were acutely treated with the EZH2 inhibitor GSK126 and/or the JMJD2/3

inhibitor GSKJ4, followed by exposure to 6 Gy of IR and allowed to recover for one hour

before being fixed and immunostained for “H2AX. We confirmed the expected e�ects of each

inhibitor on H3K27 via immunostaining with an anti-H3K27me3 antibody. Acute treatment

with the inhibitors, alone or in combination, decreased “H2AX foci numbers 1 h PIR (Figure

7.1A). Additionally, we observed a reduction in fluorescence intensity of “H2AX foci in cells

treated with GSK126 and/or GSKJ4, suggesting that deregulation of H3K27 methylation

limits local H2AX phosphorylation (Figure 7.1B). Conversely, treatment with the PARP

inhibitor veliparib somewhat increased “H2AX foci number and intensity. The short interval
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(15 min or 60 min) between drug treatment and irradiation precludes e�ects dependent on

gene repression or chromatin condensation and instead suggests that H3K27 methylation

may be necessary for break recognition, as previously described. Importantly, we propose

that H3K27 methylation acts upstream of H2AX phosphorylation[430]. These results are in

agreement with data gleaned from whole-genome sequencing of “H2AX following IR insult

which show that loci which accumulate “H2AX also increase levels of H3K27me3.

To assess e�ects of inhibiting EZH2 on radiation sensitivity, cells were treated with

GSK126 and/or GSKJ4 for 1 h and exposed to 6 Gy IR, the media was then replaced

to relieve epigenetic inhibition, and cell growth was followed for 5 days by time-lapse imag-

ing in an IncuCyte system. Here, drug-specific phenotypes were observed, treating cells with

GSKJ4 completely blocked proliferation while GSK126 attenuated recovery from IR (Figure

7.2A). Interestingly, even without IR, treatment with GSKJ4 decreased cell proliferation,

possibly suggesting we used a cytotoxic dose. We explore consequences of JMJD2/3 inhibi-

tion later in this Chapter. The observed decrease in proliferation suggested that DSBs may

not be repaired in the absense of EZH2 activity. Thus, single cell electrophoresis (Comet)

assay was performed to assess DSB repair independently from “H2AX foci resolution. At 1 h

PIR, we observed an increase in unrepaired DSBs following GSK126 treatment (Figure 7.2B).

These breaks persisted 24 h PIR, indicating that EZH2 inhibition leads to unrecognized or

irreparable damage and loss of genomic stability.

We next examined “H2AX foci 24 h PIR in combination with 60 min treatment with

GSK126, GSKJ4 or a combination. Indeed, exposure to GSKJ4 alone or in combination

with GSK126 led to increased persistent “H2AX foci indicative of a failure to wind down

damage signaling following end joining (Figure 7.3A). GSK126 treatment alone did not in-

duce persistent “H2AX foci. Persistent DSB signaling has been shown to trigger senescence,

even in the absence of DSBs[106, 596]. To assay senescence induction, SA-—gal staining was

conducted[596]. Cells were treated as in the IncuCyte experiment and stained for SA-—gal

five days PIR. GSKJ4 treatment, alone or in combination with EZH2 inhibition, increased
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cellular senescence, in contrast to GSK126 treatment (Figure 7.3B). Thus, H3K27me3 may

act at multiple stages during the DDR process. As revealed in Chapter 6, H3K27me3

is deposited near active genes following IR. In order to restore transcription after repair

of damage, H3K27me3 must later be removed, likely by JMJD proteins. Inhibition of

JMJD proteins may thus prevent restoration of pre-IR transcription and perhaps normal

cell-cycling. Both of these phenomena, along with persistent IRIF, have been associated

with senescence[483, 597, 598].

Toward confirming a local e�ect of H3K27 methylation at DSBs, we examined colocaliza-

tion of H3K27me3 and “H2AX after irradiation. Conventional immunofluorescence analysis

at 1 h PIR revealed punctate domains of increased H3K27me3 immunoreactivity along with

significant overlap between H3K27me3 and “H2AX (Figure 7.4). Li’s ICA method[495] re-

vealed diminished colocalization of H3K27me3 and “H2AX after treatment with GSKJ4 or

GSK126, as compared to vehicle treatment, or addition of the PARP inhibitor veliparib

(Figure 7.4). Taken together, these data suggest that H3K27me3 is deposited at DSB loci

and histone modifications may delineate a domain surrounding DSBs to promote detection,

signaling and repair. These data underscore similar observations made at the genome level

in Chapter 3.
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Figure 7.1: A Mean number of “H2AX foci after drug treatment. Foci counting was per-
formed by a custom ImageJ macro. Drugs were added for the indicated length of time prior
to dosing with 6 Gy of IR. Cells were fixed and stained 1 h PIR. Combo refers to a mixture
of both GSK126 and GSKJ4 at their original concentrations. Significance was determined
by a one-way Kruskall-Wallace test performed within each treatment group. Significance
values are as follows: ns p>0.05; * p<0.05; ** p<0.01; *** p<0.001; **** p<0.0001. B Plot
as in A but showing the mean “H2AX foci intensity. Foci intensity analysis was performed
by a custom ImageJ macro. Three biological replicates were collected.
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Figure 7.2: AIncucyte growth curves of drug treated cells. Cells were treated for 60 min with
the indicated inhibitor and then exposed to IR or mock irradiated (NIR). Cell number was
tracked for 120 h in an Incucyte system. The mean normalized number of cells is plotted, and
error bars denote SEM for 3 replicates. Significance was determined by Dunnett’s Multiple
Comparisons Test against DMSO treatment. B Comet assay results of cells treated as in
panel b and assayed either 1 or 24 h PIR. Plotted is the Tail DNA percent as reported by the
ImageJ plugin OpenComet. Significance was determined by a Wilcox test against DMSO
treatment. Significance values are as follows: ns p>0.05; * p<0.05; ** p<0.01; by Wilcox
test against DMSO treatment.
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Figure 7.3: A Mean number of “H2AX foci 24 h PIR. Foci counting was performed by a
custom ImageJ macro. Cells were fixed and stained 1 h after IR. Combo refers to a mixture
of both EZH2i and JMJDi at their original concentrations. Significance was determined by
a one-way Kruskall-Wallace test performed within each treatment group. B SA-Gal staining
of cells treated for 1 h with the indicated drugs prior to IR insult and allowed to recover for
72 h before fixation and staining. A representative image, selected from three replicates, is
shown for each treatment. Significance values are as follows: **** p<0.0001 by WIlcox test
against DMSO treatment.
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Figure 7.4: A Immunofluorescence images of irradiated MCF7 cells. Cells were treated with
the indicated drugs for 60 min prior to dosing with 6 Gy. Cells were fixed and stained 1 h PIR.
Images were acquired using a 40 X oil objective on a spinning-disk confocal microscope. A
representative image is shown from 3 replicates. B Quantification of colocalization between
“H2AX and H3K27me3 staining in the slides shown in A. The fraction of colocalized pixels
was calculated per nucleus using Li’s ICA method. Significance was determined by a Wilcox
Test against DMSO treatment. ** p<0.01; *** p<0.001.
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7.2.2 The SWI/SNF Complex is Necessary for Rapid Repair of DSBs

Having established a roll for EZH2 in the DDR, we next investigated whether SWI/SNF

proteins play an analogous or an oppositional role. SWI/SNF canonically opposes the activ-

ity of polycomb group proteins and opens chromatin to mediate gene activation. Thus, we

naively expected that inhibition or loss of SMARCA4 (the core subunit of SWI/SNF) might

evince a pro-“H2AX phenotype similar to that seen by JMJD2/3 inhibition. Here, we made

use of a PROTAC drug, ACBI1, to specifically degrade the SWI/SNF subunits SMARCA4

and SMARCA2[599]. To elucidate the mechanism by which SMARAC4 promotes the DDR

we performed “H2AX and TUDEL imaging of cells exposed to 6 Gy of IR in presence or

absence of ACBI1. Againnst expecttaions, we observed a decrease in “H2AX foci number

in PROTAC treated cells at both 15 min and 60 min PIR (Figure 7.5A). TUDEL stain-

ing showed that PROTAC treatment attenuated rapid repair of DSBs, indicating a role for

SMARCA4 in early repair of DSBs (Figure 7.5B). Notably, JMJD2/3 inhibition also con-

ferred unrepaired DSBs, suggesting that unrestrained action of polycomb proteins at DSBs

may hinder repair. In line with reduced “H2AX phosphorylation and diminished repair of

DSBs, ATM foci were also decreased in SMARCA4 deficient cells (Figure 7.6A). Loss of

SMARCA4 also decreased 53BP1 IRIF. 53BP1 is a canonical NHEJ factor thus these data

provide a rationale for loss of rapid repair in a SMARCA4 deficient setting (Figure 7.6B).

These data are consistent with proteomics data in Chapter 5 which suggest that upon ACBI1

treatment, recruitment of myriad DDR factors to DSBs is diminished.

The SWI/SNF complex is a well-established chromatin remodeler which generally re-

moves histones to increase chromatin accessibility[201, 581]. Further, eviction of histones is

thought to be necessary for resection surrounding break sites in yeast[600]. Toward a mecha-

nistic basis by which SWI/SNF may influence recognition of DNA damage, we assessed chro-

matin density. Using FLIM imaging, we measured the density of DNA at DSBs (marked

by TUDEL) or IRIF (marked by “H2AX) with and without ACBI1 treatment[601, 602].

FLIM imaging reports on chromatin density by measuring florescence lifetimes of DAPI
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molecules— longer lifetimes equate to less dense chromatin. Nuclei were divided into 4

regions depending on the presence or absence of the two factors assessed. TUDEL-only

chromatin represents unrecognized breaks, loci co-occupied by both “H2AX and TUDEL

are recognized breaks, and “H2AX-only areas are locations where break repair has occurred,

but IRIF have not yet resolved; the bulk of nuclear area is occupied by neither factor, and

represents undamaged DNA (Figure 7.7). TUDEL-labeled chromatin was observed to be less

dense than TUDEL-free DNA, suggesting either that breaks occur in less dense chromatin,

seen in Chapter 3, or that breaks precipitate chromatin de-condensation, as reported[272?

, 603]. “H2AX deposition does not significantly change the underlying chromatin density,

suggesting that epigenetic changes occur upstream of ATM. In SMARCA4-deficient cells, we

observed global condensation of chromatin irrespective of TUDEL or “H2AX staining. Fur-

ther, TUDEL positive DNA was no longer less dense than un-broken chromatin suggesting

a deficiency in the epigenetic DSB response. Thus, the DDR attenuation induced by ACBI1

may be due to both global chromatin condensation and a deficit of SWI/SNF chromatin

remodelers at break loci. These data are interesting when viewed in conjunction with our

observation that heterochromatin is resistant to “H2AX deposition and that transcription,

frequently mediated by SWI/SNF proteins, may be necessary for DSB recognition.
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Figure 7.5: A Mean number of “H2AX foci after ACBI1 treatment. Foci counting was
performed by a custom ImageJ macro. ACBI1 was added 18 h prior to dosing with 6 Gy
of IR. Cells were fixed and stained 15 min or 60 min PIR. Significance was determined by
a Wilcox test comparing DMSO to ACBI1 treatment. Significance values are as follows:
ns p>0.05; **** p<0.0001. B Mean number of TUDEL foci after ACBI1 treatment. Foci
counting was performed by a custom ImageJ macro. ACBI1 was added 18 h prior to dosing
with 6Gy of IR. Cells were fixed and stained 15 min or 60 min after IR. Significance was
determined by a Wilcox test comparing DMSO to ACBI1 treatment. Significance values are
as follows: ns p>0.05; **** p<0.0001.
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Figure 7.6: A Mean number of ATM foci after ACBI1 treatment. Foci counting was per-
formed by a custom ImageJ macro. ACBI1 was added 18 h prior to dosing with 6Gy of
IR. Cells were fixed and stained 15 min or 60 min PIR. Significance was determined by a
Wilcox test comparing DMSO to ACBI1 treatment. Significance values are as follows: ns
p>0.05; ** p<0.01. B Mean number of 53BP1 foci after ACBI1 treatment. Foci counting
was performed by a custom ImageJ macro. ACBI1 was added 18 h prior to dosing with 6Gy
of IR. Cells were fixed and stained 15 min or 60 min PIR. Significance was determined by
a Wilcox test comparing DMSO to ACBI1 treatment. Significance values are as follows: ns
p>0.05; * p<0.05.
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Figure 7.7: A FLIM density imaging of chromatin as measured by DAPI in cells treated
with the SMARCA2/4 PROTAC ACBI1. Nuclei were divided into 4 regions depending
on the presence or absence of the two factors assessed. TUDEL-only chromatin represents
unrecognized breaks, loci co-occupied by both “H2AX and TUDEL are recognized breaks,
and “H2AX only areas are locations where break repair has occurred, but IRIF have not yet
resolved; the bulk of nuclear area is occupied by neither factor, and represents undamaged
DNA. Significance was determined by a one-way Kruskall-Wallace test performed between
the indicated groups. Significance values are as follows: ns p>0.05; * p<0.05.
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7.2.3 SWI/SNF and PRC2 Cooperate to A�ect DSB Transcriptional

Repression Near Euchromatic DSBs

We reasoned that in addition to precipitating changes in chromatin density at damaged

loci, SWI/SNF may also change the local compliment of histone isoforms to favor repair.

The SWI/SNF complex is a nucleosome remodeler which can reposition or evict whole nu-

cleosomes to a�ect chromatin accessibility and gene expression. Toward assaying the specific

histones which may be added or removed at DSBs by SWI/SNF, we imaged “H2AX IRIF

in conjunction with histone H2, Histone H3 and the repressive mark H3M27me3, a known

epigenetic mediator of the DDR[313]. Addition of the SMARCA 2/4 degrading PROTAC

ACBI1 attenuated Histone H2AX density at “H2AX IRIF but did not a�ect H3 density (Fig-

ure 7.8A). Thus, an inability to reposition H2AX containing nucleosomes proximal to DSBs

represents a potential mechanism for suppression of “H2AX IRIF in a SMARCA4 deficient

setting. Indeed, H2AX is not the most abundant H2 variant in eukaryotic cells suggesting

that some breaks may arise in H2AX poor regions necessitating addition of H2AX before

ATM can initiate DDR signaling[189].

Turning to Histone H3, we observe no di�erences with respect to ACBI1 treatment.

In contrast to total Histone H3, H3K27me3 levels at “H2AX IRIF were depressed in a

SMARCA4 deficient setting (Figure 7.8A). Thus, we examined the H3K27 tri-methylase

EZH2, a component of the polycomb complex PRC2. SMARCA4 loss attenuated EZH2 lev-

els both at “H2AX foci and in nuclei overall (Figure 7.8B). In eukaryotes, gene expression

programs are in large part dictated by the opposing activities of polycomb and SWI/SNF

complexes: polycomb represses genes and closes chromatin while SWI/SNF opposes these

actions, decompacting chromatin to permit gene activation[235]. While SWI/SNF and poly-

comb are canonically in opposition, recent evidence suggests the two complexes sometimes

cooperate to a�ect gene regulation. Moreover, while both PRC2 and SWI/SNF factors had

been implicated in the DDR, no mechanism explained how these oppositional chromatin

modifiers interacted at damaged loci. However, literature suggests that SMARCA4 may
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be required for opening DSB proximal chromatin, creating a platform for recruitment of

repressive factors including PRC2[129]. Our data suggest that the nucleosome remodeling

activities of SWI/SNF are required at DSB loci and surprisingly suggest SWI/SNF activity

is necessary for recruitment of the histone methyltransferase EZH2. If SWI/SNF is required

to deposit H2AX, then loss of SMARCA4 may lower “H2AX breaking a feedback loop with

EZH2.

The above data suggest that SMARCA4 is necessary for proper polycomb activity or

localization to DSBs, and that loss of SMARCA4 prevents H3K27me3 deposition at “H2AX

IRIF. However, the notion that a modification linked to heterochromatin accumulates at

DSBs is di�cult to reconcile with widely-reported chromatin decompaction at DSBs[272,

434, 603, 442, 604, 605]. Indeed, we hypothesized that SMARCA4 promotes chromatin re-

laxation at DSBs. To examine whether DSB-associated H3K27me3 induces chromatin com-

paction, cells were stained for H3K27me3 and total H3 at 1 h PIR. H3K27me3 foci could be

clearly distinguished, most of which did not appear to be associated with structures in the

H3 image (Figure 7.9A). Quantitation of the relative intensity of H3K27me3 and H3 staining

indicated that H3K27me3 foci did not induce corresponding H3 foci, arguing that H3K37me3

is deposited without concomitant chromatin compaction. We thus hypothesized that nucle-

osomes proximal to DSBs arising in euchromatin may require H3K27 methylation, perhaps

to attenuate local transcription. As a proxy for chromatin openness, the DAPI intensity at

“H2AX foci was measured. Foci in areas with low DAPI had higher H3K27me3 levels as

compared to foci in DAPI-high regions despite, presumably, a lower density of nucleosomes

in these regions (Figure 7.9B). Thus, we concluded that deposition of repressive chromatin

marks is necessary for repair of a subset of DSBs arising in euchromatin. Notably, we showed

in Chapter 3 that euchromatin harbors a relatively high amount of DSBs underscoring the

importance of repairing euchromatic DSBs[381, 518]. Interestingly, loss of SWI/SNF activity

resulted in depression of PRC2 at DSBs. Perhaps DSBs are a rare example of cooperation

between polycomb and Trithorax family members.
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Building on our theory of cooperation between SMARCA4 and EZH2, we next sought

to link SMARCA4 to transcriptional repression at breaks, which we have previously associ-

ated with EZH2. Recall that in Chapter 5 we observed SMARCA4 dependent enrichment

of transcriptional machinery and splicing factors in damaged chromatin. Other work links

SMARCA4 to transcription-coupled repair, a subset of the DDR in euchromatin which de-

pends on RNA Polymerase II (Pol II) activity[431]. Toward establishing a role for SMARCA4

in transcriptional response to DSBs, we first examined accumulation of total Pol II at “H2AX

IRIF following SMARCA4 depletion. Treatment with ACBI1 conferred an increase in total

Pol II occupancy both at “H2AX foci and in the total nucleus (Figure 7.10A). We reasoned

that ablation of SMARCA4 may prevent exclusion of Pol II from DSB loci, perhaps by pre-

venting recruitment of PRC2. Indeed inhibition of EZH2 also resulted in decreased Pol II

at “H2AX regions, suggesting SWI/SNF and PRC2 may cooperate to prevent transcription

through DSB loci(Figure 7.10B). This could indicate that without SMARAC4, cells can-

not attenuate transcription in cis to damaged loci and transcription-DSB conflicts might

contribute to the increase in DNA damage in ACBI1 treated cells.

We then assayed R-Loop formation. R-Loops are trinary structures where newly tran-

scribed RNA base pairs with complimentary DNA creating a DNA:RNA hybrid. While the

etiology of R-Loops is unclear, studies associate them with damaged loci and Pol II stalling

or backtracking when encountering damage[539]. PROTAC treatment increased R-Loops

both genome wide and especially at “H2AX IRIF consistant with a failure to exclude Pol

II from damaged DNA (Figure 7.10C). R-Loops are known to attenuate the DDR and must

be removed to allow for repair of DSBs and resumption of transcription. In summary, treat-

ment with the SMARCA2/4 PROTAC ACBI1 prevents attenuation of transcription at DSBs,

perhaps due to an inability to recruit the repressive chromatin modifier EZH2. Relatedly,

that ACBI1 treatment increased chromatin density and diminished Pol II residency globally

suggests that transcription is an important element of the DDR.

Finally, we assayed the e�ect of chemical transcriptional inhibition prior to IR insult
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toward elucidating order of function between Pol II, H2AX phosphorylation and epigenetic

modification. Recall that in Chapter 6, we observed that inhibition of transcription by

flavopiridol phenocopied inhibition of EZH2. Both treatments decreased H3K27me3 and

R-Loops at IRIF, suggesting that transcription is necessary for recruitment of PRC2 to

damaged DNA (Figure 6.8). Further, we observed that addition of an ATM inhibitor also

diminished H3K27me3 accumulation and R-Loop formation at IRIF suggesting a possible

feedback loop between EZH2 and ATM. Results in this Chapter suggest that SMARCA4

may also participate in this process perhaps by allowing PRC2 to access damaged DNA.

Phosphorylation of H2AX by ATM spreads kilobases away from damage sites, amplifying

the upstream signals required to induce the DDR even at single DSBs. To verify crosstalk be-

tween H3K27me3 and ATM activity, we assessed whether H3K27me3 might impact “H2AX

spreading. Comparing the size of “H2AX foci 1 h PIR in cells treated with the EZH2 in-

hibitor GSK126 to vehicle treated cells revealed that deregulation of H3K27me3 impacts

“H2AX spreading (Figure 7.11). Strikingly, inhibition of the repressive mark H3K27me3

appeared to reduce the spread of “H2AX, suggesting that PRC2 plays a role upstream of

PIKKs in promoting signaling. We speculate that PRC2 may function to exclude Pol II

from damaged chromatin or participate in degradation of PIC components. These e�ects

may be due to diminished H3K27me3 dependent recruitment of PRC1, a known mediator

of the DDR[606]. Thus, local chromatin modification may a�ect global DDR signaling, and

ultimately, response to IR as evidenced by radiosentization induced by EZH2 inhibitors.
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Figure 7.8: A Mean fluorescence intensity of the indicated histone or histone PTM within
nuclei sub-divided with respect to the average nuclear fluorescence intensity of “H2AX.
ACBI1 was added 18 h prior to irradiation. * p<0.05, ** p< 0.01, *** p<0.001, **** p<
0.0001, ns p>0.05 by Wilcoxon rank sum test comparing MFI between “H2AX high and
“H2AX low regions. B Mean fluorescence intensity of EZH2 within nuclei sub-divided with
respect to the average nuclear fluorescence intensity of “H2AX. ACBI1 was added 18 h prior
to irradiation. * p<0.05, ** p< 0.01, *** p<0.001, **** p< 0.0001, ns p>0.05 by Wilcoxon
rank sum test comparing MFI between “H2AX high and “H2AX low regions.

160



Figure 7.9: A Ratio-based imaging of irradiated MCF7 cells. Cells were fixed 1 h PIR and
imaged using a 40 X oil objective on a spinning-disk confocal microscope. Ratios between
channels were calculated in ImageJ by dividing image intensities and then the resulting
image was thresholded and pseudo-colored to highlight di�erences in H3K27me3:H3 ratio.
A representative image is shown. B Mean fluorescence intensity of H3K27Me3 at “H2AX
foci after GSK126 treatment. Drugs were added for 1 h prior to IR. Cells were fixed and
stained 1 h PIR. Foci intensity analysis was performed by a custom ImageJ macro. “H2AX
foci thresholded and the MFI within foci areas in the H3K27me3 channel was recorded.
Subsequently, data was divided with respect to the DAPI intensity within foci area. DAPI-
High indicated foci with a DAPI intensity greater than the cell-wide mean. Significance was
determined by a Wilcox Test against DMSO treatment. Significance values are as follows:
ns p>0.05; * p<0.05; ** p<0.01; *** p<0.001; **** p<0.0001.
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Figure 7.10: A Mean fluorescence intensity of total Pol II as measured by an N-terminal
directed antibody within nuclei 1 h PIR. ACBI1 was added overnight prior to irradiation. B
Mean fluorescence intensity of total Pol II as measured by an N-terminal directed antibody
within nuclei 1 h PIR. GSK126 was added 1 h prior to irradiation. C Mean fluorescence
intensity of R-Loops as measured by the S9.6 antibody within nuclei sub-divided with respect
to the average nuclear fluorescence intensity of “H2AX. ACBI1 was added overnight prior
to irradiation. * p<0.05, ** p< 0.01, *** p<0.001, **** p< 0.0001, ns p>0.05 by Wilcoxon
rank sum test comparing MFI between “H2AX-high and “H2AX-low regions.

162



Figure 7.11: A Plot of the size of “H2AX foci in drug-treated MCF7 cells. Cells were
treated with the indicated drugs for 60 minutes prior to dosing with 6 Gy. Cells were fixed
and stained 1 h after IR. Images were acquired using a 40 X oil objective on a spinning-disk
confocal microscope. Size of individual “H2AX foci were determined using a custom ImageJ
macro. Significance was determined by a Wilcox Test against DMSO treatment. Significance
values are as follows: ns p>0.05; * p<0.05; ** p<0.01; *** p<0.001; **** p<0.0001.
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7.3 DISCUSSION

Here we conclude our analysis of post-IR changes in the epigenome by exploring the

mechanisms behind regulation of H3K27me3 at breaks. H3K27me3 was initially observed

to be depleted in regions of the genome which accumulate DNA damage, as most DNA

damage is contained in euchromatin. However, we also confirmed using both MRM targeted

proteomics and post-IR CUT&RUN sequencing of H3K27me3, that this mark was enriched

following IR and deposition of H3K27me3 was greatest in euchromatin, coincident with

“H2AX induction (Figure 7.12). We are not the first to suggest that H3K27 methylation

impacts repair of DNA damage; others have presented conflicting evidence as to whether

H3K27me3 or its writer, PRC2, are localized to DSBs[267, 313, 271]. In our hands, EZH2

and H3K27me3 are functional parts of the DDR. Inhibition of the methyltransferase EZH2

or the opposing demethylase, JMJD2, sensitized cells to radiation via distinct mechanisms.

Blocking H3K27me3 deposition delayed break repair, while inhibiting the removal of K27

methylation precluded attenuation of DDR signaling. Thus, inhibitors of H3K27 methylation

are putative radiosensitizers warranting further study, perhaps in an in vivo setting.

Towards a mechanism for H3K27 methylation in the DDR, we examined “H2AX foci

establishment in the presence of H3K27 methylation inhibitors. Inhibition of either EZH2

or its counterpart JMJD2 attenuated “H2AX foci number and intensity shortly after IR

insult. These data place histone modification upstream of DSB recognition by ATM, a key

mediator of downstream DDR signaling responsible for H2AX phosphorylation. Previous

work hypothesized that PRC2 may function to condense chromatin at DSB loci, in turn,

inhibiting transcription across broken DNA. In our hands, we observed DSB loci with excess

H3K27me3 without a concomitant increase in H3. Thus, at early time points, DSB-proximal

chromatin compaction does not occur despite deposition of repressive marks. Further, we

explore the relationship between EZH2 and the SWI/SNF complex and find that loss of

either protein complex attenuates “H2AX. We go on to show that deposition of H3K27me3

near DSBs depends on SWI/SNF activity. This relationship goes some way to explaining
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Figure 7.12: A Repressed regions, high in basal H3K27me3, are refractory to DSB recog-
nition. Histones must be demethylated, perhaps by JMJD2/3 proteins, before breaks are
recognized. B However, in transcribed regions, we invoke the SWI/SNF complex to increase
the local concentration of H2AX (green) thus providing a platform for PRC2 dependent
tri-methylation of H3. This cooperativity between SWI/SNF and PRC2 stands in contrast
to their canonicaly opposed roles in gene regulation.

165



how H3K27me3 does not induce chromatin compaction at IRIF. Perhaps SWI/SNF me-

diates chromatin de-condensation at DSBs even in the presence of EZH2. Further, both

EZH2 and SWI/SNF are linked to transcriptional repression near damaged DNA. In our

model system, loss of SWI/SNF leads to global chromatin compaction and transcriptional

attenuation both of which may contribute to an inability to recognize DSBs via mechanisms

outlined in Chapter 6. EZH2 loss reduces R-loops at DSBs but increases Pol II suggesting an

inability to attenuate transcription after break recognition. EZH2 transcriptional repression,

in turn, mediates ATM recruitment and loss of EZH2 dampens a proposed feedback loop

between EZH2 and ATM. Thus we propose that EZH2 functions to attenuate transcription

proximal to DSBs. SWI/SNF aids in this process through nucleosome remodeling, increas-

ing DNA accessability, recruitment of PRC2, and/or direct interaction with Pol II to a�ect

transcriptional pausing and recognition of proximal damage.

It is interesting, and indeed apparently paradoxical, that either increased or decreased

DSB proximal H3K27me3 levels are su�cient to attenuate “H2AX deposition. However,

we note that inhibition of EZH2 or JMJD2 evinced di�erent phenotypes, with only the

latter accelerating cellular senescence. Additionally, we posit that our findings could be

evidence of a multistep process of histone methylation at DSBs which is separated either

kinetically or spatially. For example, it may be that H3K27me3 deposition is necessary

for repair, but this methylation must later be removed to restore basal chromatin activity.

Failure to restore the basal epigenetic state may prolong DDR signaling and contribute to

senescence. Indeed, altering H3K27me3 levels has been shown to induce senescence in the

absence of DNA damage[220]. Further, we observe preferential deposition of H3K27me3 in

less dense chromatin consistent with our genomic data. Collectively, we posit that distal

genomic regions may require distinct repair programs dependent upon their basal epigenetic

state. Future studies must address the relationship between preexisting chromatin state and

repair pathway. For example, many studies note special repair pathways and activities for

heterochromatic regions or telomeric chromatin[385, 440].
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Our findings also suggest a more fundamental purpose of highly conserved epigenetic read-

ers and writers including the polycomb family and SWI/SNF (Trithorax). Both SWI/SNF

and PRC2 were first identified in flies and are highly conserved even in organisms which lack

complex gene expression control[126, 607]. Yet all eukaryotes have DNA repair systems to

repair breaks and safeguard genetic information. Therefore, it is likely that the DDR activ-

ity of epigenetic modifiers including SWI/SNF and EZH2 does not represent moonlighting,

but rather is an essential and ancient subset of their functions. A fuller understanding of

how these enzymes function in DSB repair may, in turn, shed light on their roles in tran-

scription. Transcription-coupled repair of DSBs has been postulated, as has transcriptional

damage to DNA[330, 608]. This study reframes these concepts by suggesting transcription-

independent roles for transcriptional machinery in the DDR. Lastly, we uncover new can-

didates for radiosensitizing drugs and suggest a general strategy of radio-adjuvant use of

epigenetic inhibitors.
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CHAPTER 8

CONCLUSIONS AND FUTURE DIRECTIONS

8.1 Technical Challenges and Innovations

While the DNA damage response has been extensively studied both from a basic sci-

ence standpoint and translational angles (in particular cancer therapeutics), much remains

unknown about the interplay between chromatin and repair of DNA damage. Repair of

damaged DNA is, of course, a chromatin localized event. Given the extensive roles that

histone PTMs and other chromatin marks play in regulating replication, transcription, and

cell identity it stands to reason that these factors exert influence over recognition and re-

pair of damage. However, we assert that at least three technical challenges have heretofore

obviated considered analysis of epigenetic:DDR interplay. First, DNA damage induced by

exogenous factors is stochastic. Second, the response to individual breaks is highly heteroge-

neous even within single nuclei, rendering definitive conclusions regarding the role of putative

DSB repair factors challenging. And, finally, current methods are unable to deconvolute the

presence of DSBs from the presence of DDR factors. The work presented in this Dissertation

goes some way to ameliorating these challenges and o�ers novel analytical methods which

can be further refined and applied in order to glean deeper mechanistic insight into the role

of epigenetics in the DNA damage response.

The induction of exogenous DNA damage is stochastic. In particular, low-LET radiation

sources induce localized DSBs visualized as punctate intra-nuclear foci[21]. In a mixed pop-

ulation of cells, each genome will receive a slightly di�erent compliment of DSBs induced

by random exposure to radioactive particles and 2nd and 3rd order e�ects such as attack

by free radical species or conflicts between damage and transcription or replication. Thus,

it was not known whether one could observe genome-wide trends in DSB induction and/or

recognition using traditional genome profiling tools such as ChIP-seq[104, 393]. However, we

have performed such an experiment and indeed shown that recognition of DNA damage, as
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evidenced by “H2AX levels, di�ers widely across the genome. To profile “H2AX we made use

of CUT&RUN sequencing which requires lower cell input than traditional ChIP-seq and also

a�ords higher signal-to noise rations by depleting background signal[405]. Despite its advan-

tages, we recognize that use of CUT&RUN may introduce some biases into our data, most

notably a tendency to under-count signal in dense chromatin. While most ChIP-seq exper-

iments profile chromatin elements with defined locations (transcription factors, enhancers),

we attempted to profile a randomly localized element and infer relative enrichment between

genomic regions. In our hands, traditional peak calling (using MACS2) did not accurately

capture variations in ChIP-seq, and we thus turned to alternative analysis methods to probe

patterns of “H2AX[408]. Thus, using traditional ChIP-seq to confirm our findings will be

an important part of validating our conclusions herein.

We also note that correlations between any two epigenetic marks may be inflated owing

confounding e�ects of the ≥66% of the genome, likely constitutive heterochromatin, which

contains no histone marks. There are a few explanations for this phenomenon: first, it may be

that our observation reflects biological fact and most histones are undecorated. Second, this

may reflect challenges with sonicating, precipitating or sequencing dense chromatin which

frustrate any sequencing method. Thus, cation should be used when drawing conclusions

about genome-wide associations between any histone marks or between histone marks and

DSBs and/or “H2AX. In any case, the nature of genome-wide data makes drawing definitive

conclusions regarding overlap between epigenetic features challenging and susceptible to false

positives. We attempted to ameliorate this by focusing on regions surrounding TSSs which

are better studied and amenable to sequencing. Similar relationships between histone marks

were observed at TSSs as compared to the whole genome, validating our whole-genome

approach. In future examination of a subset of the genome or a particular set of well-studied

loci should be used to validate genome-wide conclusions.

Nevertheless, we are confident that our overall conclusions are correct as they are corrob-

orated by imaging studies, including direct measurement of chromatin density using FLIM
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microscopy, and confirm other literature[609, 610]. Herein we also introduce new methods

which are capable of deconvoluting induction of breaks from break recognition. Given that we

have observed di�erences between induction of DSBs as measured by BLISS and induction

of “H2AX measured by CUT&RUN sequencing, we anticipate such methods, principally

TUDEL, to be broadly useful and to help answer questions regarding epigenetic order of

function at DSBs. These observations were unexpected, and call into conclusion the validity

of other work which elides DSBs and IRIF.

Finally, we note that di�erentiating global from local changes remains a shortcoming

of the work presented herein. While we uncovered substantial and long-lasting changes to

the epigenome after IR insult via proteomics, we note that many of these changes were

small in magnitude. This may reflect substantial changes proximal to a small fraction of

the genome which receives damage which are then diluted out by bulk chromatin. Thus we

anticipate that more targeted proteomics, perhaps leveraging the TUDEL platform, will en-

able enrichment of DSB proximal epigenetic alterations. Concomitantly, use of microscopy,

including superresolution imaging, will enable validation of DSB proximal histone modifica-

tions. While not included in this Dissertation, use of both TUDEL and “H2AX imaging to

segregate histone modifications into DSB-associated or recognition-associated groups will be

important in elucidating order of function. This has important implications for reevaluating

previous studies, discussed below.

8.2 General Takeaways from Epigenetic:DDR Interactions

In this Dissertation, we report on the epi-genomic distribution of DSBs as well as the core

DSB marker “H2AX. To our knowledge, we are among the first to employ a comprehensive,

modern genomics approach to investigate DSB induction and detection. In summary, in-

duction of DSBs, as measured by BLISS, was not uniform across the genome. Instead, DSB

density was higher in open regions, especially transcribed regions or euchromatin. Interest-

ingly, DSBs were also high in repressed regions defined by high levels of H3K27me3, despite
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the general assumption that chromatin is condensed at these loci. It is well appreciated that

condensed chromatin is refractory to DSBs owing to the ability of histones or other chromatin

binding proteins to act as sinks which absorb radiation or free radicals, sparing DNA. Thus

our results concerning BLISS were not unexpected, though we feel that the novel analytical

methods employed here give new insights into genomic locations of DSBs. It was surprising

that DSBs are so readily induced in repressed euchromatin. By examining MNase-seq as a

proxy for chromatin density, we inferred that repressed regions have similar accessibility and

chromatin density as some transcribed regions, though this was an unexpected finding. Fu-

ture work should endeavor to better define these repressed regions and delineate between so

called ’facultative heterochromatin,’ ’constitutive heterochromatin,’ and ’repressed’ states.

In particular, better measurements of chromatin density could be obtained to more closely

link DSB induction to chromatin condensation or nucelosome occupancy.

The distribution of “H2AX was highly non-uniform, and, surprisingly, significantly dis-

tinct from the distribution of DSBs. “H2AX induction occurs much more rapidly in open,

genic chromatin, while heterochromatin, by contrast, attenuates “H2AX deposition. Dis-

parate genomic loci di�er in their induction of “H2AX by as much as 100-fold. Further, we

identified epigenomic features which are predictive of high “H2AX levels and show that a

simple machine learning model can predict patterns of “H2AX induction with high (≥90%)

accuracy. In contrast to the stochastic view of DNA damage which is prevalent in the liter-

ature, we show that locations of DSB induced markers are predictable, thus confirming the

strong influence of chromatin on the DDR. We uncover strong evidence that transcribed genes

permit rapid detection of DSBs and “H2AX deposition. By contrast, breaks in repressed re-

gions, sometimes termed facultative heterochromatin, are slow to be detected; “H2AX levels

peak 24 h PIR. As mentioned above, approximately 66% of the K562 genome is heterochro-

matin, though this region accounts for, at most, 45% of DSBs and 60% of “H2AX. It is hard

to draw conclusions about heterochromatic breaks from our data: the “H2AX detected in

this region may correspond to breaks, though it may also be a false positive signal. More
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comprehensive studies could be undertaken to validate DSBs in heterochromatin by mea-

suring accrual of other DSB markers or changes in chromatin density after IR insult. The

literature predicts chromatin decondensation is an important prerequisite for repair, though

this remains to be validated via genomic approaches.

Further, more work will be required to understand the mechanistic basis of our findings.

For example, does presence of a particular histone PTM directly recruit DDR factors, or are

many of the observed trends attributable to biophysical factors such as chromatin packing

or 3D structure? We look forward to using orthogonal data sets such as Hi-C maps, or mea-

surements of chromatin density to answer these questions. Future e�orts will also explore

chromatin influences on repair pathway choice. By adding in CUT&RUN datasets which

report on DDR factors such as Rad51 and 53BP1, we can examine areas which are di�eren-

tially repaired, but have the same level of “H2AX. In this way we can begin to deconvolute

break induction and initial response to DSBs from repair pathway choice, something lacking

in previous studies. We also anticipate measuring more chromatin marks before and after

IR insult to validate changes in the epigenome precipitated by the DDR.

Previous e�orts which endeavored to link the genomic location of breaks to repair path-

ways have made use of restriction enzyme-based methods to induce DSBs[536, 611]. However,

results herein call into question the appropriateness of restriction enzymes to model exoge-

nous DNA damage. First, we showed that chromatin openness, as measured by DNAse

or MNase sequencing, is predictive of “H2AX induction to some degree. Thus, restriction

enzymes, which require access to the chromatin in order to cut DNA, likely report on only a

subset of possible DNA repair outcomes which occur in open chromatin. Indeed, out of 1211

AsiS1 recognition sequences in the human genome, only 174 or ≥15 % were reported to be

cut by AsiS1 using the DIVA cell system[169]. This is in contrast to our data which shows

that more than 33 % of the genome was enriched for “H2AX following IR insult even at 1

h PIR. Secondly, restriction enzyme cut sites have uniform, regular end chemistries which

are not indicative of breaks induced by IR or other chemical break inducers. While it is
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not known how end chemistry a�ects repair pathway choice, we anticipate that RE cutting

might skew results to a particular repair outcome. There is also evidence that cells do not

recognize restriction enzyme cutting as a DSB, and instead respond using the Fanconi ane-

mia pathway[171]. Lastly, our own analysis shows that restriction enzyme cut sites are not

balanced with respect to the epigenome, and that sites reported as cut by AsiSI are biased

toward open chromatin. In future, we aim to directly sequence DSB loci using TUDEL

which should provide a more unbiased view of DSB induction following IR insult.

Collectively, the above factors cast doubt on one of the more well-known epiegentic:DDR

interactions, the proposed influence of H4K20 methylation or acetylation on repair pathway

choice[133, 162, 562]. Ostensibly, 53BP1 binds to H4K20me2 while TIP60 competes for

binding and acetylates nearby residues to occlude 53BP1. Thus, H4K20 methylation ought

to dictate the DDR and higher levels of the modification should correlate with use of NHEJ.

Indeed, we find that H4K20 methylation was positively associated with rapid “H2AX in-

duction These findings stand in opposition to previous studies which suggest that NHEJ in

open chromatin is highly ine�cient due to a low level of H4K20me2, which shunts DSBs to

homologous recombination. Our finding that “H2AX is rapidly deposited in open chromatin

regions suggests use of NHEJ at these loci. Indeed, most open chromatin regions had reduced

their “H2AX levels by 24 h PIR. The wide-spread use of NHEJ is also in line with kinetic

models of DSB repair and intuition suggesting cells ought not to delay repair of damaged

loci. Our data suggest that most markers of open chromatin— indeed all histone marks

aside from H3K9me3 and H3K27me3— are associated with rapid repair, and likely NHEJ.

By extension, repressive marks are associated with HR, in contrast to previous models of

repair. However functional studies remain to be carried out, and whether euchromatin is

preferentially repaired by HR remains a paradox which is not resolved by our data. However,

given that we observe changes in histone marks including changes to the H4 tail following

IR insult by proteomics, it may be the case that patterns in H4 methylation or acetylation

shift after IR. While we are not aware of any studies which measure changes in H4 acetyla-
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tion or methylation following IR insult, we anticipate that future work assaying changes in

H4 modifications will be important in establishing the link between these modifications and

repair pathway choice.

In general, our data o�er an important opportunity to separate bona fide DDR associ-

ated PTMs from chance correlations. In particular, associations between markers of open

chromatin and DSBs may not be functionally significant, but instead are a byproduct of

rapid DSB recognition in euchromatin. We anticipate that some feature of euchromatin is

necessary for rapid “H2AX deposition but posit that it may be chromatin decompaction or

the presence of Pol II rather than a specific histone PTM (see below). We suggest that in

order to establish a PTM as associated with the DDR at least three criteria must be met.

First, inhibition of the associated histone modifier must a�ect DSB recognition or repair.

Second, levels of the histone PTM must change after IR insult. And third, changes in the

histone PTM must be coincident with “H2AX peaks in sequencing data. Based on our data,

we feel that only EZH2/PRC2 (H3K27Me3) meets this bar, though we anticipate assaying

other putative DDR factors in a similar manner including Dot1L (H3K79me2) and Tip60

(H4K20Ac).

Another general lesson regarding DSB recognition and repair we can take from these

studies is the value of kinetics data, especially short-term kinetics, in appreciating the scope

of the DNA damage response. From proteomic measurements, we see fundamental alterations

to the epigenome appear within 1 h after IR insult and persist beyond 48 h PIR. Thus,

cellular response to IR is both more rapid and longer lasting than most appreciate. On

the rapid kinetics side, which we focus on in most of the above work, we observe that

inhibiting epigenetic modifiers a�ects “H2AX deposition which suggests that changes to the

epigenome are exceptionally rapid (on the min≠1 timescale). In terms of longer time scales,

we observed epigenetic changes persisting beyond 48 h PIR and likewise detect “H2AX

deposition in new regions at 24 h PIR. It is thus likely that breaks persists beyond 24 h

even in normal, maximally e�cient DDR. Previously, DSBs or IRIF visible at 24 h were
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considered problematic or indicative of failure to recognize or repair DSBs. However, these

models assumed that IRIF visible at 24 h PIR were detected rapidly and persisted. By

contrast, we propose that IRIF visible at 24 h PIR may be newly formed, and thus are not

necessarily indicative of a failure to repair DSBs or resolve the local DDR. The fate of these

lately detected breaks is unclear and will require studies which measure “H2AX beyond

24 h PIR. We propose that resolution of these breaks may be coupled to replication which

decompacts chromatin and may allow for detection of damage. Replication-DSB conflicts are

well appreciated but generally considered a failure of DSB detection and repair. Our data

raise the possibility that replication associated repair has a substantial role in the normal

DDR, though this would seem to be a high-risk situation for cells.

On the other hand, TUDEL staining o�ers us a potential clue as to the rapidity of

damage repair e�orts. We observe loss of TUDEL signal prior to 1 h PIR, suggesting more

intensive examination of early time points is needed. At short time scales, TUDEL stains

nuclei intensely, yielding an almost-pan nuclear signal at times. Furthermore, extra nuclear

signal, perhaps from damaged mitochondria is sometimes observed. We appreciate that such

observations could represent artifacts of the TUDEL system, however we cannot rule out

the possibility that TUDEL allows observation of extensive rapid DDR activity. Indeed, a

reduction of TUDEL signal by 1 h PIR is repeatedly observed, suggesting a large portion

of DDR activity occurs within that time frame. Rapid end-joining (NHEJ) likely accounts

for this repair, in addition to repair of SSBs or other base damage which may be recognized

by TUDEL. This form of rapid repair has been previously described and associated with

transcribed areas as well as with the chromatin remodeler SWI/SNF[582]. Consistent with

such data, loss of SWI/SNF results in increased TUDEL staining and diminished “H2AX

even 20 min PIR. Perhaps this rapid repair represents a somewhat unique variant of the

NHEJ pathway which can facilitate simple repair of non-damaged ends or ends held in close

proximity by chromatin or other factors. We suggest that very rapid repair remains an

understudied and underappreciated part of the DDR. Future e�orts could concentrate on
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short timescales in order to better capture the full extent of break repair; we anticipate direct

labeling techniques such as TUDEL being a useful part of these e�orts.

Relatedly, the literature remains divided as to how widespread end joining is. While

multiple lines of evidence suggest HR promoting pathways in both euchromatin and hete-

rochromatin, there are few pathways or factors promoting end joining. Thus, end joining

may be considered the default repair pathway, consistent with it being highly utilized. In-

deed, using DIVA cells Clouaire et al. showed that even cut sites which recruited Rad51, and

were deemed HR-prone, still accumulated XRCC4 and Ligase 4, two key NHJE factors[169].

The binding of both NHEJ and HR factors to DSB loci is borne out by image analysis which

consistently shows colocalization of factors in di�erent repair pathways[428, 612]. Di�erent

cells within an image field or even di�erent foci within a cell will exhibit di�erent morphology

or localization of DDR factors. Despite our extensive e�orts to classify or analyze images

of cells or foci, using for example neural networks or unbiased dimensionality reduction of

image data (data not shown), we cannot discern features predictive of use of one pathway

over another or of number of foci within a given cell. This is partly due to limitations of

antibody-mediated fluorescent imaging: we were only able to profile 2 DDR markers at a

time. We urge the creation of a 5+ color DDR panel comprising “H2AX along with TUDEL

staining and other DDR markers from independent DDR pathways. Co-localization of mul-

tiple markers from a given pathway at a DSB loci will give more definitive results than a

single marker. Further, colocalization of many markers will bolster models which suggest

competition between pathways or clustering of DSBs. Thus, more work is needed to accu-

rately assess repair pathway competition before ascribing epigenetic determinants of repair

pathway choice.

As discussed above, TUDEL imaging may show evidence of rapid end joining or other

DDR activities which quickly repair a major fraction of DNA damage. However, we feel that

imaging analyses are likely not the most useful methods to link di�erential repair pathway

choice to use of di�erent drugs or other perturbations. Instead, we urge the implementation of
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genomic analyses including CUT&RUN in addition to proteomic analysis to confirm histone

PTM changes. Future studies mapping the genomic landscape of HR and NHEJ factors will

be helpful in confirming whether these two pathways have distinct or overlapping genomic

patterns. In the case that distinct patterns are observed, this would bolster the hypothesis

that histone PTMs drive repair pathway choice and that repair pathways are largely mutually

exclusive. However, if NHEJ and HR factors overlap, this would suggest repair pathway

choice is stochastic or cell-intrinsic, adding weight to models which describe competition

between individual repair factors at DSB loci[129, 613, 614].

Finally, future work should endeavor to disentangle the e�ects of endogenous and ex-

ogenous sources of DNA damage by treating cells with various DNA damage inducers and

comparing patterns of damage induction and “H2AX signaling between them. Previous work

has mapped induction of damage from replication stressors[392]. We feel that the genome

tiling approach used herein might o�er unique insight into di�erential interactions between

DDR inducers and the epigenome. (Indeed, the genome tiling framework could be used to di-

rectly compare patterns of virtually any epigenomic feature, especially stochastic localization

or changes in marks.) If patterns of damage are shared between damage inducers, this would

suggest that a fundamental element of chromatin (i.e., fragility) determines DSB induction

and response. However, we would predict that di�erent patterns will emerge from di�erent

inducers of damage, suggesting that repair pathway choice is context dependent. For exam-

ple, replication stressors would induce more transcription-replication collisions and mimic

endogenous damage, while crosslinkers or direct DSB inducers may resemble exogenous in-

duction of damage. We hope to identify locations of di�erential DSB or “H2AX induction

using various damaging agents and leverage the unique epigenetic features to glean insight

into di�erences between cellular response to endogenous and exogenous sources of damage.
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8.3 A New Model of Chromatin-Context Aware DSB Detection

Throughout our studies, H3K27me3, the footprint of the repressive chromatin modify-

ing complex PRC2, was consistently shown to be a key mediator of the DDR. Repressed

regions, basally enriched for H3K27me3, were refractory to DSB recognition. However, we

also show that, following IR insult, areas which accumulate “H2AX also increase their lev-

els of H3K27me3. Imaging studies and use of EZH2 inhibitors confirmed H3K27me3 as

necessary for “H2AX deposition. Using both “H2AX immunofluorescence and our newly

developed direct DSB labeling method, TUDEL, we verified the presence of H3K27me3 at

DSBs. The proximity of H3K27me3 and DSBs was further confirmed by FRET imaging

suggesting that H3K27me3 decorated nucleosomes are within molecular proximity of DSB

ends. Imaging also revealed post-IR enrichment of H3K27me3 in open DNA as measured by

FILM lifetime imaging and by DAPI intensity. Proteomic analysis also shows an increase

in H3K27me3 following IR, in particular on the H3.3 isoform associated with transcribed

DNA[465, 615]. These results underscore observations from our epigenomic analysis which

suggests H3K27me3 increases in euchromatic areas which also accumulate “H2AX. Further,

inhibition of EZH2, which is the obligate writer of H3K27me3 attenuates “H2AX IRIF num-

ber and size.

These data suggest that fundamental changes to the epigenome surrounding DSBs pre-

cede recognition of damage by PIKKs. This finding is significant, as “H2AX IRIF appear

within seconds to minutes of DSB induction. Mechanisms of ATM recruitment to dam-

aged DNA are not yet fully understood; our data indicates epigenetic signals, including

H3K27me3, potentiate ATM recruitment. Future work should attempt to identify whether

“H2AX induction is completely stochastic and o�er a mechanistic explanation as to how

cells are able to rapidly recognize breaks anywhere on the genome. Mechanisms of ATM

binding and activation are well studied but generally do not consider chromatin context or

histones[616, 617, 618]. It has been shown that some histone modifiers, including Tip60,

stimulate ATM binding and activity[562, 619]. While binding of the MRN complex is gen-
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Figure 8.1: In this new model of transcription coupled repair, POL II acts as a DSB detector
which then signals to ATM through an as-yet undefined mechanism. Subsequently, ATM
mediates spreading of “H2AX away from the break which excludes further Pol II with the
aid of PRC2 and H3K27me3. Pol II proximal to the break may be evicted or degraded by
PIKK-associated processes. Subsequently, histone modifications including H2AX deposition,
nucleosome eviction, or H3K27me3 deposition occur to facilitate recruitment of DDR factors.
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erally considered a prerequisite for ATM activity, in the presence of exposed DNA, MRN

is not required suggesting that chromatin occupancy may influence ATM binding. Little

work connects H3K27me3 or EZH2 to ATM activity. However, we suggest the existance of a

positive feedback mechanism. The PRC2 complex is known to bind to H3K27me3 and cat-

alyze further trimethylation proximal to H3K27me3 rich domains[228, 620]. Perhaps PRC2

operates similarly after IR insult. Alternatively, ATM may bind one or more histone marks

including H3K27me3, a�ecting its own positive feedback loop. As a third possibility, per-

haps ATM binds directly to the PRC2 complex and is thus recruited to damage. We suggest

careful structural analysis of both ATM and PRC2 subunits may uncover novel binding or

interaction domains. Further, proteomics could be used to assay PRC2 phosphorylation by

ATM[257]. More work is needed to study the genomic localization and histone modifying

activity conferred by ATM:EZH2 interactions. This work is further complicated by the rel-

ative lack of understanding of PRC2 binding or recruitment discussed in Chapter 1. It is

hard to discern whether PRC2 binding at DSBs operates via a unique mechanism or via a

process analogous to binding at repressed promoters or putative PREs. While this work did

not consider the impact of sequences or motifs on DSB induction or “H2AX deposition, it

may be that some sequences more readily attract ATM, MRN or PRC2 allowing for rapid

DSB detection.

Our observation that H3K27me3 is largely deposited in open, transcribed regions suggests

that transcription may act in concert with PRC2 activity as a DSB detection mechanism.

It is well appreciated that transcription must be attenuated proximal to DSBs, and that

following IR insult transcription is globally attenuated[447, 621]. Thus, we propose the fol-

lowing mechanism for DSB detection. In euchromatin, breaks are easily induced owning

to the relatively low nucleosome density. Breaks are then rapidly detected coincident with

transcription. Detection may be mediated directly via Pol II or other members of the pre-

initiation complex or transcription factors. In particular, transcription factors which have

chromatin modifying activities (PRC2, SWI/SNF, Cux1) may play a role. Further, un-
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winding of the DNA and opening of the chromatin ahead of a transcribing polymerase may

uncover damage and allows for detection by, for example, topoisomerases. The mechanism

or mechanisms underlying this process remains unclear. Once the break has been detected,

the transcriptional machinery signals to ATM in an as-yet-unidentified manner. Perhaps un-

wound DNA itself signals to ATM; short tracts of naked DNA have been shown to increase

ATM activity[622, 623, 624, 625]. Analogously, treatment with chromatin decondensers or

even hypotonic stress induces ATM activity. Perhaps ATM samples open DNA more fre-

quently leading to stochastic hyper-detection of breaks in genic regions. Alternatively, the

transcriptional bubble may act as an ideal substrate for ATM irrespective of co-factors. An

analogous mechanism may occur at replication forks, providing for recognition of breaks in

non-transcribed DNA. Indeed, we observe links between late-replicating DNA and attenu-

ated detection of DSBs.

After initial break detection, “H2AX must be spread over kilobases of DNA and tran-

scription in cis to the break must be attenuated. It is tempting to connect these two

processes and suggest that spreading of “H2AX may create a bu�er zone which excludes

polymerase. Future studies can examine spreading of DDR domains to see if the borders

coincide with promoters or other transcriptional boundaries. Histone modifiers, especially

PRC2, may play a role in these processes as discussed above. PRC1, a known component of

the DDR machinery, dovetails nicely with such a model as PRC1/PRC2 cooperate to a�ect

transcriptional repression and/or gene repression. It is likely that these proteins function in

a similar manner at DSBs. Other known DDR factors including EHMT2 are also associated

with H3K27 methylation. It is an open question whether EZH2 can catalyze tri-methylation

de novo or whether mono- or di-methylated substrates are preferred. The involvement of

EHMT2 (which catalyzes H3K27me1-2) in the DDR suggests the latter possibility may pre-

dominate at DSBs. How SWI/SNF fits into this model is unclear. SWI/SNF may evict

nucleosomes around DSB ends to allow for DNA exposure, ATM binding or increased ac-

cessibility. We cannot rule out that SWI/SNF and PRC2 operate on di�erent lesions or at
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di�erent locations (either temporal or spatial) with respect to the same lesion. Genomic

data herein suggest that H3K27me3 defines the border of “H2AX domains— likely far from

the broken DNA ends. Further, the epigenome must be restored after the break is repaired.

SWI/SNF and JMJD proteins may play a role here too.

Our findings extend canonical models of DSB detection by showing that deposition of

“H2AX around TSSs is correlated with the extent of basal transcription. A caveat is that

these data could report transcription-mediated damage. However, we don’t feel that this

possibility is especially likely for the following reasons. First, “H2AX is not deposited ho-

mogeneously around TSSs but rather accumulates distally from promoters concomitantly

with active Pol II. Second, when transcription is inhibited globally, via addition of pharma-

cological inhibitors of Pol II initiation or elongation, “H2AX IRIF are diminished. Further,

transcriptional inhibition attenuated accumulation of H3K27me3 and R-Loops suggesting

that DSB proximal attenuation of transcription is necessary for recruitment of H3K27me3.

Interestingly inhibition of ATM partially phenocopies transcriptional inhibitors, as both

treatments diminish H3K27me3 and R-Loops at “H2AX foci. This suggests that PRC2 and

ATM may work in a feedback loop as proposed above. While mechanism remains unclear,

these data go some way to resolving order of function disputes. It seems that Pol II acts

upstream of ATM or PRC2 suggesting that transcription could underpin DSB recognition

in euchromatin. We thus propose that Pol II actively mediates “H2AX deposition through

a mechanism involving attenuation of transcription by recruiting EZH2. In this way, EZH2

activity at DSBs mirrors its traditional role in transcription. Perhaps lessons from basal

transcriptional regulation may inform epigenetic:DSB interplay and vice versa. This has

interesting implications for transcriptional alterations in cancer which will be discussed in

greater detail below.

Central to the question of transcription coupled recognition or repair of DSBs is the

role of R-Loops. Previous work has postulated that R-Loops are either DSB promoting or

DSB attenuating, and consensus is lacking. While we did not directly examine R-Loops
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at the sequence level, our data does uncover new mechanisms governing establishment of

R-Loops. We showed that R-Loop formation is dependent both on transcription and on

EZH2 activity. Thus, we propose that R-Loops form as a consequence of stalled or paused

Pol II which encounters a DSB and signals to epigenetic modifiers including EZH2. The

presence of R-Loops is inversely correlated with active Pol II in our data and previous

studies. This mechanism suggests R-Loops are natural consequences of DSB repair, rather

than deleterious factors. Future work can examine the consequences of removing R-Loops on

“H2AX induction and foci persistence at a genomic level. R-Loops can be degraded globally

by addition of exogenous RNaseH. We propose treating cells with RNAseH and then profiling

Pol II and “H2AX following IR insult. We expect that loss of R-Loops may induce higher

levels of processive Pol II and possibly diminish “H2AX in euchromatin. Alternatively, R-

Loops may be downstream of transcriptional repression and H3K27me3 deposition in which

case RNAseH treatment would not a�ect genomic localization of the above factors.

Transcription-associated repair literature is divided with respect to endogenous and ex-

ogenous sources of damage, sometimes conflating the two. In contrast, we observe di�erences

between locations of endogenous transcriptional stress and transcription-associated DSB

recognition. Multidimensional clustering revealed two types of TSSs which accumulated sig-

nificant “H2AX following IR insult: one cluster bears characteristics of fragile promoters,

loci of endogenous DNA damage, while the other cluster contains more active Pol II and few

markers of fragile promoters. This suggests that transcription-coupled recognition, as we

propose here, occurs at distinct genomic loci from transcription-associated damage. We fur-

ther suggest that promoter or chromatin fragility is not the primary determinant of “H2AX

induction following IR insult. Indeed, by measuring endogenous damage with BLISS-seq,

we do not see strong overlap with “H2AX induction. “H2AX induction is also not strongly

correlated with DNAseseq or MNase seq. We are thus confident in saying that endogenous

patterns of damage have little bearing on response to exogenous damage. This is another

reason why we do not feel that our data are indicative of transcription-mediated DSBs.
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While it is true that transcribed regions accrue a significant amount of damage from

both endogenous and exogenous sources, we feel that based on these results, and with

an eye to the myriad transcription associated DDR pathways described in the literature,

that endogenous and exogenous damage may be recognized via di�erent pathways. Indeed,

endogenous damage is often associated with replication of transcribed areas; we see that

exogenous induction of “H2AX only moderately correlates to replication timing. Further,

rapid “H2AX deposition occurs in early-replicating chromatin which is generally thought to

be free of transcription-replication conflicts. Further, epigenetics might di�erentially impact

endogenous and exogenous DDR pathways. In contrast to enrichment of H3K4 methyla-

tion and replication origins associated with replication-transcription collisions, we note that

H3K9Me1, anticorrelated with H3K4 methylation, is predictive of “H2AX deposition in

transcribed areas following IR insult, and distance to replication origin had little bearing

on “H2AX levels[626]. If endogenous and exogenous sources of damage and repair do oper-

ate by di�erent pathways this might go some way to explain how SWI/SNF and PRC2 are

both associated with transcription coupled repair. We see evidence for both SWI/SNF and

PRC2 in repair of exogenous damage, as noted here. However, others have ascribed a role

for SWI/SNF principally in repair of endogenous damage[627]. Future studies could probe

di�erential localization of endogenous and exogenous damage, as proposed above. Coupled

with knockout or pharmacological inhibition of SWI/SNF or EZH2, along with ChIP-seq,

these studies could uncover di�erential activities of these factors with respect to damage

type. We further propose unraveling the signaling pathways by which endogenous sites of

damage, such as collapsed forks, recruit SWI/SNF and examining whether these factors play

a role in exogenous damage at transcribed loci.

In our genomic analysis of “H2AX induction, we queried whether gene function plays a

role in determining the local response to DSBs. Cells face a paradox when exposed to IR or

other exogenous sources of DNA damage. While they must attenuate transcription globally

to prevent collisions with damaged DNA, they must concomitantly express genes needed in
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the cellular DDR[621, 628]. We observed that DDR related genes accumulate more “H2AX

than their counterparts, and that “H2AX is correlated with post-IR transcriptional activity

rather than transcriptional attenuation. This has two broad implications. First, it suggests

that there may be multiple ways in which transcription can influence the DDR as outlined

above. For genes which need to be expressed following IR, transcription-associated repair

may predominate, perhaps via use of RNA as a template or by using Pol II to influence

recruitment of DDR factors, as has been proposed to occur at fragile promoters. Indeed,

breaks may stimulate transcription of these genes after IR insult. On the other hand, at

most genes transcriptional repression is an integral part of the DDR. While Pol II may serve

as a break detector, it must then be degraded or excluded from DSB loci to facilitate repair

and prevent further damage. Second, it suggests a new rationale for the DDR. All breaks,

be they in heterochromatin or transcribed loci, are equally deleterious. Even a single break

could cause mitotic catastrophe if replication forks collide with undetected damage. Thus it

would seemingly behoove cells to repair all breaks rapidly. The observation that cells repair

breaks in transcribed loci, and in particular at DDR genes, suggest that cells may act to

preserve transcription following IR insult at the expense of rapid detection of all DSBs. Cells,

and especially cancer cells, may be tolerant of breaks or loss of DNA in hetrochromatic or

non-transcribed regions. Thus the DDR can be thought of not as a tool to preserve genomic

integrity, but rather as a tool to maintain transcriptional homeostasis.
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Future work should examine the ontology of genes with fragile promoters to see whether

they occur more frequently in DDR or stress-response genes. At non-DDR genes, data

suggests that PRC2 mediated transcriptional repression is a prerequisite for DSB recognition.

Furthermore, that gene ontology impinges on DSB repair suggests that di�erent cell types

may possess unique patterns of DSB recognition. This is particularly interesting in a cancer

setting where altered expression of oncogenes is known to drive tumors. It may be that

oncogenes, which frequently accrue mutations, do so in part due to altered DSB repair

activity at these loci. Indeed, oncogenes are commonly associated with fragile chromatin

sites suggesting that the local chromatin environment is permissive toward mutation. In

future, the epigenome at oncogene loci or CFS loci could be examined and compared with

other loci which accumulate significant “H2AX following IR insult. These studies may o�er

an orthogonal manner by which to define oncogenes or provide another mechanism by which

tumor cells are able to achieve transformation.

8.4 Translational Implications and Future Directions

While we have discussed the basic science motivations for this work above, we will now

turn to the translational implications. First, this work begins to transform the way in

which we think about the impact of radiotherapy on cells or tumors. While traditionally

it was assumed that all cells received an equivalent dose of IR and that radiation acted

homogenously on the genome, we now see this is not true. Instead, a minority of the genome,

concentrated in transcribed chromatin, receives a majority of the damage and is responsible

for initiating the bulk of the DDR activity. Indeed, we suggest that transcription acts as a

key signaling mechanism in the DDR. This data further suggests novel radiosensitizing drugs

which may bolster the activity of IR, these include EZH2 inhibitors, SWI/SNF inhibitors

or degraders, and transcriptional inhibitors. The latter is likely not practical in an in vivo

setting as transcription inhibitors require high doses and have pleiotropic e�ects[558, 629].

However, future work should explore use of epigenetic inhibitors in conjunction with RT in
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an in vivo model. Our work also suggests that short, acute doses of epigenetic inhibitors

preceding IR insult are e�ective in vitro, suggesting dosing and treatment regimens which

may be ported to animal models. One could also exploit a therapeutic window approach

whereby systemic long-term dosing with an epigenetic inhibitor at well tolerated doses can

be coupled with acute IR to the tumor site thereby e�ecting cytotoxicity only within the

tumor. Importantly, any in vivo study should carry through lessons of our in vitro work,

in particular looking at the kinetics of response. While granular kinetics are challenging

to measure in an animal model, one may be able to assess dosimetry via serial biopsy or

examination of circulating tumor cells.

Turning to the etiology of tumors, this work suggests that genetic and epigenetic al-

terations may play a role beyond gene expression changes. In particular, resistance to

chemotherapies or RT may be mediated by tumor-specific epigenetics. In fact, both SWI/SNF

and PRC2 are associated with cancer. In the case of EZH2, either loss- or gain-of-function

mutations have been observed with both types of mutations a�ecting H3K27 methylation[630,

631]. It is curious that either loss or gain of PRC2 components, and by extension H3K27

methylation, can a�ect oncogenesis. Perhaps di�erent genotypes are cell or cancer specific.

The mechanism by which PRC2 contributes to cancer is unclear but many studies point to

increased "stemness" or alterations in gene expression as drivers of tumorgenesis. Genome

integrity and response to damage in the context of EZH2 mutations remain understudied;

it not yet understood how these alterations a�ect response to IR or other forms of DNA

damage. Future studies could, for example, compare responses to IR between PRC2 wild-

type and PRC2 mutant cells. In doing so, we could better understand how PRC2 a�ects the

DDR. For example, does hyper trimethylation of H3K27 improve or dampen a cell’s ability

to recognize and/or respond to IR induced damage? SWI/SNF mutations are also associated

with oncogenesis, though only loss-of-function is observed[632, 633, 634]. As SWI/SNF is

more clearly linked to the DDR, this has been widely considered as a mechanism by which

loss of SWI/SNF may a�ect tumorgenesis. However, germline SWI/SNF mutations confer
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tumors with low-mutational burden, casting doubt on such a simple mechanistic link[635].

Further, reexpression of SWI/SNF in tumors with loss-of-function mutations leads to cell

cycle arrest. This suggests both that novel mutations do not accrue in such cells and that

SWI/SNF is linked to cell cycle progression, an important part of the DDR[636]. Instead,

it is thought that transcriptional deregulation might drive SWI/SNF mutant tumors[637].

However, studies looking at response to therapy in tumors with SWI/SNF mutations are

lacking. Additionally, much data comes from germline mutants, rather than acquired muta-

tions, which might have a di�erent phenotype.

More careful examination of the epigenomes of PRC2 or SWI/SNF mutants, especially

after therapy, is warranted. Genomic analyses could link areas of, for example, di�erential

H3K27me3 or chromatin occupancy, to di�erential “H2AX induction. This would not only

underscore the importance of such modifications in the DDR, but also provide a mechanism

by which alterations to the epigenome produce di�erential response to therapies. As a specific

example, one could investigate DDR activity in H3K27M mutant gliomas[240, 241]. These

tumors have aberrant PRC2 activity with lower levels of H3K27 methylation. From our data

we hypothesize that such tumors would be radiosensitive, as H3K27me3 is a key signaling

node in the DDR. Lower levels of H3K27me3 may also induce chromatin decompaction and

allow for more damage to the genome. However, deconvoluting the genome integrity e�ects

of H3K27M from alterations in gene expression would of course be important. It is not known

how mutations in PRC2 or SWI/SNF may facilitate di�erential expression of genes involved

in the DNA damage response. However, such e�ects could be ameliorated by focusing on

short timescales perhaps in an in vitro model, as discussed above.

Knowledge that the underlying epigenome influences DSB induction and recognition

also has bearing on the field of genomic breakpoints and recurrent translocations. It is

well appreciated that cancers undergo transformation coincident with genetic mutations or

rearrangements which re-occur at specific loci across tumors and even tumor types. Natural

selection provides one explanation as to why a few genomic loci give rise to the preponderance
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of breakpoints; cells with breaks elsewhere either die, or are not selected for. However, we

assert that the underlying epigenome surrounding fragile loci may also be permissive toward

rearrangements or mutations[638]. Herein, we show that CFS loci contain more “H2AX than

random loci. In future, it will be interesting to correlate “H2AX distributions or markers

of break induction with mutational patterns in a pan-cancer database. Perhaps regions

which rapidly accumulate “H2AX are protected from mutations, alternatively this could

indicate higher rates of breakage or end-joining which could be mutation promoting. Ideally,

studies could examine mutational patterns in patients receiving IR or chemo separately

from treatment-naïve patients. Such analyses would underscore the di�erential patterns of

endogenous and exogenous damage, and possibly resultant mutations, as discussed above.

This work could bolster studies on the etiology of tumors by suggesting specific, assay-able

mechanisms by which tumor cells accumulate mutations.

Finally, these data suggest that participation in the DDR by transcription factors or

epigenetic modifiers is not a coincidental or backup function, but rather is a highly conserved

element of these proteins. Indeed, studies in yeast, drosophila and human cells suggest similar

epigenetic pathways are utilized in the DDR and that they share overlapping functions in

recognizing DSBs. Moreover, the relative lack of gene-regulatory complexity in yeast, for

example, suggests that epigenetic regulators may have evolved with their DDR functions in

mind, rather than the reverse. Examining repair of DSBs via the lens of gene regulation may

yield new discoveries. For example, Pol II occupancy and transcription could be examined

around damaged loci using assays which detect nascent transcripts or directly measure Pol II

occupancy. Alternatively, nucleosome positioning assays have uncovered conserved, highly-

ordered arrangements of nucleosomes surrounding promoters; such arrangements might be

recapitulated at damaged loci. Though these experiments will likely have to be undertaken

using restriction-enzyme mediated DSBs, they could shed light on the function of Pol II

at break loci and the activity of epigenetic modifiers, in particular SWI/SNF and related

nucleosome remodelers.
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In summary, we explore several pathways by which the cellular epigenome influences

response to external sources of DNA damage, principally ionizing radiation. We uncover

influences of the basal epigenome on induction of DSBs and recognition of damage in addition

to ways in which the epigenome is altered upon IR insult. At the former level, DSBs are

somewhat more likely to occur in euchromatin as compared to heterochromatin while “H2AX

is much more likely to be deposited in euchromatic regions. These data suggest that the

basal epigenome exerts a powerful force on the DNA damage response and conscribes a

cell’s ability to repair its DNA. In contrast to other literature, we assert that open DNA is

more rapidly repaired, and that transcription plays a primary role in this process. Rather

than concentrating on transcription coupled damage, we instead posit transcription coupled

repair. Indeed, we feel that many associations between transcribed DNA and damage are

likely viewed backwards; transcription does not cause damage, but instead, transcribed DNA

is likelier to accrue damage. Blocking transcription impaired the ability of cells to recognize

damage, recruit ATM and modify chromatin surrounding breaks. Thus, transcription can

be seen as a powerful director of the DDR.

We also position the long-studied chromatin modifying complexes PRC2 and SWI/SNF

as important DDR factors which influence recognition of damage, especially early damage in

open chromatin. PRC2 plays a repressive role, as addition of H3K27me3 occurs principally at

highly transcribed regions coincident with “H2AX deposition. The function of PRC2 may be

to attenuate transcription or to construct a permissive chromatin environment for the DDR.

Inhibition of PRC2 attenuates “H2AX foci as well as ATM and R-Loops. SWI/SNF, while

canonically opposed to PRC2, may work in concert with EZH2 at break loci. Indeed, loss of

SWI/SNF subunits prevents accumulation of EZH2 and H3K27me3 at DSBs. More remains

to be discovered as to the complex interplay between these two factors. Translation of this

work is challenging owing to the pleiotropic e�ect of epigenetic inhibitors. However, through

better understanding of the action of epigenetic modifiers at DSBs, synergistic e�ects may

be achieved.
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Toward such an understanding, we introduce TUDEL, a direct DSB labeling system.

We show that TUDEL foci are correlated with other DSB markers though not completely,

suggesting that this tool can be used to separate DSB repair from DDR factors. We an-

ticipate using TUDEL to further dissect how epigenetic modifiers participate in the DDR.

In particular we have already unvovered heretofore under-appreciated rapid repair of DSBs,

likely via end-joining, which is lost when SWI/SNF is pharmacologically degraded. We also

show that coupling TUDEL with other imaging techniques or proteomics can be a powerful

tool for verification of epigenetic modifiers in the DDR. In future, expansion and refinement

of TUDEL could be useful to unravel existing paradoxes in epiegentic:DDR interactions. For

example, TUDEL imaging could confirm the persistence of breaks in heterochromatin despite

these regions not accumulating “H2AX. Alternatively, TUDEL could be used as a screen

for epigenetic inhibitors. Factors which attenuate “H2AX are potentially potent radiosen-

sitizers, though they are hard to classify because lower “H2AX is generally associated with

a reduction of damage and perhaps resolution of breaks. By using TUDEL to count DSBs,

we can confirm the e�ect of epigenetic inhibitors on DSBs themselves and thus raise poten-

tial radiosensitizer candidates. In conclusion, while the work outlined in this Dissertation

is largely basic science, it has important implications for how we conceptualize the e�ect of

DNA damaging therapies and lays the ground work for in vivo studies using radiosensitizers

uncovered herein.
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