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“Ez . . . önkényes és értelmetlen - de nem győzöm hangoztatni, hogy a nyelv döntően önkényes

és értelmetlen (mivelhogy kommunikációs kód szegényke és nem a világ tükre és nem nemzetünk

oltára).”

[“This is . . . arbitrary and senseless - but I cannot emphasize enough that language is

overwhelmingly arbitrary and senseless (since the poor thing is a code for communication, and

not a mirror of the world and not an altar to our nation).”]

–Ádám Nádasdy
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ABSTRACT

Scalar inference, the process by which we infer meanings stronger than what was explicitly said,

has long been a central topic of investigation in theoretical semantics-pragmatics, as well as in

psycholinguistics. Upon encountering the sentence Mary ate some of the deep dish, for instance,

hearers regularly compute the pragmatic meaning that Mary ate some, but not all, of the deep dish.

The standard assumption is that the inferential process that gives rise to this result involves hearers

reasoning about what the speaker could have said, but did not (Grice, 1967). Further, Neo-Gricean

accounts typically assume that hearers infer the negation of informationally stronger unsaid al-

ternatives, e.g., because <some, all> form a lexical scale, and all is stronger than some, hearers

derive not all upon encountering some (Horn, 1972; Katzir, 2007). In addition to involving the

negation of unsaid alternatives, another crucial property of scalar inference is context-sensitivity

(Van Kuppevelt, 1996). That is, whether a scalar inference-enriched meaning is derived depends

partially on the discourse context. For instance, given a question such as Did Mary eat any of the

deep dish?, all that matters is whether Mary ate at least some of the deep dish. Therefore, in this

context, an answer of She ate some of the deep dish is less likely to lead to scalar inference, since

She ate all of the deep dish is no longer a relevant alternative.

This dissertation is an experimental investigation into these two crucial properties of scalar

inference: alternative- and context-sensitivity. In Chapter 2, I test whether alternatives such as

all, which are important in the theoretical modelling of scalar inference, are psychologically real.

In a series of semantic priming with lexical decision experiments, I demonstrate that such lexical

alternatives are indeed retrieved and activated in the processing of inference-triggering utterances.

In Chapter 3, I turn to the much-investigated question of whether scalar inference calculation incurs

a processing cost, operationalized as increased reaction times. In a sentence-picture verification

experiment, I compare scalar inference with another pragmatic inference, it-cleft exhaustivity, and

demonstrate that whether inference calculation is costly is a function of the discourse context, and

not whether alternative-retrieval is involved.

While much research has investigated the some but not all inference, there exist many other
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scales where a set of lexical items are ordered with respect to each other in terms of their logical

strength. Similarly to <some, all>, <good, excellent> also form a scale; an utterance of The

movie is good might give rise to the scalar inference that the movie is not excellent. An important

recent finding, however, is that there is in fact considerable variation across such different scales

in the likelihood of inference calculation: the not excellent inference, for instance, is much less

likely to arise than not all (van Tiel et al., 2016). The second half of this dissertation investigates

this phenomenon of scalar diversity. In Chapter 4, I ask whether the observed variation can be

explained by differences in the alternatives themselves (all vs. excellent). My findings suggest

that some (but definitely not all) properties of alternatives (e.g., accessibility) do indeed predict

likelihood of inference calculation, yet scalar diversity remains largely unexplained. Lastly, in

Chapter 5, I investigate whether scalar diversity can be modulated by a supportive discourse context

vs. grammatically encoding the negation of alternatives, and show that uniformity in inference

calculation is only achieved when these two factors align.

Overall, the picture that emerges from this dissertation is that pragmatic meaning arises both as

a function of global properties of context, and as a function of local properties of the scalar terms

themselves.
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CHAPTER 1

INTRODUCTION

In natural language communication, inferred messages do not always equal literal messages. One

well-studied instantiation of this phenomenon is (the family) of implicatures, exemplified in (1) by

scalar inference (SI).

(1) Mary ate some of the deep dish.

Literal meaning: Mary ate at least some of the deep dish.

Inference-enriched meaning: Mary ate some, but not all, of the deep dish.

It is commonly assumed that SI arises because hearers consider and reason about informationally

stronger alternatives that could have been uttered in place of what has actually been uttered. In

particular, upon encountering the utterance in (1), hearers are taken to reason that the stronger

statement Mary ate all of the deep dish was also available to the speaker. Because the speaker

chose not to utter this stronger alternative, the hearer can infer as an SI its negation (Mary didn’t

eat all of the deep dish), enriching the literal meaning of (1) to its inference-enriched meaning.

This process can be viewed as an interaction of the Quality and Quantity maxims (Grice, 1967).

Speakers make contributions that are as informative as required by their dialogue context (but not

more so; Quantity), but they will not say what they believe to be false or what they lack evidence

for (Quality). Mary ate all of the deep dish is more informative than what was actually uttered,

and therefore the speaker should have uttered this stronger alternative in accordance with Quantity.

But she did not, which suggests to the hearer that she did not believe it to be true (Quality).

1.1 What can be an alternative

There are various limits on when SIs actually arise, or what can serve as a stronger alternative. For

instance, SI is predicted not to arise when the speaker is not knowledgeable about the information-

ally stronger alternative. In this case, uttering the alternative would have been a violation of the
1



Quality maxim (“Do not say that for which you lack adequate evidence.”), and not uttering it is not

a signal of its falsity. Speakers are also taken to obey maxims other than Quality and Quantity, e.g.,

they make their utterances relevant (Relation). SIs are therefore also predicted not to arise when

the informationally stronger alternative would not have been relevant in the present discourse con-

text. In that case, if the speaker were to utter the stronger alternative, she would violate Relation,

and therefore not uttering it is, again, not meant to signal its falsity.

Narrowing down “what could have been uttered”, that is, establishing what constrains the pos-

sible unsaid alternatives that hearers reason about, has in large part been motivated by the so-called

symmetry problem (Kroch, 1972; Horn, 2000a; von Fintel and Fox, 2002; Katzir, 2007; Fox and

Katzir, 2011). The symmetry problem is exemplified in (2):

(2) a. Mary ate some of the deep dish.

b. Mary ate all of the deep dish.

c. Mary ate some but not all of the deep dish.

As we have seen, when calculating the inference-enriched meaning of (2-a), hearers reason about

the alternative in (2-b) and infer its negation. In principle, though, (2-c) could also serve as an

alternative to (2-a). However, if hearers reasoned with (2-c) as an alternative to (2-a), they should

arrive at the enriched interpretation Mary ate all of the deep dish, while the same reasoning applied

to (2-b) derives the familiar Mary ate some but not all of the deep dish interpretation. The two

enriched interpretations are mutually exclusive. Theories of what constitutes an alternative thus

aim, at minimum, to rule out (2-c) as a possible alternative.

1.2 The role of context

Another important property of SI is context-sensitivity (Van Kuppevelt, 1996). One way to for-

malize this is by reference to the concept of Question Under Discussion (QUD), defined as the

immediate topic of discussion that proffers a set of relevant alternatives (Roberts, 1996/2012). To
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illustrate how this would work for our original example from (1), consider the following dialogue:

(3) A: Did Mary eat all of the deep dish?

B: She ate some of the deep dish.

Standard semantic treatments of questions take them to partition a set of possible worlds into cells

denoting their possible answers (Hamblin, 1976; Groenendijk and Stokhof, 1984). The question

Did Mary eat all of the deep dish?, then, partitions the Common Ground based on the stronger

alternative all: in one cell are all the worlds where Mary ate all of the deep dish (4-a), and in the

other cell, all the worlds where she did not eat all of the deep dish (4-b).

(4) a. {w : ∀x.x is a portion of the deep dish → Mary ate x in w}

(Mary ate all of the deep dish.)

b. {w : ¬∀x.x is a portion of the deep dish → Mary ate x in w}

(Mary did not eat all of the deep dish.)

An answer, in turn, is taken to be congruent with (or “a good answer to”) a question if it determines

which cell contains the actual world (Hulsey et al., 2004). Consider, then, the two readings (literal

and inference-enriched) of the sentence Mary ate some of the deep dish. Given A’s question in

(3), the inference-enriched meaning (Mary ate some, but not all, of the deep dish.) is a congruent

answer, because it entails the “not all” cell of the partition (4-b), and eliminates the “all” cell (4-a).

The literal meaning (Mary ate at least some of the deep dish.), on the other hand, does not entail

either cell, and it therefore does not directly bear on the question. Therefore, only on its inference-

enriched meaning does the sentence constitute a congruent answer, and a discourse context such

as (3) encourages SI calculation.

The picture is different, however, given a dialogue like (5)

(5) A: Did Mary eat any of the deep dish?

B: She ate some of the deep dish.

3



A polar question like Did Mary eat any of the deep dish? partitions the Common Ground such that

in one cell are all the worlds where Mary ate some of the deep dish (6-a), and in the other cell, all

the worlds where Mary did not eat any of the deep dish (6-b).

(6) a. {w : ∃x.x is a portion of the deep dish and Mary ate x in w}

(Mary ate some of the deep dish.)

b. {w : ¬∃x.x is a portion of the deep dish and Mary ate x in w}

(Mary did not eat any of the deep dish.)

Here, both readings (literal and inference-enriched) of the potentially SI-triggering sentence (Mary

ate some of the deep dish) constitute a good answer, since both entail the (6-a) cell of the partition.

Therefore, a discourse context such as (5) does not particularly encourage SI calculation.

We can see, therefore, how the same sentence can be more or less likely to give rise to SI

depending on the discourse context.

1.3 Questions addressed in this dissertation

This dissertation will investigate a range of questions related to the above two important properties

of SI: alternative- and context-sensitivity. The overarching goal of the dissertation is to assess

the respective roles and importance of alternatives and discourse context in the calculation and

psycholinguistic processing of SI.

Chapter 2 investigates the psycholinguistic mechanisms underlying SI. Specifically, it tests

whether lexical alternatives (like all) are retrieved and activated when hearers process sentences

that (potentially) trigger SI calculation. In a series of semantic priming with lexical decision ex-

periments, I find that alternatives like all are indeed activated in the real-time processing of SI,

suggesting that lexical scales are psychologically real. These findings show that scalar alterna-

tives are processed similarly to focus alternatives, whose exclusion is grammatically, rather than

pragmatically, encoded.
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Chapter 3 addresses the much-investigated question of whether SI calculation incurs process-

ing cost, or on the other hand, whether SI is a cost-free default inference. In this chapter, I compare

SI to another pragmatic inference, it-cleft exhaustivity. Importantly, the calculation of it-cleft ex-

haustivity is taken to proceed without reference to lexical alternatives. Therefore, if processing

cost arose as a result of having to retrieve and reason about alternatives, only SI should be costly,

and it-cleft exhaustivity should be cost-free. Instead, the findings of my sentence-picture verifica-

tion experiment show that for both pragmatic inferences, the likelihood of inference calculation,

as well as the associated reaction times, vary depending on the QUD. This suggests that the pro-

cessing cost of pragmatic inference calculation is better explained by properties of the discourse

context than by whether alternative-retrieval is involved.

In Chapter 4, I investigate a recent puzzle for SI, termed scalar diversity. Scalar diversity is

the observation that lexical scales vary substantially in how likely they are to give rise to SI. For

instance, the some but not all SI is much more likely to arise than the parallel inference good but not

excellent. This is somewhat unexpected, since excellent is an informationally stronger alternative

to good in the same way as all is an alternative to some. This chapter tests whether scalar diversity

can be explained by properties of the alternatives themselves. In other words: can the differential

likelihood of e.g., the some but not all vs. the good but not excellent SI be predicted by some

difference between all and excellent? A number of experiments are conducted, testing relevant

factors proposed in existing literature (some operationalized in novel ways), as well as new ones.

Findings reveal that some properties of alternatives (accessibility of the alternative, distinctness

of the weaker term and the alternative, boundedness of the scale) do indeed serve as predictors

of scalar diversity, but some others (frequency, semantic similarity between the weaker term and

the alternative) dot not. Overall, a lot of the statistical variance remains unexplained, and the best

predictor in fact turns out to be one not directly related to properties of alternatives.

Finally, Chapter 5 turns to how alternatives and context can modulate scalar diversity. Specif-

ically, I test whether the observed inter-scale variation in inference rates changes when inference-

triggering sentences are placed under a biasing QUD (e.g., Did Mary eat all of the deep dish?) or
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include the focus particle only (Mary ate only some of the deep dish), which encodes alternative

exclusion in the grammar. I show that both of these manipulations result in increased rates of infer-

ence calculation and reduced variation across scales —as quantified by the proposed information-

theoretic measure of relative entropy. But under both the QUD and the focus manipulation, scalar

diversity is not fully eliminated. However, when the two investigated factors align, i.e. there is

pragmatic support from the context and a semantic cue to exclude alternatives, we do find uni-

formly high rates of inference calculation.

Taken together, the experiments reported in this dissertation suggest an important role for both

discourse context and alternative exclusion in explaining SI calculation and processing, and varia-

tion therein.
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CHAPTER 2

THE ACTIVATION OF SCALAR ALTERNATIVES IN PROCESSING

Chapter 2 investigates the psycholinguistic mechanisms underlying scalar inference1. The standard

assumption is that the inferential process that gives rise to SI involves hearers reasoning about what

the speaker could have said, but did not. But it is an open question precisely what psycholinguistic

mechanisms underlie this inferential process. In this chapter I use semantic priming with lexical

decision to test whether lexical alternatives are retrieved and activated in the processing of SI-

triggering sentences. My findings suggest that comprehenders indeed activate the alternatives that

theories of SI would take them to reason about; in other words, lexical scales are psychologically

real.

Previous work that tested the activation of scalar alternatives using semantic priming has also

related findings to different theoretical accounts of SI. In particular, such findings have been used

to adjudicate between Neo-Gricean and Post-Gricean theories of SI. For this reason, it is worth

briefly reviewing the differences between these two families of accounts.

Neo-Gricean accounts typically assume that hearers infer the negation of informationally stronger

alternatives that the speaker could have said, and that these alternatives are determined via the lex-

icon or grammar —e.g., because <some, all> form a lexical scale, and all is stronger than some,

hearers derive not all upon encountering some. In more detail, Horn (1972)’s influential proposal

posits that some lexical items are specified as belonging to a scale, i.e. a set of lexical items which

are ordered with respect to each other in terms of their logical strength. Horn’s proposal formal-

izes the informativity requirement (that the alternative be “stronger”) as asymmetric entailment: a

sentence like Mary ate all of the deep dish entails Mary ate some of the deep dish, but not vice

versa. Additionally, scales must be monotonic.

There exist other proposals that take as their starting point the existence of Horn-scales, and

introduce further constraints on them. The intuition that SIs are not derived if they would conflict

1. Stimuli, data, and the scripts used for data visualization and analysis can be found in the following OSF reposi-
tory: https://osf.io/wga25/?view only=cefc447bc6e649aeb4815de958d71597
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with another Gricean maxim (such as Relation) is spelled out i.a. by Matsumoto (1995)’s Conver-

sational Condition on scales, which states that for an SI to be licensed, the choice of a stronger

scalar term must not be attributed to the observance of any information-selecting maxim other than

Quality and Quantity-1. Hirschberg (1985) observes that other than lexical items that asymmet-

rically entail one another, rank orderings, spatial orderings and process stages also form a scale.

Gazdar (1977) posits that two terms must also share presuppositions in order to count as scalar

alternatives. Atlas and Levinson (1981) propose that scalar alternatives must also belong to the

same semantic field and be lexicalized to the same degree. At the core of all these proposals is the

existence of lexical scales.

As mentioned, the other family of Neo-Gricean accounts is one proposing structurally-based

alternatives. Katzir (2007) argues for the following structure-sensitive characterization of alter-

natives: for a structure φ , the alternatives are those structures which are at most as complex as

φ . Specifically, this means that constituents of the uttered sentence can be deleted, contracted, or

substituted from the lexicon (or with material from the original utterance) to derive alternative(s).

In scalar inference, Mary ate all of the deep dish needs to be constructed as an alternative to Mary

ate some of the deep dish in order to derive the familiar some but not all inference. Alternative

construction in this case requires the operation of substituting some with another constituent from

the lexicon, viz. all. This can be contrasted e.g. with free choice inference (where a disjunc-

tive sentence is embedded under an existential modal operator), in which case the alternatives are

constructed via the deletion of one of the disjuncts from the uttered sentence. This account thus

contrasts with the Horn-scale-based accounts in that the possible set of alternatives is restricted

based on the syntax, and not the lexicon.

Substantially different from Neo-Griceans are Post-Gricean accounts, such as Relevance The-

ory (Sperber and Wilson, 1995). According to Relevance Theory, the final interpretation of an

utterance is obtained through a contextually driven process of ad hoc concept construction (loos-

ening, or in the case of SI, strengthening), which is on par with loose talk or metaphors. As such,

SI calculation is not a lexically based process; rather the construction of ad hoc concepts is at
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the core of it, with lexical scales having no special role. Such an account instead attributes great

importance to context in determining the set of relevant alternatives.

This brief background of Neo- vs. Post-Gricean accounts will help interpret some of the find-

ings of previous studies. In Section 2.6.1, after the presentation of my own experiments, I will

further discuss what relevance priming results can have for theory. But first, this chapter starts

with a broader introduction to previous work on the processing of alternatives (Section 2.1). I will

then present the findings of four semantic priming experiments: Experiment 1 is a replication of

semantic priming unrelated to SI (Section 2.2); Experiment 2 tests scalar alternatives in a semantic

priming experiment without sentential context (Section 2.3); Experiment 3 adds sentential context

and tests activation in potentially SI-triggering sentences (Section 2.4); finally, Experiment 4 tests

the activation of alternatives in the presence of the focus particle only. The chapter concludes with

the discussion of some remaining empirical puzzles (Section 2.6.2).

2.1 Alternatives in language processing

Alternatives are pervasive in (the modeling of) semantic-pragmatic meaning, including, but not

limited to scalar inference. Correspondingly, alternatives have generated a lot of interest in psy-

cholinguistics too, with various experimental paradigms being used to probe what kind of mental

representations they have. For instance, a counterfactual statement like If I lived in Chicago, I

would eat deep dish pizza every day evokes possible worlds where I live in Chicago (and suggests

that these are non-factual worlds), as well as ones where I do not live in Chicago (which include

the actual world). Similarly, if I say I don’t live in Chicago, I am asserting that in the actual world,

the proposition that I live in Chicago is false, but this statement also brings to mind worlds in which

I actually do live in Chicago. In both constructions, then, different sets of alternative worlds are

juxtaposed. Indeed, a lot of studies have investigated the processing of such alternative-evoking

constructions, with particular attention to e.g. the timecourse of activating alternatives —among

many others, see Kaup et al. (2007); Kaup and Zwaan (2003); Tian et al. (2016) on the processing

of negation, and Ferguson et al. (2008); de Vega and Urrutia (2012) on counterfactuals.
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The alternatives evoked in negation and counterfactuals are not constrained by the lexicon,

while this dissertation focuses on lexical alternatives involved in scalar inference. Lexical alter-

natives are similarly relevant in (the processing of) sentential focus. Therefore, in the following

sections, I discuss existing work in more detail on the processing of focus and scalar alternatives.

For recent overviews on the role of alternatives in language processing, see Repp and Spalek (2021)

and Gotzner and Romoli (2022) (and references therein).

2.1.1 Focus alternatives

Sentential focus, i.e. the marking of new or emphasized information in a sentence is a core lin-

guistic device used to structure the flow of conversation (Chomsky, 1972; Jackendoff, 1974). This

information is often provided in (implicit) contrast to possible other alternatives (Rooth, 1992,

1985). In English, contrastive focus can be marked by placing a prominent accent on a word:

(1) Mary ate DEEP DISH.

Focus is invoked also in the computation of the meaning of sentences that contain focus-sensitive

operators (or focus particles), such as only:

(2) Mary only ate DEEP DISH.

Both (1) and (2) convey what Mary ate (deep dish), and crucially also that Mary did not eat any-

thing else from among a set of contextually-determined of alternatives (e.g., {thin crust pizza,

lasagne, salad, ...}). In successful comprehension, hearers infer this set of contrastive alternatives

as intended by the speaker.

A number of psycholinguistic studies have shown that focused elements (deep dish above) are

remembered more accurately and with more semantic detail than non-focused elements (Birch and

Garnsey, 1995; Sturt et al., 2004). Importantly, it has also been found that memory representations

are improved for focus alternatives as well. The logic behind experimental investigations of focus
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alternatives is that if alternatives are reactivated or retrieved during the comprehension and pro-

cessing of some structure, then they should also be remembered and therefore recalled better. That

is, focus-sensitive expressions are predicted to improve memory for both the focused element and

for information-structural alternatives, as compared to a neutral baseline.

Fraundorf et al. (2010) tested intonational focus. The authors provided participants with a

context story where a constituent had pitch accent, then probed recognition memory accuracy via

forced choice and true/false judgement tasks. They found that pitch accent increased hits to correct

statements and correct rejections of a contrast item, while unrelated items were unaffected by the

experimental manipulation. This suggests that focus results in an enhanced representation of what

happened and also what did not happen (but could have happened). In other words, comprehenders

use pitch accenting to encode and update information about multiple elements in a contrast set:

prosodically marked focus was found to modulate the representation of both the accented word

itself and a contrasting alternative. In a follow-up study, Fraundorf et al. (2013) showed that

similar results obtain if prominence is marked using font emphasis, rather than pitch accenting.

Spalek et al. (2014) tested focus particles, and conducted an experiment in the delayed recall

paradigm. Auditory stimuli were used to first introduce a set of elements (e.g. peaches, cherries,

bananas), and then continue with either the exclusive particle nur (only), the inclusive German

particle sogar (even), or no particle (neutral control)—see (3) below.

(3) Speaker 1: In the fruit bowl, there are peaches, cherries, and bananas. I bet Carsten ate

cherries and bananas.

Speaker 2: No, he only/even/ /0 ate peaches.

After ten trials, participants had to recall the elements in the context sentence. The authors found

that both particles enhanced memory performance for the focus alternatives (above: cherries, ba-

nanas), relative to the control condition. Note that the two particles differ in their meaning: only

specifies an exclusive contrast such that a property of the referent does not hold of its alternatives,

whereas even specifies an additive contrast, where the referent’s property is shared with its alterna-
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tives. Crucially, however, the particles are similar in that they both make reference to alternatives.

Spalek et al.’s findings thus suggest that information-structural alternatives are better encoded in

memory when a focus-sensitive particle is present. See also work by Gotzner and Spalek (2017),

which also tested focus particles, but used the probe recognition paradigm.

For further experimental paradigms, as well as ways of marking sentential focus, see i.a.,

Sanford et al. (2009) for findings about cleft sentences, using a change detection task, and Kim

et al. (2015), who tested the English focus particles only and also in the visual world eye-tracking

paradigm.

A number of studies testing the processing of sentential focus, and the activation of focus

alternatives, have used semantic priming tasks. Husband and Ferreira (2015) (following Braun and

Tagliapietra 2009; see also Gotzner et al. 2016; Yan and Calhoun 2019) used lexical decision with

cross-modal priming to investigate focus alternatives. Participants were auditorily presented with

sentences such as (4), and had to make a decision about whether a visually presented target word

was an English word.

(4) The murderer killed the NURSE last Tuesday night.

The prime in each sentence was the focused element (nurse in (4)), while the targets in the lexical

decision task were contrastive semantic associates (focus alternatives, e.g. doctor), non-contrastive

semantic associates (e.g. clinic) and unrelated words. The study found early activation (i.e. facil-

itated reaction times in the lexical decision task) of both contrastive and non-contrastive semantic

associates in sentences where nurse was focused. However, later activation (after a longer stimulus

onset asynchrony) was only found for contrastive alternatives, suggesting that the initial activation

of non-contrastive semantic associates decays.

My experiments on scalar alternatives that are reported in this chapter are modeled after the

semantic priming experiments that tested focus alternatives. But before introducing those experi-

ments, I briefly summarize existing work that has also used priming to investigate SI.
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2.1.2 Scalar alternatives

In this section I review existing priming studies in the domain of scalar alternatives, in relation to

my own experiments reported later in the chapter.

De Carvalho et al. (2016) tested 18 different lexical scales, and used lexical decision with

masked (subliminal) priming to see if one member of a scale (e.g., some) activates the other (all).

In their experiment, participants were visually presented with a prime word for a very short amount

of time (34ms, too quick for the participant to realize it was presented), and then had to make a

decision about whether the following visually-presented target word was a word of English. A

priming effect should manifest as facilitated response times in making the lexical decision. This

study used priming to adjudicate between different theories of SI. Specifically, the authors made

the assumption that under a Neo-Gricean account of SI, which relies on lexically-given Horn-

scales, the stronger alternative all is always needed in the processing of the weaker term some. On

the contrary, some is not needed to process all. This makes the prediction that some would prime

all more than all would prime some. A Post-Gricean account such as Relevance Theory, on the

other hand, does not assign special significance to lexical scales. The authors therefore made the

further prediction that under Post-Gricean accounts, any priming effect should merely be due to

semantic relatedness and not show asymmetry, i.e., some would prime all only to the extent that all

also primes some. The findings are in line with the Neo-Gricean account. An important difference

between de Carvalho et al.’s work and my goal in this chapter (as well as the literature on focus

alternatives discussed above), is that de Carvalho et al. tested whether scalar terms prime each

other in the absence of any sentential context that would trigger SI calculation. In contrast, what

my experiments will primarily be testing is whether scalar alternatives are primed in sentences that

(might) trigger SI calculation.

Schwarz et al. (2016) also used subliminal priming (prime presentation for 32/48ms), and they

tested 28 different (adjectival) scales. Their goal with priming was not to test whether a partic-

ular alternative is evoked in language processing, but rather to increase the salience/availability

of scalar alternatives. Specifically, in their experiment, participants were primed with the stronger
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alternative before making an SI judgment: for instance, the sentence The task is difficult can lead to

the SI that the task is not impossible. In one condition of Schwarz et al.’s experiment, participants

saw the stronger alternative impossible as a prime before reading the sentence The task is difficult

and indicating whether they calculated the not impossible SI from it. The particular hypothesis

tested was that when the stronger alternative is made salient via priming, participants would be

more likely to calculate the SI, and would do so faster. (This, in essence, is a novel operational-

ization of van Tiel et al.’s (2016) hypothesis of alternative availability, which will be discussed in

detail in Section 4.1.2 of Chapter 4.) The strong alternative prime condition (impossible) was com-

pared to conditions where the prime was an opposite (easy), or the word itself, i.e., identity priming

(difficult), or a control (+++++++). Schwarz et al.’s findings were not in line with the hypothesis

that priming with the stronger scalar alternative makes SI calculation likelier and faster, though

there were other effects in their data that suggest that priming successfully influenced participants’

responses in other ways.

Lastly, there is also a growing body of work that uses priming in investigations of SI, but not in

the sense of testing whether there is semantic priming between scalar terms. Instead, these studies

use so-called structural priming. For instance, participants have to make judgments on sentences

that are true on their literal, but not their SI-enriched meanings, such as Some sheep are mammals.

But before doing so, they are presented with a true sentence that contains the alternative all, such

as All lions are mammals. It has been found that when participants have been primed with such

a sentence, they are subsequently more likely, and faster, to calculate the SI from Some sheep

are mammals (Rees and Bott, 2018; Bott and Frisson, 2022). Similarly, SI calculation can also

be primed by pairing SI-triggering sentences with images that force participants to interpret those

sentences as either not all or all (i.a., Bott and Chemla 2016). The effect of the structural priming

paradigm can be interpreted as the stronger alternative (all) being primed, or the mechanism of

SI calculation itself being primed. In the latter case, the idea is that once a participant has gone

through the SI calculation process for a prime trial (e.g., one where the SI-enriched interpretation

was forced via a picture), they will be more likely to do so on subsequent trials.
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As we will see, the experiments I report on in this chapter are most similar in their design

to the priming studies on focus alternatives (e.g., Husband and Ferreira 2015), rather than the

priming studies on scalar alternatives just summarized —though it will be informative to compare

my findings to de Carvalho et al. (2016), and as mentioned, the availability hypothesis tested by

Schwarz et al. (2016) will become relevant in Chapter 4.

2.2 Experiment 1: replication of Thomas et al. (2012)

Given that priming experiments are typically conducted in person in a lab setting, and web-based

priming is less commonly done, I first conducted a replication experiment on stimuli unrelated to

scalar inference. This was to confirm that the web-based platform (and timing parameters) I adopt

in later experiments can reliably reveal effects of semantic priming.

2.2.1 Participants and task

50 native speakers of American English participated in an online experiment, administered on the

PCIbex platform (Zehr and Schwarz, 2018). Participants were recruited on Prolific and compen-

sated $2. Native speaker status was established via a language background questionnaire, where

payment was not conditioned on the participant’s response. Participants were removed if their

accuracy on the lexical decision task was below 90%. Data from 39 participants is reported below.

Experiment 1 was a semantic priming with lexical decision experiment. Participants had to

decide whether a word they saw was a word of English or not; this word was the target. They in-

dicated their decision by pressing the F key for “non-word” and the J key for “word”. The primary

dependant variable of interest is their reaction time in making this lexical decision. Participants

were instructed to make a decision as fast as possible, while remaining accurate. Crucially, before

making a lexical decision on the target, participants were presented with another word, the prime.

There were two experimental conditions: in the “related” condition, the target word (e.g., boy) was

preceded by a prime word that was semantically related to it (girl). In the “unrelated” condition, the
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same target (boy) was preceded by a prime that was not semantically related (boulevard). Primes

were presented in uppercase and targets in lowercase. The condition manipulation was conducted

within-participants.

Participants first saw a fixation cross that was displayed for 350ms. It was then followed by

400ms of a blank screen. After that, the prime word appeared for 150ms. The presentation of

the prime word was followed by another 650ms blank screen. In other words, the stimulus onset

asynchrony (SOA) time, i.e., the time between the offset of the prime word and the onset of the

target word was 650ms. Finally, participants saw the target word, which they had to make the

lexical decision on. If a participant did not make a lexical decision within 3000ms of the onset of

the target, the experiment moved on to the next trial.

As mentioned, Experiment 1 was a replication experiment, where I adapted the materials from

Thomas et al. (2012). Specifically, the related condition in Experiment 1 used 60 prime-target pairs

from Thomas et al.’s “symmetrical associates” (see Table A1 in their Appendix A). These pairs are

called symmetrical because the prime has a meaning that evokes the target, and this is also true

vice versa, e.g., girl-boy, circle-square, salt-pepper, etc. In the unrelated condition, the same target

items were preceded by words that did not have a similar meaning to the target or the related prime.

These words were randomly selected from the “forward associates” in Thomas et al.’s Table A1

(Appendix A).

In addition to the 60 experimental items, the experiment also included 60 fillers items, where

targets were non-words. Of the fillers, 30 were 4-10/11 letter pseudohomophones that I generated

from the ARC Nonword Database (Rastle et al., 2002) —e.g., spraized, knewed —, and 30 were

non-words from Lupker and Pexman’s (2010) Appendix A Standards-1 —e.g., cleam, dronk. The

experiment started with 10 practice items: 5 words and 5 non-words. For the first 4 practice items,

participants saw reminder labels on the screen that the F key corresponded to non-word and the

J key to word. These reminders were not present for the latter 6 practice trials, or for the main

experiment.
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2.2.2 Hypothesis and predictions

Given that Experiment 1 is a replication study, I predict to find the same effects as Thomas et al.

(2012). Namely, I predict shorter reaction times (RT) in the lexical decision task in the related,

as compared to the unrelated condition. The target that is to be recognized as a word of English

is the same in both conditions, but importantly, in the related category, it has been preceded by a

word that is similar in meaning. This related prime should activate the meaning of the target, and

therefore facilitate its recognition. In the unrelated condition, the prime word would not activate the

target, and therefore the target should be recognized at a “baseline” speed, related to its frequency,

length, and other properties. (See also i.a., Swinney 1979; Swinney et al. 1979 for classic findings

of semantic priming.)

2.2.3 Results and discussion

Data points with incorrectly answered lexical decision responses (i.e., a “non-word” response)

were excluded, which removed 2.09% of the data. Figure 2.1 shows the results of Experiment 1:

mean RT by condition. For the statistical analysis, a linear mixed effects regression model was

fit, using the lme4 package in R (Bates et al., 2015). The model predicted RT on the target word

by Condition (“related” vs. “unrelated”). The fixed effects predictor Condition was sum-coded

(related: -0.5 and unrelated: 0.5). Random intercepts and slopes were included for participants

and items. RTs in the related condition were found to be significantly faster than in the unrelated

condition (Estimate=25.51, Std. Error=8.65, t=2.95, p<0.01). That is, participants recognized

words faster when they have been primed by a semantically related word.

This finding successfully replicates Thomas et al. (2012). Importantly, they carried out priming

experiments in the lab, while the current Experiment 1 relied on web-based data collection. It must

be noted, however, that even though I replicated the semantic priming effect, the magnitude of this

effect is smaller than what was found by Thomas et al. (2012). In their experiment, the mean RT

in the related condition was 531ms, and in the unrelated condition it was 583ms. (See their Table

2 on p. 629). This mean that the numerical magnitude of the facilitation effect was larger in their
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Figure 2.1: Results of Experiment 1: replication of Thomas et al. (2012)

experiment (51ms) than in my Experiment 1 (27ms).

Altogether, though, successfully replicating a previous semantic priming effect on the web

validates the subsequent priming experiments that investigate scalar alternatives (Experiments 2-

4).

2.3 Experiment 2: lexical priming

Experiment 2 was another (lexical) semantic priming experiment. It tested whether weaker scalar

terms from a scale (e.g., some, good) prime stronger alternatives (e.g., all, excellent). Importantly,

scalar terms were not placed in a sentential context, where scalar inference could have been calcu-

lated. This means that if we see semantic priming between scalar terms in Experiment 2, that will

be because of their semantic similarity, and not because of SI calculation. Experiment 2 therefore

provides a baseline for later experiments that test inference-triggering sentences.
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2.3.1 Participants and task

49 native speakers of American English participated in an online (PCIbex) experiment. Partici-

pants were compensated $2. Participant recruitment and screening was identical to Experiment 1,

including the exclusion criterion. Data from 44 participants is reported below.

Capitalizing on the scalar diversity phenomenon (i.a. van Tiel et al. 2016), our testing ground

for the activation of alternatives is 60 lexical scales (adjectival, verbal, adverbial and quantifier).

The corpus work carried out to collect the 60 lexical scales will be described in more detail in

Section 4.2 (Chapter 4). Participants were first presented with a weaker scalar term such as good.

They then saw the scalar alternative excellent, and had to indicate by button press whether this

word was a word of English or not. This experimental condition is referred to as “related”. In

the “unrelated” condition, participants were first presented with a word that was unrelated to the

lexical scale, e.g., they saw foreign before making a lexical decision on excellent. Unrelated words

were generated to satisfy two criteria. First, they had to fit into sentence frames that were em-

ployed in Experiments 3 and 4, e.g., given the sentence The movie is good, foreign was chosen,

since The movie is foreign is also an acceptable sentence. Second, unrelated primes had to have

sufficiently low semantic similarity with the target. Semantic similarity was operationalized using

vector semantics, which will be described in detail in Section 4.4.5, and in particular using the

GLoVe model. (I also discuss semantic similarity in more detail in Section 2.6, when I compare

semantic similarity between prime-target pairs in Experiments 1 and 2.)

Other than the critical test items, Experiment 2 was identical to Experiment 1 in its task, pro-

cedure (including timing parameters such as SOA), filler and practice items.

2.3.2 Hypothesis and predictions

If pairs of scalar terms (e.g., good-excellent) are similar enough in meaning to result in semantic

priming, then the results of Experiment 2 should pattern similarly to Experiment 1. Than is, we

should see facilitated reaction times in the related condition, as compared to the unrelated condi-

tion.
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2.3.3 Results and discussion

Data points with incorrectly answered lexical decision responses (i.e., a “non-word” response)

were excluded, which removed 2.35% of the data. Figure 2.2 shows the results of Experiment 2:

mean RT by condition. Statistical analysis was identical to Experiment 1, with the only difference

being in the random effects structure: random intercepts were included for participants and items,

and random slopes were included for participants. The statistical analysis revealed no significant

difference between RTs in the related and unrelated conditions (Estimate=11.46, Std. Error=9.94,

t=1.15, p=0.26).
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Figure 2.2: Results of Experiment 2: lexical priming experiment testing scalar alternatives

That is, targets in the related condition were not recognized significantly faster than in the

unrelated condition. This suggests that pairs of scalar terms do not lead to semantic priming when

the words are presented in isolation, in the absence of any sentential context. Therefore, we will

be able to conclude that any priming effect we find in sentential experiments (Experiments 3-4) is

due to inference processing and alternative retrieval, not just mere meaning similarity.
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2.4 Experiment 3: sentential priming

Having seen in Experiment 2 that weaker scalar terms do not prime their stronger alternatives due

to meaning similarity, Experiment 3 turns to priming effects in sentential contexts. Specifically, I

test whether stronger scalar alternatives are retrieved and activated in the processing of sentences

that lead to SI calculation, and are taken to involve reasoning about alternatives.

2.4.1 Participants and task

50 native speakers of American English participated in an online (PCIbex) experiment. Participants

were compensated $3.20/3.50. Participant recruitment and screening was identical to Experiment

1, including the exclusion criterion. Data from 46 participants is reported below.

Similarly to Experiments 1-2, Experiment 3 was also a lexical decision task with two within-

participants conditions (related vs. unrelated). Target words were the same scalar terms as in

Experiment 2. Importantly, however, primes were now full sentences: the prime words from

Experiment 2 were embedded in a sentential context. That is, while for the <good, excellent>

scale Experiment 2 used the word good as a prime, in Experiment 3 good appeared in a sentence:

The movie is good. As before, the target was excellent. Similarly, in the unrelated condition, the

unrelated words were embedded in a sentential context, i.e., participants saw The movie is foreign

before making a lexical decision on excellent. Prime sentences were presented word-by-word.

Each trial started with a fixation cross that was displayed for 350ms. It was then followed by

400ms of a blank screen. After that, sentences were presented word-by-word, with each word being

displayed for 350ms. There was a 650ms SOA between the offset of the final word in the sentence

(good/foreign), and the onset of the target word (excellent). Similarly to previous experiments, if a

lexical decision was not made within 3000ms of the onset of the target, the experiment moved on

to the next trial.

Filler and practice targets used the materials of Experiments 1-2, but the primes were sentences,

not single words.
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2.4.2 Hypothesis and predictions

If lexical scalar alternatives like all and excellent are reasoned about, and retrieved in the process of

SI-calculation, then we should see facilitated reaction times in the related condition, as compared

to the unrelated condition. That is, excellent should be recognized faster when it follows an SI-

triggering sentence where it serves as a stronger alternative, than when it follows an unrelated

sentence. On the contrary, if lexical alternatives do not play a role in the processing of SI, then

there should be no difference in reaction times between the related and unrelated conditions.

2.4.3 Results and discussion

Data points with incorrectly answered lexical decision responses (i.e., a “non-word” response)

were excluded, which removed 1.7% of the data. Figure 2.3 shows the results of Experiment

3: mean RT by condition. Statistical analysis was identical to Experiment 2. RTs in the related

condition were found to be significantly faster than in the unrelated condition (Estimate=21.62, Std.

Error=8.65, t=2.5, p<0.05): targets were recognized faster following an SI-triggering sentence.
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Figure 2.3: Results of Experiment 3: sentential priming experiment testing scalar alternatives

Experiment 3’s findings therefore show that a stronger scalar alternative like excellent is rec-

ognized faster as a word of English when it has been preceded by a sentence that can trigger the
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not excellent SI, namely The movie is good. This, in turn, suggests that in the processing of such

an SI-triggering sentence, comprehenders retrieved and activated the relevant stronger scalar alter-

native. In the unrelated condition, on the other hand, such alternative targets would not have been

activated in the processing of the prime sentence, and were therefore recognized with a baseline

RT. Let us recall that these findings cannot receive an explanation simply in terms of semantic

similarity. The prime sentences were identical across the related and unrelated condition up until

the critical word (The movie is X). And as for the critical word (the weaker scalar term good vs.

the unrelated word foreign), Experiment 2 demonstrated that their difference in meaning, and the

similarity between good and excellent does not, in itself, lead to semantic priming.

There is, however, one important caveat to the above conclusion: we cannot be certain that

the priming effect in the related condition shows that the specific lexical item (e.g., excellent) has

been retrieved. It is also possible that the observed facilitation in RTs is due to a more general

activation of semantic features associated with the stronger alternative state. For instance, upon

reading the sentence The movie is good, perhaps participants considered the stronger alternative

state where the movie is more than good, but without necessarily reasoning about the specific

alternative excellent —this might still result in the observed facilitation in RTs. We also cannot

be certain that participants in Experiment 3 actually calculated the SIs (e.g., not excellent), since

the experiment did not include a task to probe SI calculation. Additionally, as will be discussed in

Section 2.6.2, the magnitude of priming across different items does not correlate with the likelihood

of SI calculation found in a separate experiment (Experiment 7 in Chapter 4). These issues warrant

caution in drawing too strong a conclusion about whether the Experiment 3 findings necessarily

suggest that specific lexical scalar alternatives were activated.

2.5 Experiment 4: sentential priming with only

As another baseline to Experiment 3, I conducted a sentential priming experiment where prime

sentences also included the focus particle only. As reviewed in Section 2.1.1, there has been more

work on focus alternatives, providing evidence that such alternatives are activated in sentence
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processing. It will therefore be informative to compare Experiments 4 and 3.

2.5.1 Participants and task

50 native speakers of American English participated in an online (PCIbex) experiment. Participants

were compensated $3.20. Participant recruitment and screening was identical to Experiment 1,

including the exclusion criterion. Data from 43 participants is reported below.

Experiment 4 was identical to Experiment 3 in its task and procedure (including timing param-

eters). The critical difference was that in Experiment 4, experimental trials were modified such

that prime sentences in the related condition also included the focus particle only. That is, before

participants made a lexical decision on a stronger alternative target such as excellent, they saw the

prime sentence The movie is only good (presented word-by-word). The unrelated conditions, as

well as filler and practice items were entirely identical to Experiment 3, i.e., they were not modified

to include the word only.

2.5.2 Hypothesis and predictions

The exclusion of alternatives in sentential focus is encoded in the semantics (Rooth, 1985, 1992),

while alternatives in SI are excluded pragmatically, in a cancellable way. Given that Experiment

3 already revealed alternative activation for alternatives in SI, we can make a strong prediction

that we should see similar effects in Experiment 4. Moreover, this is also what is predicted based

on previous work that has tested focus alternatives in a variety of experimental paradigms (see

Section 2.1.1). All in all, I make the strong prediction that we should find facilitated reaction times

to targets in the related condition, as compared to the unrelated condition.

2.5.3 Results and discussion

Data points with incorrectly answered lexical decision responses (i.e., a “non-word” response)

were excluded, which removed 1.98% of the data. Statistical analysis was identical to Experiment
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2. Figure 2.4 shows the results of Experiment 4: mean RT by condition. RTs in the related

condition were found to be significantly faster than in the unrelated condition (Estimate=24.47,

Std. Error=8.01, t=3.06, p<0.01).
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Figure 2.4: Results of Experiment 4: sentential priming experiment testing focus alternatives

Similarly to Experiment 3, Experiment 4 also revealed facilitation for stronger alternative tar-

gets in the related condition. That is, the prime sentence The movie is only good led to a faster

recognition of the word excellent, as compared to the prime sentence The movie is foreign. Se-

mantic theory holds that sentences including focus (signalled e.g., by only) encode the exclusion

of alternatives such as excellent. (Though there can be other alternatives instead of, or in addition

to, the ones that are stronger scalar alternatives like excellent —a point that I return to in Chapter

5, Section 5.3.3.) Experiment 4’s findings suggest that comprehenders indeed activated such al-

ternatives —in line with existing work on the processing of focus alternatives reviewed in Section

2.1.1.

2.6 Summary of findings

Figure 2.5 shows the results of Experiments 1-4. To reiterate, in Experiment 1 I successfully

replicated a known semantic priming effect, thereby validating the web-based priming setup. In
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Experiments 3 and 4 respectively, we saw that stronger alternative targets are recognized faster

as words of English when they are primed by a sentence whose meaning excludes them as an

alternative, either via SI or sentential focus. And in Experiment 2, I ruled out the possibility that

the observed facilitation effects between words from the same scale are merely due to meaning

similarity.
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Figure 2.5: Results of Experiment 1-4

The experiments reported in this chapter, and in particular Experiment 3, show evidence that

lexical alternatives (all, excellent) are retrieved and activated in the real-time processing of SI-

triggering sentences. This informs our understanding of the mental representations behind prag-

matic reasoning. Classic Gricean accounts of SI hold that comprehenders reason about, and derive

the negation of, relevant informationally stronger alternatives that the speaker could have said, but

did not say. My experimental findings suggest that this abstract reasoning also has processing

correlates: relevant alternatives are activated when hearers process SI-triggering sentences.

At the same time, as mentioned in the discussion of the results of Experiment 3, it is still an
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open possibility, given the current findings, that participants did not retrieve particular lexical alter-

natives (all, excellent) per se. Perhaps the priming effects in Experiments 3-4 were not due to the

activation of the full lexical representations, but to the activation of some of the relevant semantic

features. Future research should further investigate this question, for instance by combining prim-

ing tasks with tasks that measure SI calculation, or by using phonological priming (see Section

2.6.3 below).

2.6.1 Relevance for theory?

In this section, I briefly discuss whether the finding that scalar alternatives are retrieved in the

processing of SI, or in other words, that lexical scales are psychologically real, can be informative

regarding different theoretical accounts of SI. Recall that Neo-Gricean accounts assume that SI

calculation proceeds via reasoning about alternatives that are lexically or grammatically specified.

A Post-Gricean account such as Relevance Theory, on the other hand, takes SI calculation to

be a contextually driven process, and does not attach special importance to lexical scales. This

chapter has provided evidence for the retrieval and activation of scalar alternatives in SI processing.

One seemingly straightforward way to interpret these findings is that they support Neo-Gricean

accounts of SI, since those take hearers to reason about particular lexical alternatives. We could

also say that such results are not predicted by theoretical accounts of SI that dispense with lexical

scales, such as Post-Gricean accounts. However, as I will argue below, at least two issues arise

with this interpretation of the results, having to do with what predictions different theories of SI

may make for priming data.

First, it is not clear whether Neo-Gricean accounts would predict the activation of stronger

lexical alternatives upon the presentation of weaker scalar terms for that scale, when those weaker

scalar terms do not occur in the context of a sentence. One the one hand, we could assume that

lexical scales should only be relevant in language processing when alternatives are actually rea-

soned about, in the context of an SI-triggering utterance. If this is the case, then the findings of this

chapter do indeed support Neo-Gricean accounts, since we found priming in a sentential context
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(Experiment 3), but not when words were presented in isolation (Experiment 2). On the other

hand, if lexical scales are hardwired into, and have a special status in the lexicon, then perhaps

we should predict that pairs of scalar terms prime each other even in the absence of a sentence

that would lead to SI. As mentioned, de Carvalho et al. (2016) made a prediction along these lines

for Neo-Gricean accounts (though more specifically claiming that the weaker member of a lexical

scale primes the stronger member asymmetrically). If we are to follow this reasoning, then the

findings of Experiments 2-3 in fact do not fully support Neo-Gricean accounts, since no priming

effect was found when the scalar terms occurred on their own (Experiment 2). The finding that

the activation of alternatives only showed up in a (sentential) context (Experiment 3) could even

be argued to better support Relevance Theory, which takes SI calculation to only occur when there

are sufficient supportive cues from context.

Second, another reason why it is not trivial to link priming evidence to theoretical accounts

of SI is that the activation of alternatives may signal either that alternatives were retrieved for the

SI calculation process to occur, or we might see activation as a by-product of the SI calculation

process. In other words: is there SI calculation because of priming (i.e., alternative activation), or

is there priming because of SI calculation? I elaborate in the following. Broadly speaking, Neo-

Gricean accounts would assume that for SI to arise, particular lexical items from lexical scales are

reasoned about —this would predict the priming effect we found in Experiment 3. But at the same

time, it is also possible that the priming effect we see is epiphenomenal. On Post-Gricean theories

of SI, hearers still calculate SI, even though lexical scales do not play a special role in this process.

And once hearers have reached the SI-enriched meaning (≈The movie is no more than good.),

perhaps this can then lead to the observed priming effect, even if the stronger alternative excellent

was not retrieved in the first place. These two possibilities of interpreting the priming findings

are related to the issue I have discussed above: whether facilitated RTs constitute evidence that a

specific lexical item excellent was retrieved, or whether they simply suggest that some semantic

features related to the alternative state “the movie is more than good” were retrieved.

Given all this, I would argue that as things stand, no firm conclusions can be reached about the
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validity of Neo-vs. Post-Gricean accounts based on priming evidence. More research is needed to

precisely pin down what processing predictions can be made from different theoretical accounts,

and which account the existing empirical data therefore supports.

2.6.2 Remaining empirical puzzles

In this section I discuss a number of empirical puzzles and open questions that emerge from Ex-

periments 1-4.

First, we saw that Experiment 3 and 4 pattern alike: in both experiments, RTs were facilitated

when the stronger scalar alternative target was preceded by its weaker scalemate. Additionally,

I conducted a statistical analysis on the combined Experiment 3-4 data set. A linear mixed ef-

fects model was fit, predicting RT by Condition (related vs. unrelated), Experiment (Experiment

3 vs. 4) and their interaction. The fixed effects predictors were sum-coded: within Condition,

related: -0.5 and unrelated: 0.5, and within Experiment, Experiment 4: -0.5, and Experiment 3:

0.5. Random intercepts were included for participants and items, as well as random slopes for

participants for the Condition predictor. This statistical model revealed a significant effect of Con-

dition (Estimate=22.33, Std. Error=5.98, t=3.73, p<0.001), but not of Experiment (Estimate=9.51,

Std. Error=22.53, t=0.42, p=0.67) or the interaction (Estimate=-5.45, Std. Error=11.91, t=-0.46,

p=0.65). In other words, both experiments (analyzed on their own or combined) reveal that tar-

gets are recognized faster in the related condition than in the unrelated condition, and there is no

significant difference between the two experiments.

This suggests that alternatives like excellent are similarly activated no matter whether the sen-

tence that is processed is The movie is good or The movie is only good. This is despite the fact

that in the case of SI, the exclusion of alternatives is in the pragmatics, but in the case of focus,

it is in the semantics, and one might predict that the latter serves as a stronger cue. Additionally,

as will be demonstrated later in the dissertation (Experiment 7 in Chapter 4 and Experiment 13 in

Chapter 5), the rate of inference calculation for SI-triggering sentences and sentences with only is

significantly different. Specifically, an utterance of The movie is only good is more likely to lead
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to the inference The movie is not excellent than an utterance of The movie is good. The lack of a

difference between Experiment 3 and 4 suggests that the activation of alternatives, as measured via

priming, does not track the rate of inference from the corresponding sentences: it is not the case

that more robust inference calculation corresponds to stronger priming.

Second, Experiment 2 was conducted to rule out the possibility that a priming effect seen

in Experiment 3 would reflect mere meaning similarity, rather than the processing correlate of

reasoning about alternatives. For this reason, it is a welcome result that Experiment 2 revealed

no significant effect. But it is itself a puzzle why this was the case, i.e., why we found semantic

priming in Experiment 1 but not in 2. One possibility to explore is whether Thomas et al.’s (2012)

items are more similar in meaning than the pairs of scalar terms tested in my Experiment 2. For

this, I calculated vector semantic similarity between prime and target in the related condition vs.

the unrelated condition. This was done using the GLoVe model and specifically the spaCy word

embeddings —a method that will be discussed in more detail in Section 4.4.5. Table 2.1 shows

the results, averaged over items: in the related condition, we have a similarity measure between

words such as girl-boy (Experiment 1) and good-excellent (Experiment 2), while in the unrelated

condition we have the similarity of word pairs like boulevard-boy (Experiment 1) and foreign-

excellent (Experiment 2).

Cosine similarity Related condition Unrelated condition
Experiment 1 (replication) 0.605 0.126
Experiment 2 (lexical) 0.707 0.138

Table 2.1: Average semantic similarity between prime-target pairs in the related and unrelated
conditions in Experiments 1 and 2.

Based on Table 2.1, there does not seem to be a substantial difference between Experiments 1

and 2 in terms of the relevant semantic similarity differences. It seems, then, that the null result

in Experiment 2 is not due to the scalar items being less similar to one another than Thomas

et al.’s items, at least in the vector semantic sense. It is perhaps possible that the nature of the

relationship between prime and target is different in Thomas et al. (2012) (and classic studies

on semantic priming) than in the case of scalar items: there is an intuitive sense in which girl-
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boy, minimum-maximum and salt-pepper are closer semantically than good-excellent and some-

all. Future research should address what exactly drives semantic priming, and why we did not find

it in Experiment 2.

The lack of a priming effect in Experiment 2 is, in a sense, a failure to replicate de Carvalho

et al. (2016). But importantly, there are many potentially critical differences between their exper-

iment and mine: e.g., number and identity of the lexical scales tested, the presentation time of the

prime (de Carvalho et al. used subliminal priming), as well as conducting the experiment in the

lab vs. on the web. Given such differences between the items and methods, it is perhaps not too

concerning that the two experiments did not yield converging results, but in the future it will be

important to pin down why exactly the difference in results arises.

Third, there is no by-item correlation between the priming effect in Experiment 3 and the

rate of SI calculation for the corresponding prime sentence. As we will see in Experiment 7

(Chapter 4), lexical scales vary in how robustly they lead to SI calculation: e.g., the allowed →

not obligatory SI is more likely than dirty → not filthy (i.a., van Tiel et al. 2016). This, however,

does not correspond to a systematic difference in priming. One possible reason could be that in

Experiment 3, the priming effect is measured by comparing to the unrelated condition (RT on

excellent given The movie is good vs. The movie is foreign.) The specific word in the unrelated

condition (here, foreign) might introduce variation across items, and given that it is this “varied”

range of unrelated conditions that we compare our related condition to, a potential by-item effect

could be obscured. One solution in future work could be to use a more uniform control (unrelated

condition), relying perhaps on identity priming (The movie is good) or antonym priming (The movie

is bad). Lastly, it is also possible that Experiment 3 lacks sufficient statistical power to reveal a

by-item correlation effect. Participant numbers for Experiments 1-4 were determined based on

a power analysis conducted for Experiment 1 (using the simr package in R; Green and MacLeod

2016). This suggested that with 40 participants, the experiment is already at/above 80% power. But

importantly, the power analysis was only conducted to look at the related vs. unrelated condition

effect, not any by-item effects, so it is possible that more data collection would be necessary for
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those effects to show up.

2.6.3 Future work

In addition to the puzzles discussed in the previous section, there are some other promising avenues

of future work, following up on the findings of Experiments 2-4. First, it would be interesting to

combine the semantic priming experiment with phonological priming: e.g., to see if a sentence

such as The movie is good activates a word like exercise, which is phonologically similar to the

stronger alternative excellent. If such activation turned out to be present, that would provide strong

evidence that the specific lexical item excellent is retrieved in the processing of SI, as opposed to,

e.g., a more general concept of “more than good”. Second, it is important to remember that the

experiments reported in this chapter all employed a 650ms SOA time, which counts as somewhat

long. Previous work on the activation of focus alternatives has found that differences in SOA can

be very important (i.a., Husband and Ferreira 2015; Gotzner 2017; Gotzner and Spalek 2019 and

references therein). The emerging finding seems to be that early in the time course of processing,

with a short SOA, activation can be found for all semantically similar alternatives. It is later in

processing, detectable with longer SOAs, that only the relevant alternatives remain activated. My

findings seem in line with work on focus alternatives: relevant alternatives are activated even after

a long SOA. But in future work, it will be important to directly manipulate the SOA in experiments

on scalar alternatives.
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CHAPTER 3

PROCESSING COST: CONTEXT OR ALTERNATIVE RETRIEVAL?

A central question that has been asked about pragmatic inferences such as scalar inference concerns

their processing: does generating them incur processing cost? An additional question that arises is:

if SI calculation is costly, what aspect of the inferential process causes the processing cost? In this

chapter, I test two different explanations of processing cost. As we saw in Chapter 1, two crucial

properties of SI are that it makes reference to alternatives, and that it is context-sensitive. In prior

work, the prediction has been made that reasoning about lexical alternatives is what causes cost

(i.a., van Tiel and Schaeken 2017), and it has also been argued that processing cost should track

the context (Degen and Tanenhaus, 2014). Here, I test these (potentially competing) hypotheses

on two pragmatic inferences.

In addition to SI, the empirical case study in this chapter is it-cleft exhaustivity (1):

(1) It is a cookie that Mary ate.

Literal: Mary ate at least a cookie.

Inference-enriched: Mary only ate a cookie.

In the case of (1), just like in SI, hearers regularly go beyond the literal meaning of the sentence

and calculate the inference-enriched meaning. This suggests that, at least on a descriptive level,

it-cleft exhaustivity is similar to scalar inference. The motivation for including it-cleft exhaustivity

in my empirical scope is to probe whether (and to what extent) the context-sensitivity of pragmatic

inferences extends beyond SI. Additionally, as we will see, it has been argued that the exhaustivity

inference in it-clefts is not the result of alternative-based reasoning, contrasting with SI, and mak-

ing these two inferences a useful case study for testing whether alternative retrieval is what leads

to processing cost.
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3.1 Background

In this section I first review different theories regarding whether the processing of implicatures is

costly (Section 3.1.1). I then discuss existing theoretical and experimental work on the context-

sensitivity of SI calculation (Section 3.1.2). This leads to two different proposals regarding the

source of the processing cost of implicature calculation: context vs. Lexical Access. I review these

proposals in Section 3.1.3, and the experiments reported in this chapter are aimed at teasing them

apart, using SI and it-cleft exhaustivity as testing grounds.

3.1.1 The cost of implicature processing

One of the major questions in psycholinguistic studies of semantics-pragmatics is how fast impli-

catures are processed: are they processed on par with other inferences, i.e. does generating them

incur a cost? This is meant to inform our understanding of the relations between semantic and

pragmatic processes during language comprehension. In the following I review three different

approaches to this question.

Default hypothesis

Levinson (2000)’s default hypothesis takes implicatures to be default inferences, derived auto-

matically and regardless of context. This predicts implicature calculation to be immediate and

effortless, where inference-enriched interpretations will always precede and be accessed faster

than literal interpretations. On the contrary, it is cancelling a conversational implicature that re-

quires processing resources, and therefore time. Experimental evidence for the default hypothesis

comes i.a. from Grodner et al. (2010), who found eye-tracking evidence for a rapid interpretation

of the inference-enriched meaning of some. Nonetheless, though Grodner et al. (2010) showed that

scalar inferences are derived without processing delay, a further prediction of the default hypothe-

sis, namely that the derivation of the literal interpretation (at least some) should be associated with

a processing delay, has not been confirmed.
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Literal-first hypothesis

Others assume a two-stage processing sequence: literal interpretations are necessarily computed

before, and therefore accessed faster than inference-enriched ones (i.a. Huang and Snedeker, 2009).

This hypothesis is often referred to as the literal-first hypothesis (Degen and Tanenhaus, 2014; Bre-

heny, 2019). Though scalar implicature processing may be rapid, it has to be preceded by some

semantic analysis – in line with a model of linguistic architecture that takes semantic represen-

tations to serve as a mediator between phonology and pragmatics. A large body of research has

indeed shown that implicature generation is costly, as evidenced by increased reaction times (Bott

and Noveck, 2004), ERP patterns (Noveck and Posada, 2003), or delays in eye-tracking (Huang

and Snedeker, 2009).

Probabilistic frameworks

Under the default and literal-first hypotheses, semantics and pragmatics are clearly separated in the

grammar and processing. Probabilistic frameworks, on the other hand, do not posit such a sharp

boundary; rather, semantic and pragmatic processes are taken to be intertwined. Degen and Tanen-

haus (2014)’s constraint-based framework (see also Degen and Tanenhaus, 2019 for an overview),

for example, does not assign a privileged status to either literal or inference-enriched readings –

neither reading is taken to always require more/less processing resources or time than the other.

Instead, it is assumed that how fast a scalar implicature is computed is in large part determined by

context. Robustness of inference calculation, as well as speed and ease of processing, depend on

the strength of cues available. The more probabilistic support there is from such cues, the faster

comprehenders will arrive at the inference, and the less easily cancellable that inference will be.

The primary goal of these probabilistic models is not to test whether implicatures are calculated

by default or at a cost, but rather to identify and quantify the cues that hearers rely on when

generating inference-enriched meanings. Cues that have been shown to have an effect on the

rate or cost of implicature calculation are e.g. the syntactic partitive, or the availability of lexical

alternatives (Degen and Tanenhaus, 2014); the relevance of the stronger alternative proposition
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(Breheny et al., 2006; Politzer-Ahles and Fiorentino, 2013); cognitive load (De Neys and Schaeken,

2007); the speaker’s knowledge state (Goodman and Stuhlmüller, 2013); or face threat (Bonnefon

et al., 2009). QUDs are also taken to be such a probabilistic cue, and have thus been predicted to

influence implicature calculation and processing (Degen, 2013; Degen and Tanenhaus, 2014). In

the following, I turn to previous work on the role of context and QUDs.

3.1.2 Context effects on SI calculation

It has long been noted that, depending on the discourse context, otherwise predicted implicatures

can fail to arise (see i.a. Van Kuppevelt, 1996). Following Roberts (1996/2012), I formalize con-

text using the notion of Questions Under Discussion (QUDs), defined as the immediate topic of

discussion, which proffer a set of relevant alternatives. Discourse is construed as giving rise to a

stack of QUDs, and the ultimate discourse purpose is to answer all of these QUDs. An assertion

is felicitous, then, if it chooses among the proffered alternatives and thereby bears upon the QUD.

To see how QUDs could modulate implicature calculation, let’s consider the example in (2):

(2) a. Mary ate some of the deep dish.

b. Mary ate all of the deep dish.

c. Mary ate some but not all of the deep dish.

Assuming the QUD How much deep dish did Mary eat?, Mary ate some of the deep dish and

Mary ate all of the deep dish are both in the set of proffered alternatives. That is, both (2-a)

and (2-b) would be felicitous responses to the QUD. The hearer of (2-a) is therefore predicted to

identify (2-b) as a felicitous alternative, leading her to realize that the speaker’s choice to utter

(2-a) implicates the negation of (2-b), ultimately deriving the inference in (2-c).

As the below example from Levinson (2000) shows, QUDs can also discourage the calculation

of an implicature:

(3) A: Is there any evidence against them?
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B: Some of their identity documents are forgeries.

Dispreferred implicature: Not all of their identity documents are forgeries.

The potentially available but dispreferred implicature in (3) would be consistent with the com-

mon ground and B’s utterance; however, it is less likely to arise than the implicature in (2), because

A’s question suggests that she is only interested in whether there is at least some evidence against

the criminals. Thus there is no particular reason to consider All of their identity documents are

forgeries as an alternative that B could have said. We can thus see that QUDs offer a way to

capture whether an implicature is more or less likely to arise.

As mentioned, under a probabilistic constraint-based model, QUD is one of many cues that

is predicted to influence how likely an implicature is to be calculated. Predictions regarding the

effect of QUDs on implicature calculation are supported by ample empirical data in experiments

with both adults and children. It has long been observed that children are not adult-like in how they

interpret structures that give rise to two or more competing readings, and are therefore more reluc-

tant to calculate implicatures than adults (see e.g. Chierchia et al., 2001; Noveck, 2001). However,

Papafragou and Tantalou (2004) showed that in contexts approximating naturalistic conversations,

children can and do calculate implicatures. Investigating well-known lexical (some-all) as well

as more context-dependent and ad hoc implicatures, the authors found that children exhibit robust

rates of implicature calculation. Similar effects have been observed in the domain of scope ambi-

guities, where children are known to resort to surface (as opposed to inverse) scope interpretation

more than adults (Musolino, 1998, 2011), but actually show adult-like behavior given the right

context (Gualmini et al., 2008).

QUDs have also been shown to induce variation in calculation rates in adult interpretations.

Experiments have been carried out either using an explicit QUD (Zondervan et al., 2008; Yang

et al., 2018), or promoting one implicitly via a background story (Degen, 2013) or via focus into-

nation (Cummins and Rohde, 2015). Zondervan et al. (2008), Degen (2013) and Yang et al. (2018)

investigated some but not all scalar inferences, placing them under QUDs containing some vs. all,
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none vs. all and any vs. all, respectively. They found that reliably more inferences were calcu-

lated when an all-QUD is promoted. For example, Zondervan et al. (2008) presented participants

with the sentence Some pizzas were delivered, which had to be evaluated with respect to either a

question containing some (4), or one containing all (5).

(4) A: Were some pizzas delivered?

B: Some pizzas were delivered.

(5) A: Were all pizzas delivered?

B: Some pizzas were delivered.

The study found a 7% calculation rate of the some but not all inference in (4), but a 43%

calculation rate in (5). Cummins and Rohde (2015) found comparable results testing a wider

variety of scalar inferences, e.g. warm-not hot, which is especially important in light of recent

findings that there is substantial variability among scales such as some-all vs. warm-hot with regard

to the availability of the corresponding implicature (i.e. scalar diversity, van Tiel et al., 2016). This

constitutes empirical confirmation that hearers do not always calculate scalar inference; rather,

they are more or less likely to do so depending on context.

3.1.3 Processing cost: lexical access or context?

In Section 3.1.1 I discussed different theories about whether pragmatic inference calculation results

in processing cost. More specifically, there are also different proposals as to what aspect of the

inferential process incurs a cost. Van Tiel and Schaeken (2017) (following Chemla and Bott, 2014)

take as their starting point Katzir’s (2007) structurally based theory of alternative construction

and complexity, which I reviewed in Section 2.6.1 in Chapter 1 (see also Fox and Katzir, 2011).

Specifically, the authors propose that the aspect of implicature calculation that causes a delay is

lexical retrieval during alternative construction (Lexical Access hypothesis1). For example, in

1. Lexical Access is of great contemporary interest not only as a proposed source of processing cost when calculat-
ing pragmatic inferences, but also to capture child language data. In particular, recent work has argued that children’s
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scalar inference, to construct the alternative Mary ate all of the deep dish for Mary ate some of the

deep dish, the lexical item all needs to be retrieved, which will incur a processing cost. On the

other hand, the calculation of it-cleft exhaustivity is argued to proceed without recourse to lexical

alternatives, predicting no processing cost. In addition to SI and it-cleft exhaustivity, van Tiel and

Schaeken (2017) also investigated conditional perfection and free choice inference, exemplified

below.

(6) Conditional perfection

Target sentence: Each of the shapes is red if it is a circle.

Inference: Not all of the shapes are red.

Alternative: Each of the shapes is red.

(7) Free choice inference

Target sentence: Each of the shapes is red or green.

Inference: Not all of the shapes are red/green.

Alternative: Each of the shapes is red/green.

For free choice and conditional perfection, the alternatives are a subset of the target sentences and

can therefore be constructed via deletion, e.g., the alternative Each of the shapes is red can be

arrived at by deleting two words from the target sentence Each of the shapes is red or green. Of

the four pragmatic inferences, then, only SI should incur a processing cost, because only in that

case is lexical access needed for alternative construction. Van Tiel and Schaeken (2017) employed

a sentence-picture verification task, comparing reaction times to an unambiguous sentence with

reaction times to a target sentence on its inference-enriched reading. Their empirical findings were

in line with the Lexical Access hypothesis: it is only scalar inference (some-all) that resulted in

processing effort, the other three inference types did not.

Importantly, there are also other hypotheses about what can lead to processing cost in prag-

divergence from adult behavior when it comes to the interpretation of scalar inference or disjunction is due to their
inability to access lexical alternatives (see i.a. Barner et al., 2011; Singh et al., 2016)

39



matic inference calculation. In line with the general context-sensitivity of SI, constraint-based

models predict QUDs to influence not only the likelihood of implicature calculation, but also the

processing cost associated with this calculation (Degen, 2013; Degen and Tanenhaus, 2014). This

predicts no uniform cost or lack of cost for calculating conversational implicatures per se. Instead,

it attributes particular importance to supportive vs. non-supportive contexts, and predicts that the

likelihood of inference calculation, and crucially also whether this calculation causes a delay in

reaction times, is a function of how much the target inference is supported by the QUD. When a

target inference is congruent with the QUD, an increased rate of inference generation is predicted,

as well as decreased reaction times. When the target inference is not supported by the QUD, the

opposite pattern is predicted.

Indeed, Degen (2013) and Degen and Tanenhaus (2014) put forward the prediction that a QUD

that makes the alternative all more relevant should lead to faster calculation of scalar inference

than one that makes none salient. Degen (2013) explicitly manipulated the QUDs to test these

predictions, and found that calculating the scalar inference is numerically faster under an all-QUD

than under an any-QUD (Experiment 2a). Moreover, Degen (2013) and Degen and Tanenhaus

(2014) also observed individual differences for scalar inference calculation, such that some par-

ticipants consistently calculated the inference, some consistently did not, while a third group was

inconsistent. The authors argued that participants’ response consistency is indicative of how much

uncertainty they had about the QUD. Inconsistent participants were argued to have more uncer-

tainty, leading to a higher cost for generating the inference. Similarly, Kursat and Degen (2020)

have found that reaction times are influenced by an interaction between the QUD and ‘participant

type’ (i.e. whether or not a participant tends to calculate the inference), though their results did not

reveal an overall modulating effect of QUDs.

3.2 Contributions of Chapter 3

This chapter investigates the processing cost of calculating SI and it-cleft exhaustivity, testing the

empirical validity of the two proposals reviewed above regarding the source of processing cost. To
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do so, inference-triggering sentences are placed in different discourse contexts, i.e., under different

QUDs. Table 3.1 spells out the predictions of a QUD-based hypothesis (Degen, 2013; Degen and

Tanenhaus, 2014), as compared to the particular alternative-based hypothesis tested here, Lexical

Access (van Tiel and Schaeken, 2017; Chemla and Bott, 2014). As can be seen, the two proposals

make diverging predictions.

Cost for scalar inference Cost for it-cleft
Lexical Access hypothesis ✓ ✓/×

QUD hypothesis
Literal-biasing question ✓ ✓

Inference-biasing question × ×

Table 3.1: Predictions about the reaction time cost of implicature calculation

If Lexical Access is right, then scalar inference should always incur a processing cost, because

the lexical alternative all is always retrieved. For it-cleft exhaustivity, on the other hand, predictions

depend on whether only lexical, scalemate alternatives trigger cost. It-cleft exhaustivity can be

taken to have ad-hoc contextual alternatives (e.g., It is a muffin that Mary ate is an alternative to It is

a cookie that Mary ate), but not scalemate alternatives as in scalar inference. Thus, if retrieving any

kind of alternative is costly, it-cleft exhaustivity calculation is predicted to be costly. However, if

only the retrieval of scalemate alternatives is costly, then calculating it-cleft exhaustivity should not

incur a cost, because the lexicon does not need to be accessed in the derivation process. Crucially,

regardless of the kind of alternatives one considers for it-cleft exhaustivity, an alternative-based

account would likely predict uniform (lack of) cost across different contexts.

In contrast to alternative-based hypotheses, the QUD hypothesis predicts that for both scalar

inference and it-cleft exhaustivity, whether cost is incurred depends on the type of question the

target sentence addresses. If a QUD supports the derivation of the inference (Inference-biasing),

then there should be no increase in reaction times, but if the QUD biases against deriving the

inference (Literal-biasing), processing cost is predicted. Crucially, this means that there should be

no general default cost for alternative retrieval: given a supportive context, any alternative-sensitive

inference should be calculated without a delay in reaction times.
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The empirical findings reported in this chapter are in line with the QUD hypothesis. Specifi-

cally, as we will see in Experiment 6, under a QUD that makes the target inference likely to arise,

inference computation does not cause a delay in reaction times. On the contrary, under a QUD

that makes inference calculation unlikely, that calculation is time-consuming. Additionally, in Ex-

periment 5, I address the known problem that there exists no explicit mechanism for identifying

the QUDs relevant for a given context. I take the first step to address this problem, and go beyond

previous studies by establishing the relevant QUDs for a given utterance in a more empirically

grounded manner, viz. by relying on experimental production data. The assumption that has often

been made is that the relevant questions are the ones that contain a member of the given lexical

scale, i.e. for the target sentence Mary ate some of the deep dish, the possible questions would be

Did Mary eat some/none/all of the deep dish?. Although the assumption that these are the relevant

QUDs is informed by theory, there has not been systematic empirical work probing the possible

range of QUDs.

3.3 Experiment 5: QUD elicitation

In this section I present an elicitation experiment, which established the likely QUDs for a given

context for two types of pragmatic inferences: scalar inference (SI) and it-cleft exhaustivity (EXH).

3.3.1 Participants

40 monolingual speakers of American English participated in an online elicitation experiment,

administered on the Ibex platform (Drummond, 2007). Participants were recruited on Amazon

Mechanical Turk. Native speaker status was established via a language background questionnaire,

where payment was not conditioned on the participant’s response. Participants were compensated

$2.00.
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3.3.2 Task, materials and procedure

The task was a modified sentence-picture verification task used for elicitation. Participants were

provided with a background story that two people, Anne and Bob, are discussing pictures about

shapes. Anne cannot see these pictures, so she is always asking Bob about what he sees. The

instructions also emphasized that Bob always answers truthfully. (8) shows the instructions given

to participants before the start of the experiment.

(8) In this experiment you are going to see dialogues between Anne and Bob, who are dis-

cussing pictures. Each picture shows a number of colored shapes.

However, only Bob can see the pictures, Anne cannot. So Anne is always asking Bob

about what he sees.

Participants then saw written SI and EXH target sentences paired with pictures, and were told

that the sentences were Bob’s answers to Anne’s questions. Target sentences and pictures were

adapted from the materials used by van Tiel and Schaeken (2017), with the addition of the context

manipulation. The target sentences investigated were of the following form: SI: Some of the shapes

are blue and EXH: It is the square that is blue. In place of Anne’s question participants saw a blank

line. An example of a trial screen is in (9).

(9) Anne: ?

Bob: Some of the shapes are blue. / It is the square that is blue.

Picture: Good Control or Target

The task was question elicitation: participants were instructed to guess what Anne’s question

could have been, based on Bob’s answer and the picture, and had to provide their response in

writing. Linguistically overt questions and the QUDs they evoke are different notions (see i.a.

Hawkins et al., 2015 and references therein). Nevertheless, this task still gathers a measure of what

participants think the target sentence is in response to, and is therefore a good proxy for tracking
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QUDs. For ease of explication, I will refer to the stimulus questions throughout as ‘QUDs’, which

strictly speaking are the conversational topics tracked by the overt questions.

There were two types of pictures: Bob’s answers were unambiguously good descriptions of

Good Control pictures. For Target pictures, they were good descriptions on their literal (SI: At

least some of the shapes are blue, EXH: The square is blue), but not on their inference-enriched

reading (SI: Some but not all of the shapes are blue, EXH: Only the square is blue). Examples of

the pictures can be seen in Figure 3.1.

Figure 3.1: Example experimental trial from Experiment 5: SI (left) and EXH (right)

SI Good Control pictures always contained five shapes, three of which matched the color men-

tioned in Bob’s sentence (here, blue), while two were a different color (here, yellow). SI Target

pictures contained five shapes of the same color, the one mentioned in the sentence. EXH Good

Control pictures depicted the shape with the color that was mentioned (here, blue square), as well

as a different shape with a different color (here, red triangle). EXH Target pictures depicted two

shapes of the mentioned color. Shapes were varied between triangle, circle and square (with SI

pictures containing either a mix of shapes or the same shape five times), and colors were varied

between blue, yellow, red, green, orange and black.

The experimental design included the two-level factor of Picture type as a between-participants

manipulation: 20 participants saw only Good Control, and 20 other participants only Target pic-

tures. A previous pilot with a within-participants design produced qualitatively the same results.

Each participant saw 15 SI trials and 15 EXH trials. The experiment was administered in a Latin
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Square design.

3.3.3 Results and discussion

Results were coded in the following way. Whenever two responses only differed from each other

in the mentioned color or shape, they were coded as the same type of question. For example, Are

any of the triangles yellow? and Are any of the shapes red? were both coded as any. Under each

question type, I collapsed across closely related linguistic variants, for example any of the shapes

and any shapes were both coded as any. In (10)-(11), I demonstrate the most commonly offered

QUD types.

(10) Most frequent SI question types

what: What color are the shapes?

any: Are any (of the) shapes blue? Are there (any) blue shapes?

all: Are all of the shapes blue?

some: Are some of the shapes blue?

(11) Most frequent EXH question types:

which: Which/what shape is blue? Which one (of them) is blue?

any: Are any of the shapes blue? Are there any blue shapes?

what: What color are the shapes? What color is the square?

Though both SI and EXH elicited thirteen distinct types of questions each, the majority of

answers came from a much smaller set for both constructions. Table 3.2 shows the frequencies of

the most frequent types of questions in the data. The question types not included here occurred

with less than 5% frequency2.

2. The question types that each occurred with less than 5% frequency were the following. SI: What’s the dominant
color?, Which color has the most shapes?, What color are some of the shapes?, What is one of the colors?, How many
(shapes) are blue?, Which shapes are blue?, What is blue?, Are a lot of shapes blue?, If there are squares, what color
are they?; EXH: Is one of the shapes blue?, What shape is it?, Which if any shapes are blue?, Is the triangle blue?
(7% frequency with Target), Is it the circle or the square that is blue?, Are both shapes blue?, What is the color of the
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SI EXH
what any all some which any what

Target 42% 25% 6% 12% 54% 9% 8%
Good Control 32% 33% 20% 2% 67% 14% 6%

Table 3.2: Results of Experiment 5: Frequencies of elicited question types

We can see that a small number of questions dominated in the elicitation task for each con-

struction. But for SI, two types seem roughly equally frequent (any- and what-questions), whereas

for EXH one type of question (which-questions) is clearly favoured over all others.

Another observation to be made about the data is that for both Good Control and Target pic-

tures, the same type of questions were elicited and in largely the same frequencies. This is some-

what puzzling, considering that several of the elicited questions were previously thought to bias

towards one or the other interpretation. For example, all-QUDs have been argued to bias towards

the enriched reading, and any-QUDs towards the literal reading. Based on this argument, we might

predict that only Good Control pictures, which are compatible with the inference-enriched meaning

of SI, would have elicited e.g. all-questions. Conversely, we might not have predicted Target pic-

tures, which are not compatible with the enriched reading, to elicit all-questions. One thing to keep

in mind, however, is that in this experiment we do not obtain information about what interpretation

participants actually assigned to the target sentences. As many studies (including Experiment 6)

have found, some participants do judge Some of the shapes are blue to be a good description of

both Good Control and Target pictures – in these cases, it is perhaps unsurprising that both pictures

elicited the same type of questions. Another explanation might be that when participants provided

all-questions in the Target condition, this was driven by the salience of the picture (where all shapes

were blue), and not by question-answer congruence considerations. Future research should further

probe these issues about the interplay of production and interpretation.

The primary aim of Experiment 5 was to test in a more systematic and empirically grounded

manner what the likely QUDs are for a given dialogue context, where the dialogue includes either

a some or an it-cleft sentence. Previous work on the role of context in SI calculation has largely

shape on the right?, Which shape is on the left?, What shape except for circle is blue?, Is it the square that is blue?.
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assumed questions that contain members of the relevant lexical scale, while no investigation to my

knowledge has been conducted about EXH in this respect. We can see that the elicitation study

has indeed uncovered questions that have not been discussed in existing literature as relevant to

implicature derivation or the particular target sentences, e.g. the what- and which-QUDs. On the

other hand, some questions previously discussed in theoretical or experimental contexts did in fact

show up in the elicitation data, e.g. any-, some- and all-QUDs.

Experiment 5 established likely QUDs whose effects on SI and EXH computation we can then

investigate. I therefore took the most frequent questions for each construction from Experiment 5,

and used them in Experiment 6 to see if they modulate implicature calculation rates and processing

cost.

3.4 Experiment 6: QUDs modulate calculation rates and processing cost

I present a sentence-picture verification experiment, where I embedded scalar inference and it-

cleft exhaustivity sentences under the most frequent QUDs elicited in Experiment 5. The results

showed that the probability of inference calculation, as well as whether there is an increase in

reaction times, is conditioned on the QUD.

3.4.1 Participants

90 (30 in each QUD condition, different from those in Experiment 5) native monolingual speakers

of American English participated in the experiment, administered on the Ibex platform (Drum-

mond, 2007). Participants were recruited on Amazon Mechanical Turk. Native speaker status

was established via a language background questionnaire, where payment was not conditioned on

the participant’s response. Participants with a mistake rate exceeding 25% on filler items were

removed from the analysis. This resulted in the removal of one participant from the wh-word

experiment and four participants from the quantifier-experiment. Participants were compensated

$1.50.
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3.4.2 Task, materials and procedure

Experiment 6 employed the sentence-picture verification paradigm, with target sentences embed-

ded in a dialogue context. Participants were given the same background story as in Experiment 5:

Anne is asking questions from Bob, about pictures that only Bob can see. On the first screen, par-

ticipants saw Anne’s question, and they were instructed to press a key after they have read it. On

the following screen, they saw Bob’s answer to Anne’s question, as well as the picture they were

discussing. Participants were instructed to make a binary judgment (by clicking on a button) about

whether Bob gave a good answer to Anne’s question, given the picture he saw. The two buttons

said ‘Good’ and ‘Not Good’. Participants’ choices were recorded, as well as reaction times from

the onset of the second screen (displaying Bob’s utterance and the picture) until the participant

pressed one of the buttons.

The experiment featured a three-by-three design: crossing Picture (within-participants: Good

Control, Bad Control, Target) and QUD (between-participants: wh-word, indefinite, quantifier).

Similarly to Experiment 5, there were two types of pictures: Control, of which Bob’s sentence was

an unambiguously good/bad description, and Target, where the judgment depends on whether the

inference has been derived – see Figure 3.2. Bob’s answers are good descriptions of the Target

pictures on their literal, but not on their inference-enriched reading. Good Control and Target

Figure 3.2: Example experimental trials from Experiment 6: SI (left) and EXH (right)
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pictures were identical to those used in the elicitation experiment. Note that for Experiment 6, Bad

Controls were also added. SI Bad Control pictures contained five shapes, none of which has the

color (here, blue) mentioned in the sentence. EXH Bad Controls contained the shape mentioned

in the sentence, but in a color different from the one in the sentence (here, black square), while the

mentioned color showed up on a different shape (here, blue circle).

The QUD condition (i.e. Anne’s questions) was also a three-level manipulation: wh-word,

indefinite, and quantifier questions. These questions were the most frequent elicited questions in

Experiment 5 (see Table 3.2), with the exception of the both-question (in EXH), which I added as a

counterpart to the all-question (in SI). (12)-(13) provide examples of the question manipulation for

each construction. (Wherever there are two questions listed, half the participants saw one variant,

and half the other variant.)

(12) QUD manipulation in SI (boldface for illustration only)

wh-word: What color are the shapes?

indefinite: Are there any blue shapes?/Are any shapes blue?

quantifier: Are all shapes blue?

(13) QUD manipulation in EXH (boldface for illustration only)

wh-word: Which/What shape is blue?

indefinite: Are there any blue shapes?

quantifier: Are both shapes blue?

QUD was manipulated between participants, placing each participant in either the wh-word,

the indefinite, or the quantifier QUD condition. To prevent fatigue effects due to only encountering

the same type of question, experimental items were intermixed with filler items, which included

different shapes and questions unrelated to either inference, or QUD type. Each participant saw 12

SI, 12 EXH and 12 filler trials. The experiment was administered in a Latin Square design.
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3.4.3 Predictions

Existing experimental work has shown that QUDs affect how likely an implicature is to be calcu-

lated (Section 3.1.2) – an effect I predict to extend to the previously untested it-cleft exhaustivity.

Based both on previous empirical results (Zondervan et al., 2008; Degen, 2013) and theoretical

proposals (Hulsey et al., 2004), we can make the prediction that for SI, all-QUDs would result

in the highest rate of implicature calculation. Any-QUDs, on the other hand (see e.g. (3)), are

predicted to bias against deriving the implicature and lead to lower calculation rates. For EXH,

parallel predictions can be made for the corresponding quantifier and indefinite: both-QUDs are

predicted to lead to higher rates of implicature calculation than any-QUDs. The predictions for

wh-question QUDs (SI what-QUD, EXH which-QUD) are less clear, in part because they have

previously not been treated as relevant QUDs in these contexts, and it is less obvious what existing

theoretical frameworks would predict about them (I discuss this in more detail in Section 3.5). I

therefore treat their biasing behavior as an empirical question. When analyzing the results, my

primary focus will be on the two other QUDs (any and all for SI; any and both for EXH), and my

analysis of the wh-questions will be more exploratory.

Implicature calculation rates are indexed by the proportion of ‘Not Good’ responses to Target

pictures: if a participant says that Bob gave a ‘Not Good’ description of a Target picture, she

has calculated the SI/EXH inference. I thus predict variation across QUDs in the percentage of

‘Not Good’ responses to Target. For example, any-QUDs are predicted to result in lower rates

of calculation and therefore lower ‘Not Good’ percentages for Target pictures. In what follows, I

make a distinction between Literal-biasing QUDs, which lead to lower rates of inference generation

(the prediction for e.g. any) and Inference-biasing QUDs, which lead to higher rates of inference

generation (the prediction for e.g. all, both).

I consider longer RT when responding ‘Not Good’ to Target, relative to the RT when respond-

ing ‘Not Good’ to (Bad) Control, to be what indexes the cost of implicature calculation. This is

because Bad Controls can be rejected based on literal, semantic meaning, but the rejection of a

Target picture suggests that the participant has gone through the inference calculation process. In

50



conducting such an analysis, I depart from Chemla and Bott (2014) and van Tiel and Schaeken

(2017), who additionally analyzed ‘Good’ responses and focused on the interaction of Condition

and Response. My reason for doing so is that responding ‘Good’ to Target pictures might indicate

implicature non-calculation and reasoning only with the literal meaning, but it is also consistent

with participants calculating, and then cancelling the implicature. Thus it is possible that for at

least some participants or trials, responding ‘Good’ to Target may have included going through the

inference calculation process. This would have led to increased RTs, introducing a confound for

the interpretation. For this reason, in my analysis I focus on the Target vs. Control difference when

responding ‘Not Good’, and disregard ‘Good’ responses to Targets.

Given the QUD hypothesis (Degen, 2013; Degen and Tanenhaus, 2014), we can predict that

under Inference-biasing QUDs (i.e. those that bias towards deriving an implicature) implicature

derivation will not incur a cost. That is, we should not see a difference in ‘Not Good’ to Target as

compared to ‘Not Good’ to Control RTs in Inference-biasing QUD conditions. On the other hand,

Literal-biasing QUDs (i.e. those that bias against deriving an implicature) will have the effect that

when the implicature is derived, its calculation is a costly and therefore slower process. Under

Literal-biasing QUDs, therefore, we would expect an increase in the time it takes to respond ‘Not

Good’ to Target as compared to ‘Not Good’ to Control. On the contrary, instead of a difference

in processing cost tracking QUDs, the Lexical Access hypothesis (van Tiel and Schaeken, 2017)

predicts a difference in processing cost between SI and EXH —see Table 3.1 for a summary of

the diverging predictions of the two accounts. That is, given Lexical Access, increased RTs are

predicted for responding ‘Not Good’ to Target as compared to ‘Not Good’ to Control in the case

of SI, but no such difference is predicted for EXH.

3.4.4 Results and analysis: rate of inference calculation

Prior to data analysis, I removed trials with extremely short or long response times by excluding

the top and bottom 2,5% of the data based on reaction times.

Figures 3.3 and 3.4 plot the proportions of ‘Not Good’ responses for SI and EXH respec-
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tively. The primary purpose of Good and Bad Control pictures was to make sure participants are

adequately doing the task, which we can see from responses being largely at floor and ceiling,

respectively. Therefore, in the following, I focus on the analysis of the more informative Target

pictures, which constitute our critical manipulation. Recall that for Target pictures, a ‘Not Good’

answer indicates implicature calculation. For the statistical analysis, a logistic regression model

(glm function in R) was fit (mixed effects models did not converge), predicting Response (Good

vs. Not Good) by QUD. Because the main prediction concerns the any-all/both difference, lev-

els within the QUD variable were treatment coded, with any serving as the reference level. In

SI, the statistical analysis revealed that the difference between all vs. any (p < 0.001) is signifi-

cant, while what resulted in responses somewhere in between the two other QUDs, with the any

vs. what (p < 0.06) difference being only marginally significant (see Figure 3.3 and Table 3.3).

An additional pair comparison between all and what revealed a marginally significant difference

(β = −0.58, z = −1.93, p < 0.06). In EXH, any vs. both (p < 0.001) was revealed to be signif-

icantly different, but the any vs. which difference is not significant (p = 0.7) (see Figure 3.4 and

Table 3.4). An additional pair comparison between both and which revealed a significant difference

(β =−1.64, z =−4.64, p < 0.001).

Estimate Std. Error z value p value
Intercept (any) -0.06 0.19 -0.29 0.77
all 1.11 0.3 3.75 <0.001
what 0.53 0.28 1.92 0.05

Table 3.3: Results of Experiment 6: Scalar inference: Parameter estimates, standard errors, z
values and p values from a logistic regression model of the ‘Not Good’ vs. ‘Good’ responses to
Target, predicted by QUD.

Estimate Std. Error z value p value
Intercept (any) 0.33 0.19 1.71 0.09
both 1.55 0.36 4.36 <0.001
which -0.09 0.27 -0.35 0.73

Table 3.4: Results of Experiment 6: It-cleft exhaustivity: Parameter estimates, standard errors, z
values and p values from a logistic regression model of the ‘Not Good’ vs. ‘Good’ responses to
Target, predicted by QUD.
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Figure 3.3: Results of Experiment 6: Proportion of participants’ ‘Not Good’ (as opposed to
‘Good’) responses by Picture condition for scalar inference. Different colors denote the differ-
ent QUD conditions. Error bars represent standard error.

My prediction was that QUDs would modulate the rate of deriving pragmatic inferences, as

indexed by rates of judging Bob’s answer (as a description of the Target picture) ‘Good’ vs. ‘Not

Good’. The findings are in line with these predictions. For SI, I found significantly fewer impli-

catures calculated under any-QUDs than under all-QUDs: that is, any is a Literal-biasing, while

all is an Inference-biasing QUD. What-QUDs fall in the middle, making it unclear whether they

can be categorized as either Literal- or Inference-biasing. In EXH, I also found significant differ-

ences in the rate of implicature calculation, successfully extending earlier findings to a different

kind of inference. Specifically, significantly fewer implicatures were calculated under any- and

which-QUDs than under both-QUDs. In other words, for EXH, any and which are Literal-biasing,

while both is an Inference-biasing QUD.

It is worth noting that under any-QUDs, there is a presuppositional mismatch between the EXH

target sentence and the question: the EXH construction carries the existential presupposition that
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Figure 3.4: Results of Experiment 6: Proportion of participants’ ‘Not Good’ (as opposed to
‘Good’) responses by Picture condition for it-cleft exhaustivity. Different colors denote the dif-
ferent QUD conditions. Error bars represent standard error.

something is blue, while any-questions are not presuppositional. But it is instructive to note that

in the Good Control condition, the rate of ‘Good’ responses was at ceiling. That is, participants

almost always deemed the EXH sentence a ‘Good’ answer to an any-question, given a picture com-

patible with the exhaustivity inference. This suggests that participants were able to accommodate

the existential presupposition and generate the exhaustivity inference, which is the phenomenon of

interest to us.

Now that we have established that for both SI and EXH, some QUDs bias towards deriving the

inference, while other QUDs bias against it, I turn to my main hypothesis. I show that these dif-

ferences among QUDs are reflected in reaction time cost: the implicature calculation process will

incur more or less reaction time cost depending on whether the target sentence is in a supportive

context (i.e. under Inference-biasing QUDs) or a non-supportive context (i.e. under Literal-biasing

QUDs). I analyze reaction time results in the next section.
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3.4.5 Results and analysis: reaction times
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Figure 3.5: Results of Experiment 6: Mean reaction times (RT) in ms for judging Bob’s answer
as ‘Good’ or ‘Not Good’ in scalar inference. Different QUD conditions are displayed on separate
plots. Colors denote Control (Good and Bad) vs. Target pictures. Error bars represent standard
error.

Figures 3.5 and 3.6 plot reaction times broken down by QUD. Because my predictions concern

the difference in RT when responding ‘Not Good’ to Target, as compared to Control (see Section

3.4.3), and I do not have specific hypotheses about differences in RTs when responding ‘Good’,

I restrict the statistical analysis to ‘Not Good’ responses. Nevertheless, the full data set is plotted

in Figures 3.5-3.6. For the statistical analysis, a linear mixed effects model (lmer from the lme4

package in R, Bates et al., 2015) was fit, predicting RT by Condition (Target vs. Control). Levels

within Condition were treatment coded, with Control serving as the reference level. Random slopes

and intercepts were included for participants and items. Whenever the full model did not converge,

the random effects structure was simplified following the recommendations of Barr et al. (2013).
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The p values reported below were estimated using the Satterthwaite procedure, as implemented in

the lmerTest package in R (Kuznetsova et al., 2017). In the following I analyze RT data question-

by-question, following the predictions made under the QUD hypothesis.
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Figure 3.6: Results of Experiment 6: Mean reaction times (RT) in ms for judging Bob’s answer as
‘Good’ or ‘Not Good’ in it-cleft exhaustivity. Different QUD conditions are displayed on separate
plots. Colors denote Control (Good and Bad) vs. Target pictures. Error bars represent standard
error.

Any-QUDs

Recall that any-QUDs were predicted to bias toward the literal meaning based on earlier theoret-

ical and experimental work, and that is indeed what we found in the inference calculation rate

data. Thus any-QUDs are predicted to make calculating an SI/EXH inference a costly process,

manifested in longer RTs when responding ‘Not Good’ to Target as compared to Control. For

the SI any-QUD, I found a significant difference in RT between responding ‘Not Good’ to Target
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vs. Control (β = 391.47, t = 2.6, p < 0.05). Similarly, for the EXH any-QUD, I found a signifi-

cant difference in RT between responding ‘Not Good’ to Target vs. Control (β = 539.01, t = 3.3,

p < 0.01). Importantly, both patterns (see middle panels in Figures 3.5 and 3.6) show increased

RT for the Target picture, as compared to the Control picture when responding ‘Not Good’. This

is thus in line with the prediction that any-QUDs make inference computation time-consuming.

All- and both-QUDs

The predictions made for the all- and both-QUD are the opposite of the prediction about the any-

QUDs. All- and both-QUDs are Inference-biasing, and should therefore not lead to increased RTs

when responding ‘Not Good’ to Target. For the SI all-QUD, there was no significant difference in

RT between responding ‘Not Good’ to Target vs. Control (β = 5.06, t = 0.04, p = 0.97). For the

EXH both-QUD, I found a significant difference in RT between responding ‘Not Good’ to the two

types of pictures (β =−478.01, t =−2.82, p < 0.01), such that responding to Control resulted in

longer RTs than responding to Target. That is (see the rightmost panel in Figure 3.6), while there

was no reaction time cost for calculating the inference (i.e. no increased RTs for Target), I found

an unexpected cost for responding ‘Not Good’ to the Control picture.

I argue that this unexpected cost is a side-effect of the picture stimuli. In particular, the ver-

ification process involved in rejecting a Bad Control involves two steps for EXH, but not for SI.

For EXH (see Figure 3.7), given Bob’s utterance It is the square that is blue, both the color and

identity of each shape needs to be checked. This is because there is in fact only one blue shape (cf.

exhaustive meaning) in the Bad Control picture, but that blue shape is not the correct one (i.e. the

square). Note that all EXH stimuli necessarily have to include a blue shape, because the it-cleft

sentence also carries an existential presupposition that something is blue. In contrast, for SI (see

Figure 3.7), Bob’s utterance Some of the shapes are blue can be rejected in one step, because no

shapes in that display are blue.

Nevertheless, the findings are generally in line with the predictions of the QUD hypothesis in

that the Inference-biasing all- and both-QUDs did not lead to a delay in reaction times for deriving
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Figure 3.7: Example experimental trials from Experiment 6: SI (left) and EXH (right)

the SI/EXH inference.

Based on the above, we see a difference between any-QUDs, which led to processing cost, and

all- and both-QUDs, which did not. To confirm that RT patterns vary across QUDs, I conducted

an additional analysis focusing on the interaction of Condition with QUD. A linear mixed effects

model (lmer) was fit, predicting RT by Condition (Target vs. Control), QUD (SI: any vs. all; EXH:

any vs. both) and their interaction. Both variables were sum-coded, and models included random

effects as described at the beginning of Section 3.4.5. For SI, I found a significant interaction

of Condition with QUD (β = 96, t = 2.1, p < 0.05). Similarly, for EXH, I found a significant

interaction of Condition with QUD (β = 251.21, t = 4.62, p < 0.001). That is, for both SI and

EXH sentences, the RT patterns signalling processing cost were found to vary according to the

preceding QUD.

What- and which-QUDs

Recall that we were not able to make clear predictions about what- and which-QUDs (Section

3.4.3), despite their frequency in the elicitation experiment. For the SI what-QUD, I found no

significant difference in RT between responding ‘Not Good’ to Target vs. Control (β = 194.91,

t = 1.74, p= 0.1). That is, the what-QUD parallels the all-QUD in resulting in no difference in RTs

when responding ‘Not Good’ to Control vs. Target. This suggests that despite the mixed results in

terms of SI calculation rate, the what-QUD is Inference-biasing based on reaction time measures.

As for the EXH which-QUD, there was no significant difference in RT between responding ‘Not

Good’ to Target vs. Control (β = 266.6, t = 1.61, p = 0.11). Qualitatively the which-QUD shows

a somewhat similar pattern to the any-QUDs, but the results are much less clear.
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In sum, the predictions of the QUD hypothesis are largely borne out in the data: the questions

which could be unambiguously classified as Literal- (any) vs. Inference-biasing (all, both) show

divergent behavior in terms of reaction time cost. Any-QUDs resulted in SI and EXH calculation

being time-consuming, while the SI all-QUD and EXH both-QUD facilitated reaction times. The

SI what-QUD patterned with Inference-biasing QUDs in that it did not lead to increased reaction

times, while the EXH which-QUD was qualitatively similar to Literal-biasing any-QUDs. Im-

portantly, the results do not reveal that SI calculation always leads to processing cost, but EXH

calculation does not, which would have been predicted by the Lexical Access hypothesis. I discuss

the implications of these results in the next section, along with the calculation rate results.

3.5 General discussion

In this chapter I tested the hypothesis that the likelihood of calculating SI and EXH pragmatic

inferences, as well as the processing cost of that calculation, tracks the QUD – a prediction of

constraint-based models of implicature calculation. Under such a model, the more probabilistic

support there is from multiple cues, the more quickly and robustly listeners will compute pragmatic

inferences, with the QUD being one of the relevant cues. I elicited explicit questions to approx-

imate the relevant QUDs (Experiment 5). Using these QUDs in Experiment 6, I found that they

fall into one of two classes: under Literal-biasing QUDs, the rate at which participants drew infer-

ences was lower, and under Inference-biasing QUDs, the rate at which they drew inferences was

higher. Differences among QUDs also predicted processing cost. Under the Literal-biasing QUDs,

making an inference-enriched judgment took longer than responding to the relevant literal control,

whereas a facilitation of reaction time for such inferences was observed under Inference-biasing

QUDs. By and large, these patterns hold for the majority of the questions examined, although it is

also worth noting that there appeared to be more nuanced patterns with wh-questions (see more dis-

cussion below). Most crucially, we did not observe across-the-board processing cost for deriving

implicatures, nor did we observe that computing inferences is always cost-free. Instead, the results

strongly suggest that the cost of computing SI and EXH inferences is context-dependent – it is
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costly when the target expression was preceded by non-supportive QUDs. Such context-dependent

cost imposes a significant constraint on our hypothesis space. For example, these results would be

challenging for the default hypothesis and the literal-first hypothesis introduced in Section 3.1.1,

since both would predict categorical behavior that is QUD-independent.

The current findings also pose an empirical challenge for the Lexical Access account. While

evidence for Lexical Access comes from studies that presented target sentences in the absence

of any context, Experiment 6 varied the QUD. My results do not support the prediction that the

calculation of SI inferences, but not the calculation of EXH inferences, would lead to processing

cost. Instead, I found that depending on context, both inferences can lead to a reaction time delay

(or the lack of a delay). This effect of context-dependence is unexpected if the cost of calculating

pragmatic inferences is directly and uniquely tied to the construction and complexity of the rele-

vant alternatives. Particularly informative in this respect are the findings about EXH, as well as

SI what-QUDs. The predictions of Lexical Access converge with that of a QUD-based hypothesis

about processing cost in the case of questions that explicitly mention alternatives, e.g. all-QUDs.

Following a context (in Experiment 6: an explicit question) where the alternative all has been made

salient, lexical retrieval of all will likely be a faster process. However, it is less clear how the Lex-

ical Access hypothesis would capture the findings about questions that do not explicitly mention

relevant lexical alternatives: the what-QUD, which showed reaction time patterns similar to the

all-QUD, or the findings about EXH, where no lexical alternatives are relevant. It is possible that

both lexical retrieval and context-dependence contribute to the complexity of generating pragmatic

inferences. My results do not necessarily rule out that lexical access plays a role. Future research

should probe further whether these diverse sources of complexity could selectively target different

aspects of the processing cost generated during the inferential process.

The findings reported here contribute to the empirical landscape in a number of additional

ways. First, I probed the robustness of earlier work on the QUD-sensitivity of scalar inference cal-

culation and processing. Using a different experimental paradigm (sentence-picture verification)

than existing work on QUDs, my findings successfully replicate the results of i.a. Zondervan et al.
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(2008), Degen (2013) and Cummins and Rohde (2015) (for calculation rates) and are in line with

trends observed by Degen (2013) and Degen and Tanenhaus (2014) (for reaction time). Moreover,

this was done by manipulating the QUD directly via explicit questions, rather than implicitly via

background stories – which the earlier processing experiments utilized. Crucially, I also found that

QUD-sensitivity extends beyond the well-known case of scalar inference, to a previously untested

pragmatic inference: it-cleft exhaustivity. Lastly, Experiment 5 took an important step towards

better understanding how to empirically probe relevant QUDs, which I return to at the end of this

section.

The specific role of QUDs observed in this chapter could be formalized under the Question-

Answer Requirement (QAR, Hulsey et al., 2004) approach:

(14) The Question Answer Requirement (QAR)

The selected interpretation of an ambiguous sentence, whether true of false, is required to

be a good answer to the Question Under Discussion. (A good answer is an interpretation

that at least entails an answer to the QUD.)

In other words, any sentence is to be understood as an answer to a question, this question

being the QUD (Hulsey et al., 2004; Gualmini et al., 2008). The QAR posits that the selected

interpretation of an ambiguous sentence is required to be a good answer to the QUD. The two

interpretations that SI target sentences allow for are repeated in (15) below.

(15) Some of the shapes are blue.

Literal: At least some of the shapes are blue.

Inference-enriched: Some but not all of the shapes are blue.

Using a standard Hamblin semantics for questions (Hamblin, 1976), the SI results can be ac-

commodated under the QAR as follows. On such a semantics, the meaning of a question, including

the meaning of a QUD, is a partition of the set of possible worlds. The meaning of the QUD Are
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there any blue shapes? is a partition of worlds into the two sets (16-a) and (16-b):

(16) a. {w : ∃x.x is a blue shape in w}

(At least some shapes are blue.)

b. {w : ¬∃x.x is a blue shape in w}

(No shapes are blue.)

Here, it is not necessary to derive the SI inference from Some of the shapes are blue in order

to provide a good answer in the sense of the QAR, because the literal interpretation At least some

of the shapes are blue corresponds to (16-a). Deriving the inference also results in a good answer,

because the inference-enriched interpretation (Some but not all of the shapes are blue) entails

(16-a). Therefore, under the any-QUD, the target sentence is a good response whether or not the

inference is derived.

However, the picture changes for the some but not all SI target sentence under the QUD Are all

shapes blue?, which partitions the set of worlds into the following two sets (assuming a five-shape

display):

(17) a. {w : ∀x.x is a shape → x is blue in w}

(All shapes are blue.)

b. {w : ¬∀x.x is a shape → x is blue in w}

(Not all shapes are blue.)

In this case, only if the inference is derived is the dialogue QAR-compliant, because the literal

reading does not address the QUD. However, the enriched reading Some but not all of the shapes

are blue entails (17-b). Thus, the SI target sentence is only a good response to the all-question on

the inference-enriched reading. This is reflected in the finding that participants derived significantly

more implicatures with the all- than with the any-QUD, and that SI calculation led to a reaction

time cost under the any-, but not under the all-QUD.
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As for EXH, the two potential interpretation of the target sentence are repeated in (18).

(18) It is the square that is blue.

Literal: The square is blue.

Inference-enriched: Only the square is blue.

Assuming a two-shape display, the QAR captures the EXH findings in a way parallel to the

SI findings. The EXH any- and both-QUDs result in the same partitioning of the set of worlds as

the SI any- and all-QUDs respectively. The only difference is that the domain of quantification is

now two instead of five, given the experimental pictures – as is reflected in the English paraphrases

below.

(19) Partitioning from any-QUD (Are there any blue shapes?):

a. {w : ∃x.x is a blue shape in w}

(At least one shape is blue.)

b. {w : ¬∃x.x is a blue shape in w}

(Neither shape is blue.)

(20) Partitioning from both-QUD (Are both shapes blue?):

a. {w : ∀x.x is a shape→ x is blue in w}

(Both shapes are blue.)

b. {w : ¬∀x.x is a shape→ x is blue in w}

(It is not the case that both shapes are blue.)

Under the any-QUD, both the literal (The square is blue) and the inference-enriched (Only the

square is blue) readings entail (19-a). Therefore, both constitute good answers according to the

QAR. However, under the both-QUD, only the inference-enriched reading answers the question

by entailing (20-b); the literal reading does not bear on the QUD. This difference is reflected in

the empirical data: significantly more implicatures were derived under the both- than under the
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any-QUD, and only under the any-QUD was the computation time-consuming.

Additional to the main finding that context modulates the calculation and processing of SI and

EXH, there remain some empirical puzzles regarding the interplay of production and interpreta-

tion of QUDs. In Experiment 5, I took a first step in addressing the problem of narrowing down

potential QUDs for a given context and conducted an elicitation study, the results of which fed into

the QUD manipulation experiment. In doing so, I went beyond previous work that relied only on

theoretically informed introspection to identify what may serve as a relevant QUD, and instead I

treated this issue as an empirical question. Based on the results of the elicitation experiment, I fo-

cused on three types of questions: any-, all/both- and wh-QUDs. While the quantifier-QUDs have

been discussed in existing literature as being relevant QUDs to the SI and EXH target sentences,

the wh-QUDs (SI what-QUD, EXH which-QUD) have not. Yet it is interesting to observe that the

novel wh-QUDs were the ones that proved most frequent in the elicitation experiment.

In addition to their novelty, the wh-QUDs also have some other puzzling properties. For in-

stance, the focus structures of the what-QUD and the SI answer are potentially incongruent. The

what-QUD focuses colors, yielding a set of alternatives of the form {The shapes are red, The

shapes are blue, . . .}; but one might think that the inference from the SI target sentence is most

natural with focus on the quantifier some in Some of the shapes are blue, with an attendant set of

focus alternatives {None of the shapes are blue, Some of the shapes are blue, All of the shapes

are blue}. The wh-QUDs also showed more nuanced results in Experiment 6. The SI what-QUD

did not fall neatly into the Literal- or Inference-biasing category based on the rate of inference

calculation, though in RT results it qualitatively patterned with the SI all-QUD. As for the EXH

which-QUD, while it showed distinct Inference-biasing behavior in terms of likelihood of infer-

ence calculation, it resulted in mixed RT patterns. On the other hand, the QUDs that showed the

clearest patterns (any-, all-QUDs) are in fact the ones with the closest link to existing theoretical

work. Future work should thus address this tension between the observed mixed biasing and pro-

cessing behavior of what- and which-QUDs, and their apparent popularity with naive participants

in an elicitation task.

64



The fact that elicitation resulted in somewhat surprising QUDs raises the issue of how to suc-

cessfully probe theoretical constructs in an empirically grounded manner. One thing lacking in the

current empirical picture is a measure of whether participants calculated the SI and EXH infer-

ences in the elicitation experiment. Gathering such a measure could help address open questions

regarding why the Target and Good Control conditions elicited very similar questions, as well as

the surprising finding that wh-questions, which are not fully congruent with the target sentences in

their presuppositions or focus structure, were also elicited. Conducting an elicitation experiment

that also targets interpretation would thus be a valuable avenue for future work. Experiment 5

constitutes only a first step in understanding how QUDs can be elicited experimentally.

3.6 Summary of findings

The processing of implicatures has been a central question in linguistics, as it serves as a window

into the integration of semantic and pragmatic knowledge and may help answer the question: is

one kind of information privileged over the other in reasoning, meaning calculation, and (real-

time) processing? A large body of existing work has found that generating scalar inferences incurs

a processing cost, evidenced by e.g. increased reaction times. This chapter compared two different

hypotheses about what aspect of pragmatic inference calculation causes the observed processing

cost. The Lexical Access hypothesis (van Tiel and Schaeken, 2017; Chemla and Bott, 2014) links

the processing cost of inference calculation to the retrieval of lexical alternatives, while the QUD

hypothesis (Degen, 2013; Degen and Tanenhaus, 2014) proposes that congruence with the QUD

is what modulates the processing cost. I compared scalar inference and it-cleft exhaustivity, and

showed that for both, the likelihood of inference calculation, as well as the attendant process-

ing cost, are better explained by properties of the discourse context than by whether alternative-

retrieval is involved.
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CHAPTER 4

FACTORS EXPLAINING SCALAR DIVERSITY

As introduced in Chapter 1 (Introduction), scalar inferences like some but not all are taken to arise

via hearers’ reasoning about stronger alternatives (like all), upon encountering an utterance con-

taining a weaker scalar term (like some)1. As we saw in Chapter 2, such stronger alternatives are

not merely useful for a theoretical account of how scalar inference arises, but are in fact also re-

trieved and activated in the real-time processing of scalar inference-triggering sentences. Though,

as we saw in Chapter 3, the retrieval of alternatives is not what explains the processing cost asso-

ciated with scalar inference calculation.

In the next two chapters I turn to a recent puzzle for scalar inference, called scalar diversity.

Scalar diversity is the observation that the likelihood of inference calculation differs robustly across

lexical scales, e.g, some but not all is much more likely to arise than the parallel inference good but

not excellent. This presents a complication for theory in that if scalar inference is ‘simply’ a matter

of reasoning about a stronger alternative to what was said, then we do not expect any variation

in how likely this reasoning is to go through, and how likely scalar inferences are to arise. One

way to reconcile the core idea of alternative-based reasoning with the puzzle of scalar diversity is

to derive the likelihood of scalar inference calculation from properties of the stronger alternatives.

More concretely, to identify some property of the alternatives all vs. excellent that could explain

why the former leads to scalar inference more robustly than the latter, even though they are both a

stronger alternative to some and good respectively.

In this chapter, I first introduce existing work on scalar diversity (Section 4.1). Then I report

on corpus work that provided a new set of lexical scales, which is larger and better balanced across

grammatical categories than those used in prior literature (Section 4.2). I then replicate the scalar

diversity phenomenon on this new set of scales, and propose an information theoretic measure to

better quantify the observed variation than has been done in prior work (Section 4.3). The majority

1. Stimuli, data, and the scripts used for data visualization and analysis can be found in the following OSF reposi-
tory: https://osf.io/n4d6t/?view only=07799f6001f54b31a6b088720278899d
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of this chapter is then concerned with identifying and testing various factors that might explain

scalar diversity —most, but not all, of which have to do with properties of alternatives (Section

4.4).

4.1 Scalar diversity

Scale Sources
<some, all> Noveck (2001); Noveck and Posada (2003); Papafragou and Musolino

(2003); Bott and Noveck (2004); Feeney et al. (2004); Guasti et al. (2005);
Breheny et al. (2006); De Neys and Schaeken (2007); Pouscoulous et al.
(2007); Banga et al. (2009); Geurts and Pouscoulous (2009); Huang and
Snedeker (2009); Clifton and Dube (2010); Grodner et al. (2010); Barner
et al. (2011); Chemla and Spector (2011); Bott et al. (2012); Geurts and van
Tiel (2013); van Tiel (2013); Degen and Tanenhaus (2014)

<or, and> Noveck et al. (2002); Storto and Tanenhaus (2005); Breheny et al. (2006);
Chevallier et al. (2008); Pijnacker et al. (2009); Zondervan (2010); Chemla
and Spector (2011)

<might, must> Noveck (2001)
<start, finish> Papafragou and Musolino (2003)

Table 4.1: Scalar expressions used in a representative sample of experiments on the interpretation,
development and processing of scalar inferences. Table 2 from van Tiel et al. (2016, p. 139).

Much of the initial research on the processing (or acquisition) of scalar inferences has concen-

trated on two lexical scales: <some, all> and <or, and>. Table 4.1, repeated from van Tiel et al.

(2016), provides an overview of the scales that have been used in an illustrative sample of experi-

mental research on scalar inference. The tacit assumption in this body of work is that these scales

are representative of the entire family of scalar expressions, and experimental findings would gen-

eralize to all scalar inferences. Take, for instance, the example in (1), which is based on the <good,

excellent> scale.

(1) The movie is good.

Literal meaning: The movie is at least good.

Inference-enriched meaning: The movie is good, but not excellent.
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Such examples, in principle, give rise to SI the same way as <some, all>, e.g. comprehenders,

upon encountering The movie is good, will reason about The movie is excellent as a potential

alternative the speaker could have uttered and infer its negation. More generally, because all scalar

inferences are assumed to be derived by the hearer reasoning that an informationally stronger

alternative is not true (because the speaker chose not to utter it), there should be no difference

across scales in the robustness of calculation, processing, or acquisition. However, this assumption,

referred to as the uniformity assumption (van Tiel et al., 2016, p. 139), has been challenged by

more recent work, which found that there is in fact considerable variation across different scales in

the rates of SI calculation.

4.1.1 Early evidence against uniformity

Despite a large majority of studies on scalar inference concentrating on a very small number of

scales, making the tacit assumption of uniformity, these studies already contained some indication

that scales are not uniform in how likely they are to lead to SI. Van Tiel et al. (2016) reviews a

number of studies that provide (in their words) “extant evidence for diversity” (p. 140). Geurts

(2010), for instance, observed that across the experiments he surveyed, the mean rate of SI calcu-

lation was higher for <some, all> than for <or, and>. In the developmental literature there exists

also early evidence that scales show non-uniform behavior. Papafragou and Musolino (2003) com-

pared <some, all>, <two, three> and <start, finish> and found different rates of SI calculation

in children, with rates for the numeral being higher. Barner et al. (2011) similarly found that

children draw SIs at different rates between <some, all> and ad hoc scales, with ad hoc SI rates

being higher. It must be noted, however, that the main purpose of these studies was not to test the

uniformity assumption.

One of the first studies to directly compare different (classes of) scales was Beltrama and Xi-

ang (2013), who tested adjectives (e.g. <decent, good, excellent>) and modals (e.g. <possible,

likely, certain>). This study employed a self-paced reading task, with acceptability ratings about

plausibility. An example of the stimuli used can be seen in (2).
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(2) a. Mark is a decent/good/excellent student. That’s why he has been accepted to Harvard

for a Ph.D.

b. Sofia is a decent student. That’s why it’s possible/likely/certain that she will get into

Harvard.

Beltrama and Xiang (2013) found that in adjectival scales, the lowest member (decent) of the scale

triggered SI, as evidenced by low plausibility ratings, the logic of this experimental design being

that if Mark is a decent but not excellent student, it should not be plausible that he was accepted

to Harvard. The middle member of the adjectival scales (good), however, received higher ratings,

suggesting that it did not trigger the not excellent SI. Importantly, Beltrama and Xiang (2013) did

not find a significant difference between low and middle members in the case of modal scales.

This therefore constitutes evidence that adjectival and modal scales do not have uniform behavior

in triggering SI.

The research group of Doran et al. (2012) and Baker et al. (2009) were also among the first

to conduct a systematic experimental testing of the uniformity assumption. Among others, Doran

et al. (2012) compared quantifier scales such as <some, much, all> to adjectival scales such as

<poor, comfortable, wealthy>. (Modals, cardinals, rankings, and manner implicatures were also

tested, but are omitted from the discussion here). The below example (3) illustrates their experi-

mental task.

(3) a. Irene: How much cake did Gus eat at his sister’s birthday party?

Sam: He ate most of it.

FACT: By himself, Gus ate his sister’s entire birthday cake.

b. Irene: How would you say Alex is doing financially?

Sam: He’s comfortable.

FACT: Alex just bought four condos at Lake Point Tower, in downtown Chicago,

where Oprah Winfrey lives.
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In this study, participants had to decide whether Sam’s answers were true or false. In this task, if

a participant deems Sam’s statement to be false, that is taken as evidence that they have derived

the SI: in (3), from the weaker scalar term most or comfortable. Doran et al. found that quantified

statements were rejected roughly twice as often as sentences with adjectives—in other words, SI

calculation was twice as frequent for quantifiers as for adjectives.

4.1.2 Previous studies on scalar diversity

The first large-scale study on scalar diversity was conducted by van Tiel et al. (2016), who focused

not only on categorical differences between types of scales based on different parts of speech (e.g.

modals vs. adjectives, or quantifiers vs. adjectives), but also on differences across specific lexical

scales even when they belong to the same category. The authors also tested an even greater variety

of scales (43 in total): quantifiers (e.g. <some, all>), adverbs (<sometimes, always>), auxiliary

verbs (<may, have to>), main verbs (<participate, win>) and adjectives (<content, happy>).

They employed an inference task:

(4) John says: She is intelligent.

Would you conclude from this that, according to John, she is not brilliant?

Experiment 1 used materials that were as neutral as possible (4), while Experiment 2 used more

specific predicates and full noun phrases, e.g. This student is intelligent. Participants had to re-

spond by clicking “Yes” or “No”, with a “Yes” response indicating SI calculation for the given

scale. Overall, van Tiel et al. (2016)’s study found considerable variation in the rates of scalar

inference derivation, ranging from 4% (for seven scales) to 100% (for two scales). While there

were some minor differences across the two experiments when it comes to the SI rates yielded

by specific scales, the overall scalar diversity effect was robust in both of them. This constitutes

convincing evidence that the uniformity assumption does not hold: different scales do not lead to

scalar inference derivation to the same extent.

In some more recent work, Simons and Warren (2018) found significant differences among
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different scales even when placing the relevant sentences in a rich context, providing participants

with a story. For instance, the passage in (5) was used to probe SI calculation from the scalar terms

good, cool, and possible.

(5) Sally went to the pool around 4 o’clock. She enjoyed swimming at the end of the day: she

was a good swimmer and she loved how the swim left her feeling cool and refreshed. And

although she wouldn’t have admitted it to anyone, she went to the pool in part because it

was possible she would run into Steven there.

Additionally, this study probed SI calculation without providing participants with explicit scalar

alternatives: e.g., the <many, all> scale was tested without showing participants the word all.

Instead, after seeing a sentence like She noticed that many of her pencils were chewed on, partic-

ipants had to judge whether 100% of her pencils were chewed on. Even though this study used

richer and therefore more naturalistic stimuli than previous studies, the pattern of SI rates was sim-

ilar to van Tiel et al. (2016) (albeit with only 9 scales tested). For instance, the weaker scalar good

(SI: not rated 10 on a quality scale 1-10) and think (SI: not 100% confident/certain) were almost

30% less likely to lead to SI calculation than many (SI: not 100%) and possible (SI: not 100%

chance/likelihood).

Scalar diversity has also recently been shown in ignorance inferences, which are closely related

to SI. Alexandropoulou (2022) presented participants with stimuli such as (6):

(6) Maria says: “Kostas’ overall performance at school is at least good.”

Conclusion: Maria doesn’t know whether Kostas’ overall performance at school is excel-

lent.

Participants had to rate (on a 1-7 scale) the validity of this conclusion, which tested not SI rate

(good → not excellent) as all studies discussed previously, but rather speaker ignorance (good

→ speaker doesn’t know whether excellent). The study found that adjectival scales significantly
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differed from numerals in how strongly they license an ignorance inference: ignorance inferences

were less likely to arise with at least as an adjectival modifier than as a numeral modifier. All of

the above findings thus attest to the pervasiveness of the phenomenon that different scales do not

behave uniformly when it comes to SI calculation.

The question arises, then, how to capture this observed variation in SI rates: can we identify

some properties of different scales that influence how robustly they lead to SI calculation? Existing

work has identified a number of such properties. Van Tiel et al. (2016) hypothesized that the dis-

tinctness of lexical scales might explain scalar diversity. Distinctness refers to whether the speaker

considered the distinction between the weaker (some) and stronger (all) scalar terms substantial

enough that she would have used the stronger one if possible. Distinctness was indeed found to be

a predictor of SI rates. Van Tiel et al. (2016) operationalized distinctness as semantic distance and

boundedness, two notions that go back to Horn (1972, p. 112). Measuring semantic distance via a

rating task, it was revealed that the more distant a weak and a strong scalar term are, the stronger

the SI from the weak term is. This can be intuitively seen on the <some, many, most, all> scale: an

utterance of Mary ate some of the deep dish most strongly implicates that Mary didn’t eat all of the

deep dish, while the inference Mary didn’t eat most of the deep dish is less likely, and Mary didn’t

eat much of the deep dish is least likely. The second component of distinctness is boundedness:

unbounded scales (e.g., <good, excellent>), in which both the weaker and stronger term denote

intervals, were found to lead to significantly fewer SIs than bounded scales, in which the stronger

scalar term denotes a fixed point or endpoint (e.g., <some, all>).

Subsequent work has identified further properties of scales that predict how likely they are to

lead to SI. Investigating adjectival scales, Gotzner et al. (2018) found that certain semantic prop-

erties of adjectives, such as polarity and extremeness, are relevant for SI calculation. In particular,

their results revealed that negative scales (e.g., <bad, awful>) yield higher SI rates than positive

ones (e.g., <good, great>). Additionally, scales in which the stronger term is an extreme adjective

(e.g., excellent or huge) were found to lead to lower SI rates —for findings regarding extreme-

ness, see also Beltrama and Xiang (2013). Existing work has also related scalar diversity to other
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semantic-pragmatic processes. Sun et al. (2018) investigated propensity for local enrichment, in-

dexed by the naturalness of sentences such as Mary ate all, so not some, of the deep dish. This

factor was positively correlated with SI rates: as the authors argue, in order for a sentence such

as Mary ate all, so not some, of the deep dish to be natural and not contradictory, some has to be

locally be interpreted on its SI-enriched meaning (some but not all). Lastly, Gotzner et al. (2018)

also showed that SI rates are negatively correlated with the degree of negative strengthening of the

stronger scalar term. Negative strengthening is the phenomenon whereby John is not brilliant is

interpreted as conveying that John is rather stupid, which can be analyzed as a manner implicature

(Horn, 1989). In Gotzner et al.’s study, participants saw sentences such as He is not brilliant, and

were asked whether they can conclude from this statement He is not intelligent. Endorsements of

this conclusion were negatively correlated with SI rates, suggesting that, at least for some scales,

scalar and manner implicatures might stand in competition (Levinson, 2000).

The observed variation in SI rates has been also related to properties of the context, broadly

construed. Pankratz and van Tiel (2021) offer a usage-based explanation of scalar diversity, and

show that it is predicted by the relevance of the SI at hand. Specifically, they developed a corpus-

based measure of relevance, whereby the more relevant an SI is, the more likely it is to occur

in so-called scalar constructions (e.g., It’s good but not excellent) in a corpus. Ronai and Xiang

(2021) investigated the role of the Question Under Discussion in explaining scalar diversity. They

hypothesized that, given that experiments typically present SI-triggering sentences in the absence

of any context, variation across scales in what implicit discourse context they bring to mind affects

their likelihood of leading to SI calculation. This study indeed found that the more likely people

are to ask a polar question involving the stronger scalar (e.g., Is the movie excellent?), the higher

the rate of SI calculation, but with the caveat that this correlation only holds for bounded scales.

Some properties of scales were hypothesized to predict scalar diversity, but were found not to.

Sun et al. (2018) investigated the factor of scale homogeneity, testing the prediction that whenever

a scalar term if polysemous, SI rates will be lower. To take an example, hard can be understood as

belonging to the <hard, unsolvable> scale (which is what van Tiel et al. 2016 tested), but it is also
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possible to understand it as related to other scales, e.g. <hard, unbearable>. Less homogeneous

scales are thus predicted to lead to lower SI rates. This factor was operationalized via a naturalness

rating experiment of sentences such as The student is brilliant but not intelligent, where higher

naturalness indicated lower homogeneity, predicting lower SI rates. However, the authors found

that this factor only predicted scalar diversity insofar as it related to semantic distance.

In addition to distinctness, van Tiel et al. (2016) also put forth a hypothesis about the availabil-

ity of the stronger scalar term. Availability is relevant because, in order for SI to arise, hearers must

assume that the speaker considered using a stronger alternative (e.g., all) to what she ultimately

uttered (some). As measures of availability, the authors considered: association strength between

the weaker and stronger terms (measured via a modified cloze task), grammatical class, frequency

(of the stronger term itself and the stronger term relative to the weaker term), and semantic related-

ness (derived from distributional semantics, specifically Latent Semantic Analysis, Landauer and

Dumais 1997). However, none of these was found to be a significant predictor of SI rates in the

study. In later work, however, Westera and Boleda (2020) showed that a sufficiently fine-grained

notion of semantic similarity (or relatedness) does actually affect SI rates. To measure similarity,

these authors used the ELMo neural network model, which uses a different context window during

training than Latent Semantic Analysis (sentence-length rather than document-length). The find-

ings of this study also suggest that a context-dependent measure of semantic similarity can improve

model performance, but only modestly. Interestingly, these authors found a negative correlation

between semantic similarity and SI rates, not a positive correlation as van Tiel et al. (2016) pre-

dicted. In other words, Westera and Boleda (2020) found that the more semantically similar two

scalar terms are, the lower the SI rate. They argue that this is because semantic relatedness in fact

indexes distinctness: the more similar two terms are, the less distinct they are, and hence the lower

the likelihood of SI.

Importantly for this dissertation, despite existing work identifying some properties of scales

that significantly predict the relevant SI rates, there is still a great deal of variance unaccounted for

in the empirical results. Specifically, van Tiel et al. found that in their statistical analysis, semantic
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distance explained 10% of the observed variance, while boundedness explained only 3%. In Sun

et al. (2018)’s study, 15% of the variance was explained by propensity for local enrichment, while

Gotzner et al. (2018) found that extremeness explained 17% and polarity 5% of the variance in their

data. While Westera and Boleda’s (2020) results did reveal an effect of semantic relatedness (contra

van Tiel et al. 2016), this metric still only captured 4-6% of the variance. Lastly, Pankratz and van

Tiel (2021) found that relevance explained 4%. Models that include multiple known predictors

from different studies still fall short of explaining all of the variance in SI rates: Sun et al. (2018)

report that their best fitted model explained 63% of the variance, Gotzner et al.’s (2018) model

explained 66%, while Pankratz and van Tiel (2021) report that their model combining relevance

with other predictors explained 8%. In other words, a lot of scalar diversity is still unexplained.

4.2 New set of scales

The main motivation behind studies of scalar diversity is that claims regarding the calculation,

processing, or any other properties of SI should not be made on the basis of a very small number

of scales; instead, we should probe what properties can generalize to all possible lexical scales.

Yet, in previous work on scalar diversity, the set of scales studied skewed towards, or concentrated

entirely on, adjectives: e.g. van Tiel et al.’s (2016) set of scales contained 70% adjectives, and

Gotzner et al.’s (2018)’s consisted entirely of adjectives. If our goal is to identify properties of

SI that hold generally, across all scales, then it stands to reason that our empirical domain should

not be (largely) restricted to a specific grammatical class, and we should instead investigate other

open class scales e.g. verbal or adverbial scales as well. A smaller, additional worry is that it can

be brought into question whether some of the items studied in previous work were in fact lexical

scales at all. For example, on the putative (<cheap, free>) scale, free in fact entails not having a

price, while cheap entails having a price, suggesting that these two scalar terms do not form a scale

—which could then explain why van Tiel et al. (2016) found extremely high rates of endorsement

of the conclusion that what is meant by cheap is not free.

To address the above problems, I constructed a new scale set, consisting of 60 lexical scales,
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Adjective <allowed, obligatory>; <attractive, stunning>; <big, enormous>; <cool,
cold>; <dark, black>; <difficult, impossible>; <dirty, filthy>; <funny, hilar-
ious>; <good, excellent>; <happy, ecstatic>; <hard, unsolvable>; <harmful,
deadly>; <hungry, starving>; <intelligent, brilliant>; <intimidating, ter-
rifying>; <old, ancient>; <overweight, obese>; <palatable, delicious>;
<polished, impeccable>; <possible, certain>; <pretty, beautiful>; <scared,
petrified>; <serious, life-threatening>; <similar, identical>; <small, tiny>;
<snug, tight>; <tired, exhausted>; <ugly, hideous>; <understandable, artic-
ulate>; <unpleasant, disgusting>; <warm, hot>; <willing, eager>

Verb <begin, complete>; <believe, know>; <damage, destroy>; <dislike, loathe>;
<double, triple>; <like, love>; <match, exceed>; <permit, require>; <reduce,
eliminate>; <slow, stop>; <start, finish>; <survive, thrive>; <tolerate, en-
courage>; <try, succeed>; <want, need>

Adverb <equally, more>; <here, everywhere>; <largely, totally>; <mostly, entirely>;
<once, twice>; <overwhelmingly, unanimously>; <partially, completely>;
<primarily, exclusively>; <probably, necessarily>; <usually, always>; <well,
superbly>

Connective <or, and>
Quantifier <some, all>

Table 4.2: 60 lexical scales collected.

which will form the basis of scalar diversity investigations in this dissertation. The method for

compiling this set was as follows. Scales used in van Tiel et al. (2016)’s study, as well as those

used in de Marneffe and Tonhauser (2019)’s were taken, and this was supplemented by corpus

data. In particular, I conducted corpus searches in the Corpus of Contemporary American English

(COCA, Davies 2008), searching for the following: X or even Y; not just X but Y; X but not Y. These

searches were conducted for adjectives, verbs, and adverbs. The expectation is that these searches

would largely uncover sentences from the corpus where a lexical scale was produced; in particular,

scales where X is the weaker scalar term and Y is the stronger scalar term. Sentences where X and

Y were clearly not in a scale-mate relation were discarded —this was done based on researcher

intuition, eliminating corpus results such as unreasonable or even bloodthirsty. Combining the

items from the two published studies with the corpus data resulted in a total number of 101 items.

As the next step, the following semantic tests were conducted to probe whether X and Y indeed

form a scale:

• Is X and even Y odd? —Expected answer: No
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• Is X but not Y contradictory? —Expected answer: No

• Is Y but not X contradictory? —Expected answer: Yes

The and even test is for cancellability: if the not Y inference arising from X is an SI, it should

be cancellable, that is, Y should be assertable (Grice, 1967). The but not tests probe for asymmetric

entailment (Horn, 1972): Y should entail X, but not vice versa, for X and Y to qualify as scale-

mates. Wherever a pair did not produce the expected answer, it was excluded. Lastly, wherever

one word participated in more than one scale, one of those scales was excluded, e.g. because good

occurred in both the <adequate, good> scale and the <good, excellent> scale, the former scale

was excluded. The reason for this was that in lexical priming experiments (Chapter 2), participants

should not be exposed to critical experimental lexical items more than once.

Overall, the scale collection procedure resulted in a final set of 60 <weaker, stronger> scalar

terms, which can be seen in Table 4.2.

4.3 Experiment 7: Replicating scalar diversity

In the following, I report on an experiment testing the rates of inference calculation from the 60

scales discussed above.

Participants

42 native speakers of American English participated in an online experiment, administered on the

Ibex platform (Drummond, 2007). Participants were recruited on Prolific and compensated $2.

Native speaker status was established via a language background questionnaire, where payment

was not conditioned on the participant’s response. 1 participant was removed from analysis be-

cause the background questionnaire revealed that they were bilingual, and 1 additional participant

was removed based on having a reaction time shorter than 500ms on the majority of the trials, as

well as answering “No” in the first half and “Yes” in the second half of the trials, suggesting that

they were not paying attention to the task. Data from 40 participants is reported below.
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Task, materials and procedure

An inference task was used to investigate the likelihood of deriving an SI from 60 different scales.

Participants were presented with a sentence such as “Mary: The movie is good.” and were asked

the question “Would you conclude from this that Mary thinks the movie is not excellent?”. They

responded by clicking “Yes” or “No”. Figure 4.1 shows an example trial item.

Figure 4.1: Example experimental trial from Experiment 7, which measured SI rates in a verifica-
tion task.

A “Yes” answer indicates that the participant has calculated the relevant SI (good → not ex-

cellent), while a “No” answer indicates that the participant has not calculated the SI, i.e. they are

interpreting good as meaning at least good.

7 filler items were also included, which contained two terms that are either in an entailment

relation (wide → not narrow), or unrelated (sleepy → not rich). Given that the filler items had a

clear, correct “Yes” or “No” answer, they were included to serve as catch trials. The experiment

began with 2 practice trials to familiarize participants with the task; following that, each participant

saw 67 trials.

Predictions

Given consistent findings of scalar diversity in existing literature, I predict robust variation across

the 60 different scales in how likely they are to lead to SI calculation. That is, I predict that the per-

centage of “Yes” vs. “No” responses in the inference task of Experiment 7 will vary substantially

from scale to scale.
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Figure 4.2: Results of Experiment 7: Inference rates for 60 different scales.
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Results

Figure 4.2 shows the results of Experiment 7. Percent of inference calculation corresponds to the

proportion of “Yes” responses. As is evident from this figure, considerable variation was found

among critical items. In particular, positive responses, i.e. the rate of SI calculation, range along a

continuum from 2.5% (for <scared, petrified> and <tired, exhausted>) to 95% (for <partially,

completely>). This result thus successfully replicates the scalar diversity effect: different scalar

expressions yielded wildly different rates of SI.

4.3.1 Quantifying scalar diversity

While the observation of scalar diversity was based only on descriptive statistics in previous work

(range of SI rates), in this chapter I propose a more rigorous measure to quantify the variation

across scales. Specifically, I turn to information theoretic measures, which are commonly used,

for instance, in the domain of syntactic processing (e.g., surprisal: Levy 2008; entropy reduction:

Hale 2003). In particular, I propose using relative entropy (Kullback and Leibler, 1951), a mea-

sure that compares two probability distributions and quantifies their difference. To quantify scalar

diversity in Experiment 7, I treated the normalized SI rates (i.e., percentage of “Yes” responses)

across different scales as a probability distribution. I then compared this distribution to the uni-

form distribution. The uniform distribution represents a (hypothetical) scenario where each scale

leads to the same SI rate. This scenario reflects the implicit assumption made by theoretical ac-

counts, which suggest that SI calculation, which proceeds via reasoning about a stronger scalar

alternative, should not vary across different scales—the so-called “uniformity assumption” (van

Tiel et al., 2016, p. 139). As I quantify diversity via comparison to a uniform distribution, I do

not assume any particular SI rate as the basis for uniformity; in my calculation of relative entropy,

I remain agnostic about whether “uniform” would mean 100% SI rate across all scales, 70%, or

so on. Intuitively, relative entropy represents how “surprised” we are if we assume a particular

distribution (the uniform distribution), but observe a different one (Experiment 7).

The equation in (7) was used to calculate relative entropy. Here, p(x) is the normalized ob-
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served percentage of “Yes” responses across scales in Experiment 7, X is the 60 scales, i.e., the

finite set over which I defined the probability distribution, and q(x) = 1/60 is the uniform prob-

ability mass function over the 60 scales. In this specific case, because the uniform inference rate

is a constant across all 60 scales, the relative entropy that we obtain is the entropy of the uniform

distribution minus the entropy of the experimentally collected SI rates.

(7) Let p(x) and q(x) be probability mass functions over the same set X . The relative entropy

of p(x) with respect to q(x) is given by

D(p||q) = ∑
x∈X

p(x) log
(

p(x)
q(x)

)
.

The relative entropy of Experiment 7 SI rates is 0.466. To contextualize this number, we may

consider a number of hypothetical scenarios as benchmarks. If all scales indeed led to the same

rate of SI calculation, then that would give a relative entropy of 0—see the Benchmark 1 facet in

Figure 4.3. At the other extreme, the highest possible relative entropy would be obtained if all

the probability mass was concentrated on a single scale: that is, if only one of the 60 scales ever

led to SI calculation (at some non-zero rate), while the other 59 scales did not—this hypothetical

scenario would lead to a relative entropy of 5.907, and it is shown as Benchmark 2 in Figure 4.3.

Closer to the actual experimental findings is Benchmark 3: a hypothetical “linear” distribution,

where likelihood of SI calculation is evenly distributed across the 60 lexical scales over a 0-100

range. Here, for instance, one scale leads to SI calculation at a 1.67% rate, the next at 3.33%,

the one after that at 5%, etc., up to scale number 60 leading to SI calculation at 100%. This

linear benchmark would yield a relative entropy of 0.2912. Lastly, the “quadratic” distribution in

Benchmark 4 is a scenario similar to Benchmark 3, in that every scale has a unique SI calculation

rate; but here, probability mass is more concentrated toward one scale, giving a relative entropy

of 0.6352. We can see that the experimentally collected rates fall between Benchmarks 3 and 4

(0.466), suggesting more diversity than Benchmark 3, but less than 4. Table 4.3 summarizes these

results.
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Figure 4.3: Hypothetical SI rates: benchmarks for quantifying diversity using relative entropy.
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Condition Relative entropy
Experiment 7 0.466
Benchmark 1 0
Benchmark 2 5.907
Benchmark 3 0.2912
Benchmark 4 0.6352

Table 4.3: Relative entropy results from Experiment 7 and the four hypothetical benchmarks

The benchmarks outlined here are for illustration; my main goal will be to use the proposed

relative entropy measure to compare different sets of experimentally collected SI rates to one an-

other, seeing how different manipulations reduce variation across lexical scales. This is what we

will explore in Chapter 5.

4.4 Explaining scalar diversity

In the following, I detail the motivation for, and operationalization of, different factors that may be

predicted to capture the observed variation in SI rates across scales. Specifically, we will look at:

• the accessibility of the stronger alternative (Section 4.4.1),

• the distinctness of the weaker and stronger scalar term (Section 4.4.2),

• boundedness of the scale (Section 4.4.3),

• (relative/absolute) frequency of the stronger alternative (Section 4.4.4),

• semantic similarity of the weaker and stronger scalar term (Section 4.4.5),

• the meaning of the negated stronger alternative (Section 4.4.6).

4.4.1 Experiment 8: Accessibility of stronger alternative

In Experiment 8, I used a modified cloze task as a metric for the accessibility of stronger alter-

natives across scales, which was found to significantly predict the rates of SI calculation from

Experiment 7.
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Hypothesis

I hypothesize that scalar diversity can, in part, be explained by how accessible a stronger alternative

is, given the weaker scalar. The causal mechanism behind this hypothesis is as follows. I assume

that SI calculation proceeds via reasoning about alternatives, and that hearers generate a set of

alternatives when they encounter a potentially SI-triggering utterance that contains a weak scalar

term. The more accessible an alternative is, the more likely hearers are to reason about it, and

therefore the more likely the relevant SI is to arise. In the context of scalar diversity, the intuition

is that there may be differences across scales in how strongly the weaker scalar evokes a stronger

alternative. For instance, it is possible that when encountering a sentence containing some, the

stronger alternative all always comes to mind; but when encountering a sentence containing good,

a number of competing alternatives may be activated, such as excellent, funny, thrilling, thought-

provoking, and so on.

Participants, task and procedure

61 native speakers of American English participated in an online (Ibex) experiment for $2 com-

pensation. Participant recruitment and screening was identical to Experiment 7. Data from all 61

participants is reported below.

I operationalize alternative accessibility as cloze probability, a commonly used measure of

the predictions the parser makes in language comprehension. In particular, the probability of a

target word completing a given sentence frame is taken to index how expected a word is in a

context (Taylor 1953; see also i.a. Kutas and Hillyard 1984). My experiment employed a modified

cloze task: participants were presented with a dialogue context where Sue uttered a potentially

SI-triggering sentence, such as The movie is good (identical Experiment 7), and Mary followed up

by saying So you mean it’s not BLANK. Participants were instructed to complete Mary’s utterance

with the first word that came to mind, making sure that their completion made sense in the context

of the dialogue. Figure 4.4 shows an example trial item.

Similarly to Experiment 7, Experiment 8 included 60 experimental trials and 7 fillers to serve
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Figure 4.4: Example experimental trial from Experiment 8

as catch trials. The 2 practice trials at the beginning of the experiment also provided participants

with some feedback on what is a reasonable completion in the cloze task. Experiment 8 included

two within-participants conditions that addressed different research questions and are not discussed

here; due to counterbalancing, I therefore ended up collecting 19-22 completions per scale. The

experiment was administered in a Latin Square design.

Prediction

Given the accessibility hypothesis, the prediction I make for the results of Experiment 8 is that

the more frequently the stronger alternative (e.g., all) is mentioned in the modified cloze task, the

higher the SI rate for that scale (some but not all) from Experiment 7.

Results and discussion

The results of the cloze task were coded as follows. I counted the number of times the relevant

alternative was mentioned, and divided this by the number of total completions for that scale,

resulting in the percent of stronger alternative mentioned. Figure 4.5 shows these results, correlated

with SI rates from Experiment 7. In the coding of the results, synonyms of the stronger alternative

were also counted. There was a positive correlation between the results of Experiment 8 and 7

(Pearson’s correlation test: r=0.59, p<0.001). The higher the percent of mentioning the stronger

alternative (excellent) in the cloze task, the higher the corresponding SI rate from that scale (good

but not excellent). For a more detailed statistical analysis, combining all experiments and analyzing
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SI calculation as “Yes” vs. “No” responses, see Section 4.4.7.
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Figure 4.5: Results of Experiments 7 and 8: The x axis shows alternative accessibility from Exper-
iment 8. The y axis shows SI rate from Experiment 7.

In other words, scalar diversity was shown to be predicted by the accessibility of the stronger

scalar —that is, by how strongly a weaker scalar evokes a stronger alternative. To provide a few

illustrative examples beyond the overall quantitative analysis, for some scales in Experiment 8,

the stronger alternative was given almost every time as a cloze completion; for instance, for some,

the alternative all was provided by almost all participants (with one participant providing most).

On the opposite end, for some scales the stronger alternative from Experiment 7’s inference task

was never provided: for instance, for good, the completions included bad, terrible, overrated,

but not excellent. This suggests that the relevant stronger alternative is not very accessible here.

Impressionistically, in such cases, antonyms to the weaker scalar term were frequent completions.

Lastly, some scales led to a greater variety of completions, suggesting that a larger number of (not

just scalar) alternatives can be activated upon encountering the SI-triggering utterance: for try, for
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example, participants filled in the stronger alternative succeed, but also fail, surrender, concede,

quit.

A potential caveat to mention is that my measure of accessibility may be interpreted as the pro-

duction side of scalar diversity. In the inference task of Experiment 7, participants have to judge

statements containing the negated stronger scalar (not excellent), having seen an SI-triggering sen-

tence. In Experiment 8, participants were asked to fill in a blank under negation (So you mean

it’s not...), as a response to the same SI-triggering sentences. Perhaps the reason that the results

of the cloze task predict SI rates, and both experiments show diversity, is that we are tapping into

outcomes of the same mechanism, with Experiment 7 testing the comprehension and Experiment

8 the production side. However, there is one important difference I would like to highlight: the

inference task asks participants to make a decision about a particular stronger alternative. The

cloze task, on the other hand, probes what is a relevant contrast for a weaker scalar term—e.g., is

it good vs. excellent, or good vs. bad. Ultimately, the cloze task is therefore informative regarding

whether the specific alternative message that the hearer infers the negation of – having seen an

SI-triggering utterance – is the same as the stronger alternative from the lexical scale that we test

in the inference task.

My proposal of alternative accessibility is closely related to van Tiel et al.’s (2016) proposal

that the availability of the stronger alternative should predict scalar diversity. The authors argue

that for SI to arise, it has to be the case that the speaker could have actually considered using the

stronger scalar term instead of the weaker one she uttered. As mentioned in Section 4.1.2, van Tiel

et al. (2016) tested four different operationalizations of availability, but none of them were found to

be a predictor of diversity. My operationalization is novel in that it utilizes a language production

task in a discourse context, and it does end up predicting SI rates.

4.4.2 Experiment 9: Distinctness of scalar terms

In Experiment 9, I used posterior degree estimates as a metric for the distinctness of the weak and

strong scalar terms, which significantly predicted the likelihood of SI calculation.
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Hypothesis

Distinctness of scalar terms was originally put forth by van Tiel et al. (2016) as a potential ex-

planation for scalar diversity. Distinctness is relevant for the likelihood of SI calculation for the

following reason. The inferential process underlying SI calculation involves the hearer reasoning

about, and negating, a stronger alternative (all) that the speaker could have said, but did not. For

this reasoning to go through, there has to be a clear stronger alternative, and it has to be sufficiently

stronger. In other words, the more distinct two scalar terms (some vs. all) are, the more likely the

hearer is to assume that the speaker should have used the stronger term if possible. If it is difficult

to distinguish the weak and strong scalar, e.g. if they are near-synonyms, SI calculation is unlikely.

Participants, task and procedure

60 native speakers of American English participated in an online (Ibex) experiment for $2 com-

pensation. Participant recruitment and screening was identical to Experiment 7. Data from all 60

participants is reported below.

To operationalize the distinctness of scalar terms, I experimentally collected degree estimates

on the underlying scales. Specifically, in Experiment 9, I am interested in what world states hearers

think utterances such as The movie is good vs. The movie is excellent describe. In other words,

what this experiment tests is: after encountering the relevant utterance, what degree of goodness

do hearers ascribe to the movie?

Experiment 9 therefore employed a degree estimate task. Participants were presented with a

sentence such as The movie is good or The movie is excellent, and were instructed to answer a

question like On a 0-100 scale, how good is the movie? by picking a point on a scale from 0 to

100. The weak and strong scalar terms were tested as a between-participants manipulations (30

participants in each condition). Figure 4.6 shows an example trial item from the weak scalar term

condition and Figure 4.7 from the strong scalar term condition.

I aimed to create neutral questions that would not bias participants toward either end of the

scale. For adjectival lexical scales, questions relied on the weaker term wherever possible (On a
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Figure 4.6: Example experimental trial from Experiment 9: weaker scalar term

Figure 4.7: Example experimental trial from Experiment 9: stronger scalar term

0-100 scale, how old is the house? for <old, ancient>), while in other cases I picked a neutral

underlying adjective, e.g., On a 0-100 scale, how likely is success? for <possible, certain>.

Questions for verbal and adverbial scales were necessarily more varied, but aimed to be neutral

and refer to the underlying scale, e.g., On a 0-100 scale, how much will the sales increase? for

<double, triple> or On a 0-100 scale, how often is the lawyer early? for <usually, always>. This

task is an idealization, because not all lexical scales map onto a bounded underlying degree scale,

but results suggest that participants were able to accommodate and make sense of the task in the

context of this experiment.
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The experiment included 60 critical items, as well as 3 practice trials and 5 filler items. The

latter served as catch trials and used antonyms in the sentence and task question, e.g., The table is

clean was paired with On a 0-100 scale, how dirty is the table?.

Prediction

The data collected in Experiment 9 represents hearers’ probabilistic guesses on what world state

the speaker has in mind, given her utterance. Based on the distinctness hypothesis, I predict that

the greater the difference between the degree estimates for the weak and the strong scalar terms,

i.e. the further apart they are on the underlying degree scale, the higher the SI rate will be for that

scale. As mentioned, this is because for an SI (good but not excellent) to arise, good and excellent

have to be perceived as describing two different world states.

Results and discussion

Averaged over the 60 lexical scales, the stronger scalar terms received higher ratings than the

weaker terms —see Figure 4.8. In other words, a sentence such as The movie is excellent led hear-

ers to attribute a higher degree of goodness to the movie than The movie is good. This difference

is statistically significant: using the lme4 package in R (Bates et al., 2015), I fit a linear mixed ef-

fects regression model that predicted Response (0-100) by Condition (“weak” and “strong”). The

fixed effects predictor Condition was treatment-coded, with weak as the reference level. Random

intercepts were included for participants and items. Responses to strong terms were found to be

significantly higher than to weak terms (Estimate=22.68, Std. Error: 2.68, t=8.38, p<0.001). This

serves as confirmation that participants were performing the task adequately.

To check the prediction of distinctness, I took the absolute difference in means between the

weak and strong terms: for instance, The movie is good received a response of 69.4 on the 0-100

scale, while The movie is excellent received 89.1, resulting in a “distinctness” value of 19.7. Figure

4.9 shows these results, correlated with SI rates from Experiment 7. As can be seen in the figure,

there was a positive correlation between the results of Experiment 9 and 7 (Pearson’s correlation
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Figure 4.8: Results of Experiment 9: Average response on the degree estimate task (0-100 scale)
for the two different conditions

test: r=0.33, p<0.05). That is, scalar diversity was shown to be predicted by the distinctness of

scalemates. Specifically, the higher the (absolute) difference between a weak (good) and a strong

(excellent) term, as measured via degree estimates, the higher the corresponding SI rate from that

scale (good but not excellent).

In other words, I found that the more distinct the world states that the weaker and the stronger

term are taken to describe, the higher the SI rate for that scale. Experiment 9’s results thus present

further evidence for van Tiel et al.’s (2016) distinctness hypothesis, using a novel operationalization

that relies on empirically collected posterior degree estimates. Van Tiel et al. relied on the notion

of boundedness, as well as experimentally collected judgements about semantic distance, to test

the distinctness hypothesis. It is worth discussing how the latter relates to my Experiment 9. In the

semantic distance experiment, participants were presented with a pair of sentences, such as She is

intelligent and She is brilliant. They then had to respond to the question Is statement 2 stronger

than statement 1? via a 7-point Likert scale, where 1 corresponded to “equally strong” and 7 to
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Figure 4.9: Results of Experiments 7 and 9: The x axis shows distinctness between each weak-
strong scalar pair from Experiment 9. The y axis shows SI rate from Experiment 7.

“much stronger”. In line with the distinctness hypothesis, the authors found that semantic distance

was positively correlated with SI rates: the more distant a weak and a strong scalar term were in

their experiment, the more likely the corresponding SI. My Experiment 9 differs from van Tiel

et al.’s in that it does not assume any a priori strength relation; my experimental instructions did

not presuppose that one statement could be stronger than the other, and participants simply picked

points on an underlying scale. Another notable difference is that judging the relative strength of

statements requires a metalinguistic judgment, and therefore degree estimates are arguably a more

natural task. Altogether, the experiment reported here constitutes further evidence for van Tiel

et al.’s distinctness hypothesis, going beyond existing evidence in the prior literature.
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4.4.3 Boundedness

Van Tiel et al. (2016) define a scale as bounded if the stronger scalar denotes an endpoint (see

also Kennedy and McNally 2005); <some, all> is therefore an example of a bounded scale. On

the other hand, in unbounded scales, both scalar terms denote intervals; <good, excellent> is is

an unbounded scale. Thus we can see that boundedness depends only on the semantics of the

stronger scalar term. The 60 scales investigated in this dissertation were categorized as bounded

or unbounded given these definitions: 26 scales were bounded and 34 unbounded.

For van Tiel et al. (2016), boundedness is a component of distinctness; they hypothesize that

that scalar terms on bounded scales are more distinct: in other words, they are easier to distinguish

than pairs of scalar terms on non-bounded scales. This is because the scalar terms on bounded

scales can be distinguished on formal grounds, since one denotes an endpoint and the other denotes

an interval. In the case of unbounded scales, however, to distinguish the two scalar terms, one needs

to inspect the exact domain their respective intervals cover.

An alternative, but related way of conceptualizing the relevance of boundedness for SI calcula-

tion is as follows. In bounded scales, the stronger scalar term denotes an endpoint, which makes it

very salient as an alternative to the vague, weaker term. This high level of salience for the stronger

alternative is what leads to higher rates of SI calculation, as compared to unbounded scales, where

both terms are vague (Ronai and Xiang, 2021). Nonetheless, both potential accounts spelled out

here make the same prediction, that bounded scales should lead to more SI calculation.

Figure 4.10 shows SI rate results split according to boundedness. For the statistical analysis, a

logistic mixed effects regression model (lme4 package in R, Bates et al. 2015) was fit to compare

the rates of SI calculation between bounded and unbounded scales. The model predicted Response

(“Yes” vs. “No” in the Experiment 7 inference task) as a function of Boundedness. It included

the maximal random effects structure supported by the data (Barr et al., 2013): random slopes and

intercepts for participants and random intercepts for items. The fixed effects predictor Bounded-

ness (bounded vs. unbounded) was sum-coded before analysis (“bounded”: 0.5 and “unbounded”:

0.5). This analysis revealed overall lower SI rates for unbounded, as compared to bounded scales

93



0

25

50

75

100

bounded unbounded

P
er

ce
nt

 o
f S

I c
al

cu
la

tio
n

Figure 4.10: Results of the boundedness analysis: The x axis compares bounded and unbounded
scales. The y axis shows SI rate from Experiment 7.

(Estimate=-2.23, SE=0.41, z=-5.45, p <0.001). I therefore successfully replicate van Tiel et al.’s

boundedness finding on a new scale set.

4.4.4 Frequency

Van Tiel et al. (2016) hypothesized that the availability of the stronger scalar term might predict

the observed variation in SI rates: the more available the stronger scalar, the higher the SI rate. One

way in which availability was operationalized is frequency. Though van Tiel et al. (2016)’s study

ultimately found frequency not to be a predictor of scalar diversity, given that this dissertation

uses a (partially) different set of scales with more variation in grammatical category, it is worth

revisiting this analysis.

The reasoning for why frequency should matter is as follows. SI arises if the hearer has reason

to believe that a stronger scalar term S was available to the speaker, but they chose to utter the
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weaker scalar term W instead. If, in a context where a speaker used W, S is quite frequent, then it

should be available to the speaker as an alternative. On the other hand, if S has a low frequency,

then this can explain why the speaker did not use it, even if it would have been appropriate and led

to a true statement. To calculate the relative frequency of the stronger scalar term, I extracted the

frequencies of all 120 scalar terms (for the 60 scales used in Experiments 7) from COCA (Davies,

2008). For each scale, the frequency of the stronger scalar term was divided by the frequency of

the weaker scalar term. In order to reduce how skewed the resulting distribution was, the outcome

of this division was log-transformed. The prediction is that availability, and in turn SI rate, is an

increasing function of the frequency of S (relative to that of W). This prediction was, however, not

borne out: relative frequency did not significantly correlate with SI rate (Pearson’s correlation test:

r=-0.11, p =.42).

As van Tiel et al. (2016) highlights, another possibility is that it is not the relative frequency
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Figure 4.11: Results of the frequency analysis: The x axis shows the log-transformed frequency of
the stronger scalar term. The y axis shows SI rate from Experiment 7.
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of the stronger scalar term that matters, but rather its absolute frequency. In this case, the intuition

is that the speaker’s likelihood of considering S depends on how frequent a word S is, and this

likelihood might be low if S is overall a very infrequent word, even if it might be more frequent

than W. To test this hypothesis, the log-transformed frequencies of the stronger scalar terms were

taken as the absolute frequency metric. I found a positive correlation between the frequency of the

stronger scalar and SI rates (Pearson’s correlation test: r=0.32, p<0.05) —see Figure 4.11. This

finding thus provides support for van Tiel et al. (2016)’s hypothesis (though their own data did

not). In further analyses, I therefore use the absolute frequency of the stronger scalar term as the

index of frequency.

In van Tiel et al. (2016)’s results, neither relative, nor absolute frequency were found to cor-

relate with SI rates. The scale set tested in this dissertation is therefore different in that absolute

frequency does predict SI rates. However, as will be shown in Section 4.4.7, once we take other

predictors into account, the effect observed for frequency goes away.

4.4.5 Semantic similarity

Semantic similarity, or semantic relatedness, was predicted by van Tiel et al. (2016) to positively

correlate with SI rate: the more similar the weaker and stronger terms are to each other, the higher

the SI rate. This was one way to operationalize the availability of the stronger scalar: for that scalar

term to be available as an alternative the speaker could have uttered, the two scalar terms should

be relevant, and therefore used, in similar contexts —which corresponds to them having similar

semantic representations in distributional semantics (Harris, 1954).

While van Tiel et al. (2016)’s reasoning was that similarity correlates with availability such that

the more similar the two scalar terms are, the higher the SI rate, the opposite prediction can also

be made. Semantic similarity can also be taken to contribute to the distinctness of the two scalar

terms: the more similar they are, the less distinct they are, meaning that the non-use of the stronger

scalar can be attributed to it not being sufficiently different from the weaker term. This reasoning

predicts semantic similarity to negatively correlate with SI rates: the more similar the scalar terms

96



are, the less distinct they are, and therefore the lower the SI rate —which is in fact what Westera

and Boleda (2020) found. Overall, it is worth revisiting the metric of semantic similarity even

though van Tiel and Schaeken (2017) found it not to be a predictor of scalar diversity. This is

because this dissertation is looking at a different set of scales, and also because more recent work

indicates that some measures of semantic similarity are better predictors than the others (Westera

and Boleda, 2020).

As already alluded to, semantic similarity will be quantified based on distributional semantics,

or more specifically the “distributional hypothesis” (Harris, 1954). This hypothesis states that

words that have similar meanings are used in similar linguistic environments—that is, they have

similar distributions. Word meanings are represented by embeddings, encoded as a numerical

vector. These are derived by abstracting over occurrences of the words in large sets of data. The

semantic similarity of two words is computed as the cosine of the angle between the two vectors

corresponding to the words —commonly called cosine similarity. The cosine is 1 when the vectors

go in the same direction (high similarity), 0 when the vectors are orthogonal, and -1 when they

go in the opposite direction (low similarity). For further details, the reader is referred to Chapter

6 (Section 6.4) of Jurafsky and Martin (2020). This dissertation uses three specific measures of

semantic similarity, to be detailed below.

Latent semantic analysis

Latent semantic analysis (LSA) is a so-called “count-based” method of distributional semantics

(Landauer and Dumais, 1997). Such a method starts from a large table of words from a corpus,

which appear as both rows and columns. A row contains binary values (1 or 0), which represent

whether the two words occur in the same sentence: if the two words both occur in a sentence, this

is reflected by a 1 in the same column. Based on this matrix, dimensionality reduction is applied

to calculate the word vectors. LSA values therefore reflect how often two words co-occur with

the same words. For this analysis, I used the tool provided at http://lsa.colorado.edu/, in particular

the ‘General Reading up to 1st year college’ as topic space (pairwise comparison), to extract LSA
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values for the 120 scalar terms.

LSA values were positively correlated with SI rates (Pearson’s correlation test: r=0.26, p<.05)

—see Figure 4.12. This finding is in line with van Tiel et al.’s (2016) hypothesis that the more

semantically similar two scalar terms are, the more available the stronger one is as a potential

alternative, and consequently the higher the SI rate —though ultimately the authors’ own study

did not provide evidence for this hypothesis. At the same time, my finding is not compatible with

Westera and Boleda’s (2020) hypothesis that similarity should be negatively correlated with SI

rate. Note that van Tiel et al. (2016) and Westera and Boleda (2020) both tested LSA scores as a

predictor of scalar diversity but found that they were not a significant predictor. This discrepancy

could be explained by my work testing a different scale set, but note also that as we will see in

Section 4.4.7, LSA scores turn out not to remain a significant factor in explaining scalar diversity

once we take more factors into account.
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Figure 4.12: Results of the semantic similarity analysis: The x axis shows the LSA similarity
scores. The y axis shows SI rate from Experiment 7.
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GloVe

An alternative distributional semantic model is GloVe (Global Vectors; Pennington et al. 2014,

which, like LSA, is count-based: it looks at word co-occurrences in a large corpus. In partic-

ular, I used spaCy word embeddings: 300-dimensional vectors that were trained through web

documents for general-purpose tasks (en core web lg, https://spacy.io/models). This measure of

semantic similarity was not significantly correlated with SI rates (Pearson’s correlation test: r=-

0.12, p =.38). This is in line with Westera and Boleda (2020), who also tested the GloVe model,

but found this kind of semantic similarity measure not to be a predictor of SI rates.

Word2Vec

Word2Vec belongs to the family of so-called “prediction-based” methods of distributional seman-

tics. Unlike count-based methods, prediction-based ones start from random word vectors (e.g.

weights in an artificial neural network) and incrementally update these vectors to better predict

word-context occurrences. To get these similarity scores for the 120 scalar terms under inves-

tigation, Google’s pre-trained Word2Vec model was used. Specifically, cosine similarity scores

were computed between 300-dimensional Word2Vec embeddings, which were pre-trained on the

Google News corpus (Mikolov et al., 2013). This was done via the interface provided by the gen-

sim library for Python (Řehůřek and Sojka, 2010). Though there is a slight negative trend, such

that the more similar two scalar terms are, the lower the SI rate, we do not find a significant cor-

relation between Word2Vec similarity scores and SI rates (Pearson’s correlation test: r=-0.198,

p =.13). This also replicates Westera and Boleda (2020), who also did not find Word2Vec to be a

significant predictor of SI rates.

In what follows, therefore, I use LSA scores as an index of semantic similarity, and do not

analyze the Word2Vec and GloVe metrics further.
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4.4.6 Experiment 10: Meaning of the negated strong scalar

In Experiment 10, I show that scalar diversity is (partially) explained by the meaning of the negated

strong scalar term, as compared to the weak scalar. As in Experiment 9, my measure relies on

experimentally collected degree estimates.

Hypothesis

In this section so far, in line with much of the literature on scalar diversity, I focused on potential

explanations for scalar diversity that had to do with the relationship between the weak and the

strong scalar term. Experiment 10 takes a slightly different perspective, as it focuses on the mean-

ing of the negated strong term (not excellent) as a predictor of the variation in SI rates. Let us first

consider the inference task commonly used to test SI calculation, which I also used in Experiment

7. The inference task presents participants with an SI-triggering statement, such as The movie is

good, and then poses the question: Would you conclude from this that Mary thinks the movie is

not excellent?. (Neo)-Gricean accounts of SI calculation assume that hearers reason (only) about

potential stronger alternatives to the weaker utterance they heard. But given the particulars of the

inference task, it is conceivable that the meaning of the negated alternative (e.g., not excellent) also

plays a role. In Experiment 10, I therefore probe what such negated stronger alternative statements

mean, and what hearers therefore have in mind when answering the question of the inference task.

The specific hypothesis that I test is that the more similar the weak (good) and the negated

strong (not excellent) term are, i.e. the smaller the difference between them on a degree scale, the

higher the SI rate should be for that scale. Suppose, for instance, that good and not excellent are

interpreted as describing two very different world states—that is, they are distant on the degree

scale of goodness. In this case, it is implausible for a participant to conclude that a speaker meant

not excellent when she uttered good. This can lead to a low rate of “Yes” responses in the inference

task, which is then interpreted as a low SI rate.
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Participants, task and procedure

31 native speakers of American English participated in an online (Ibex) experiment for $2 com-

pensation. Participant recruitment and screening was identical to Experiment 7. Data from all 31

participants is reported below.

Experiment 10 had the same task and procedure as Experiment 9 —see Figure 4.13 for an

example trial item. Here, I tested the negated strong term (in a between-participants design with

Experiment 9). That is, participants saw the sentence The movie is not excellent, and then had to

indicate on a 0-100 scale how good they thought the movie was.

Figure 4.13: Example experimental trial from Experiment 10: stronger scalar term

Prediction

My prediction for the results of Experiment 10 is that the smaller the difference between the degree

estimates for the weak and the negated strong term, the higher the corresponding SI rate will be. In

other words, I predict a negative correlation between the weak-not strong difference and SI rates.

Results and discussion

I conducted the same analyses as those reported in Experiment 9. Responses to negated strong

terms were found to be significantly lower than to weak terms (Estimate=-33.59, Std. Error: 2.65,
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t=-12.65, p<0.001) —see Figure 4.14. That is, sentences such as The movie is not excellent re-

ceived, on average, lower ratings on a 0-100 goodness scale than sentences such as The movie is

good. I return to this finding below, in the discussion of negative strengthening.
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Figure 4.14: Results of Experiments 9 and 10: Average response on the degree estimate task (0-
100 scale) for the two different conditions

To test the main prediction that the meaning of the negated strong term captures scalar diversity,

I again calculated the absolute difference in means between the response to the weak term (from

Experiment 9) and the response to the negated strong term (Experiment 10). For example, for the

<good, excellent> scale, The movie is good received a response of 69.4 on the 0-100 scale, while

The movie is not excellent received 31.5, resulting in a score of 37.9 —these are plotted on the x

axis of Figure 4.15. There was a negative correlation between the results of Experiment 10 and 7

(Pearson’s correlation test: r=-0.61, p<0.001); the more similar the world states that a weaker and

negated stronger term are taken to describe, the higher the SI rate is for that scale. This constitutes

evidence that the meaning of the negated stronger scalar plays a role in scalar diversity.
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Figure 4.15: Results of Experiments 7 and 10: The x axis shows the meaning of the negated
stronger term from Experiment 10. The y axis shows SI rate from Experiment 7.

To reiterate, the motivation for Experiment 10 was that the inference task commonly used to

test SI calculation explicitly mentions the negated stronger term, raising the possibility that when

participants choose not to endorse the conclusion that a speaker meant not excellent by uttering

good, they do so because they perceive not excellent and good as meaning different things. My

findings suggest that the meaning of the negated strong term, as measured by experimentally col-

lected degree estimates, indeed captures some of the variation in SI rates that is observed across

scales. This raises broader questions about whether the inference task is a good way to measure SI

calculation. One limitation of the inference task in its current form is that it explicitly mentions,

and therefore makes salient, the stronger alternative to a weaker scalar term (Would you conclude...

not excellent?). Yet, scalar diversity emerges despite this potentially biasing nature of the task: we

do not find that inference rates are uniformly high across scales, even though the stronger alterna-

tive is mentioned in the task question. The findings of Experiment 10 highlight a second potential
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problem with the inference task: namely, that it might introduce complications not only because it

mentions stronger alternatives like excellent, but because it mentions not excellent, whose meaning

I have shown to matter for SI calculation. For more recent discussion about task effects in experi-

mental investigations of SI, see also Sun and Breheny (2021), who found that a task question like

Would you conclude from this that, according to Mary, not all of the questions are easy? (similar

to my Experiment 7) vs. one like Would you conclude that, it could be that Mary thinks, all of the

questions are easy? produce different results.

As is reflected in the averages reported in Figure 4.14, the negated strong degree estimate

was lower than the weak degree estimate for many lexical scales. This finding can be interpreted

as negative strengthening, the pragmatic phenomenon where hearers take John is not brilliant to

mean not only that John is less than brilliant (the sentence’s literal meaning), but that he is less

than intelligent, or that he is in fact stupid (Horn, 1989). As discussed in Section 4.1.2, Gotzner

et al. (2018) experimentally tested propensity for negative strengthening across different scales:

participants saw sentences such as He is not brilliant and were asked whether they can conclude

that he is not intelligent. The authors found that “Yes” responses negatively correlated with SI

rates and were able to predict scalar diversity. While negative strengthening is certainly relevant

to the results of Experiment 10, there are a number of important respects in which my findings

differ from Gotzner et al.’s. First, my collected data include scales that did not show negative

strengthening, i.e. where the negated strong scalar term had a higher rating on the 0-100 degree

scale scale than the weak scalar, suggesting that not all of Experiment 10’s findings are attributable

to negative strengthening. Second, though arguably tapping into similar pragmatic phenomena,

negative strengthening is chiefly about not brilliant being interpreted as not (even) intelligent,

while what I measured in this experiment is whether not brilliant is similar to intelligent in what

world state it is taken to describe.

4.4.7 Combined analysis and variance explained

In this chapter, the following factors were shown to be correlated with SI rates:
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• accessibility of the stronger alternative,

• distinctness of weaker and stronger scalar terms,

• boundedness,

• frequency of the stronger alternative,

• semantic similarity (only as indexed by LSA scores),

• meaning of the negated stronger scalar term

Next I report on statistical analyses conducted to check whether each of these factors remains a

significant predictor when we take them all together, as well as how much of the observed variance

each factor is able to capture. Using the lme4 package in R (Bates et al., 2015), I fit a logistic mixed

effects regression model that predicted Response (“Yes” vs. “No”) in Experiment 7’s inference task

as a function of the six factors listed above. The categorical predictor Boundedness was sum-coded

before analysis (“bounded”: -0.5 and “unbounded”: 0.5).The model included random intercepts

for participants. The model’s estimates are shown in Table 4.4.

Estimate Std. Error z value p value
Intercept 1.59 0.31 5.11
Accessibility 0.02 0 10.66 <0.001
Distinctness -0.03 0 -9.41 <0.001
Boundedness -1.04 0.12 -8.39 <0.001
Frequency 0.07 0.07 0.91 0.36
Semantic similarity 0.28 0.35 0.79 0.43
Meaning of negated strong term -0.06 0 -11.96 <0.001

Table 4.4: Parameter estimates, standard errors, z values and p values from a logistic mixed effects
regression model of the “Yes” vs. “No” responses in Experiment 7, predicted by the factors iden-
tified in this chapter

We can see that in this combined model, frequency and semantic similarity are no longer sig-

nificant predictors of SI rates. Let us recall, however, that van Tiel et al. (2016) tested both of these

factors (and Westera and Boleda (2020) tested semantic similarity), and found them not to be pre-

dictors for their own set of SI rate data. It seems plausible, therefore, that semantic similarity and
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frequency are indeed not relevant factors for the likelihood of SI calculation, and the correlations

reported in Sections 4.4.4 and 4.4.5 merely reflect noise in the data.

But accessibility, distinctness, boundedness, and the meaning of the negated strong term con-

tinue to be significant factors. Therefore, to check how much of the variance these predictors

explain (together and individually), I fit a new regression model, including only the four signifi-

cant factors. The model was otherwise identical to the one detailed above. To check how much

of the variance in the data is explained, I used the rsq package in R (Zhang, 2021) to compute R2

values. I found that the model combining all four factors explained 28.2% of the variance in the

data, with 24.6% coming from the fixed effects and 3.6% from the random effects. To test what

proportion of the variance each factor explains, I checked how much the R2 is reduced by fitting a

model that removes that factor. That is, to calculate how much of the variance is explained by Ac-

cessibility, for instance, I fit a regression model only including the other three factors, and checked

how the R2 of that model compares to 24.6%2. (Here, I concentrate only on the variance explained

by fixed effects.) Results are shown in Table 4.5.

Estimate Std. Error z value p value R2

Intercept 1.89 0.24 7.8
Accessibility 0.02 0 11.65 <0.001 5.1%
Distinctness -0.03 0 -9.32 <0.001 3.6%
Boundedness -1.07 0.12 -8.7 <0.001 2.2%
Meaning of negated strong term -0.06 0 -12.04 <0.001 5.8%

Table 4.5: Parameter estimates, standard errors, z values and p values from a logistic mixed effects
regression model of the “Yes” vs. “No” responses in Experiment 7, predicted by the factors iden-
tified in this chapter

Altogether, this analysis finds that accessibility and the meaning of the negated strong term

explain more of the variance than either distinctness or boundedness. But on its own, each factor

can only capture less than 10% of the variance, suggesting that there is no single explanation

for scalar diversity. Rather, the variance in SI rates across scales arises as a function of inter-

2. A mixed effects model including only accessibility, distinctness and boundedness did not converge. I therefore
fit a logistic regression model using the glm function in R to calculate the R2 of the meaning of the negated strong
term (5.8% in Table 4.5).
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scale variation in multiple different properties. Future work should aim to synthesize all known

predictors of scalar diversity reported in the literature (see Section 4.1.2), to give us an idea of how

much of the total variance in SI rates across scales is now accounted for.

4.5 Summary of findings

This chapter introduced the phenomenon of scalar diversity, which complicates the picture that

scalar inference arises simply as alternative-based reasoning, since such a story is (on its own)

unable to directly predict the non-uniformity of scalar inference across different scales and alter-

natives. I also reported on a new set of lexical scales I collected via corpus work, which is larger

than those in prior literature, and crucially it provides a better balance across different grammat-

ical categories. I tested this new scale set in an inference task, which successfully replicated the

scalar diversity phenomenon (Experiment 7), and I proposed quantifying the diversity using the

information theoretic measure relative entropy.

Section 4.4 explored whether the variation in how likely a scalar inference is to arise can be

derived from properties of the scalar alternatives themselves. We saw evidence that whether a

scale is bounded, i.e., whether the stronger alternative denotes a fixed point (e.g., all) or not (e.g.,

excellent), predicts likelihood of SI calculation: bounded scales are more likely to lead to SI. I

also showed that a production-based measure of how accessible a stronger scalar alternative is

can capture scalar diversity: the more accessible the alternative (e.g., all), the higher the SI rate

(Experiment 8). The distinctness of the weak and strong scalar terms, as measured via degree

estimates, was also found to be a predictor of SI rates: the more distinct the weaker term (some)

and the stronger alternative (all) are, the higher the SI rate (Experiment 9). At the same time, it

is not the case that all potentially relevant properties of alternatives are related to the likelihood

of SI calculation: we saw that frequency of the stronger alternative or the semantic similarity of

the weak and strong term do not play a role. In Experiment 10, I showed that the meaning of the

negated stronger scalar term is also a significant predictor: the closer the meaning of some to not

all, the higher the SI rate; in fact, this was the strongest predictor of the ones tested in this chapter.
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This finding, however, might actually raise issues for the inference task itself that is typically used

to measure SI calculation.

Finally, even though a number of relevant factors (most, but not all, related to the properties

of alternatives) have been shown to predict scalar diversity, there is still unexplained variance,

suggesting that scalar diversity remains a puzzle and a promising avenue for future work.
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CHAPTER 5

SEMANTIC AND PRAGMATIC EFFECTS ON SCALAR DIVERSITY

Chapter 4 introduced the phenomenon of scalar diversity, and investigated potential factors that

might explain the observed variation across scales1. In Chapter 5, I take a different perspective,

and I look at how two factors unrelated to scalar diversity affect the likelihood and uniformity of

calculating upper-bounded inferences (some but not all; good but not excellent). First, I manipulate

the discourse context via an explicit question containing the stronger alternative (all, excellent),

finding that such a supportive context both makes inference calculation more likely and reduces

variability across scales (Section 5.2). This context manipulation is grounded in an elicitation

experiment that establishes relevant QUDs across scales (Section 5.1). Following the investigation

of context, I turn to the role of alternative exclusion. I find that overt exhaustification using the

focus particle only (only good, only some), which encodes alternative exclusion semantically, also

increases inference rates and leads to an even more robust reduction in scalar diversity (Section

5.3). Lastly, I show that when the two investigated factors align, i.e. there is pragmatic support from

the context and a semantic cue to exclude alternatives, upper-bounded inferences are calculated at

ceiling rates, and scalar diversity is eliminated (Section 5.4). Crucially, observations about whether

variability is reduced are grounded in my proposal to more rigorously quantify scalar diversity than

has been done in prior work, using the relative entropy measure introduced in Section 4.3.1.

5.1 Experiment 11: QUD elicitation

In Experiment 11, I further tackle the problem introduced in Chapter 3: that relatively little is

known about the Questions Under Discussion that language users have in mind when presented

with a given sentence. Similarly to Experiment 5 (Chapter 3), I develop and conduct an elicitation

experiment that aims to track what kind of QUDs comprehenders have in mind when interpreting

1. Stimuli, data, and the scripts used for data visualization and analysis can be found in the following OSF reposi-
tory: https://osf.io/xrezc/?view only=cf7e4c36120b40b1b6d20bc0383a9e37
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a potentially SI-triggering utterance —either on its literal, or on its SI-enriched meaning. Im-

portantly, Experiment 11 investigates this question in the context of scalar diversity, testing 60

different lexical scales, not just <some, all> as in Experiment 5.

5.1.1 Participants and task

A total of 83 native speakers of American English participated in an online experiment on the

Ibex platform (Drummond, 2007). Participants were recruited on Prolific and compensated $1.70

or $2.30 (depending on time commitment). Participant screening was identical to Experiment 7:

one participant was removed due to failing attention checks. Data from 82 participants is reported

below.

Experiment 11 employed an elicitation task. Participants were presented with a dialogue con-

text where Sue uttered a potentially SI-triggering sentence, such as The movie is good (identical

Experiment 7). This sentence was preceded by a question, uttered by Mary, which was left blank.

Participants were instructed to guess what Mary’s question was, by typing in their response. The

experiment included a conclusion manipulation, which involved a neutral condition and an SI-

biasing condition. In the neutral condition, participants only saw the two-sentence dialogue in-

volving Mary’s question (left blank) and Sue’s answer (the SI-triggering sentence) —Figure 5.1

shows an example trial item. In the SI-biasing condition, a statement was presented in addition to

the two-sentence dialogue, which spelled out to participants that Mary derived the SI from Sue’s

utterance. That is, for instance, if Sue’s utterance was The movie is good, then the SI-biasing

condition included a statement Mary concludes that the movie is not excellent —see Figure 5.2.

Participants were instructed to guess what Mary’s question was, given the rest of the dialogue and,

in the case of the SI-biasing condition, the conclusion she ends up drawing.

Items were modified for elicitation from the items of Experiment 7: a total of 60 critical items

and 5 fillers were tested. The 60 critical items (i.e., 60 scales) were divided into two sets and

tested separately. The conclusion manipulation (neutral vs. SI-biasing) was conducted between-

participants. Therefore, a total of four sub-experiments were run: 21 participants were tested
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Figure 5.1: Example experimental trial from Experiment 11: neutral condition

Figure 5.2: Example experimental trial from Experiment 11: SI-biasing condition

on the first 30 scales (21 participants each for the neutral and the SI-biasing conditions), and 20

participants were tested (per condition) for the second 30 scales. This means that a total of 1230

data points were collected and analyzed for the SI-biasing condition, and another 1230 for the

neutral condition.

5.1.2 Results and discussion

Results were coded in the following way. Each elicited question was categorized as one of the

following seven categories. I first provide examples of the categories, based on three items: The

movie was good → not excellent; The boy is hungry → not starving; The student is intelligent →

not brilliant.

• Strong-scalar question: Was the movie excellent?; Is the boy starving?; Is the student bril-

liant?

• Weak-scalar question: Do you think the movie is good?; Is the boy hungry?; Is the student

intelligent?

111



• Antonym question: Is the student dull?

• How-scalar question: How good was the movie?; How intelligent is the student?

• Negated scalar question: The boy isn’t hungry is he?; The student is not as bright as the

others, huh?

• Generic wh-question: How was the movie?; What is the student like?; Is he a good student?

• Miscellaneous: So what did you think about that movie?; Why is the boy crying so much?;

Is that student doing well in class?

Having seen some representative examples, I now provide more details on what criteria were

used to categorize the elicited questions. For the strong-scalar and weak-scalar questions, which

are questions based on the stronger (e.g., excellent) or weaker (e.g., good) scalar term, attention

was paid not just to whether the particular lexical item was present (e.g., excellent), but also to the

meaning of the questions. In the majority of cases, the questions did contain the specific lexical

items, but for illustration, I provide some examples of cases when they did not. For instance, a

question containing overjoyed was categorized as strong-scalar for the <happy, ecstatic> scale,

since it is a synonym of ecstatic; for the item Ann’s speech was polished → not impeccable, a

question with good was categorized as weak-scalar, i.e., synonymous with polished in this context;

a question where everyone did something was taken to be synonymous with unanimously (strong-

scalar); and a question such as Which candidate is better? was taken to be the same as more from

more skilled (strong-scalar).

For something to be classified as an antonym, it needed to have the opposite polarity to the

weaker and stronger scalar term, e.g., cold is negative polarity, while the <warm, hot> scale is

positive. The how-scalar question category included questions that are not how-questions in their

form, but whose meaning has to do with the degree to which something manifests the relevant

scalar property. For instance, What is the probability of success? was classified as a how-scalar

question for the item Success is possible → not certain. Additionally, questions that were a dis-
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junction between the weaker and stronger scalar terms were also classified as how-scalar, e.g., Was

Stu’s daughter petrified or just scared? for the <scared, petrified> scale.

The “generic wh” and “miscellaneous” categories are characterized by what the discourse goal

is in the dialogue, given Mary’s question. In the strong-scalar, weak-scalar, antonym, how-scalar

and negated scalar questions, the discourse goal has to do with what degree of the relevant prop-

erty (e.g., goodness, intelligence, or quantity) is held —in other words, a question was coded as

belonging to one of these categories if it established a QUD about scales or degrees. In the generic

wh and miscellaneous questions, on the other hand, the discourse goal is something different, e.g.,

to learn a reason for something (Why is the boy crying so much?), or learn about a person (What

is the student like?), or learn someone’s identity (Who got the highest score between Bill and Al?).

The difference between these two categories (generic wh and miscellaneous) is ultimately not of

interest to us.

Table 5.1 shows the results of Experiment 1: both the raw counts and frequencies that resulted

from the coding of elicited questions.

SI-biasing Neutral
Percentage Count Percentage Count

Strong-scalar 28.1% 346 0.7% 9
Weak-scalar 8.9% 109 9.8% 120
Antonym 4.3% 53 3.5% 43
How-scalar 12.4% 152 4.2% 52
Negated scalar 3.3% 41 0.2% 3
Generic wh 21.5% 264 22.8% 281
Miscellaneous 21.5% 265 58.7% 722
TOTAL 100% 1230 100% 1230

Table 5.1: Experiment 11 results: frequencies of elicited question types

Comparing the two conditions, neutral and SI-biasing, we see that the SI-biasing condition

resulted in more strong-scalar questions, as well as more how-scalar questions —though how-

scalar questions remain overall relatively infrequent. The neutral condition, on the other hand,

resulted in more miscellaneous questions. A number of conclusions emerge from these results

of the QUD elicitation experiment. First, we can take these findings as evidence from language
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production for the formerly comprehension-based finding that QUDs can encourage or discourage

SI calculation (for this finding in the context of scalar diversity, see Cummins and Rohde 2015;

Ronai and Xiang 2021, and Experiment 12 below). Second, it seems that questions that bias toward

the SI-enriched interpretation of the sentence need to make reference to the stronger scalar term;

no other strongly SI-biasing questions emerged, other than the strong-scalar questions. This kind

of question indeed provides the basis for the QUD manipulation in comprehension experiments

such as Ronai and Xiang’s (2021) Experiment 3 and Experiment 12 of this chapter. Lastly, the

elicited data did not reveal a by-item effect: the 60 different scales did not differ noticeably from

each other in the types of questions they elicited and whether they elicited more of one type (e.g.,

strong-scalar vs. weak-scalar). This finding is broadly in line with how a QUD manipulation in a

comprehension experiment does not eliminate the variation across scales, i.e., scalar diversity (see

Ronai and Xiang 2021 and Experiment 12).

5.2 Experiment 12: Discourse context manipulation

Much of the experimental pragmatics literature, including on scalar diversity, and including Ex-

periment 7 in this dissertation, presents stimulus sentences in the absence of any context. But it is

well known that properties of the discourse context, formalized e.g. as Question Under Discussion

(QUD, Roberts 1996/2012), can make SI calculation more or less likely (Van Kuppevelt, 1996).

Indeed, experimental work has confirmed this modulating role of context not only for the <some,

all> scale (Degen and Tanenhaus 2014; Yang et al. 2018; Zondervan et al. 2008; Chapter 3 of this

dissertation), but also for a variety of different lexical scales (Cummins and Rohde, 2015; Ronai

and Xiang, 2021).

In Experiment 12, I operationalize discourse context as explicit questions, and investigate the

effect of such a manipulation on the likelihood of SI calculation, as well as on the observed varia-

tion across scales, that is, scalar diversity.
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5.2.1 Participants and task

81 native speakers of American English participated in an online experiment, administered on the

Ibex (Drummond, 2007) and PCIbex (Zehr and Schwarz, 2018) platforms. Participant recruit-

ment, screening, and compensation was identical to Experiment 7. Data from all 81 participants is

reported below.

Experiment 12 employed the same task as Experiment 7, but the potentially SI-triggering sen-

tences (uttered by Mary) were now embedded in a dialogue context. Specifically, the SI-triggering

sentences were either preceded by a polar question that contained the stronger scalar (“strong

QUD” condition), or by a polar question that contained the weaker scalar term (“weak QUD” con-

dition). For the <good, excellent> scale, for instance, the manipulation included the question Is

the movie excellent?–see Figure 5.3–, or the question Is the movie good?. The question manipula-

tion (strong vs. weak QUD) was administered within participants in a Latin Square design.

Mary’s answers were modified to ensure dialogue coherence, e.g., The movie is good was

changed to It is good. Otherwise, Experiment 12’s materials and procedure were identical to

Experiment 7.

Figure 5.3: Example experimental trial from Experiment 12
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5.2.2 Hypothesis and predictions

Standard semantic treatments of questions take them to partition a set of possible worlds into cells

denoting their possible answers (Hamblin, 1976; Groenendijk and Stokhof, 1984). The question

Is the movie excellent?, then, partitions the Common Ground based on the stronger alternative

excellent: in one cell are all the worlds where the movie is excellent, and in the other cell, all the

worlds where the movie is not excellent. An answer, in turn, is taken to be congruent with (or “a

good answer to”) a question if it determines which cell contains the actual world (Hulsey et al.,

2004). Consider the two readings (literal and SI-enriched) of a potentially SI-triggering sentence

in this light:

(1) The movie is good.

a. The movie is at least good. literal

b. The movie is good, but not excellent. SI

Given the question Is the movie excellent?, the SI-enriched meaning in (1-b) is a congruent answer,

because it entails the “not excellent” cell of the partition, and eliminates the “excellent” cell. The

literal meaning in (1-a), on the other hand, does not entail either cell, and it therefore does not

directly bear on the question. Therefore, only on its SI-enriched meaning does The movie is good

constitute a congruent answer.

The picture is different, however, in the weak QUD condition. A polar question like Is the

movie good? partitions the Common Ground such that in one cell are all the worlds where the

movie is good, and in the other cell, all the worlds where the movie is not good. An answer of

The movie is good constitutes a good answer here no matter whether it gets enriched to mean not

excellent, since it entails the “good” cell of the partition in either case.

Given this, I hypothesize that the strong QUD manipulation in Experiment 12 will encourage

SI calculation; that is, participants will calculate SIs in order to make Mary’s answers congruent

with Sue’s questions. Consequently, I first predict that SI rates will increase in the strong QUD
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condition, as compared to the baseline Experiment 7, which included no context. I also predict

that the strong QUD condition will produce higher SI rates than the weak QUD condition. In

fact, in the strong QUD condition, inference rates could increase to ceiling (100%), since without

SI calculation, the dialogue participants are presented with would not be congruent. Second, I

predict that as inference rates increase across the board for all scales, variation across scales (scalar

diversity) will be reduced. In the weak QUD condition, on the other hand, there is no reason to

predict a rise in SI rates as compared to Experiment 7, since Mary’s answer will be congruent no

matter whether it receives an SI interpretation.

5.2.3 Results and discussion

Figure 5.4 shows the results of Experiment 12 (second facet: “Weak QUD” and third facet: “Strong

QUD”), along with the result of Experiment 7 (first facet: “SI”). To compare the rates of inference

calculation in the weak vs. strong QUD conditions, I fit a logistic mixed effects regression model

using the lme4 package in R (Bates et al., 2015). The model predicted Response (“Yes” vs. “No”)

as a function of Condition. It included the maximal random effects structure supported by the

data (Barr et al., 2013): random intercepts for participants and random slopes and intercepts for

items. The fixed effects predictor Condition (weak QUD vs. strong QUD) was sum-coded before

analysis (weak QUD: -0.5 and strong QUD: 0.5). This analysis revealed that the strong QUD

condition led to higher inference rates than the weak QUD condition (Estimate=1.67, SE=0.1,

z=16.15, p <0.001).

In the next analysis, I compared the rates of inference calculation in Experiment 12 (in either

the weak or the strong QUD condition) to the inference rates from Experiment 7. Two separate

models were fit, one comparing strong QUD to Experiment 7, and another comparing weak QUD

to Experiment 7. These logistic mixed effects regression models predicted Response (“Yes” vs.

“No”) as a function of Experiment. The maximal random effects structure supported by the data

(Barr et al., 2013) included random intercepts for participants and random slopes and intercepts

for items for the comparison of strong QUD vs. Experiment 7, and random intercepts and slopes
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Figure 5.4: SI rate for 60 different scales. Experiments 7 (SI) and 12 (Weak QUD, Strong QUD)
are shown on the three facets of the plot.
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for both participants and items for the comparison of weak QUD vs. Experiment 7. The fixed

effects predictor Experiment (7 vs. 12) was sum-coded before analysis (Experiment 7: -0.5 and

Experiment 12: 0.5). This analysis revealed an overall increase in inferences rates in Experiment

12’s strong QUD condition, as compared with Experiment 7 (Estimate=1.49, SE=0.22, z=6.56,

p <0.001). In the weak QUD condition, however, inference rates were not statistically different

from those in Experiment 7 (Estimate=-0.25, SE=0.18, z=-1.38, p =0.17).

Overall, we find that a supportive discourse context (i.e., strong QUD) made participants sig-

nificantly more likely to calculate inferences, as compared to either a no-context situation (Ex-

periment 7), or context with a weak QUD. These findings replicate Ronai and Xiang’s (2021)

Experiment 2 on a different, larger set of scales.

To check the effect of the discourse context manipulation on the variation in SI rates across

scales, we can turn to our measure of relative entropy. The SI rates in the weak QUD condition

of Experiment 12 resulted in a relative entropy of 0.378, while the strong QUD condition resulted

in a relative entropy of 0.123. Recall that lower numbers represent more uniformity: if all scales

led to SI at the same rate, relative entropy would be 0, but the relative entropy of the baseline

Experiment 7 (without context) was 0.466. What we find, then, is that a supportive context reduced

the variation in SI rates: relative entropy is lower in the strong QUD condition of Experiment 12

than in Experiment 7, i.e., there is less scalar diversity. The weak QUD condition did also lead

to a slight reduction in diversity compared to Experiment 7, but much less so than the strong

QUD condition. Altogether, in line with my predictions, an explicit question based on the stronger

scalar term both increased SI rates across the board and reduced the variation across scales —but

a question based on the weaker scalar term did not have the same effect.

At the same time, even with the strong QUD, we did not find a ceiling effect in SI rates, nor

did we find uniformity across scales. This presents a puzzle. As discussed, a question such as

Is the movie excellent? partitions the Common Ground into possible worlds where the movie

is excellent vs. possible worlds where the movie is not excellent. Given this, Mary’s utterance

only constitutes a felicitous contribution to the discourse on its SI-enriched meaning (good but not
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excellent), because only on this meaning does it entail one of the cells of the partition. Since this

is the same for all scales tested, we would expect equally high SI calculation everywhere.

I propose the following possible reason for why the predicted uniformity does not obtain: there

are in fact three different possible pragmatic meanings that can be attributed to Mary’s utterance in

the dialogue context, which I detail below in (2-a)-(2-c).

(2) Sue: Is the movie excellent?

Mary: It is good.

a. It is good (but not excellent). SI

b. (Well,) it’s good. ignorance

c. (Yes,) it’s good. good ≈ excellent

Example (2-a) is the standard scalar inference meaning, which was the one I intended for partici-

pants to arrive at in Experiment 12. It is also possible, though, that (some) participants assigned to

Mary’s answer the meaning in (2-b), which is communicating ignorance about the stronger alter-

native; on this reading, Mary’s answer conveys not that the movie is not excellent, but that Mary

does not know whether it is excellent. Lastly, (2-c) shows a third possibility, where good is used as

a synonym for excellent—Mary is in fact giving an affirmative answer to Sue’s question. Using a

weaker scalar term as a synonym for a stronger alternative may be related to the semantic distance

between or distinctness of the two scalar terms, which has been shown to independently correlate

with SI rates. As van Tiel et al. (2016) and Experiment 9 in Chapter 4 have demonstrated, the

less distant or distinct the two scalar terms are, the less likely the SI is in a no-context situation

(like Experiment 7). Additionally, the less distinct they are, the more it is possible to interpret the

weaker term as a synonym for the stronger alternative, as in (2-c), and the lower the SI calculation

rate stays even with a biasing context (like the strong QUD condition of Experiment 12).

It is also possible to analyze the interpretation in (2-c) as an R-implicature (Horn, 1984). (3)

shows a classic example of an R-implicature, where a statement of (3-a) implicates (3-b).
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(3) a. I need a drink.

b. I need an alcoholic drink.

In R-implicature, a generic form (drink) takes on a more specific meaning (alcoholic drink). In

other words, while scalar inferences introduce upper-bounded meanings (good means not more

than good), R-implicatures are lower-bounding: what is said is the lower limit of what is actually

the case. Arguably, taking The movie is good to affirm that the movie is excellent is an instance of

such an implicature.

Even though the experimental manipulation intended for participants to arrive at the meaning

in (2-a), it must be noted that (2-a) and (2-c) both represent congruent answers: (2-a) addresses the

question by entailing “not excellent”, while (2-c) addresses it by entailing “excellent” —assuming

that (2-a) and (2-c) are interpreted on their respective enriched meanings. But only if a partici-

pant had (2-a) in mind did they answer “Yes” in the inference task; with either (2-b) or (2-c), they

answered “No”. Crucially, all three different readings for Mary’s It is good answer should corre-

spond to different prosodic contours; in particular, the meaning in (2-b) would correspond to the

rise-fall-rise contour, see Ward and Hirschberg (1985) and Constant (2012), but also de Marneffe

and Tonhauser (2019) and Göbel and Wagner (2022). Directly manipulating prosody using audio

stimuli to tease apart these possible readings is therefore a promising area for future work.

5.3 Experiment 13: Focus manipulation

While Experiment 12 tested a pragmatic manipulation, Experiment 13 uses a semantic one: I

investigate the effect of focus (signalled by the particle only) on the likelihood and diversity of

inference calculation.

5.3.1 Participants and task

41 native speakers of American English participated in an online (Ibex) experiment for $2 com-

pensation. Participant recruitment, screening, and compensation was identical to Experiment 7.
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Figure 5.5: Example experimental trial from Experiment 13

Data from 40 participants is reported below.

Experiment 13 employed the same inference task as the previous two experiments. This time,

the additional manipulation conducted was to include the focus particle only in the SI-triggering

statement. That is, Mary’s utterance was e.g., The movie is only excellent—see Figure 5.5 for an

example trial. Other than this, the materials and procedure were identical to Experiment 7.

5.3.2 Hypothesis and predictions

The focus operator only semantically excludes alternatives to the focused element (Rooth, 1985,

1992). That is, the sentence The movie is only good conveys that the movie is good (=positive

component), and crucially also that the movie does not hold other properties from some contex-

tually determined set of alternatives (=negative component). On a standard Roothian semantics

(Rooth, 1985, 1992), the particle only associates with the element in focus (good) and expresses

that, among the set of possible alternatives {wonderful, excellent, ...}, the movie does not hold any

other property. The focus operator thereby excludes the alternatives to the focused element.

Unlike in previous experiments, where the exclusion of the stronger alternative (e.g., excellent)

was a cancellable pragmatic inference, in Experiment 13, alternative exclusion is an entailment.

Based on this, I predict that comprehenders will exclude alternatives to the focused element, and

consequently that the rates of upper-bounded inference calculation will increase. Again, inference

rates could possibly increase to ceiling (100%), given that The movie is only good encodes the

122



exclusion of alternatives to good in a non-cancellable way. As a consequence of inference rates

increasing across the board, I also predict that the variation (diversity) observed across lexical

scales will be reduced.

5.3.3 Results and discussion

Figure 5.6 shows the results of Experiment 13 (third facet: “Only”), along with the results of Ex-

periments 7 and 12. To compare Experiment 13’s results to that of the baseline Experiment 1, I

conducted the same statistical analysis as the one reported in Section 5.2.3. This analysis revealed

that Experiment 13 also led to significantly higher rates of inference calculation than Experiment

7 (Estimate=1.86, SE=0.27, z=6.96, p <0.001)—participants were more likely to calculate upper-

bounded inferences in the presence of overt exhaustification with only. Turning now to our mea-

sure of the “diversity” of inference rates, Experiment 13 led to a relative entropy value of 0.046.

Compared to the previous experiments (see Table 5.2), we see a more substantial reduction in vari-

ation across scales; scalar diversity was lessened more with the focus manipulation than with the

discourse context manipulation.

Manipulation Relative entropy
Experiment 7 Baseline scalar diversity 0.466
Experiment 12 Weak QUD 0.378
Experiment 12 Strong QUD 0.123
Experiment 13 Exhaustification with only 0.046

Table 5.2: Relative entropy results by experiment: Experiments 7, 12 and 13

In line with the predictions, then, the focus manipulation made upper-bounded inference cal-

culation (some but not all, good but not excellent) more likely, and it also reduced scalar diversity.

Additionally, only had a bigger effect than the strong QUD in Experiment 12, both in how much

it increased inference rates and how much it reduced diversity. This finding makes sense in that,

though both manipulations are predicted to increase inference rates, the question manipulation is

fundamentally a pragmatic one. With the focus manipulation, the cue to exclude alternatives is

encoded in the semantics, i.e., the grammar. In contrast, the pragmatic manipulation encourages
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inference calculation to ensure dialogue coherence, which is a more violable constraint than gram-

matically encoded alternative exclusion.

However, as is evident from Figure 5.6, we do not have ceiling-level inference rates: it is not the

case that encoding alternative exclusion in the semantics always led participants to answer “Yes”

in the inference task for all scales. Additionally, there still remains variability across the different

scales. This finding might have implications for theories of scalar inference that derive SI-enriched

meanings as part of the compositional semantics (Chierchia, 2004; Chierchia et al., 2012). On such

theories, Mary ate all of the deep dish gets its Mary didn’t eat all of the deep dish interpretation via

exhaustification; it is assumed that such sentences contain a covert operator that serves the same

function as its overt counterpart only. But as Experiment 13 demonstrates, even when we do in

fact have an overt only, the calculation of exclusionary inference is still not uniformly high. This

might pose a challenge to theories that encode SI in the grammar: why would SI be encoded in

the grammar, captured via a silent exhaustification operator, if we see that even in the presence of

an overt exhaustification operator, the relevant upper-bounded meanings are not always derived?

Though of course, it should be possible to supplement grammatical accounts of SI with factors

predicting the variable robustness of SI derivation across scales (such as the factors in Chapter 4).

Additionally, as I will argue below, the findings with (overt) only can also be given an explanation.

I propose two potential (related) explanations for the observed lack of uniformity and ceiling-

level inference rates. First, only is ambiguous between its so-called rank-order reading and its

complement-exclusion reading (terminology from Coppock and Beaver 2013, original observation

from Horn 1969). The rank-order reading concerns the placement of good on a scale where ele-

ments are ordered by rank. This reading of only can be paraphrased as no more than: The movie

is only good means that the movie is no more than good. A complement-exclusion reading, on the

other hand, excludes all alternatives to the focused element, including those that are not ordered

with respect to the focused element on some scale. This reading of only can be paraphrased as

nothing other than: The movie is only good means that the movie is nothing other than good. One

example where the two different readings clearly come apart is the sentence She’s only an assistant
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professor —on the rank-order reading, this means that she is not an associate or a full professor,

while on the complement-exclusion reading, it means that she is not, for instance, a librarian.

It must be noted that there are uniform semantic treatments of rank-order and complement-

exclusion readings. Coppock and Beaver (2013) (see also Beaver and Clark 2008) give a uniformly

scalar treatment to both readings, arguing that the negative component is in fact always expressible

with no more than. On a scalar analysis of rank-order readings, the scale of alternatives corre-

sponds to a rank-ordering (Horn, 2000b). For The movie is good, this scale could, for instance, be

<okay, good, excellent> —see Figure 5.7. Here, boldface represents the positive component of

only (The movie is (at least) good), while alternatives ruled out by the negative component (The

movie is no more than good) are struck out.

excellent

good

okay

Figure 5.7: Scalar analysis of the rank-order reading of only, adapted from Coppock and Beaver
2013, ex. 29

Perhaps more interestingly, the complement-exclusion reading can also be obtained in a scalar

framework: for this, alternatives are ranked as a boolean lattice —see Figure 5.8. The nodes here

are shorthand for possible alternative answers to a question such as What properties does the movie

have?: The movie is good, The movie is funny, The movie is good and funny, etc. In bold are the

alternatives ruled in by the positive component of The movie is only good, while alternatives that

are ruled out by the negative component of only are struck out.

Importantly for the interpretation of the experimental findings, even if we give a uniform se-

mantic treatment to the two possible readings, they still represent two distinct readings of only and

correspond to the ruling out of (potentially) distinct alternatives. On the rank-order reading, the

stronger alternative excellent must be excluded; if participants were all assigning this meaning to
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good & funny & thrilling

good & funny good & thrilling funny & thrilling

good funny thrilling

Figure 5.8: Scalar analysis of the complement-exclusion reading of only, adapted from Coppock
and Beaver 2013, ex. 27

only, we should be seeing ceiling level “Yes” responses. On the complement-exclusion reading,

however, it is possible to interpret Mary’s utterance in the experiment as communicating that the

movie is good, but not funny or thrilling, etc. Excluding such alternatives leaves open the pos-

sibility that the movie is in fact excellent, leading participants to respond “No” in the inference

task.

Relatedly, in Experiment 13, stimulus sentences appeared without any context. It is therefore

possible that participants had different contexts in mind. Compare, for instance, (4) and (5).

(4) Sue: Is the movie excellent?

Mary: It is only good.

(5) Sue: What’s the movie like?

Mary: It is only good.

As discussed in relation to Experiment 12, a context like (4) encourages enriching good to good

but not excellent in order to yield a congruent answer —even in the absence of only. Given such

a context, then, only is most naturally interpreted as excluding this alternative excellent. If a par-

ticipant supposed such a context, they would arrive at the upper-bounded good but not excellent

inference, and answer “Yes” in the experimental task. But if they supposed a context like the one

in (5), the alternatives that are to be excluded could be any property that a movie can have. There-

fore, on this interpretation, participants could have concluded that the movie is only good, but not
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funny, thrilling, scary, etc., ultimately answering “No” to the task question about the movie not

being excellent.

More generally, focus and questions (including QUD) are closely related (Rooth, 1985, 1992;

Beaver and Clark, 2008, i.a.). For instance, an answer to a wh-question has to have a congruent

focus structure: the position of the focused item in the answer has to correspond structurally to the

position of the wh-word in the question. For this reason, B’s answer to A in the following dialogue

is infelicitous with focus on the verb likes, but felicitous with focus on dancing (where focus is

marked with capital letters).

(6) A: What does Mary like?

B: #Mary LIKES dancing.

B′: Mary likes DANCING.

It is no surprise, then, that in Experiment 13, where context was left unspecified, there remained

uncertainty over the specific interpretation of the only-containing sentences.

To summarize, while overt exhaustification with the focus particle only encodes alternative

exclusion in the semantics, it is possible that participants interpreted Mary’s utterance as excluding

some alternative(s) other than the one the experiment tested (i.e., for good, something other than

excellent). I argue that this might be the reason inferences rates were not at ceiling in Experiment

13, and why some of the inter-scale variation still remained2.

An interesting avenue for future research is to test exclusives other than only, which vary in

whether they allow both rank-order and complement-exclusion readings (Coppock and Beaver,

2013). For instance, exclusively, solely and purely only have the complement-exclusion reading.

Consider the below dialogue, in which A’s question brings to mind stronger rank-order alternatives

to assistant professor, e.g., associate professor (with tenure).

2. For a small minority of items, it is also possible that there was ambiguity not in the identity of the alternative, but
in the focus associate itself. For example, the sentence The princess only likes dancing (intended SI: She doesn’t love
dancing) could also be interpreted such that only associates not with like, but with dancing, leading to the inference
that the princess does not like activities other than dancing.
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(7) A: Has Mary received tenure?

B1:#She’s exclusively/solely/purely an assistant professor.

B2: She’s only an assistant professor.

(adapted from Coppock and Beaver, 2013, ex. 170)

Given the context of such a question, B1’s answer is infelicitous. This is because the expectation is

that B1’s answer would communicate that the highest-ranked relevant property that Mary holds is

assistant professor, but the exclusives exclusively/solely/purely do not allow a rank-order reading.

In contrast, B2’s answer is felicitous, since only licenses the required rank-order reading.

On the other hand, the exclusive mere only has a rank-order reading: the below example means

that Google is no more than a conduit, i.e., not a collaborator in the deception (which would be

a higher-ranked alternative). The sentence does not mean that the only property Google holds is

being a conduit. For instance, it is still true that Google is a search engine.

(8) At trial, Nicholas J held that Google was a ‘mere conduit’ for the advertiser’s misleading

or deceptive representations. (Coppock and Beaver, 2013, ex. 33)

Somewhat similarly to mere, merely also prefers the rank-order reading, as demonstrated by the

infelicity of merely in the below sentence.

(9) I (only/#merely) like [Apple computersF ]. (Coppock and Beaver, 2013, ex. 177)

Though with merely, complement-exclusion readings are not completely out, as can be seen in:

(10) An epicurean is someone who likes merely the finest food and drink. (Coppock and

Beaver, 2013, ex. 178)

Capitalizing on whether (or how robustly) different exclusives allow both readings would allow

us to make predictions about how much inference rates should increase in an experiment such as
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Experiment 13. If, for instance, we were to conduct a manipulation with an exclusive that (unlike

only) does not allow complement-exclusion readings, we would expect higher (and more uniform)

rates of “Yes” responses.

5.4 Experiment 14: Manipulating both cues

Experiments 12-13 showed that a pragmatic manipulation (supportive discourse context) and a

semantic one (exhaustification with only) both increase inference rates and reduce variation across

lexical scales. However, we also saw that with either manipulation, some of the variation still

remains. Experiment 14 therefore combines context with only.

5.4.1 Participants and task

40 native speakers of American English participated in an online (Ibex and PCIbex) experiment

for $2 compensation. Participant recruitment, screening, and compensation was identical to Ex-

periment 7. Data from all 40 participants is reported below.

Experiment 14 combined the manipulation of Experiments 12 and 13: the potentially inference-

triggering sentences included the focus particle only, and they were also preceded by a polar

question that made reference to the stronger scalar alternative—see Figure 5.9 for an example.

Otherwise, the task and materials were identical to previous experiments.

Figure 5.9: Example experimental trial from Experiment 14
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5.4.2 Hypothesis and predictions

The predictions made for Experiments 12 and 13 straightforwardly carry over to Experiment 14.

First, because of Sue’s explicit question, only on its inference-enriched meaning is Mary’s answer

congruent, which predicts increased inference rates and less variation across scales (see Section

5.2.2 for details). Second, only encodes the exclusion of alternatives in the semantics, which

similarly predicts increased inference rates and less variation (Section 5.3.2).

Moreover, in Section 5.3.3 I argued that the reason Experiment 13’s manipulation with only did

not lead to uniformity and ceiling-level inference rates is that participants may have been excluding

non-scalar alternatives. The discourse manipulation of Experiment 14 provides a clear alternative

to be excluded, and I therefore predict that the variation that remained in Experiment 13 should be

eliminated.

5.4.3 Results and discussion

Figure 5.10 shows the results of Experiment 14 (rightmost facet: “QUD + only”), along with all

relevant previous experiments. A statistical analysis identical to the one reported in Section 5.2.3

confirms that Experiment 14’s manipulation significantly increased rates of inference calculation

as compared to Experiment 7’s baseline (Estimate=3.74, SE= 0.35, z=10.64, p <0.001). As can be

seen in the figure, inference rates are now in fact almost at ceiling.

The relative entropy resulting from Experiment 14 is 0.006—see Table 5.3 for a comparison of

the relative entropy from all experiments. We can see that uniformity was very nearly achieved in

Experiment 14; we no longer find appreciable variation in inference rates across the lexical scales

tested.

Overall, Experiments 12–14 are informative as to the interplay of different factors that can

make the calculation of upper-bounded inferences more likely and more uniform. We can inter-

pret these experiments as manipulating two such factors: first, whether the specific alternative is

made salient in the discourse context; and second, the degree to which the linguistic expression

encourages alternative exclusion. We saw that in Experiment 12 scalar diversity was reduced, but
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Manipulation Relative entropy
Experiment 7 Baseline scalar diversity 0.466
Experiment 12 Weak QUD 0.378
Experiment 12 Strong QUD 0.123
Experiment 13 Exhaustification with only 0.046
Experiment 14 Context and only 0.006

Table 5.3: Relative entropy results by experiment: Experiments 7, 12, 13 and 14

not eliminated. This is because discourse context can provide salient alternatives, but that alone

does not tell hearers that they need to reason about and exclude those alternatives. Properties of the

linguistic expression, however, do: the focus particle only makes reasoning about and excluding

alternatives obligatory. However, the presence of only does not make it clear what the relevant

alternatives are. This is why variation still remained in Experiment 13. As Experiment 14 demon-

strates, only when both of these factors are fixed – the identity of the alternatives is made clear,

and the cue to exclude them is encoded semantically – do we find ceiling effects and uniformity

in inference calculation. When either of these supportive cues is absent, there is more flexibility

in interpretation, and consequently we observe more variation. This also leaves more opportunity

for other factors (reviewed and investigated in Chapter 4, e.g., distinctness, extremeness, etc.) to

influence the likelihood of inference calculation.

5.5 Summary of findings

In this chapter I investigated what factors can increase the rate of exclusionary inference calculation

and introduce uniformity. My findings revealed that a pragmatic manipulation (explicit question)

and a semantic manipulation (exhaustification with only) both lead to increased inference rates and

reduced diversity—the latter more so than the former. However, we saw that variation still remains

under either manipulation, and only when we combine them do we find ceiling level inference

rates and uniformity across scales. This suggests an important role of both discourse context and

alternative exclusion in the likelihood of and variation in inference calculation.
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CHAPTER 6

CONCLUSION

This dissertation investigated pragmatic phenomena where hearers regularly infer meanings stronger

than what was literally said. Examples (1) and (2) are instances of scalar inference —called scalar,

because <some, all> and <good, excellent> are taken to form scales.

(1) Mary ate some of the deep dish.

SI: Mary didn’t eat all of the deep dish.

(2) The movie is good.

SI: The movie isn’t excellent.

Alternatives like all and excellent are informationally stronger than their weaker scale-mates, some

and good. An utterance containing the weaker terms, then, can be taken to imply the negation of

the stronger alternative. If the speaker had been in a position to utter The movie is excellent, she

should have done so in order to maximize informativity. But she chose not to utter the stronger

alternative, leading hearers to infer its negation.

Another crucial property of scalar inference is context-sensitivity. In the context of a question

like (3-a), (1) is more likely to lead to the some but not all SI than in the context of a question like

(3-b). And similarly, the good but not excellent SI is more likely following a question like (4-a), as

compared to (4-b).

(3) a. Did Mary eat all of the deep dish?

b. Did Mary eat any of the deep dish?

(4) a. Is the movie excellent?

b. Is the movie good?

In this dissertation, I investigated the respective roles of lexical alternatives and discourse context
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in the calculation and processing of SI. In Chapter 2, we saw evidence that lexical alternatives

(all, excellent) are activated in the processing of SI-triggering sentences, providing evidence for

the psychological reality of scales. In Chapter 3, on the other hand, we saw that the processing

cost of SI calculation, as evidenced by increased reaction times, is better explained by whether

the discourse context supports or discourages SI calculation, than by whether lexical alternatives

were retrieved. In Chapter 4, I sought explanations of scalar diversity —e.g., the finding that

the SI in (1) arises more robustly than the one in (2) —by looking at various properties of the

stronger alternatives. We saw that some (but not all) properties of different alternatives can indeed

predict the likelihood of SI calculation across scales, but overall most of scalar diversity cannot

be reduced to differences across alternatives. Lastly, in Chapter 5, I investigated the effect of a

supportive discourse context vs. grammatically encoding the exclusion of alternatives (using the

focus particle only) on the rate and uniformity of inference calculation. We saw that only when

both cues align does inference calculation become deterministic.

Altogether, the findings of this dissertation suggest that global properties of the discourse con-

text and local properties of the scalar alternatives themselves both play an important role in some

(but not all) aspects of SI calculation and processing.
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