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ABSTRACT

Detecting astrophysical neutrinos at the highest known energies will help answer critically

important questions in both astronomy and particle physics. While the existence of ultra-

high-energy particle accelerators in our universe is well motivated by the decades of cosmic

ray detections up to 1021 eV, not much is known about the sources themselves. Neutrinos

are the only known messenger particle capable of both traveling directly from the source and

traveling cosmic distances to reach detectors on Earth. However, because neutrinos rarely

interact with matter, detectors must be built to survey many square kilometers to have a

chance at regularly seeing these rare events.

The Askaryan Radio Array (ARA) is one such detector, located at the South Pole and

designed to be sensitive to the radio emission created when a neutrino interacts in the

Antarctic ice. Over the last decade, five independent ARA Stations have been built, amassing

decades of station years worth of data and setting some of the most competitive flux limits

between 1016 and 1019.5 eV compared to other radio experiments.

This thesis is focused on the newest result from ARA: an analysis of one year of data

from the newest station, ARA Station 5. This station is equipped with a low threshold

trigger capable of triggering on weaker events than previous ARA stations, with a particular

improvement in sensitivity at lower energies. This work discusses the hardware design,

deployment, calibration, and first analysis of this new station, proving the feasibility of

this type of station design, and motivating its use in future full-scale experiments such as

the Radio Neutrino Observatory in Greenland (RNO-G), the Payload for Ultrahigh Energy

Observations (PUEO) and potentially IceCube-Gen2.

This thesis will also discuss other projects; in particular, the Beamforming Elevated

Array for Cosmic Neutrinos (BEACON), a mountaintop detector looking specifically for

cosmic rays. With so many new experiments coming online in the next few years, this

analysis will impact big decisions regarding future detector design and analysis techniques.
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Contributing to these efforts has been exciting work, as we look to officially enter the era of

ultra-high energy neutrino astronomy.
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CHAPTER 1

INTRODUCTION

While astronomy has been a field of interest for millennia, it is only within the last century

that the field of particle astrophysics began. Since the first discovery of the cosmic ray

in the early 1910s, cosmic ray experiments have been carefully, constructed, analyzed, and

improved over the course of decades. These experiments have been able to reliably detect

cosmic rays across a wide range of energies, allowing the focus to shift to deeper questions

about production mechanisms, composition, and astrophysical sources.

Neutrino astronomy is more recent, first undertaken by the Homestake experiment to

study solar neutrinos in the 1960s [19]. However, in the nearly 60 years since the Homestake

experiment, only three sources have ever been identified as potential neutrino sources: the

sun, Supernova 1987(a) [20][21], and blazar TXS 0506+056 (with a 3σ significance) [22]

[23]. Additionally, while the astrophysical neutrino flux has been successfully measured by

IceCube up to a few PeV, the higher energy neutrino flux has not yet been directly detected.

This leaves a wide range for future improvement in neturino detector design.

In this chapter, I will discuss the motivation for ultra-high energy (UHE) neutrinos,

defined for the purposes of this work as neutrinos above 10 PeV. I will then discuss the

production mechanisms of neutrinos, neutrino detection methods, and current and future

experimental designs.

1.1 Motivation

While neutrinos above 10 PeV have not yet been detected, their detection would contribute

significantly to the fields of astronomy and particle physics. In this section, I will consider the

questions neutrinos can answer about the Universe, divided into three categories: neutrino

astronomy, multi-messenger astronomy, and fundamental physics.
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1.1.1 Neutrino Astronomy

Neutrinos offer a unique view into the Universe, particularly at the highest energies. While

photons at low energies can travel from any distance, around 1015 eV the universe becomes

generally opaque to high-energy photons at most distances, as shown in Figure 1.1, due to

scattering off of radiation fields like the Cosmic Microwave Background. Additionally, cosmic

rays at high energies are limited to the nearby Universe (on the scale of 50 Mpc) and bend

in the presence of magnetic fields, making them poor candidates for learning about distant

sources. Neutrinos, with low cross sections even at high energies, are excellent candidates

for learning about the high-energy, distant Universe.

Figure 1.1: A plot showing the distances and energies for which the Universe becomes opaque
to photons. Neutrinos and gravitational waves are the only way to explore the distant,
highest energy Universe. From [1].
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1.1.2 Multi-Messenger Astronomy

While neutrinos carry unique information about very distant and dense astrophysical sources,

detecting them in concert with other messenger particles offers the most comprehensive

study of the high-energy Universe. In Figure 1.2, I compare the fluxes of three high energy

messenger particles: gamma rays, neutrinos, and cosmic rays [2]. The measurements from

Fermi-LAT, IceCube, and Auger span many decades of energy, and yet the energy density

of each particle is surprisingly similar. This could suggest a common origin for all three

messenger particles.
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Figure 1.2: A plot comparing the flux of various messenger particles: γ-rays (left), neutrinos
(middle) and cosmic rays (right). Also shown are various models for astrophysical neutrino
production. From [2].

Additionally, measuring one messenger particle can be used to infer information about

other particles at sources as well. As an example, observing UHE neutrinos from a source

would provide evidence of hadronic acceleration of cosmic rays at the same source, event

without directly reconstructing a cosmic ray event. Similarly, the existence of cosmic ray
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particles up to 1020 eV motivates the existence of neutrinos at slightly lower energies (dis-

cussed more in a later section).

The concept of multi-messenger astrophysics with neutrinos is further bolstered by Ice-

Cube’s recent detection of a neutrino event coming from blazar TXS 0506+056 in temporal

and spatial coincidence with a flare in the gamma ray spectrum measured by Fermi-LAT

and MAGIC [22] [23], with a significance of approximately 3σ. This is both the first poten-

tial identified high-energy neutrino source and the first hint of a multi-messenger detection

using high-energy neutrinos. By extending the measurement of the neutrino spectrum to

even higher energies, we can further probe the relationship between neutrinos and other

messenger particles.

1.1.3 Fundamental Physics

UHE Cosmic Rays (UHECRs) have been measured up to 1020 eV, confirming that cosmic

accelerators exist that are capable of accelerating particles to energies approximately 107

times greater than the highest energy particle accelerators on Earth. This provides a unique

opportunity to learn about how the Standard Model behaves at the highest energies. One

example of this is the neutrino cross section as a function of energy. While IceCube has

measured the neutrino-nucleon cross section for center-of-mass energies up to about a TeV

[24] and found the results to be within reasonable error of the Standard Model cross sections,

no measurements have been taken at higher energies. Discrepancies between cross section

measurements and expectations for UHE neutrino interactions could point to Beyond the

Standard Model (BSM) physics.

Another example of probing the Standard Model is flavor composition, which can be

studied extensively with UHE neutrinos considering their long baselines. At the sources,

neutrinos are expected to be produced in a ratio of νe : νµ : ντ of 1 : 2 : 0 due to charged

pions decaying; however, with predicted neutrino oscillations, the expected ratio at Earth

4



is 1 : 1 : 1. This ratio would be impacted by BSM theories like neutrino decay [25] [26] or

Lorentz-invariation violation [27] [28].

1.2 Production Mechanisms

In this section, I will discuss the production mechanisms of UHE neutrinos, which are gen-

erally broken down into two categories: astrophysical neutrinos and cosmogenic neutrinos.

1.2.1 Astrophysical Neutrinos

Astrophysical neutrinos are created via interactions with UHECRs at the sources. The

UHECRs are thought to be accelerated in the sources via Fermi shock acceleration [29][30].
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Figure 1.3: A calculation of the neutrino-nucleon charged-current cross section, calculated
from the IceCube 6-year dataset. The models match the data within uncertainties up to 106

GeV, after which no neutrinos have been detected. From [3].
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These cosmic rays, considered here as protons (p), interact with other particles in the source

(p and γ). pp interactions result in approximately an equal number of π+, π0, and π−, while

the pγ interactions are dominated by the ∆(1232) resonance and create pions:

p+ γ → ∆+ →


n+ π+

p+ π0
(1.1)

with the first interaction occurring in approximately 1
3 of cases, and the second interaction

occurring in approximately 2
3 of cases. Neutral pions decay via π0 → γ + γ, creating high

energy γ-rays, while charged pions will decay via interactions like

π+ →µ+ + νµ

µ+ → e+ + νe + νµ

In this way, sources are capable of producing a UHE neutrino flux. The exact energy

density of the flux depends on the model of the source. Example models are shown in Figure

1.2, and include Active Galactic Nuclei [31] [32], blazars [33], gamma-ray bursts [34] [35],

and pulsars [36].

1.2.2 Cosmogenic Neutrinos

Cosmogenic neutrinos are not produced directly at a source, but instead by interactions

with UHECRs as they propagate through the universe. Specifically, UHECRs above approx-

imately 1019.5 eV are expected to interact with the cosmic microwave background photons

at a center-of-mass energy of a ∆+ resonance, producing either a p and a π0, or a n and a

π+:
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p+ γ → ∆+ → p+π0 (1.2)

π0 → γ + γ (1.3)

p+ γ → ∆+ → n+π+ (1.4)

π+ → µ+ + νµ (1.5)

µ+ → e+ + νe + νµ (1.6)

Figure 1.4: A measurement of the cosmic ray flux as a function of energy for two experiments,
Auger and the Telescope Array. The discrepancies in the spectra at highest energies are
unexplained and appear to be more than statistical. The cutoff visible near 1019.5 eV is due
to the GZK effect. From the PDG.

7



2

In the case of a neutral π0, no neutrinos are created, but a charged pion will decay

into three neutrinos, each with an energy about 1/20 of the parent cosmic ray, meaning

the resulting neutrino spectrum would peak around 1018 eV. The exact values depend on

the incoming energy of the cosmic ray and the composition of the cosmic ray. Heavier

cosmic rays are expected to lose most of their energy through photodisintegration, in which

a cosmic ray interacts with a cosmic microwave background photon and reduces both the

cosmic ray’s nucleon number and energy, making it less likely that the resulting cosmic ray

will be energetic enough to interact in the process above.

This effect is often referred to as the GZK effect [37] [38] and is the expected reason for

the steep falloff in flux of cosmic rays above 1019.5 eV seen in Figure 1.4, as cosmic rays

above this threshold are only expected to travel tens of Mpc before interacting in this way.

1.2.3 Science from a Non-Detection

Because the neutrino flux above 10 PeV has never been measured, it is possible that the

various astrophysical and cosmogenic models are overly optimistic, potentially significantly

so. In this scenario, analyses from neutrino experiments would set increasingly tighter limits

on the neutrino flux, and would not report a detection. While at first glance this seems like

a disappointing result, a non-detection still provides a significant window into the possible

interactions at the highest energies.

Because the cosmic ray flux has been definitively measured up to about 1021eV , a lack of

corresponding neutrinos from the GZK effect could indicate a much heavier mass composition

of cosmic rays at high energies. If heavier mass composition models were also ruled out,

this would imply that our knowledge of particle physics at the highest energies is missing

something fundamental. Similarly, if astrophysical models are also ruled out, the potential

sources of the IceCube neutrino flux would become better constrained, leading to better
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models of both the sources that are found to produce neutrinos as well as sources that do

not.

1.3 Neutrino Detection

Because neutrinos interact weakly, it is very challenging to detect them directly. Instead, we

design experiments to look for particle showers that occur after neutrinos have interacted

in the Earth. The expected rate of UHE neutrinos is on the order of one event per cubic

kilometer per century per steradian, meaning that experiments have to cover a huge amount

of volume before being able to detect even a handful of UHE neutrino events.

Neutrinos will interact with matter through a deep-inelastic scattering interaction via

either a charged-current (CC) interaction or a neutral-current (NC) interaction. For a CC

interaction, the form of the interaction is νl + N → l + N ′, where N is a nucleon and

νl and l are a neutrino and its associated lepton. The interaction is mediated by a W±

boson, and the resulting shower is mostly electromagnetic. For a NC interaction, the form

is ν + N → ν + N∗, the interaction is mediated by a Z boson, and the resulting shower is

caused by nucleon scattering, starting off as hadronic before becoming more electromagnetic.

As the electromagnetic shower develops, a combination of Compton scattering, Moller

scattering, Bhabha scattering, and positron annihilation occurs. The net effect of positron

annihilation and electrons scattering in to the shower is a negative charge excess of about

20%. This charge excess is moving faster than the speed of light in the media, creating

Cherenkov radiation, radiating outward from the shower axis at an angle defined by

cos(θ) =
1

nβ
(1.7)

where n is the index of refraction and β =
vp
c . The shower has a finite width, called the

Moliere radius and defined by the density of the material and the viewing angle. In ice,
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for example, the Moliere radius is about 10 cm. The Cherenkov radiation occurs at all

frequencies, but for wavelengths greater than the Moliere radius, the radiation is coherent;

no matter where these wavelengths originate within the shower, they add coherently. This

is called Askaryan radiation [39] and results in coherent radio emission in a dense dielectric

material like ice [40]. The radiated Askaryan power scales quadratically with shower energy,

unlike typical Cherenkov radiation which scales linearly. This coherence makes Askaryan

emission the dominant emission type compared to optical wavelengths for shower energies

above approximately 10 PeV. In addition to ice, the Askaryan effect has been observed in

sand, rock salt, polyethylene, and the atmosphere [41] [42] [43] [44]. An example of how the

Askaryan emission changes as a function of viewing angle is shown in Figure 1.5.

An additional benefit of Askaryan Radiation over optical Cherenkov is the improved

attenuation length in ice of radio compared to optical. The attenuation length of optical

signals in ice is on the order of 100 m, while the attenuation length of radio is closer to 1 km,

Figure 1.5: A plot showing the electric field emitted at various angles away from the
Cherenkov angle (left), and the associated differences in frequency content (right). From
[2].
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allowing the radio detectors to be more sparsely instrumented than the optical experiments

targeting lower energies.

1.4 Neutrino Detector Summary

In this section, I will briefly discuss the current astrophysical neutrino detectors, summarizing

the current status of various neutrino experiments at high energies, including those discussed

Figure 1.6: A plot of the current best limits on the neutrino flux. Included are limits
from IceCube [4] [5], Auger [6], ARA [7], ARIANNA [8], and ANITA [9]. Also shown are
theoretical neutrino production models. From [7].
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in 1.6.

Figure 1.7: A diagram of the IceCube detector, with the Eiffel Tower for scale. From
icecube.wisc.edu.

1.4.1 The IceCube Neutrino Observatory

IceCube is mainly sensitive to neutrinos in the TeV-PeV range, and consists of thousands

of optical Cherenkov detectors covering an instrumented volume of 1km3, with its main

detectors buried in the ice at the South Pole at depths between 1450 and 2450 m. Figure 1.7

illustrates the detector design. IceCube is densely instrumented so that it captures the shape

of a particle shower as it develops. By recording quantities like the trajectory, the energy

deposited, and the length of the shower, IceCube is able to reconstruct the flavor, energy, and

direction of the original neutrino particle. Even though IceCube is located at the South Pole,
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they are most sensitive to events that arrive from the Northern sky, where the Earth blocks

atmospheric muons and atmospheric neutrinos, some of the most prominent backgrounds.

IceCube currently has measured the neutrino flux up to a few PeV, and has the best limit up

to an energy of 1019.5 [4] [5]. Other experiments that have utilized similar detection methods

to IceCube are AMANDA (the pathfinder for IceCube)[45] and ANTARES [46].

1.4.2 ANTARES and KM3NET

The Astronomy with a Neutrino Telescope and Abyss Environmental RESearch (ANTARES)

experiment is a water Cherenkov detector deployed in the Mediterranean Sea and designed to

be sensitive to Cherenkov light emitted by showers caused by neutrino interactions. It con-

sists of 12 lines with 75 photo-multiplier tubes (PMTs) each, reaching a total instrumented

volume of 0.1 cubic kilometers. ANTARES was fully constructed by 2008 and recently com-

pleted its data-taking in early 2022, publishing results that are compatible with the IceCube

cosmic neutrino flux [46]. KM3NET is another underwater experiment currently under con-

struction which builds off of the success of ANTARES, with a planned cubic kilometer of

instrumented volume. KM3NET consists of two separate experiments: ORCA, which focuses

on atmospheric neutrinos and lower energy neutrino studies, and ARCA, which is designed

to detect cosmic neutrinos between tens of GeV and a few PeV.

1.4.3 EUSO-SPB2 and POEMMA

The Extreme Universe Space Observatory on a Super Pressure Balloon II (EUSO-SPB2)

is a pathfinder instrument for the future Probe of Extreme Multi-Messenger Astrophysics

(POEMMA) [47]. Currently planned to fly in 2023, it will be sensitive to both UHECRs

(above 1 EeV) using a fluorescence detector technique and and UHE neutrinos (above 20

PeV) by detecting Cherenkov emission from their interactions. EUSO-SPB2 and POEMMA

look for optical Cherenkov, not coherent radio emission, and will be the first experiment to
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measure air showers from extremely high altitudes. The instrument development and flight

of EUSO-SPB2 will directly influence the design of the future POEMMA instrument, which

is undergoing NASA-funded concept studies.

1.4.4 ANITA and PUEO

Figure 1.8: A diagram showing the Askaryan emission channel as seen by PUEO.

The Antarctic Impulsive Transient Antenna (ANITA) was a balloon experiment that flew

four separate times around the Antarctic continent looking for the Askaryan radio signal.

Because ANITA is flying 30 km above the surface of the ice, it is most sensitive to extremely

bright, high energy neutrino events. ANITA’s antennas targeted a frequency range of 200-

1200 MHz, and although the exact design of ANITA changed with each consecutive flight,

each flight was successful, setting increasingly competitive limits at the highest end of the
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energy spectrum [48][49][50][9].

PUEO is the next generation balloon experiment targeting UHE neutrinos, and is cur-

rently under development for an expected flight date of December 2024. A schematic of the

PUEO concept is shown in Figure 1.8. There have been quite a few updates from the old

ANITA design, most notably a phased array trigger modeled after the successful prototype

deployed by the ARA experiment. Additionally, the antennas are smaller with sensitivity

beginning at 300 MHz, and a new low-frequency drop down instrument will be deployed after

launch. The low frequency instrument will be particularly helpful for investigating air shower

events, including the flipped polarity events seen by earlier ANITA flights with unknown ori-

gins [51]. These updates are expected to give PUEO the leading neutrino sensitivity above

1018 eV [52].

1.4.5 ARIANNA

ARIANNA is an in-ice experiment sensitive to Askaryan emission from neutrinos that reflects

off of the ice-water boundary at the bottom of the Ross Ice Shelf, as shown in Figure 1.9.

ARIANNA deploys its antennas at the surface of the ice near Moore’s Bay, Antarctica

without drilling holes. This is an inexpensive and quick way to install a neutrino detector,

especially considering each station only consists of four LPDA antennas each pointed down

and oriented perpendicularly to each other. The LPDA antennas have a high gain and are

not limited in their design by needing to be deployed down a hole, or attached to a balloon.

They operate remotely in an area without cabled power, resulting in the ARIANNA stations

operating for approximately five months of the year. These design choices generally make

them less sensitive to neutrino events, as their trigger is run at a higher threshold and their

effective volume is smaller. ARIANNA’s most recent analysis result is included in Figure 1.6

[8].
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Figure 1.9: A diagram showing the types of interactions an ARIANNA station is capable of
detecting. From [8].

1.4.6 RNO-G

The Radio Neutrino Observatory in Greenland (RNO-G) is a neutrino observatory currently

under construction in Summit Station, Greenland [2]. Its location in the northern hemisphere

sets it apart from the other radio experiments discussed so far, giving RNO-G the unique

opportunity to investigate interesting Northern hemisphere sources like the Telescope Array

hotspot [53] and the blazar detected by IceCube, Fermi-LAT, and MAGIC [22] [23].

RNO-G is planned to include 35 total stations, which would make it the largest in-ice

radio detector. Each RNO-G station is designed as a hybrid between the deep stations of

ARA and the surface stations of ARIANNA. Each station is also equipped with a phased

array trigger, similar to the prototype trigger installed as part of the ARA experiment.
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One of the challenges of RNO-G is the lack of cabled power or communications, which

has necessitated each RNO-G to be autonomously powered from solar panels and battery

banks. RNO-G is designed to operate in multiple data-taking modes at different power

consumption levels, ranging from 6W-24W for data-taking modes and down to 70mW for

winter operations.

As the number of stations continues to scale up, RNO-G will quickly become a detector-

scale instrument, and could realistically be the first experiment to detect UHE neutrinos

with the radio technique.

Figure 1.10: A diagram of an RNO-G station, including both surface and deep stations.
From [2].
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1.4.7 BEACON

The Beamforming Elevated Array for Cosmic Neutrinos (BEACON) is a new prototype

experiment in the White Mountains of California. Although BEACON is fairly different

from the previous experiments discussed in this section, it is mentioned here to introduce

the concept so that the later section on BEACON is well motivated.

BEACON is sensitive to geomagnetic radio emission from cosmic ray air showers and

UHE ντ . ντ will likely create τ leptons when skimming the Earth, which will decay and

shower, generating synchrotron radiation in the radio frequency regime. The full BEACON

Trigger Array

Pointing Array

Neutrino & Tau 
 Direction

Station

Tau Exit

⟨AΩ⟩

Elevation 
>2km

Radio 
Signal

L~"(100 m)

"(km)

Tau Decay

Figure 1.11: A diagram showing the concept of a BEACON array, including the geometry
of detecting a decaying tau lepton.

instrument would include 100 independent stations with 10 antennas each, installed on moun-
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tainsides across the globe [54]. These stations would use the high elevation to increase their

viewing angle, and each station would use a beamforming trigger to further improve the sta-

tion performance. Currently, a prototype BEACON experiment has been installed at White

Mountain Research Station since summer 2018. Early development on this station and its

current status will be discussed in more detail in Chapter 7.

1.4.8 ARA

vertex

Askaryan
Radiation

ν

forward view

E-field polarization direction

side view

Figure 1.12: A diagram showing the geometry of a neutrino interaction seen by the ARA
experiment. From [7].

The Askaryan Radio Array (ARA) is an in-ice detector deployed at the South Pole, just

a few kilometers from IceCube. The first ARA station was first deployed in 2011, and since

then ARA has amassed many station-years of data across its five independent stations. A

typical ARA Station consists of 16 antennas of mixed polarization deployed to a depth of

200 m at the South Pole, just a few kilometers away from IceCube. ARA has the most

competitive limit of a radio experiment between 1017 eV and 1019.5 eV [7].
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ARA has recently deployed a new station with a prototype phased array trigger [55]

[12], expected to improve performance significantly. This station is the topic of this work.

Chapter 2 will discuss the ARA station design and electronics. Chapter 3 will discuss the

methodology behind the updated beamforming trigger, its design, and its implementation

as part of ARA Station 5. Chapter 4 will discuss the calibration of the IRS2 digitizer chips

installed as part of the classic ARA station system. Chapter 5 will discuss the method used

to determine the antenna locations within the ice. And finally, Chapter 6 will discuss the

analysis of one year of data from ARA station 5.
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CHAPTER 2

THE ASKARYAN RADIO ARRAY (ARA)

The Askaryan Radio Array (ARA) is an in-ice neutrino detector at the South Pole built to

detect Askaryan emission from neutrino interactions within the Antarctic ice. This chapter

details the instrument design of the various ARA stations, up to and including the most

recently deployed stations, Station 4 and Station 5. The details of the Phased Array instru-

ment, deployed as part of ARA Station 5, are included in the next chapter.

Figure 2.1: A diagram of a typical ARA Station, including close-up views of the VPol and
HPol antennas.
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2.1 Station Design

ARA is designed to be sensitive to Askaryan radio emission induced by neutrino interac-

tions with Antarctic ice, discussed in Chapter 1. This signal is expected to be broadband

below 1 GHz, with the exact frequency content dependent on the viewing angle relative

to the Cherenkov cone. With this in mind, the ARA instrument is designed to be sensi-

tive to frequencies between 200-850 MHz, installing both vertically-polarized (VPol) and

horizontally-polarized (HPol) antennas to record polarization information about incoming

signals. Recording this polarization information allows the neutrino direction to be recon-

structed.

The design of a typical ARA Station is shown in Figure 2.1. The main instrument consists

of four holes drilled to a maximum depth of 200 m, with a set of VPol and Hpol antennas

deployed at the maximum hole depth, and another set of antennnas deployed approximately

30 m above. This design is motivated by the characteristics of the ice at the South Pole.

Snow accumulates at the South Pole and slowly compacts into ice over the course of many

years, causing the index of refraction of the ice to vary in the few hundred meters closest

to the surface, an area called the firn. The change in index of refraction is approximately

exponential, with a surface index of refraction similar to that of snow, and the index of

refraction below a few hundred meters stable at approximately 1.78. Thus, the radio signals

propagating through the ice bend as they move through the ice, making it advantageous to

deploy antennas as deep as possible to increase the effective volume of the experiment. For

the ARA experiment, the deployment depth was chosen to be 200 m. The ice model will be

discussed in more detail in a later chapter.

One challenge of deploying antennas into drilled holes with a 15 cm diameter is designing

antennas with the appropriate size requirements while maintaining isotropic sensitivity in

all directions. This is significantly easier to do for VPol antennas, which are sensitive along

the same axis as the hole and thus can be designed to have the necessary length required
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for the desired bandwidth. The VPol antennas are often referred to as “birdcage” antennas,

due to their wire frame and enclosed dipole design; a picture of the VPol antenna used is

shown in Figure 2.1. These antennas have broadband sensitivity in the 150-800 MHz range.

The HPol antennas are more challenging to design, as their sensitivity is meant to be in

the direction perpendicular to the hole, yet their width is limited by the width of the hole.

The HPol antenna is a quad-slot antenna, with a special magnetic material called a ferrite

included in the feed to improve the performance at low frequencies. A picture of the HPol

antenna and its simulated gain is shown in Figure 2.2.

The ARA Experiment currently has five separate stations deployed, and while there have

been small changes in the station design as more stations have been built, the basic layout

has remained the same. Each station is separated from its nearest neighboring station by

about 2 km, each surveying its own independent area of ice. ARA Stations 4 and 5 are the

most recently deployed stations, and each has increased separation between the strings (40

m instead of 20 m) to improve the effective volume further. Additionally, ARA Station 5

includes an additional string and an additional triggering system called the Phased Array.

The Phased Array will be the topic of the next chapter.
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Figure 2.2: A picture of the HPol antenna, along with its simulated gain in dBi. From [10].
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2.2 Signal Chain

Figure 2.3: A diagram of the signal chain of the ARA instrument. From B. Clark [11]

The signal chain of the ARA instrument is shown in Figure 2.3. Before the radio frequency

(RF) signal is transmitted to the surface, a notch filter is applied at 450 MHz to remove radio

communications from the nearby South Pole Station. Additionally, a commercially-available

bandpass filter from 150-800 MHz is applied to limit out-of-band noise, before boosting the

signal by 40 dB in two stages of low noise amplifiers that are mounted on each antenna.

After the RF signal has been amplified, the electronic signal is converted from RF to

RF-over-fiber (RFoF) cable by the Downhole Transmission Module (DTM) which limits the

attenuation that occurs over the 200 m distance to the data acquisition (DAQ) box at the

surface. Once the signal has reached the surface, the Fiber Optic Amplification Module

(FOAM) converts the signal back to an electronic signal and amplifies the signal again by
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approximately 16 dB.

For ARA Stations 1-3, the FOAM had additional amplification capabilities, and the

DAQ was equipped with an additional set of commercial bandpass filters to reduce noise

introduced by the amplifiers. This solution was costly, as commercial filters provided more

gain reduction than was necessary, and added additional mechanical failure points on each

of the channels. For ARA Stations 4 and 5, the ARA Front End (ARAFE) was introduced,

combining the additional amplification and filtering into one printed-circuit board that was

housed in the DAQ. This board also had an attenuator for each channel, allowing the gain

on each channel to be matched.

At this point, the signal was split and sent through the Triggering Daughter Boards

(TDAs), responsible for applying the trigger, and Digitizing Daughter Boards (DDAs), re-

sponsible for recording the waveforms of the triggered events. These communicate through

the ARA Triggering and Readout Interface (ATRI) board. The digitizers on the DDA are

Ice Ray Sampler 2 (IRS2) chips, discussed in detail in Chapter 4.

2.3 Current Status and Future Upgrades

As of this writing, ARA Stations 1, 3, and 5 are currently operational. Over the years, a

failure mode was discovered in which the USB port on the FX2 chip on the ATRI failed,

making it impossible to program the board and thus rendering the station unusable. This

has happened to ARA Stations 2, 4, and 5, and while ARA Station 2 was successfully fixed

with a replacement ATRI board, the spare has now failed as well. The traditional ARA

trigger at ARA Station 5 is no longer operational, but the Phased Array instrument is, and

after deployment work during the 2019-2020 season, the VPol channels from the traditional

ARA instrument were added to the Phased Array instrument. This combination station has

been operational since.

There has been some discussion about future upgrades to the existing ARA stations, both

25



to permanently fix the known USB failure mode and to upgrade other pieces of the DAQ

box, such as replacing the IRS2-based DDAs with LAB4D-based boards. This discussion is

still ongoing.
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CHAPTER 3

THE PHASED ARRAY INSTRUMENT

Over the years, radio experiments like ARA and ARIANNA have been accumulating data and

setting increasingly competitive limits. However, the effective volume of these experiments

at energies around 10 PeV is low, making it difficult for these experiments to search for

extensions of the IceCube flux without a significant increase in livetime, analysis efficiency,

or number of stations. With this in mind, the phased array concept was developed, simulated,

and eventually deployed as part of ARA Station 5 [55] [12]. This trigger is now the baseline

design for current and future radio experiments, like RNO-G [2], PUEO[52], and IceCube-

Gen2[56].

3.1 The Phased Array Trigger Concept

In many in-ice experiments, the gain of the antenna is a limiting factor due to physical

constraints like the width of the hole that can be drilled. This can be improved by phasing

multiple antennas together, a process done often in radio astronomy experiments [57]. For

the purposes of this chapter, I will be describing phased array systems made up of antennas

arranged vertically in one dimension with limited spacing between each individual antenna,

similar to the design proposed in [55]. The benefits of this technique can be illustrated by

considering the gain Garray of an array of N antennas, described by

Garray = 10 ∗ log10(N × 10
G
10 ) (3.1)

where G is the gain of the individual antennas in the array. In this case, increasing N

increases Garray, allowing the gain of the full system of antennas to be higher than the

gain of a single antenna. The gain of the array and of the individual antennas is frequency

and direction dependent. This improvement in gain translates directly to a lower energy
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threshold and a higher effective volume for neutrino experiments.

Adding together signals across multiple individual antennas results in the noise adding

incoherently compared to the signal, which adds coherently after applying the appropriate

time delays for the direction of the signal. At the trigger level, multiple potential directions

can be implemented at the same time, allowing the phased antenna array to cover the full

directional range of a single antenna but with higher gain.

trigger array
reconstruction array

Figure 3.1: An example of a one-dimensional vertically-spaced phased array trigger array
(center), surrounded by additional antennas used for reconstruction. From [12].

In practice, a phased array design is implemented in the time domain using a “delay and

sum” method. In this method, a coherent sum S(t) is formed according to
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S(t) =
N−1∑
n=0

wn yn(t− δn) (3.2)

in which wn is the weight of the nth individual antenna amplitude, yn is an array of voltage

measurements recorded over time by the antenna, and δn is the delay applied to the antenna

signal. For our purposes, all antennas are given equal weights. In this way, many coherent

sums can be formed for many sets of time delays. These sets of time delays are chosen to

correspond to incoming directions, given by

sin θm =
c m ∆t

n d
(3.3)

where c is the speed of light, m is the beam number, ∆t is the time spacing of the digitizer,

n is the index of refraction, and d is the spacing between the antennas. By calculating

the appropriate set of delays for all pairs of antennas that correspond to a given incoming

direction, a beam is formed. The trigger can include multiple beams, each corresponding to

its own incoming direction, allowing more complete coverage of the surrounding area.

The trigger assumes the incoming signal is plane-wave-like, meaning that the signal orig-

inates from a location far enough away that the wave front can be approximated as a plane

instead of a sphere. It also assumes that the signal looks the same on all antennas, an

assumption that is true if the signal hits identical antennas at the same angle and if their

impulse responses match. Because of these assumptions, it is easiest to design a phased array

system to be as compact as possible, with minimal spacing between the individual antennas.

This is especially true for environments with a changing index of refraction, which magnifies

the differences seen across antennas at different depths. However, the compact array has

limited ability to reconstruct events, a task best done by antennas spaced by tens of meters.

Thus, for many experimental designs, it is advantageous to design a compact array of anten-

nas to be used in the phased array trigger, with additional strings of antennas separated by
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tens of meters to aid in the reconstruction of the interaction location. An example diagram

of this setup is shown in Figure 3.1.

The rest of the chapter discusses the specific implementation of the phased array trigger

design as part of the ARA experiment.

3.2 The NuPhase Instrument at the South Pole
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Figure 3.2: A diagram of ARA Station 5, with the traditional ARA antennas in grey and
the Phased Array antennas in red.

ARA Station 5 was deployed during the 2018-2019 season at the South Pole, and includes

both a traditional ARA trigger, discussed in Chapter 2, as well as a Phased Array trigger.

An example station diagram is shown in Figure 3.2. In total, ten VPol antennas and two

HPol antennas were deployed in the Phased Array borehole, although three VPol antennas
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were inoperable after deployment, likely due to issues with the mechanical connection of

the antenna feed exacerbated when lowered into the hole. This left seven VPol antennas

deployed at depths between -172 m and -180 m, with 1 m spacing between the five most

shallow antennas and 2 m spacing between the two deepest VPol antennas and the HPol

antennas beneath them. The HPol antennas are not used for triggering but can be used

for event reconstruction. The Phased Array string is located in the center of the ARA

antennas to take advantage of the long baselines and superior reconstruction ability of the

ARA antennas. With an external trigger from the Phased Array routed into the ARA DAQ

system, the ARA system is able to record events that trigger its own antennas, or events

that are detected only by the Phased Array.

3.2.1 The RF Chain

Bandpass+  

notch filter
LNA
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RFoF

transmitter
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channel fiber
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REF pulse

ADC
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Figure 3.3: An illustration showing the RF chain for the nuphase instrument at the South
Pole. From [12].

In this section, the components of the RF chain are described. The full chain is illustrated
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in Figure 3.3.

The VPol antennas used by the Phased Array instrument are nearly identical to those

used by the rest of the ARA instrument; they have the same basic geometry but a different

feed point. The HPol antennas are identical to those used by ARA. Each antenna is equipped

with a low-noise amplifier (LNA), bandpass filter, and RF-over-Fiber (RFoF) transmitter.

As with the ARA system, the bandpass filter includes a 50 dB notch filter at 450 MHz to

suppress anthropogenic noise from the nearby South Pole Station. The LNA, while adding

32 dB of gain to the system, also provides pass-through power to the antenna 1 m below,

a crucial difference from the ARA system. This ensures that the complex impedances of

each of the antennas are matched, resulting in nearly identical signals recorded by each of

the VPol antennas. The RFoF transmitter is necessary to limit the loss that occurs when

transmitting the signals to the surface. The downhole system in total requires approximately

25 W of power.

The downhole components were housed in a custom-built frame made from fiberglass

rods and plastic faceplates, necessary to ensure the antennas did not rotate while deployed

and to absorb any stress that would otherwise fall on the connections between the antennas,

the LNAs, and the cables. The antennas were connected to each other via rope to ensure

the coaxial cables were not weight bearing.

The RFoF fiber is transmitted directly into the NuPhase instrument box, which houses

the RFoF receiver to convert the RFoF signal back to electronic RF on a coaxial cable. The

signal then undergoes another round of amplification and bandpass filtering, necessary to

suppress out-of-band noise above 750 MHz. At this point, the signal on each channel goes

through an RF mux to switch the input from the downhole signal to an on-board calibration

pulse using for timing calibration, and then through a variable attenuator, used to normalize

the gain of each channel. The signals are then sent to custom analog-to-digital conversion

(ADC) boards, after which the VPol signals are sent directly to the FPGA for beamforming.
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each of the beams in the South Pole Phased
Array instrument. From [12].

3.2.2 Trigger Implementation

The Phased Array trigger includes 15 total beams, each made up of a primary and secondary

sub-beam. These primary and secondary sub-beams are coherent sums that include antennas

spaced 1 m and 2 m apart, respectively. This allows for each beam to have a full width half

maximum beamwidth of approximately 7◦, with full coverage between the elevation angles

of −53◦ and 47◦, roughly consistent with the beam pattern of the individual VPol antenna.

The beam coverage is shown in Figure 3.5.

Each beam is given a trigger goal of 0.75 Hz to meet a global 15 Hz trigger rate, with

the threshold in each beam adjusted live to meet this requirement. While the beams are

directional, a signal does not have to be centered on a beam in order for a trigger to be

issued. For signals with high enough signal strength, it is possible for a beam not associated

with the direction to trigger, due to enough power coherently summing in the wrong beam.

While this could be adjusted at the firmware level by recording the beam with the most

power as the triggered beam, this feature is not necessary in an environment with minimal
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anthropogenic contamination like the South Pole.

3.2.3 Matching Events Between the Phased Array and ARA5

ARA Station 5 contains two separate DAQs, which makes combining information between

the two more difficult than would be expected. The Phased Array is capable of externally

triggering the classic ARA 5 instrument so that full reconstruction of an event is possible.

This is successful for up to 98% of events, although this varies depending on the operational

mode of the classic ARA 5 instrument. However, the events are saved separately by each

experiment and not easily matched between the systems. Additionally, the clocks of each

experiment can float relative to each other, requiring a correction factor to be applied before

the events can be aligned. After correcting the clocks, the spacing between the events on

each system is the easiest way to match the events together..

3.2.4 Limitations

The following are limitations of the current Phased Array instrument which could be ad-

dressed in future iterations of such an instrument:

Temperature Regulation :One unanticipated difficulty of the Phased Array instrument

is its inability to dissipate heat. The Phased Array instrument as a whole generates

approximately 80 W of power, the majority of which occurs in the DAQ box itself. The

DAQ box is surrounded by snow, effectively insulating the ARA 5 crate and minimizing

the possibility of dissipating heat into the surrounding environment. While this will

not be a concern for future Phased Array systems, which are designed to operate at

lower power, this limitation requires the Phased Array system to be turned off between

December and March, the warmest months of the year.

Misaligned Channels : The time-alignment process between different ADC chips is not
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always successful and needs to be checked for each run. As discussed in [12], a random

1.5-GHz clock-cycle offset occurs at start-up for each of the ADC chips, which each are

responsible for digitizing two channels. This has been solved at start-up by sending a

pulse to each of the channels and aligning the clocks based on the location of the peak

in each datastream. However, a bug in this code meant that occasionally, the peaks

would be misaligned by one sample, causing two of the channels to be offset relative to

the others. This problem affects approximately 5% of runs in 2019 and is easily solved

in processing by re-running the alignment script without the bug.

Matching with ARA5 Events : Recording half of an event on one system and the other

half on another is a system that is prone to errors or challenges. Both systems need

to be separately monitored and any issues present in either system makes recovering

the full reconstruction information for an event difficult if not impossible. Future

experiment will be designed to have a single central computer for each station, which

will solve problems related to this matching process.
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CHAPTER 4

TIMING AND VOLTAGE CALIBRATION OF ARA STATION 5

4.1 The IRS2 Chip

In this chapter, I will discuss the calibration of the IRS2 Digitizer, necessary for complete

waveform recovery for the classic ARA5 channels. The Phased Array digitizers are self-

calibrating and are thus not discussed in this chapter.

A digitizer for a radio experiment like ARA needs to meet two main design criteria. One,

the digitizer must be capable of recording multiple channels at rates of a few GHz. Two, the

digitizer must have low power consumption, in order to operate successfully in environments

where power many be limited, such as the South Pole or other remote areas.

With this in mind, the IRS2 chip was developed [58]. Fundamentally, this is a Switch

Figure 4.1: An example of a Switch Capacitor Array. From [13].
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Capacitor Array [59], consisting of a sampling array of 128 capacitors, as shown in Figure 4.1.

The switches open and close based on two timing strobes, timed so that the voltage coming

in on the signal input line can be stored by one capacitor at a time. The timing strobes

operate at 25 MHz, and the delay between them is 0.31 ns, meaning that each capacitor

records the voltage within a 0.31 ns time window. The clock speed and delay offset can be

tuned on the IRS2 chip to meet specifications up to a sampling rate of 4 Gs/s at maximum.

The capacitors in the sampling array are separated into two chunks of 64 capacitors each,

called blocks. These blocks alternate between sampling the signal and storing the signal

in the storage array. The storage array contains 512 blocks which can all act as storage

simultaneously, creating an analog buffer 32,768 samples deep, translating to approximately

10 µs of temporary buffer storage. If the IRS2 chip receives a trigger from the attached

FPGA, the signal is digitized using theWilkinson method [60] [13]: for each storage capacitor,

the value stored is compared to the voltage on a comparator as it is ramped up, and the

passing count is recorded as ADC counts.

There are two main calibrations that are required in order to use the data taken with the

IRS2 chip. First is the timing calibration, which refers to the small differences in the timing

constant for each of the 128 sampling capacitors in the sampling array. Second is the voltage

calibration, which must be done individually for each of the 32,768 storage capacitors.

One of the challenges of the IRS2 chip is that the performance degrades as the channel

number increases. While each IRS2 chip has eight total channels that can simultaneously

record signals, only the first two are usable for digitization at a rate of 3.2 GHz; the next

two channels are usable at half of that rate, and the final four channels are not usable. This

means that for a station with sixteen total antennas that need digitizing, four IRS2 chips are

needed. Each IRS2 chip is mounted on a Digitizing Daughterboard for ARA (DDA), which

applies some additional bandpass filtering from 150-850 MHz to limit aliasing. The DDAs

are each labeled with a number from 0 to 3 so that each channel can be uniquely identified.
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Electric Channel DDA IRS2 Channel Antenna Type Antenna Location

0 0 0 VPol Bottom
1 0 1 VPol Top
2 0 2 HPol Bottom
3 0 3 HPol Top
8 1 0 VPol Bottom
9 1 1 VPol Top
10 1 2 HPol Bottom
11 1 3 HPol Top
16 2 0 VPol Bottom
17 2 1 VPol Top
18 2 2 HPol Bottom
19 2 3 HPol Top
24 3 0 VPol Bottom
25 3 1 VPol Top
26 3 2 HPol Bottom
27 3 3 HPol Top

Table 4.1: The channel mapping of all channels in the A5 baseline instrument. The Electric
Channel uniquely describes a specific antenna and channel.

4.2 Channel Mapping and Available Calibration Data

Before deploying the ARA systems in the ice, calibration data is taken to record the behavior

of the channels in a room temperature environment, which can be used to correct for features

in the digitizer chips that affect how they record timing and voltage information for each

waveform. It is also important to tag each channel with a unique identifier, so that the

antennas in the ice can be identified in the data. The list of channel identifiers, DDA

numbers, and eventual antenna type and location are recorded in Table 4.1. The locations

of each antenna will be covered in the next chapter.

The calibration data, taken by collaborators at UW Madison, consists of sine waves

taken with frequencies ranging from 218-800 MHz and input power ranging from -10 to -

19 dBm. This power was split across 8 channels and amplified using the ARA amplifiers,

adding 22 dB per channel. This results in amplitudes between 158-445 mV. The calibration
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Run Number Frequency (MHz) Input Power (dBm) Vp (mV) Electric Channels

1402 218 -10 445 0,3,8,16,19,27
1403 353 -10 445 0,3,8,16,19,27
1404 521 -10 445 0,3,8,16,19,27
1405 702 -10 445 0,3,8,16,19,27
1406 800 -10 445 0,3,8,16,19,27
1407 218 -9 501 0,3,8,16,19,27
1408 218 -11 398 0,3,8,16,19,27
1409 218 -13 316 0,3,8,16,19,27
1410 218 -15 251 0,3,8,16,19,27
1411 218 -10 445 1,2,9,10,17,18,25,26
1412 343 -10 445 1,2,9,10,17,18,25,26
1413 521 -10 445 1,2,9,10,17,18,25,26
1414 702 -10 445 1,2,9,10,17,18,25,26
1415 800 -10 445 1,2,9,10,17,18,25,26
1416 218 -9 501 1,2,9,10,17,18,25,26
1417 218 -9 501 1,2,9,10,17,18,25,26
1418 218 -11 398 1,2,9,10,17,18,25,26
1419 218 -13 316 1,2,9,10,17,18,25,26
1420 218 -15 251 1,2,9,10,17,18,25,26
1421 218 -17 200 1,2,9,10,17,18,25,26
1422 218 -19 158 1,2,9,10,17,18,25,26

Table 4.2: A list of the available calibration data taken for ARA Station 5 by Thomas
Meures.

data was taken on half of the channels at a time, to minimize cross talk across neighboring

channels. Table 4.1 lists all available calibration data, including the frequency, input power,

and channels. As of this writing, the data is available on the Cobalt server at Wisconsin

under /data/wipac/ARA/pre-deployment/ARA05-UW.

When taking this data, two channels (11 and 24) were accidentally disconnected and thus

the calibration data was not recorded. This data was retaken while at the South Pole in

December 2017, and subsequently deleted due to a mix-up in the computer system. These

digitizer channels remain uncalibrated, and the effects of this lack of calibration data is

discussed in a later section.
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The steps for calibrating the digitizer chips are as follows:

1. Perform pedestal subtraction.

2. Calibrate the timing of the digitizer sampling array (128 samples per channel).

3. Calibrate the voltage of the storage array (32,768 samples per channel).

These steps are described throughout the rest of the chapter.

4.3 Pedestal Subtraction

A bias voltage is applied to the RF inputs of the DDAs so that each sample always records

a positive value in ADC. This can be corrected on a sample-by-sample basis by subtracting

the average measured value for each sample, resulting in data that, in theory, should be
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Sample 8, Block 345: Raw ADC Sample 8, Block 345: Pedestal Corrected

Figure 4.2: Left: the average ADC offset for a specific sample over time. Right: the corrected
mean value after subtracting the automatically-generated pedestal values. The red lines
correspond to times when the pedestal value was recalculated.
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centered around 0 ADC. Traditionally, this subtraction has been done using the generated

pedestal files taken once per day, which only records the average value for each sample.

However, this average value can be skewed by the data recorded within the first block of

data, which is known to be corrupted by artificially high values, skewing the average and

leading to a pedestal file that does not produce the desired result when applied to the data.

This is demonstrated in Figure 4.2; if the pedestal file worked, the values on the right hand

side would all be close to 0 ADC. Instead, the pedestal-corrected mean value is offset from 0

ADC by an amount dependent on the pedestal file itself, not correlated with the actual raw

ADC value recorded across the sample.

The alternative to this is to create new pedestal files for each run individually, by record-

ing the average value of each sample based on the data within each run, rather than using

the pedestal files generated by the DAQ software. This method has the advantage of being

able to exclude the corrupted data from the first block from the average calculation.

Time (ns)

   
   

 A
D

C

Even Block Fit 
Odd Block Fit 
Sample Timing Boundary

Figure 4.3: An example of two blocks of calibration data, with the targeted region identified.
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4.4 Timing Calibration
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Figure 4.4: The distribution of frequency fits for all calibration events. The clock speed is
scaled so that the mean value matches the true frequency of 218 MHz.

As mentioned in the previous section, sine wave calibration data was taken for 14 out

of the 16 RF channels. The result is approximately 6000 events per channel per frequency,

with each event 896 samples long. The timing calibration requires the 128 elements in the

sampling array to be individually calibrated. In the following sections, the steps of timing

calibration are described, which are completed up to five times recursively to ensure that

the best result is found. The goal is to find the true timing values, ti, for each of the 128

samples. The nominal starting values for ti are ti = 0.3125 ∗ i where i ranges from 0 to 127.
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4.4.1 Correcting the Overall Frequency

Each event was individually fit to a sine wave using the function

f(t) = A ∗ sin(2πkt− ϕ) (4.1)

where A is the amplitude, k is the frequency, t is the time, and ϕ is the phase offset. Because

the voltage is corrected after the timing is corrected, the amplitude of the waveform in

ADC is chosen to be equivalent to the expected amplitude in mV. This works because the

relationship between ADC and mV is approximately 1:1 in the range of 400-500 mV, which

is what is used in the timing calibration fit.

Both the frequency and the phase of the sine wave are fit using SciPy’s optimize.curve

fit, a non-linear least squares regression. While the phase is expected to vary across events,

the frequency is expected to be a distribution centered around a single frequency, as all events

should be measuring a sine wave with a frequency matching the input frequency of 218 MHz.

The spread is caused by the timing jitters that have yet to be corrected. This is seen clearly

in Figure 4.4.

For all even and odd blocks, the frequency of the sine fit is recorded, and this average

frequency is used to scale the timing array:

ti = ti ∗
218MHz

favg
(4.2)

This corrected timing array is then carried to the next step.

4.4.2 Correcting the Residual Timing for each Sample

After the overall frequency has been corrected, each event is fit again to a sine function.

This time, the even and odd blocks are fit simultaneously, using only the odd sample on

each type of block, as these are known to be the most stable of the samples and introduce
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Figure 4.5: Uncalibrated and calibrated residual timing for electric channel 0. Before cali-
bration, the samples are offset from the sine fit, causing a systematic offset every time that
sample is measured. After calibration, the offset is approximately 0 ns.
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Figure 4.6: Uncalibrated and calibrated residual timing for electric channel 1.
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Figure 4.7: Uncalibrated and calibrated residual timing for electric channel 2. The even
samples are discarded due to poor behavior.
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Figure 4.8: Uncalibrated and calibrated residual timing for electric channel 3. The even
samples are discarded due to poor behavior.
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less overall error. Recall that at this point, both the timing and voltage has to be calibrated.

The shape of the sine wave means that voltage errors will be most prominent at the peaks

and troughs, and least prominent near the center where the slope is greatest. Because of

this, any sample that is recording an event within 30 ns of 0 ADC is selected to be used in

this step, as shown in Figure 4.3

The recorded time of these samples is compared against the time expected from the sine

wave fit. The difference between observed and expected is recorded and organized by sample

number, and repeated for all events until every sample has accumulated a distribution of

offsets between observed and expected.
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Figure 4.9: An example of extreme bimodality for electric channel one. Left: the calibrated
residual timing for channel 1 as a function of sample number. Right: the calibrated residual
timing as a function of the measured slope. The split on the left hand side is caused by the
slope shown on the right.

For a well behaving channel, the distributions of offsets for each sample will be generally

Gaussian, which can be seen in Figure 4.5. For even samples, the distribution is not Gaussian
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and instead shows some bimodality in the later samples. As in previously calibrated stations,

the bimodality is caused by a slope dependence, in which the timing depends on the slope

of the measured signal. This can be seen clearly in Figure 4.9. The underlying cause of

this bimodality is unknown, but seems consistent across multiple IRS2 chips across multiple

generations of ARA stations. This introduces a maximum error of 0.4 ns for some of the

even samples, and generally is closer to 0.1 ns or less.

Figure 4.10: The time between odd and even samples, for channel 0 (top left), channel 1
(top right), channel 2 (bottom left), and channel 3 (bottom right). The nominal spacing is
0.625 ns.

The mean value of these distributions is calculated and added to the time array. After

all samples have been adjusted, the process starts over, re-fitting the overall frequency, then

adjusting individual time delays, in a recursive loop until the values have settled. In general,

this recursive process takes anywhere from 1-5 times to settle.

The final distributions of offsets after the recursive process has finished is shown in

Figures 4.5 through 4.8 in the bottom two panels. Additionally, the delays between odd
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samples and even samples is shown in Figure 4.10; here it is clear that the delays between

samples are generally close to their expected values of 0.625 ns. The degradation of the

channel performance over time, discussed in the earlier part of this chapter, is seen very

clearly, especially for even samples on channels 2 and 3. The even sample performance

completely fails for channels 2 and 3, and the odd samples begin to show increasing levels of

bimodality. To account for this, the even samples on channels 2 and 3 on all IRS2 chips are

discarded, meaning that the HPol channels all use a sampling speed that is half that of the

VPol channels.

For the code used to calibrate the timing of ARA Station 5, please see [61].

No Timing CalibrationTiming Calibration

Ch 0 Waveform Snapshot Ch 1 Waveform Snapshot

Figure 4.11: Uncalibrated data vs. calibrated timing data, for channel 0 and channel 1. The
blue points fit especially well near 0 ADC, where the uncalibrated voltage has the smallest
effect.
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4.5 Voltage Calibration

The resulting timing calibration fit is shown in Figure 4.11, using Electric Channels 0 and

1 as examples. The absolute value of the points has shifted due to the frequency correction

and the individual sample corrections, even though the frequency of the calibrated and

uncalibrated sine waves only differ by less than a MHz. The timing calibration looks most

successful near the center of the sine wave, as expected. The next step is to calculate the

voltage.

Example Odd Sample Example Even Sample

Figure 4.12: Example odd and even samples, comparing the ADC counts measured and the
predicted voltage from the sine fit. In each example, the positive and negative points are fit
with a cubic polynomial.

Unlike the timing calibration, which needed to be done for all 128 sampling array capac-

itors, the voltage calibration must be done for each of the storage samples, of which there

are 32,768. To characterize the behavior of each sample individually, the calibration data

must first be converted from event-by-event sorting to sample-by-sample sorting, creating
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Figure 4.13: (a) An example sample with looping behavior. (b) The same sample, only
plotting the positively-sloped data. (c) The same sample, only plotting the negatively sloped
data.

a database of measured ADC counts and predicted voltage values for each of the 32,768

samples. The predicted voltage value is calculated by fitting the events to a sine wave, using

the amplitude from Table 4.2.

The result of sorting the calibration data based on sample number is shown in Figure

4.12. As with the timing calibration, there are inherent differences between the performance

of odd samples and even samples. Figure 4.12 shows an example odd sample and an example

even sample for reference. In this plot, the relationship between ADC counts and Voltage

looks to first order linear, especially for the odd sample. However, the non-linearity near

0 ADC counts, previously seen during the calibration of ARA Stations 2 and 3, motivates

using a cubic fit to describe the relationship between ADC and Voltage. This cubic fit is

expected to be valid for the range used in the fit: -445 mV to 445 mV. Any ADC counts

recorded outside of this range are instead converted to voltage assuming the relationship is

1 ADC count per 1 mV.

For each sample, the postive and negative values of ADC are fit with their own cubic

function. The reduced χ2 for each fit is calculated, with the resulting distribution shown
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in Figure 4.14. For some samples, the χ2 is quite large, sometimes reaching values of 10 or

greater. This could be caused by low statistics or unpredictable behavior, but most often
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Figure 4.14: The distribution of χ2 for all 32,768 samples. Any fits with χ2 < 1 are kept;
fits worse than this are substituted with the fit from the neighboring sample.
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this is caused by slope dependence impacting the relationship between ADC and voltage

to shift. An example of the slope dependence is shown in Figure 4.13. If samples record

a χ2 greater than 1, the fit from the neighboring odd sample is used. This is a reasonable

substitution; due to the way the IRS2 chip was constructed, neighboring samples are likely

to behave in similar ways. Approximately 10 percent of the samples use the fit from the

neighboring sample.

After each of the 32,768 samples have been calibrated, the results are formatted into a

file that can be read by AraRoot, the processing software that the ARA Collaboration uses

to read in the data. The improvement after completing the voltage calibration is shown in

Figure 4.15. The voltage calibration, perhaps unsurprisingly, does not change the parameters

in the sine function fit. Instead, only the values of the voltage have changed, a feature most

notable at the peaks and troughs of the waveform.

T+V Calibrated

T Calibrated

Figure 4.15: A comparison of timing-calibrated data and timing and voltage-calibrated data.
Especially notable are the data points at high ADCvalues, which have been adjusted to
proper voltage values.
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4.6 Validating the Timing and Voltage Calibration

STD: 0.072 ns 

Figure 4.16: The timing delays between calibration pulser events comparing channels 0 and
16.

The final step in calibrating the IRS2 digitizers is validating the calibration against

calibration pulser events. The easiest way to do this is to cross correlate the signals on two

separate channels to calculate the best delay. When comparing the results before calibration

to the results after timing and voltage calibration, an improvement in the distribution is

expected. This improvement can be seen in Figure 4.16. More details on how the cross

correlation is calculated will be included in the next chapter.

The time delays across all channel pairs can be seen in Figure 5.11. The channel pairs

that perform the worst and the pairs that include Channel 24, which was the one VPol

channel not calibrated. These pairs have a standard deviation of 0.1 ns or larger. The other

channel pairs consistently have a standard deviation below 0.09 ns. All of these uncertainties

are carried through to the uncertainties in the geometry calibration, discussed in the next
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chapter.

4.7 Future Improvements

The IRS2 digitizer chip can be difficult to calibrate due to its degradation of channel per-

formance, slope dependence, and frequency dependence. At the time of deployment, this

digitizer chip was one of the only options that met the design requirements of a high sample

speed, long buffer, and low power consumption. Since deployment, other radio projects have

opted to use other digitizing options, from commercially available digitizers [12] or other

custom built digitizers like the LAB4D [62]. I would recommend continuing to pursue these

other digitizing options for future experiments.
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CHAPTER 5

GEOMETRY CALIBRATION OF ARA STATION 5

5.1 Introduction

5.2 Determining the ARA Antenna Locations

The successful calibration of the antenna locations is critical to the overall success of an

ARA Station. In the frequency range of 200-800 MHz, the individual antennas must be

known to within 10 cm in all directions in order to phase together antennas in different

locations, as shown in Figure 5.1. While the borehole locations are surveyed and the distances

between antennas are measured during deployment, these measurements are often unreliable

or incomplete. This story is further complicated at ARA Station 5, in which two separate

instruments, the Classic ARA Station and the Phased Array, must be calibrated relative to

each other.

Figure 5.1: Left: the relationship between the fractional wavelength offset and the sum
between two antennas. The horizontal line indicates the mean incoherent addition. Right:
The two antenna sum as a function of frequency and displacement. Areas with a sum greater
than the mean incoherent addition value will add coherently. From C. Deaconu.

To fully appreciate the constraints of the problem, it is helpful to list the quantities that
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must be solved for, and the quantities that are known. The quantities that must be solved

for include: the (x, y, z) of each of the 16 ARA antennas and each of the 9 Phased Array

antennas; the local ice model of the ice in the South Pole; the (x, y) of each of the calibration

pulse locations; and the cable delays for each of the antennas on each of the instruments. To

simplify the problem, I consider only the VPol antennas for each system, and assume that

because the HPol antennas from the Classic ARA Station are all deployed 1 m above their

respective VPol antennas at a distance that is measured prior to deployment, solving for the

VPol antennas will effectively solve the HPol locations as well.

The known quantities in the system are limited to the sets of time delays that can be

measured between channels. For a given pulse originating somewhere in the local environ-

ment, the path along which the signal travels will determine the time delay seen between

any two channels. It’s important to emphasize here that looking at a single channel is not

enough to determine the time it took to travel from the source to the antenna; the only

information is the difference in travel times between two channels.

Ideally, an ARA Station would have three local calibration pulsers installed near the

experiment, each deployed in their own holes surrounding the array, with the calibration

boreholes forming an equilateral triangle around the ARA boreholes. In this way, the location

of each antenna could be easily determined by what is essentially triangulation. This method

is especially advantageous because it depends very little on the ice model used to describe

the local ice. However, three independent holes used only for calibration is costly, and

instead previous ARA Stations have conducted geometry calibrations by using only two

local calibration pulsers, set perpendicular to each other.

The ARA Station 5 system was deployed with only one calibration hole, due to delays and

difficulties during drilling. This single calibration source is not sufficient for constraining the

locations of the antennas. There are other calibration sources at the South Pole, namely, the

deep pulser deployed on an IceCube string and the SPIceCore hole, both visible in the map
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Figure 5.2: A map of places of interest near ARA Station 5.

in Figure 5.2. Both of these sources are 4-5 km away, necessitating the precise determination

of the ice model.

Considering these limitations, some assumptions needed to be made to constrain the

system fully. The first assumption was that the depths of the VPol antennas are perfectly

known. This is a reasonable assumption, due to the fact that the Phased Array VPol

antennas are deployed within 1 m of each other, with the exact distance between them

measured to centimeter precision. Additionally, any error here is expected to be absorbed

into the determination of the cable delays for the Phased Array. The next assumption is

that the depths reported at the SPIceCore hole are accurate as measured by the SPIceCore

team in December 2018 [63]. The final assumption is the SPIceCore borehole is relatively

perpendicular to the ARA5 boreholes.

Using these assumptions, the following plan was developed for calibrating the ARA 5

Station:
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1. Use the SPIceCore data recorded by the Phased Array to simultaneously determine

the ice model and the cable delays.

2. Use the SPIceCore data recorded by the classic ARA antennas, and the calibration

pulsers recorded by the classic ARA antennas, to simultaneously determine the (x, y,

z) and cable delays for each of the ARA VPol antennas.

3. Use these channel common to the Phased Array and the classic ARA antennas to deter-

mine the location of the Phased Array borehole relative to the classic ARA boreholes.

In the following sections, this plan will be described in more detail.

5.3 Step 0: Defining the Calibration Dataset

Before beginning the calibration, a dataset was selected from the available calibration runs.

The available dataset includes:

The Local Calibration Pulser: this pulser is locally deployed near the ARA5 station and

is set to trigger every second. Any run with calibration pulsers can be used for calibration,

although there is evidence that the time delays between channels drifts by up to 50 ps over

the course of the first two years of deployment. Because of this, a calibration run close in

time to the SPIceCore runs was used for geometry calibration. The SPIceCore Pulser Drop:

During the 2018-2019 Antarctic season, the SPIceCore borehole was used to take calibration

data at a multitude of depths. The main difficulty during data taking was the Phased

Array kept overheating during the calibration runs, meaning that it needed to be shut off

intermittently to cool down. The highest quality dataset for both the Phased Array and the

classic ARA Station was taken on December 24, 2018, and is associated with run 1784. The

Deep Pulser: There are multiple deep pulsers installed onto two IceCube strings which are

capable of pulsing in radio, although only the one on string 22 has operated for the last few

years. A dataset from May 2018 containing deep pulser runs was used as validation to the
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ice model fit; however, because this dataset was taken before there was a common channel,

and because it is redundant to the SPiceCore (due to the two pulsers being in almost the

identically same azimuthal direction) was it was not used for the later fits. The Rooftop

Pulser: Rooftop pulsing data was taken in December 2018 as well, also pointing in the same

direction as the Ice Cube Lab and the SPiceCore. The pulses from this dataset are used

later on in the analysis, but are not used for calibration, partly because they have low SNR

and thus are not ideal candidates for reconstruction.

5.4 Step 1: Determining the Phased Array Cable Delays and the

Ice Model

Description Easting [ft] Northing [ft]

Phased Array 32355.0 39734.5
D1 32337.6 39795.1
D2 32420.0 39745.5
D3 32361.5 39654.5
D4 32290.0 39710.6

Cal Pulser 32272.2 39582.8
SPIceCore 42358.9 48974.2
Deep Pulser 44884.4 5144.8

Table 5.1: The list of pre-deployment locations of the A5 boreholes.

Focusing first on solving for the local ice model and the VPol cable delays of the Phased

Array instrument cuts down the number of unknowns from 103 to 11. The remaining un-

knowns include 7 cable delays, 3 ice model parameters, and the lateral distance between the

Phased Array and the SPIceCore hole. In this case, only the SPIceCore data is used because

the signal propagates from multiple depths, meaning that the changes observed throughout

a SPIceCore data drop are directly attributable to the ice model and not, for example, the

cable delay, which is a constant offset. The first step is to calculate the raw time delay be-
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tween the direct signal for each channel pair for all depths of the Phased Array, and compare

those time delays to those predicted by the Raytracer using the position of the SPIceCore

and Phased Array boreholes available in Table 5.1. This can be done by considering the

correlation waveform defined as

Corri,j(τ) =
N−1∑
t=0

Vi(t)Vj(t+ τ)

σiσj
, (5.1)

The time delay is the location of the maximum of this waveform. The set of time delays

from the SPIceCore can be seen in Figure 5.3. As depth increases, the time delay measured

across each antenna pairs will approach an asymptotic value equal to the time it takes for a

signal to travel between the antennas.

Time Delay [ns]
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pt

h 
[m

]

Figure 5.3: A comparison of the raw calculated time delays from the Phased Array instru-
ment, compared to the predicted time delays from the AraSim Raytracer. The mismatch is
due to cable delays not yet being applied to the raw data.

The difference between the raw time delay and the predicted time delay in Figure 5.3 is

caused by the cable delay not being accounted for in the plot. A cable delay can be added
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to this plot by shifting the raw time delays horizontally by a fixed value. The difference

between the observed and expected time delays increases as the distance between the pair

of antennas increases, due to the longer cable delays present for the deeper channels.

It is also important to note that the absolute cable delays cannot be determined indepen-

dently. Instead, the relative time delays can be determined, with some unknown bulk cable

length not known, a quantity which is not necessary for pointing or reconstructing events.

In this work, I report cable delays relative to the Phased Array’s channel 0.

Figure 5.4: Left: comparison of the various ice model fits, after correcting for the cable delay
offset. Most of the models do not accurately predict the shape of the curve as a function of
depth. Right: same as the left, after fitting the third parameter of the UNL 2016 model to
better match the data.

After compensating for the missing cable delay by sliding the predicted time delays

horizontally by a constant value, it is easy to compare the performance of various existing

ice models, which can be seen in Figure 5.4. The ice models are listed explicitly in Table 5.2.

Because some of these models are not linear, I require that the data and model overlap at

a depth of -1400 m. The model that matches the data most closely is UNL 2016, although
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even this model does not describe the data at shallower depths well. Because UNL 2016

is the best match, I use two of the three parameters (parameters A and B in Table 5.2) in

this model and float the third parameter, optimizing it for the best χ2 using the Channel

0/Channel 7 pair as comparison. I find the best value of C to be 0.0202.

Model Name A B C

AraSim 1.78 1.35 0.0132
Gorham 1.788 1.325 0.0140
AraRoot 1.78 1.353 0.0160

UNL (2016) 1.78 1.326 0.0182
RICE (2004) 1.78 1.36 0.0132
SPIceCore 1 1.774 1.293 0.0154
SPIceCore 2 1.774 1.249 0.0163

Table 5.2: A list of previously-derived ice models for the South Pole.

Updated UNL 2016 Model
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Figure 5.5: The measured time delays against the predicted time delays using the modified
UNL 2016 model.

This model works well on all antenna pairs, which can be seen in Figure 5.5. Because the
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Figure 5.6: A comparison of the predicted time delays after moving the SPIceCore hole by
40 m. The horizontal offset shifts by less than 0.2 ns for the longest baseline, and the shape
of the curve stays the same.

ice model mainly impacts the shape of the function, I assume that the cable delay accounts

for the entirety of the offset present in the dataset. This means that the ice model and the

cable delays have been found simultaneously.

The uncertainties on the parameter C in the new ice model mainly come from the un-

certainty in the lateral distance between the SPIceCore borehole and the Phased Array

borehole. There are conflicting reports from the South Pole surveyors and the SPIceCore

researchers about exactly where the SPIceCore hole is, causing the lateral distance to differ

by around 40 m. This has a minor effect on the ice model fit; the impact of moving the

SPIceCore hole by 40 m is shown in Figure 5.6. To estimate the uncertainties, the fit was

repeated for lateral distances +/- 25 m and resulting value of C with uncertainties was found

to be 0.0202 + /− 0.0004m−1.

This result was validated using data from the IceCube Deep Pulser. While the phased
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array cannot resolve distance on its own, a χ2 calculation as a function of distance and

depth has a minimum at a distance and depth of 5244 m and -1379 m respectively, only a

few meters off from the true distance and depth of 5240 m and -1386 m. This is the most

successful reconstruction of the deep pulser data with the ARA instrument so far.

5.5 Step 2: Determining the ARA Antenna Locations

After successfully determining the ice model from the Phased Array instrument, I have

enough information to locate the ARA antennas within the ice. The first step is to method-

ically build the set of time delays that will be used for the fit, described below:

Local Calibration Pulser: An averaged local calibration pulser is shown in Figure 5.7.

The different pulse shapes are caused by the different viewing angles of both the transmitting

and receiving antennas, and by differences in impedance matching between the different

antennas. This can make cross correlating the different antenna signals difficult, especially

for the lower SNR channels. In particular, cross correlating individual waveforms will often

select the wrong cycle to align, causing a difference in the time delays of a few nanoseconds.

For geometry calibration, a different method of cross calibration was developed, taking

advantage of the higher SNR averaged pulses to better align the signals on different antennas.

To illustrate this, I will consider two channels, Channel 0 and Channel 1. The first step is

to create averaged pulses for each Channel using multiple events, boosting the SNR for

each individual channel. From here, the cross correlation between the averaged Channel 0

and averaged Channel 1 signal is calculated and the time delay δ01 between the channels is

calculated. Next, the time delays between each individual Channel 0 event and the averaged

Channel 0 event are calculated, as are the time delays between each individual Channel 1

event and its average, creating two lists of time delays that each describe the jitter in trigger

timing between the average signal and the individual events. Finally, the difference between

these two lists of time delays is calculated, creating a single histogram that describes the
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spread of time delays for the Channel 0 / Channel 1 antenna pair. The mean of the histogram

will be 0 ns if δ01 is exactly right; otherwise, it will be slightly smaller or greater. This mean

is subtracted from δ01 to get the true mean value of the delay, and the standard deviation
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Figure 5.7: Averaged calibration waveforms for each of the eight Vpol antennas.
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of the histogram is used as the error.
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Figure 5.8: The distribution of time delays across VPol channels for a given set of calibration
pulser events. Channel 24 was not calibrated due to missing calibration data, resulting in
its distributions being wider than the others.
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Using this method of time delay calculation results in the histograms shown in Figure 5.11.

This method of cross correlating only works for a stationary pulse that occurs multiple

times, allowing it to be easily averaged together. The resolution achieved here is not directly

transferrable to resolution in azimuth or elevation. However, for geometry calibration, where

the most important feature is to have the correct time delay and its uncertainty, this method

gives more confidence that the correct peak is selected.

SPIceCore Calibration Pulses: While the local calibration pulser can be averaged together

to get a clearer signal, the SPIceCore calibration pulses happen as the pulser is dropping,

meaning that pulses cannot be averaged together in the same way. Instead, the time delays

for all SPiceCore events were calculated individually for each channel pair and plotted as a

function of depth, seen in Figure 5.9 as an example for Channel 0 and Channel 1. The outliers

here are caused by the algorithm choosing to align the wrong peaks, as discussed previously.

Figure 5.9: An example of the changing time delays between Electric Channels 0 and 1 for
the ARA instrument. The red points represent the interpolated values used in the Minuit
fit. The outliers are caused by the cross correlation being maximized between the wrong
peaks.
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Depending on the channels, there can been anywhere from a handful of outliers to two lines

running parallel to the center line at all depths. To select data for the optimization, I select

data points between −1050 m and −1450 m that are representative of the values along the

true peak. These values are stored in a lookup table for every antenna pair.

After the time delay lookup tables for both the local calibration pulser and the SPIceCore

pulser have been created, a Minuit optimizer is used to compare the time delays in the lookup

table to what is predicted by the raytracer using the ice model found in the earlier section.

The function that is optimized is the following:

χ2 =
∑
pairs

(∆t1,2 −RayTracer(r1, r2, z1, z2))
2

σ2
(5.2)

where r1 is the lateral distance between the source and the first antenna, z1 is the depth of

the first antenna, r2 is the lateral distance between the source and the second antenna, z2

is the depth of the second antenna, σ is the error calculated from the standard deviation of

the histogram, and ∆t1,2 is the measured time delay between the two antennas, corrected

for the difference in cable delays between the two. r1 and r2 need to be calculated from the

x and y values, which are the quantities used as inputs to the optimizer. I also assume that

the depth of the calibration pulser is known based on deployment logs.

Minuit requires initial conditions to best find the fit for a given system. Because of this,

two rounds of Minuit fitting are performed: one forcing the boreholes to be exactly vertical,

and another using the output of the first round and then removing the requirement that the

boreholes be vertical. The result is shown in Figure 5.10.
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5.6 Step 3: Use the common channel to find the location of the

Phased Array relative to the ARA antennas

At this stage, the ice model, the x, y, z and cable delays for each of the ARA VPols, and the

cable delays of the Phased Array have been solved for. The final step is finding the x and y

position of the Phased Array borehole relative to the rest of the ARA5 instrument. This is

done by generating the same lookup tables that were created for the ARA instrument but

using the Phased Array. An example of an averaged Phased Array calibration pulser and its

timing distributions for each channel pair is shown in Figure .

Because the Phased Array and the ARA instrument are separate triggers, there is not

typically a way to combine information across systems. However, in December 2018, electric

channel 24 in the ARA instrument was split and sent into both instruments. This means that

electric channel 24 on the ARA instrument and channel 5 on the Phased Array instrument

Figure 5.10: The calibrated locations of the A5 antenna boreholes, compared to the planned
locations.
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are the same, with some potential offset that depends on exactly when the trigger happened

within the window. This allows time delays to be computed across the systems.

As an example, consider Channel 0 on the Phased Array system and Electric Channel 17

on the ARA system. Cross correlating these channels without any additional steps would not

result in a physically meaningful value, because the trigger is not necessarily in comparable

places for either event. Instead, first Channel 0 would be cross correlated with Channel 5 on

the Phased Array to get a time delay. Then, Channel 24 on the ARA instrument would be

cross correlated with Channel 17. As long as the cable delays of Channel 0 and Channel 17

are accounted for, the sum of these time delays will correspond to the time delay of Channel

0 with Channel 17. In this way, the lookup tables from both the ARA instrument and

the Phased Array can be combined to have time delays for every pairing of antenna. This

dataset is fed through a Minuit optimizer in much the same way as Step 2, with the x y of

Delay (ns)

C
ou

nt
s

Figure 5.11: The distribution of time delays across VPol channels for a given set of calibration
pulser events. Channel 24 was not calibrated due to missing calibration data, resulting in
its distributions being wider than the others.
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the Phased Array and the z of the local calibration pulser allowed to float.

The final locations of each of the antennas, and the cable delays, are shown in Table 5.3.

Minuit is able to report the error on the various values. Each value was reported to have an

uncertainty of less than 10 cm, with the majority of parameters being less than 5 cm. This

meets the requirements to use full phasing for correlation maps and analysis variables in the

future.

5.7 Event Reconstruction

After successfully calibrating the full ARA5 instrument, the next step is to measure the

pointing resolution of the instrument. Specifically, this process is done by measuring the

azimuth and elevation precision. Unfortunately, there are no sources that have not already

been used for calibration in some way, so it is difficult to perform an external validation of

the calibration. Instead, the local calibration pulser is used, including data taken in a lower

SNR mode. Examples of the low SNR pulses are shown in Figures 5.12 and 5.13.

When considering the pointing resolution, it is necessary to introduce the concept of

correlation maps, which will be a crucial theme throughout the rest of this work. I have

already discussed how to use cross correlations to calculate the time delay between two

waveforms, which effectively tells you the potential directions the signal could be arriving

from. However, you can also think about the reverse problem, where you ask what time delay

is associated with a given direction, and calculate the strength of the correlation waveform

at that time delay. By combining the information from all channel pairs and all directions,

a three-dimensional correlation measure can be introduced as the following:

C(R, ϕ, θ) =

∑nant−1
i=1

∑nant
j=i+1Corri,j [τ(R, ϕ, θ)](nant

2

) , (5.3)

In practice, this is often calculated using only two dimensions by setting the radius of
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Figure 5.12: An example low SNR event from the local calibration pulser, as seen by the
ARA instrument.

Figure 5.13: An example low SNR event from the local calibration pulser, as seen by the
Phased Array instrument.
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the map to a constant, usually the radius of the local calibration pulser. This results in a

two-dimensional correlation measure referred to as a correlation map.

With a system like ARA Station 5, there are many ways to display the information in

a correlation map. Previously, correlation maps for ARA Stations are displayed in terms

of azimuth and elevation, and generated for two radii: the radius of the calibration pulser

and a far-field radius of 2 km. Additionally, these correlation maps were generated using

correlation waveforms that had been Hilbert-transformed, a process that smooths the data

to allow for less-precise antenna locations to be used to make less-precise maps. However, for

ARA Station 5, the precision of the antenna locations is high enough that the full correlation

waveforms can be used, which makes the maps less visually appealing but more precise.

Additionally, for ARA Station 5, correlation maps can be made with or without the

Phased Array antennas for events that are triggered by the Phased Array and externally

trigger the ARA5 instrument. The most noticeable feature from adding the Phased Array

antennas is a horizontal band that brightens at a specific elevation angle, reflecting the fact

that the Phased Array is excellent at pointing in zenith. Adding the Phased Array is also

visibly helpful when looking at lower SNR signals. Examples of various correlation maps for

ARA Station 5 are shown in Figures 5.14 through 5.17.

From this point, it is relatively straightforward to estimate the pointing resolution. By

taking the brightest location on the map for multiple calibration pulser events, the spread of

the peak can be demonstrated as it is in Figures 5.18, 5.19 and 5.20. The Hilbert envelope

resolution is the worst, as expected, as information is lost in the smoothing of the correlation

waveforms that cannot be gained back by precise antenna locations. The full waveform

correlation maps using only the classic ARA antennas have very high precision, nearly an

order of magnitude higher than the previous ARA precision. And finally, adding in the

Phased Array waveforms helps the precision even further.
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Figure 5.14: Left: a correlation map for a high SNR local calibration pulse, using only the
classic ARA antennas and the Hilbert envelope of the correlation waveforms. Right: the
same, except for a low SNR local calibration pulse.
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Figure 5.15: Left: a correlation map for a high SNR local calibration pulse, using the Phased
Array and ARA antennas, generated with the Hilbert envelope of the correlation waveforms.
Right: the same, except for a low SNR local calibration pulse.
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Figure 5.16: Left: a correlation map for a high SNR local calibration pulse, using only the
classic ARA antennas and the full correlation waveforms. Right: the same, except for a low
SNR local calibration pulse.
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Figure 5.17: Left: a correlation map for a high SNR local calibration pulse, using the Phased
Array and ARA antennas, generated with the full correlation waveforms. Right: the same,
except for a low SNR local calibration pulse.
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Figure 5.18: Left: the reconstructed azimuth and zenith using only classic ARA baselines,
and Hilbert enveloped-correlation waveforms. Right: the same, without applying a Hilbert
envelope.
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Figure 5.19: Left: the reconstructed azimuth and zenith using all available ARA baselines,
and Hilbert enveloped-correlation waveforms. Right: the same, without applying a Hilbert
envelope.
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5.8 Lessons Learned

Because ARA Station 5 was unique to the previous ARA experiments, both in terms of

the number of local calibration pulsers and the existence of the Phased Array, a completely

new method had to be developed to locate the antennas. While this method has met the

necessary requirements for an analysis, there are fairly simple ideas that can be included in

future experimental designs that would make calibration easier. These are listed below.

More local calibration sources : having only one local calibration source means that the

ice model has a considerable impact on the results. This means that the cable delays,

the antenna locations, and the ice model must all be solved somewhat simultaneously.

When possible, a second or, better, third local source would allow the antenna loca-

tions to be known even more precisely, with less calibration steps. This would allow

distant sources like the SPIceCore hole or the IceCube deep pulser to be used solely as

Reconstructed Azimuth [Degrees] Reconstructed Zenith [Degrees]

Low SNR Calibration Pulser, Full Correlation Waveforms Low SNR Calibration Pulser, Full Correlation Waveforms

Figure 5.20: A plot comparing the resolution in both azimuth and zenith for various combi-
nations of baselines.
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validation.

Measure cable delays in realistic conditions : while the cable speeds were measured

prior to deployment, the lengths were not measured precisely enough to be used in

the fit without any additional correction, and the speed of the cable at cold tempera-

tures was different than that measured in the lab. Spending a few days taking these

measurements will remove nearly 25% of the unknowns of a given system, allowing the

antenna locations to be the focus of the calibration.

Deploy calibration pulsers strategically : The choice of where to deploy the calibration

pulser is sometimes up to chance, but when possible, deploying calibration antennas

orthogonally from each other relative to the station will likely yield the best results.

Otherwise, it can be tough to distinguish the lateral distances between the boreholes,

as the time delays most directly measure the difference in distance between the source

and the antennas.

Make signals across antennas as identical as possible : While it is possible to cross

correlate two signals that do not look similar, it is far easier to do this when the

signals are identical. Otherwise, the signals could be aligned incorrectly, and unless

the individual antenna response as a function of elevation angle is known, this is not a

possible effect to account for. The Phased Array has succeeded at this; the distributions

of time delays from the Phased Array antennas are more than two times more narrow,

mostly because they are impedance matched in a way that the ARA antennas are not.

Better HPol Data : So far in this chapter the discussion has been nearly completely

focused on the VPol antennas, while the HPol antennas have had nearly no focus or

investigation. This is partly because the Phased Array is a VPol instrument, but it

is mostly because the available calibration data in HPol is extremely limited. For

the purposes of this work, this has not been a dealbreaker, but future analyses of
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ARA Station 5 may want to double check the assumptions about the location of the

HPol antennas relative to the VPol antennas. However, this is not generally a priority,

considering the ARA Station 5 HPols were disconnected in December 2019 after a USB

failure caused the classic ARA Station DAQ to become unreachable.

Electic Channel Name x [m] y [m] z [m] Cable Delay [ns]

ARA 0 51.26 43.17 -194.74 141.58
ARA 1 51.24 43.16 -165.09 20.61
ARA 8 23.16 62.13 -196.20 138.64
ARA 9 23.16 62.12 -166.54 23.57
ARA 16 8.65 37.81 -177.74 140.11
ARA 17 8.64 37.81 -147.21 21.91
ARA 24 33.94 14.56 -190.86 130.50
ARA 25 33.95 14.57 -161.02 12.45
PA 0 21.61 46.46 -172.64 0.0
PA 1 21.61 46.46 -173.65 5.55
PA 2 21.61 46.46 -174.66 9.68
PA 3 21.61 46.46 -175.68 15.08
PA 4 21.61 46.46 -176.70 19.65
PA 5 33.94 14.57 -161.02 131.95
PA 6 21.61 46.46 -178.75 30.10
PA 7 21.61 46.46 -180.79 39.41

Table 5.3: The locations of each of the channels in the ARA Station 5 experiment. Note
that channels PA 5 and ARA 24 refer to the same physical antenna. The Phased Array
cable delays are reported relative to the Phased Array channel 0.
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CHAPTER 6

THE PHASED ARRAY ANALYSIS

In this chapter, I will discuss the first analysis conducted with the Phased Array instrument

installed as part of ARA Station 5. The analysis consists of the data that was taken during

the calendar year 2019 with the Phased Array trigger and its antennas as the primary

instrument. Each year, the Phased Array was operated in a slightly different configuration,

motivating a year by year approach to the analysis. In particular, the 2019 dataset is the

first to include the split ARA channel on the Phased Array side, which allows events between

the systems to be easily matched together.

Within 2019, there are approximately 209 days of livetime in which both the Phased Array

instrument and the ARA5 instruments were both online and taking data. This number is

limited by the Phased Array overheating during the warmest months (usually December-

March) and by a failure in a USB port on the ARA instrument that permanently impacted

its ability to take data after November 8, 2019. Future Phased Array instruments that are

built to consume less power are not expected to have this overheating issue.

The analysis is blinded, using the “pre-scaling” method described by Klein and Rood-

man [64], in which 10% of data is selected by randomly selecting one in every 10 events.

Additionally, a full 24-hour sample was unblinded to better understand cyclical backgrounds

such as weather balloons. With this dataset, a deep region is defined, analysis variables are

calculated, and a background value is estimated, before unblinding the data and seeing the

results. These steps will be described in the next sections.

6.1 Simulation

The simulation used to model this station is a modified version of AraSim, available on

GitHub as the branch “PhasedArray”. Because the analysis focuses only on events triggered
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Figure 6.1: The in-situ efficiency of the
Phased Array instrument, compared to the
efficiency of the classic ARA trigger [12].
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Figure 6.2: The effective volume of the old
Phased Array simulation compared to the
new effective volume simulation.

by the Phased Array instrument, the simulation needed only to simulate this trigger. While

a full beamforming trigger was outside of the scope of this project, a simple trigger was

designed to match the in-situ performance of the phased array. This performance, shown in

Figure 6.1, was measured by running the local calibration pulser at various power levels and

at a steady rate, so the efficiency of the trigger could be calculated as a function of pulser

strength.

In the simulation, the average SNR of the signal is calculated using only the signal seen

by the seven VPol channels on the Phased Array string. Additionally, the incoming angle

of the signal is calculated to determine whether the signal is on-beam or off-beam, For each

event, a random number between 0 and 1 is generated, and if that number is less than the

efficiency at that SNR and at that angle, the event passes. This is the same methodology

used to write the Phased Array instrument paper [12] and was separately implemented here.

The effective volume of this simulation is compared to that of the instrument paper in Figure

6.2. The slightly lower effective volume at lower energies could potentially be caused by the
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different ice model used in this simulation, to match the ice model determined in Chapter

5. Overall, however, this effective volume looks generally consistent with what has been

previously found. Future experiments with more thorough beamforming triggers can be

used to better approximate the performance of this instrument.

For this analysis, the neutrinos are simulated using a flux based on a mixed composition

of galactic cosmic rays and an optimistic model of source evolution [18]. A separate neutrino

set simulated in half decade energy bins is used to calculate the efficiencies as a function of

energy.

6.2 RZ Correlation Maps and Analysis Variables

In a previous chapter, the concept of Correlation Maps has already been introduced for 2D

projections in azimuth and elevation. However, as mentioned previously, these maps are

2D projections of a three-dimensional phase space, where the neutrino interaction occurs

at a specific (x, y, z) location in the ice. Additionally, the Phased Array itself is only one-

dimensional, meaning it is only capable of measuring the incoming zenith angle of each signal

at the antenna array. Because the index of refraction changes as a function of time, however,

the incoming zenith angle can be extrapolated out to determine possible locations of the

signal based on the local ice environment. In this way, data from the Phased Array alone

can be used to generate R-Z Correlation maps, which show how well the event correlates for

each pair of lateral distance (“R”) and depth (“Z”) coordinates. Each coordinate in the (R,

Z) plane is described by the following equation:

C(R,Z) =

∑nant−1
i=1

∑nant
j=I+1Corri,j [τ(R,Z)](nant

2

) , (6.1)

where R is the lateral distance from the Phased Array instrument, Z is the depth in the ice,

nant is the number of antennas, Corri,j is the correlation waveform between the ith and jth
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antennas, and τ(R,Z) is the time delay expected between the two antennas at the location

(R, Z). All correlation maps are normalized so that the maximum possible value is 1.0 (in

the case of perfect correlation) and the minimum possible value is -1.0 (in the case of perfect

anti-correlation).

Because the index of refraction of ice is approximately exponential as a function of depth,

it is possible to have multiple paths that travel through the ice and hit the detectors. Often,

these paths are sorted into direct paths, which describe the shortest path between the

signal creation point and the antennas, and refracted or reflected paths, which describe

paths that bend above the detector and either bend back down, possible because of the

exponential model, or hit the ice-air boundary and are reflected back down. Correlation

maps can be generated using either type of map; for this analysis, three maps are used:

direct maps, refracted maps, and combination maps that average the two results together.

The combination maps are especially sensitive to double pulse events, in which both direct

and refracted pulses are visible in the same event.

Example R-Z Correlation Maps are shown in Figure 6.3. For nearby sources like the local

calibration pulser, the map is able to resolve distance well, because the signal is too close to

behave like a plane wave. For distant sources, like the rooftop pulser mounted on the roof of

the Ice Cube Lab building, the distance of the source is not possible to resolve. Instead, the

correlation map diverges into two possible solutions at the boundary between the ice and the

air. For a known calibration source like the rooftop pulser, the correct solution is known to

be the surface, but this ambiguity in the correlation maps can make some neutrino signals

difficult to separate from anthropogenic backgrounds occurring at the surface.

Also shown in Figure 6.3 is an example correlation map for a thermal noise event and

a simulated neutrino event. In the case of the thermal noise event, the maximum value

of the map is much lower than the maximum in the other example maps, with multiple

potential source locations all approximately equally likely. The simulated neutrino event is

83



0 100 200 300 400 500
Distance [m]

0

50

100

150

200

D
ep

th
 [m

]

Local Pulser

0.8

0.6

0.4

0.2

0.0

0.2

0.4

0.6

0.8

Max 
 Correlation

0 100 200 300 400 500
Distance [m]

0

50

100

150

200

D
ep

th
 [m

]

Rooftop Pulser

0.2

0.1

0.0

0.1

0.2

Max 
 Correlation

0 100 200 300 400 500
Distance [m]

0

50

100

150

200

D
ep

th
 [m

]

Thermal Noise

0.06

0.04

0.02

0.00

0.02

0.04

0.06

Max 
 Correlation

0 1000 2000 3000 4000 5000
Distance [m]

0

200

400

600

800

1000

1200

1400

D
ep

th
 [m

]

Simulated Neutrino

0.20

0.15

0.10

0.05

0.00

0.05

0.10

0.15

0.20

Max 
 Correlation

Figure 6.3: Example correlation maps for four types of events. Upper left: the local cali-
bration pulser, with a blue dot for the actual location. Upper right: the rooftop calibration
pulser, located approximately 4 km away at the surface. Lower left: a thermal noise trigger.
Lower right: a simulated double pulse neutrino event, with the blue dot indicating the true
location.
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an example of a “double-pulse event”. When these events are plotted with a correlation

map, both solutions are visible on the resulting map. The solutions overlap at the location

where the event originated, marked on the map with a blue dot.

RZ Correlation Map

Cal Pulser with SNR of 3

Lateral Distance [m]

De
pt

h 
[m

]
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Time [ns]

A.
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A.
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U.
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Figure 6.4: Left: An example low SNR calibration pulser. Top right: The correlation map
for the low SNR calibration pulser. Bottom right: The coherently averaged waveform and
the de-dispersed coherently averaged waveform (CSW).

Each of these categories of events have very distinct characteristics, many of which are

clearly visible by just comparing quantities present in the correlation maps themselves: max-

imum correlation value, correlation near the surface, or the location of the peak. Other quan-

tities require first creating a coherently-summed waveform (CSW), generated by removing

the system response from each of the antennas, then adding the waveforms on all channels

together using the time delays from the brightest spot on the correlation map. An example

CSW for a low-SNR local calibration pulser, is shown in Figure 6.4. The CSW before and

after removing the system response is shown for comparison.

The CSW is especially useful for calculating analysis variables related to impulsivity.
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Impulsivity can be generally be characterized by the power distribution within a waveform.

Impulsive events will have most of their power contained to a short time window, while

non-impulsive events will have power evenly distributed throughout the entire waveform. To

help describe impulsivity, I will first consider the Hilbert envelope of the CSW by calculating

the Hilbert transform H[x(t)] of a signal x(t):

H[x(t)] =
1

π

∫ ∞

∞
x(τ)

t− τ
dτ (6.2)

and then calculating the analytic signal z(t), defined as:

z(t) = x(t) + iH[x(t)]. (6.3)

From this, the instantaneous amplitude of the analytic signal a(t), also called the Hilbert

envelope, can be calculated:

a(t) =
√

x(t)2 +H[x(t)]2 (6.4)

An example of a Hilbert envelope is shown in Figures 6.5 and 6.6. To describe impulsivity,

I locate the peak of the Hilbert envelope and integrate outwards from that peak, creating a

CDF that describes power distribution away from the peak. This CDF is referred to below as

PCDF . Waveforms that have most of their power concentrated to a small time window will

have a highly non-linear CDF, while non-impulsive signals will have a fairly linear CDF, as

shown in Figures 6.5 and 6.6. From this CDF, many impulsivity-related analysis variables

are calculated, one of which is the average value of PCDF , which naturally ranges from

approximately 0.5 to 1.0 and is rescaled to span the range of approximately 0.0 to 1.0. Here,

the lower range is approximate because for thermal events, it is possible to have an average

that is lower than 0.5, if there is considerable power away from the Hilbert peak. This

analysis variable is the same as that used in the ANITA III analysis [50].
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Figure 6.5: Left: The CSW of a local calibration pulser in blue, with the Hilbert envelope in
green. Right: The CDF of the Hilbert envelope starting from the peak. The average value
is marked with a horizontal line.
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Figure 6.6: Left: The CSW of a thermal noise event in blue, with the Hilbert envelope in
green. Right: The CDF of the Hilbert envelope starting from the peak. The average value
is marked with a horizontal line.
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Variable Name Variable Description Variable Range

Maximum Correlation*
Maximum value on the
R-z correlation map

[-1.0, 1.0]

Best R*
Location of the maximum correlation

(lateral distance, m)
[10 m, 5500 m]

Best Z* Location of the maximum correlation (depth, m) [-1500 m, 0 m]

Hilbert Peak
Magnitude of the peak

of the coherently summed waveform (CSW)
[0, 63]

SurfaceCor Maximum correlation within 10 m of the surface [-1.0, 1.0]
SurfaceZ Location of SurfaceCor (depth, m) [-10 m, 0 m]
SurfaceR Location of SurfaceCor (lateral distance, m) [10 m, 5500 m]

CloseSurface
Maximum value of correlation map

above the surface
[-1.0, 1.0]

Zenith Angle
Best reconstructed zenith angle,
calculated at the antenna array

[0, 180.0]

WindowedZenith
Best reconstructed zenith angle,
windowed around the trigger

[0, 180.0]

CoherentSNR SNR of the CSW No Constraint

AvgSNR
Average of the SNR of each
individual VPol waveform

No Constraint

Impulsivity*
Average of the cumulative distribution function

(CDF) around the peak of the CSW
[0, 1.0]

R2*
Correlation Coefficient for the
linear fit to Impulsivity CDF

[0, 1.0]

Slope* Slope of linear fit to impulsivity CDF No Constraint
Intercept* Intercept of linear fit to impulsivity CDF No Constraint
PowerSpot* Location of peak power along the CSW [0,2560]

A5 Correlation*
Maximum correlation between)

Phased Array CSW and A5 channel
[-1.0, 1.0]

K-S*
A Kolmogorov–Smirnov (K-S) test, with

the impulsivity CDF against a linear hypothesis
No Constraint

Table 6.1: Table of analysis variables used in the Fisher Discriminant, along with their
definitions and expected ranges where applicable.
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The full list of analysis variables is described in Table 6.1. Variables marked with a *

were calculated three times: once using the direct map, once using the refracted/reflected

map, and once using the combination map.

6.3 Continuous Wave (CW) Background Events

One of the most common sources of radio background are continuous wave (CW) events,

which are events that occur at a specific frequency intermittently depending on factors like

the time of day, the time of the year, or the station activity at the South Pole. One example

of this is the South Pole station communication, which operates on a radio frequency of

450 MHz and is so strong that the hardware is equipped with a notch filter so that this

frequency does not dominate our triggers.

Figure 6.7: Before and after applying the Sine
Subtraction method to a channel with 405
MHz CW.

Removed Frequencies During 24-hour Run

Removed Frequencies [GHz]

C
ou

nt
s

Figure 6.8: All of the frequencies removed
during the 24-hour unblinded period, cen-
tered around 405 MHz.

Another example of CW background is weather balloons, which are launched from the

South Pole daily and transmit their data at a frequency of 405 MHz. These balloons are

usually airborne for a time period of around 30 minutes to an hour, and only fly near the

ARA stations some of the time. During the time periods where the balloon is near the ARA

Stations, the CW causes the Phased Array to trigger more often, which in turn causes the

beam thresholds on all beams to rise in response. These CW events are limited to a single
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frequency, which is very unlike the expected broadband signal of a neutrino event, making

these easily identifiable as non-neutrino signals. However, the CW content causes the events

to have higher correlation values than a thermal noise event. Because of this, the CW events

either need to be removed entirely, or the CW needs to be removed from the events.

Event Time [s]Event Time [s]

M
ax

im
um

 C
or

re
la

tio
n

M
ax

im
um

 C
or

re
la

tio
n

10% Sample: No Filter 10% Sample: CW Filter

Figure 6.9: The Maximum Correlation as a function of time before applying the Sine Subtract
method (left) and after applying it (right).

In this analysis, I opt to remove the CW from the events using the Sine Subtraction

method developed for the ANITA experiment [50]. In this method, a specific frequency

range is identified to search for CW contamination, and a power threshold is set. In the case

of the weather balloon source, the frequency range is chosen to be 400-410 MHz, and the

power threshold is set to 4% of the total waveform’s power. From here, the frequency in the

given range with the most power is subtracted from the waveform by fitting the waveform to

a sine wave at the given frequency and subtracting it. If the power of the resulting waveform

has been reduced by at least the value of the power threshold, then the subtracted waveform

is used. If not, the next highest frequency value is subtracted, and the process is repeated.
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After repeating a maximum of three times, and no frequency successfully reduces power, the

waveform is assumed to have no frequency contamination in the range specified. An example

of how this method impacts a waveform in the frequency domain is shown in Figure 6.7.

To measure how successful this method is at removing CW events, the 24-hour burn

sample can be used to learn about what happens when both CW-contaminated and non-

CW-contaminated events are sent through the Sine Subtraction algorithm. In Figure 6.9

I compare the maximum correlation as a function of time for the raw data and for data

that has been sent through the Sine Subtraction algorithm. In the raw data, there is a

clear bump on the left hand side of the plot which corresponds to the weather balloon being

visible. After processing, this bump has been removed completely, while other events are

unaffected. I choose to apply this filter to all events, allowing any event contaminated with

CW to stay in the analysis after the CW is removed.

Figure 6.10: An example of an event with CW Contamination from satellite communica-
tions. Typically thermal noise events have a maximum correlation value below 0.10; here
the maximum is 0.12.
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Because this method is waveform-specific, not event-specific, this method is capable of

detecting faint CW that impacts only a few channels. This is the case for satellite events,

which were only categorized after investigating some of the events in the 10% burn sample

with slightly higher maximum correlation. These events are slightly contaminated by a CW

signal at 137 MHz, which is the frequency used by some satellites to communicate with

the ground. An example satellite event is shown in Figure 6.10 (Run 3001, Event 88765).

By adding a Sine Subtraction filter between 135-140 MHz, these satellite frequencies can

be filtered from the dataset. This background source also explains a long-standing mystery

in which trigger beam 4 of the Phased Array regularly spikes up. The correlation between

the satellite event count against the beam 4 trigger threshold is clear, as shown in Figure

6.11. The only remaining mystery is which satellites are contributing to this beam threshold

increase; a cursory search through an available catalogue did not point to a single satellite,

potentially suggesting that multiple satellites are contributing.
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Figure 6.11: A comparison of the events with CW contamination at 137 MHz (Top) and the
beam 4 threshold pattern (Bottom).
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In addition to the targeted CW filters targeting known CW frequencies, a general filter

was applied between 200-700 MHz, for less common but more powerful CW contamination

that may not have shown up in the 10% sample. This CW filter removed any event that

had more than 10% of its power at a single CW frequency. After unblinding, no new CW

sources were found, making this broad filter likely unnecessary for future analyses.

6.4 Livetime Cuts

6.4.1 Anthropogenic Events
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Figure 6.12: A plot of outlier events in the sample during a time with a lot of known station
activity (October 2019). Four runs account for nearly all of the outlier events.

Anthropogenic backgrounds can be caused by a myriad of sources, from airplanes to

deployment activity at the ARA station. For backgrounds that are not CW-based, a more

strict cut must be introduced to remove these sources. The most common characteristic of

these anthropogenic backgrounds is that they cluster in time to other background events,
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often with multiple events occurring within the same run. Considering the expected rate of

both neutrinos and cosmic ray events are much lower, having multiple outlier events in a

single run is a telltale sign that the run is contaminated with anthropogenic backgrounds.

Surprisingly, this effect is most visible in the data in October 2019, after the classic

ARA5 station became unresponsive and multiple attempts to revive it failed. During this

time period, plotting the maximum correlation value of the 10% sample over time shows

multiple outliers clustered in time, as shown in Figure 6.12. This suggests that the act of

logging in to the ARA5 DAQ computer is enough to increase the number of anthropogenic

surface events, something that is not well understood at this time.

Surface Correlation

Figure 6.13: A plot of the surface correlation values for thermal noise events in the 10%
sample. The red line indicates an exponential fit.

To remove runs with clusters of anthropogenic events, I consider the value of the analysis

variable SurfaceCor, a measure of the maximum correlation value with 10 m of the surface.

For anthropogenic events, I expect high correlation near the surface, and more than one

high correlation event in the same run. This measure is quantified by plotting the values
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of SurfaceCor for all events in the 10% sample and fitting the main distribution to an

exponential, as shown in Figure 6.13. This exponential fit is then extrapolated to find the

expected boundary for the full dataset. Any runs that have more than one event past this

boundary in the 10% sample are excluded. This removes the events listed in Table 6.2,

corresponding to approximately 18 hours of livetime.
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Figure 6.14: A plot of the calibration pulser rate for each run. Most of the drops in event
rate correspond to know mode switches or alternative calibration pulser configurations.

6.4.2 Calibration Pulser Switches

The local calibration pulser at ARA Station 5 is by default sending VPol calibration pulses,

although it is possible to switch to either HPol mode, or noise mode. In noise mode, the

output is not impulsive or polarized, and the output occurs constantly instead of at a rate

of 1 Hz. Over the course of year of operation, the calibration pulser is switched between

these modes. The only way to switch to a new calibration mode is to cycle through all the

available options while connected to the calibration pulser serial port. This means that a
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run documented as an HPol run could have a handful of events that are untagged noise

calibration pulser events. To avoid these events ending up in the signal region, I choose to

remove runs with either documented calibration pulser switches, or unexplained calibration

pulser rate drops. This is illustrated in Figure 6.14. The removed runs are included in Table

6.2.

Run Number Event Number

3394 Noisy Run (23 events)
3455 Noisy Run (5 events)
3519 Noisy Run (6 events)
3001 Noisy Run (2 events)
3351 Noisy Run (2 events)
3407 Noisy Run (2 events)

1952, 2771, 2777, 2778, 2849, 2857, 2907,
2936, 2104, 3208, 3246, 3327, 3334

Cal Pulser Rate Drop

Table 6.2: The list of runs that were removed.

6.5 Defining a Deep Region

At this point, I have defined a set of analysis variables, identified the range of events to

be included in the analysis, and removed periods with high anthropogenic backgrounds or

changing calibration pulser modes. The remaining dataset is expected to include mainly

thermal noise events (expected to account for > 99% of all events) and some number of

individual, isolated anthropogenic events and cosmic ray events. These single events are

the most challenging to remove, which like neutrino events are expected to be broadband,

impulsive signals [65]. The best discriminator between these events and neutrino events is

the incoming direction: the neutrino events mostly originate in deep ice, while the cosmic

ray events and anthropogenic events point back towards the surface.

With this in mind, the remaining 10% sample is separated into two regions, the Deep

Region and the Shallow Region. The boundaries between these regions are defined using
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Figure 6.15: The population of simulated neutrinos (left) and the 10% sample (right, middle)
plotted with the two variables defining the deep region: Zenith Angle and Surface Correlation
Ratio. The color axis on the left and middle plots are event counts; the color axis on the
right is the maximum correlation in each bin.

the two variables shown in Figure 6.15: Zenith angle reconstructed at the antenna array,

and Surface Correlation Ratio, a ratio between the correlation within 10 m of the surface

and the global maximum correlation. Surface events are expected to have low zenith angles

and high values of Surface Correlation Ratio, because the global maximum correlation will

be similar to that near the surface. Meanwhile, most neutrino events will have lower zenith

angle values and lower values of Surface Correlation Ratio, with the exception of neutrino

events that are refracted near the surface and thus appear to come from the surface when

they originate in the deep ice. The exact boundaries were chosen to be 57◦ in zenith and 0.5

in Surface Correlation Ratio. Approximately 21% of simulated neutrinos, simulated using a

flux based on a mixed composition of galactic cosmic rays and an optimistic model of source

evolution [18], are removed from the signal region in this step.

In future works, the Surface Region could also be used as a signal region, but would

require a more detailed cosmic ray simulation that did not exist at the time of writing this

document. Generally, cosmic ray events and anthropogenic backgrounds can be differentiated

from each other by their incoming azimuthal direction, a step that requires integrating the

antennas from the classic ARA5 station.
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6.6 Deep Region Analysis

After defining the signal region for the analysis, the following quality cuts are applied to the

dataset:

Calibration Pulser Timing Cut In normal operating mode, the local calibration pulser

emits a pulse at the beginning of the second at a rate of 1 Hz. To remove these events,

a timing cut is applied to remove these events based on when the trigger occurs within

the second. In the 10% sample, this timing cut removes 100% of the calibration pulser

events.

Calibration Pulser Geometry Cut In previous ARA analyses, the calibration pulsers

were found to misfire about once every 10,000 pulses. In the 10% sample, 0 calibration

pulses were identified as misfired, allowing us to place a 90% confidence level upper

limit of 21 misfired events in the full sample. To manage these misfired events, I

apply a geometry cut to remove events reconstructing within a box defined as between

45−55 m radially from the antenna array and between 171−175.5 m deep. From this,

I expect 99.8% of calibration pulser events to be removed. The background estimate

from this is 0.009 events. After unblinding, I found all calibration pulser events were

successfully removed with the timing cut, suggesting that future analyses with ARA

Station 5 could reasonably remove this cut.

Software Trigger Cut In addition to RF triggers, the Phased Array instrument self trig-

gers at a rate of 1 Hz, sampling the noise environment and allowing the nominal

performance of each channel to be monitored over time. These events are expected to

be random samples of noise, not neutrino events, and are removed from the analysis.

The remaining events in the 10% sample are shown in Figure 6.16, by comparing the SNR

and the maximum correlation, two of the analysis variables. The remaining events in the
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Figure 6.16: The remaining 10% sample (left) and the simulated neutrino set (middle, right)
plotted with two of the analysis variables: SNR and maximum correlation.

signal region of the 10% sample are expected to have the characteristics of thermal noise and

thus are considered background. Comparing the SNR and the maximum correlation of the

background events to the simulated neutrinos in Figure 6.16, the differences between the two

distributions are already apparent. However, ideally I would utilize more information from

more than just two analysis variables, to capitalize on the differences between the simulated

set and the 10%. This is the motivation for applying a Fisher Discriminant as the final

analysis cut.

The Fisher Discriminant, also called a Linear Discriminant, is a type of basic machine

learning algorithm that seeks to find the projection of maximum separation between classes

of data [66]. Consider first the simplest case: separating two classes which are each described

by two variables, illustrated in Figure 6.17. A single cut in one dimension along the axis

of one of the variables would result in a high number of events sorted into the wrong class.

Instead, the best cut would be a diagonal projection dependent on each of the two input
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variables. The Fisher discriminant determines which projection maximizes the separation

between the classes by finding the projection with the highest ratio of between-class variance

to within-class variance.

Variable 1

Va
ria

bl
e 2

Figure 6.17: An example of a dataset being split by a Fisher Discriminant using the Scikit-
learn package. From [14].

Here, I implement the Fisher Discriminant from the Scikit-Learn package, with the two

classes defined as the remaining 10% burn sample, assumed to be thermal noise, and the

simulated neutrino set. The variables from Table 6.1 are the discriminant variables which

are combined into a single discriminant coordinate that maximizing the separation between

the classes. The resulting distributions of data and simulation are shown in Figure 6.18.

The final step is to determine the cut value in this coordinate space. The location of

the cut will impact both the background estimate and the simulation efficiency in inverse

ways. The farther you move the cut value to the right on Figure 6.18, the lower the expected

background is, but the efficiency of the cut also decreases as less simulated neutrinos end

up in the signal region. The opposite is also true: a cut moved towards the left would have
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Figure 6.18: Left: A comparison between the 10% sample distribution and the simulated
neutrino flux, with the optimized threshold marked with a vertical line. Right: the tail of the
10% sample, with the exponential fit overlaid. The value of Xmin is defined as the minimum
value of the Fisher Discriminant in the tail of the 10% sample.

a higher background and a higher efficiency. The solution to this optimization problem is

to optimize for the best expected sensitivity. Specifically, I optimize for smallest value S,

defined as:

S =
ni
ϵ

(6.5)

where ni is the average Feldman-Cousins 90% upper limit [67] after running 5000 pseudo-

experiments with the expected background associated with the chosen cut value, and ϵ is

the efficiency on simulated neutrinos.

To model the expected background, the tail of the distribution of the 10% sample is

assumed to be exponential and fit to an equation of the form:

f(x) = ABe−B(x−xmin) (6.6)

where x is the Fisher Coordinate and xmin is set to the minimum value included in the fit.

101



This parameterization was chosen to help the fit converge. The parameters were fit using

ROOT and calculated to be A = 0.1757± 0.0087 and B = 1903± 97.

For each potential cut value, 100,000 pseudo-experiments are run, with the parameters

of f(x) selected from a Gaussian distribution using the reported error on each parameter as

the standard deviation. Then, for the selected parameters, the background is estimated to

be:

21

Figure 6.19: A plot of the estimated background distributions as a function of cut value. As
the cut value decreases, the background distribution gets wider.

bg =
tup
w

∗
∫ ∞

cut
f(x)dx+ bgother (6.7)

where tup = 9 is the scale-up factor to account for the additional livetime in the full burn

sample, w is the width of the binning used, and bgother is the background from earlier cuts,

namely the geometric calibration pulser cut. In this way, 100,000 pseudo-experiments create

a distribution of bg values. The median background value for each distribution is selected as
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Cut Name Events Remaining Background Signal Efficiency

None 18,651,857 N/A 100%
Deep Region Boundary 6,005,122 N/A 79.03%
Cal Pulser Gate Flag 4,423,436 N/A 99.98%

Cal Pulser Geometry Cut 4,411,686 0.009 99.64%
Software Trigger Cut 4,014,776 N/A 100%

Fisher Discriminant 0 0.09+0.06
−0.04 86.58%

Total 0 0.10+0.06
−0.04 68.16%

Table 6.3: Table of cuts, background estimates, and analysis efficiencies from the 10% sample
in the deep region. For the Fisher Discriminant, the median background is reported, as are
the 16th and 84th percentiles.

input to determine the 90% upper limit. Figure 6.19 shows how the background distributions

change as a function of cut value.

The cut value that given the minimum value of S is 1.0698, with an estimated background

from the Fisher discriminant of 0.09+0.06
−0.04. The total estimated background including the

geometric calibration pulser cut is 0.10+0.06
−0.04.

Table 6.3 summarizes the cuts applied to the 10% sample, the background estimate, and

the efficiency of the cut. The results will be discussed in the next section.

6.7 Deep Region Results

After unblinding the deep region, one event passed all cuts, shown in Figure 6.20. This

event was triggered independently by both the ARA5 instrument and the Phased Array

instrument, occurred in the middle of the Antarctic winter, and does not point back towards

the South Pole Station. The incoming zenith angle of this event is approximately 60◦, and

the approximate maximum depth of the event is 30 m. This event is less impulsive than

expected for a neutrino event, suggesting it is potentially a new type of background that was

not modeled in the analysis. Looking at the correlation map in Figure 6.20, it seems like

a potential source location could be the shadow zone near the surface, indicating that the
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event could have been caused by a cosmic ray impacting core event that traveled through

ice that was not well described by the exponential model used. Development of a cosmic ray

simulation, as well as more ice studies of the shadow zone region, could help explain this

type of event.

In future analyses, assuming this background event type is studied and understood, it will

be possible to remove events like this with a relatively small impact on neutrino efficiency.

For example, a stronger impulsivity cut could be required, or even a more stringent zenith

cut. In Figure 6.21, I report the limit from this analysis, including the passing event in the
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Figure 6.20: Top: the correlation map of the passing event. Bottom left: the Coherently
SummedWaveform of the passing event, compared to a simulated event at the same incoming
angle. The noise in the simulated waveform is normalized to have the same root-mean-square
as the average from data. Bottom right: a table showing some of the values of analysis
variables for the passing event.
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Figure 6.21: The limit from this Phased Array analysis, using one station and six months of
livetime, along with the projected sensitivity from the entire available livetime of 2.6 years.
The expected sensitivity is calculated by directly scaling the livetime and expected back-
grounds, selecting the median expected background, and calculating the 90% upper limit.
Plotted for comparison are the previous published results from ARA (two stations, each
with 4.0 station-years), along with results from ANITA [9], ARIANNA (seven stations, each
with 4.5 station-years) [8], Auger [6] and IceCube[4] [5]. Additionally, theoretical production
models of cosmogenic neutrinos are plotted [15] [16] [17].

signal region. In the projected limit, using all the data currently available from the Phased

Array system, I assume a zenith cut of 90 degrees as a pessimistic lower bound of what is

possible.
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Figure 6.22: Analysis efficiency of this analysis compared to the most recent ARA Station 2
analysis efficiency [7]. The blue curve is the efficiency on neutrinos in the deep region; the
purple curve includes the efficiency loss from removing the surface region which results in a
21% loss in efficiency averaged over all energies. The analysis efficiency shown in the plot
on the left is generated for each energy bin separately. The analysis efficiency shown in the
plot on the right is generated based on a cosmogenic flux [18].The trigger efficiency vs. SNR
is from [12], while the analysis efficiency from ARA Station 2 is adapted from [7].

The efficiency of this analysis is higher than previous ARA analyses, as shown in Figure

6.22. The Fisher discriminant efficiency, shown in blue, is above 80% at energies above 1017

eV, while the total efficiency, shown in purple, is higher at lower energies by nearly a factor

of 10. Additionally, the efficiency vs. SNR plot in Figure 6.22 shows the Phased Array

analysis is efficient in analysis on low SNR events that the classic ARA instrument could not

have triggered on. This is a significant step forward in proving that the designing a system

to trigger on low SNR events is a worthwhile endeavor, as the increased effective volume at

low energies is something that can continue to be capitalized on in analysis.

6.8 Surface Region Results

For this analysis, the surface region was unblinded without considering it as a signal region.

Because of this, the events in the surface region were run through the Fisher Discriminant
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that had been trained on the deep events; no additional Fisher Discriminant was trained

on the surface sample. If the surface region had been part of the signal region, a separate

Fisher Discriminant would have needed to be trained.

In the surface region, 46 events passed all cuts. Seven of these events look like noise by

eye; the rest are sorted into the following categories based only on inspection and not from

a detailed analysis:

Airplane-like events Three events are clustered in time on January 11, 2019 and point

nearly directly above the array, and are classified as potential airplane events. While

access to flight arrival and departure times was denied by the NSF, rough flight logs

show that four flights landed at the South Pole throughout January 11, making this

hypothesis plausible.

Air shower-like events Eight events arrived between the zenith angles of 25− 32◦, which

is too steep of an angle than expected for events that originate from anthropogenic

sources a few kilometers away. The hypothesis for these events are air showers occurring

directly above the array. These events have a mixture of VPol and HPol content;

because these events were triggered by the Phased Array, which has a VPol-only trigger,

it is possible that these events are not representative of the polarization generally

expected from cosmic ray showers.

Total Internal Reflection events 14 events arrive at a zenith angle between 34− 37◦ of

zenith, which corresponds to the angle in which a horizontally propagating surface

signal would hit the antenna array. This likely means that this sample is a mixture

of anthropogenic and cosmic ray events, although more study must be done before

determining what fraction of each type of event is present.

Impacting Ice Core Events 13 events arrive beyond the total internal reflection angle,

meaning that they likely do not come from the surface and instead are likely created
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just below the surface of the ice, as a product of a cosmic ray hitting the ice surface

and creating a particle shower. These events also have a mixture of VPol and HPol

content and are generally impulsive an isolated in time. More simulation work should

be done to fully understand these events.

6.9 Future Work

The results from this preliminary analysis are encouraging, suggesting that the design of

the Phased Array instrument at the South Pole is worthwhile to include on future neutrino

detection projects. The passing event can be used to better understand the backgrounds

expected at the South Pole, and future simulations work could recover even more efficiency

at the surface. The analysis techniques described in this chapter can be adapted for other

experiments and would likely yield similar results.

Already, multiple experiments are being built that implement a phased array trigger

technique, namely RNO-G and PUEO, and this design decision is partly due to the success

of the phased array instrument on ARA Station 5. Other radio detection experiments, like

the planned IceCube-Gen2 radio array, are finalizing their designs soon, and it seems likely

that they too could incorporate this trigger type into their station designs.

It seems very likely that soon (maybe in the next decade or so) we could have evidence of

multiple UHE neutrino signals detected via the radio technique. When this happens, it will

be because of decades of detector development, rigorous analysis efforts, and collaboration

between scientists all over the world. I am already looking forward to the coming era of

neutrino astronomy.
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CHAPTER 7

THE BEAMFORMING ELEVATED ARRAY FOR COSMIC

NEUTRINOS (BEACON)

This chapter was adapted from a proceeding written for ICRC 2019 [68].

7.1 Motivation

The Beamforming Elevated Array for Cosmic Neutrinos (BEACON) experiment, like ARA,

is built to detect astrophysical neutrinos above 10 PeV, which have yet to be detected by

any experiment. BEACON is specifically sensitive to radiation from both cosmic ray air

showers and upward going tau lepton-induced showers caused by tau neutrino interactions

in the Earth. The main discriminator between the cosmic ray showers and the neutrino

signals is the incoming direction: cosmic rays are expected to come from above the horizon,

while neutrinos will come from at or just below the horizon.

BEACON is the first experiment to utilize a beamforming trigger for the purpose of

detecting tau-lepton induced showers, although the method is planned to be used in PUEO,

which will have a tau-specific detection channel. The hypothesis is that the trigger will

make radio detection in the presence of anthropogenic signals more possible, and the high

duty cycle of BEACON compared to other optical air shower detectors is another benefit.

The geometry of a BEACON station is an additional benefit, increasing the field of view

compared to experiments like [69].

While the successes of the interferometric trigger has been discussed in the earlier chap-

ters, the early results from the BEACON experiment are promising. In this chapter, the

BEACON concept will be discussed and the early analysis work from the first year of the

prototype will also be described. Since this first year, multiple rounds of development on

the BEACON prototype have been implemented, and the current prototype has been suc-
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cessfully running for nearly a year. The work described below does not include any of the

most recent developments, as it is outside the scope of my work as a student.
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Figure 7.1: Spectra and Rates from White Mountain Site Study.

7.2 White Mountain Site Study

The Barcroft Research Station [70] is located on White Mountain in California, overlooking

both Owens Valley to the West and Fish Lake Valley to the East at an elevation of 3.8

km. The prominence over Owens Valley and Fish Lake Valley are 2.6 km and 2.4 km,

respectively. This prominence is the major factor in choosing Barcroft for the BEACON

prototype. Additionally, Barcroft Station has cabled power which can be used to power the
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BEACON prototype, something that other prominent mountains do not have. Development

is ongoing for a future BEACON system that can be autonomously powered by wind or

solar.

To determine the feasibility of using the Barcroft site for the prototype, the local RFI en-

vironment was studied. Electrically-short bicone antennas (ETS-Lindgren 3180 C), sensitive

between 30-1000 MHz, were used to measure the local radio environment in two frequency

ranges: 30-90 MHz and 200-1200 MHz. In the low frequency range, signals were amplified

with a total gain of 79.5 dB in two stages, with a tunable tank filter applied to cut out reg-

ular CW pulse packets at 42.5 MHz. In the high frequency range, the amplification ranged

linearly from 79.5 dB at 200 MHz down to 64 dB at 1200 MHz. While both frequency ranges

were investigated, this study confirmed a previous result that the low frequency range had

less contamination from anthropogenic sources. Only the low frequency range is reported

from this point forward.

Figure 7.2: A map of the source directions
as found by the single baseline interferom-
eter. Lines to the left of center represent
data taken while the interferometer was
placed overlooking the West Valley, and
lines to the right are from the East.

A spectrum analyzer was used to calculate the

average continuous wave (CW) spectra present in

each direction, in each frequency range. The re-

sults of this study are shown in Figure 7.1. Com-

paring the results in the East vs. the results from

the West, the East had less power than the West

by more than 10 dB at some frequencies. While

the power in the horizontal and veritcal polariza-

tions were on average about the same, spikes of

high-powered CW were present in the horizontal

polarization intermittently between 50-60 MHz

in the East and 60-65 MHz in the West. A very

small amount of the band above 100 MHz was
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consistent with the expectations of thermal noise, making it this part of the band unusable

for an experiment like BEACON [71]. Additional tests were run at the actual summit of

White Mountain, which had even higher RFI than either of the Barcroft sites.

As an additional test, a pulse counter was used to measure the trigger rates as a function

of threshold, also shown in 7.1. The results are compared to a terminated input, used as

a proxy for thermal noise. The results from both the West and the East valley both show

a significant amount of background not consistent with thermal noise, suggesting that the

transient backgrounds would need to be reduced by at least a factor of 1000.

Although neither of the valleys were clear of RFI, the East Valley was less noisy, motivat-

ing the choice for the BEACON prototype to overlook Fish Lake Valley. However, significant

vetoing abilities must be a feature of any trigger overlooking either valley in order to reject

RFI. The first attempt at such a system is described later in this chapter.

7.3 Interferometry Studies

Two different interferometry studies were conducted on White Mountain: first, a two-day

long, single baseline interferometer; and second, a year-long, four-antenna interferometer

with a phased array trigger, referred to here as the BEACON prototype. This section

describes each in detail.

7.3.1 A Two-Antenna Short Term Interferometer

The bicones used for the site study were reused here to create a short term, single basline

interferometer, with filters selecting the 30-80 MHz range. The interferometer was placed

two separate times, once overlooking the West valley and once overlooking the East. Each

antenna was at approximately the same height, causing the time difference between each

antenna to be directly related to the azimuthal angle at which the signal arrived. Because

there are only two antennas, the source could equally be reconstructed on either side of the
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antenna pair. However, here the source direction was chosen as the solution that pointed

back out towards the valley at the time. This choice was due to the placement of the bicones

down the ridge of the mountain, obscuring the view from the opposite valley.

Waveforms were recorded in varying time windows, with the longest being 20 ms, sampled

at 0.4 ns. These were then broken into smaller time windows and analyzed for pulses using

cross correlation. Pulses that were identified could then be used to calculate the arrival

angle. This was done for all pulses for both Owens Valley and Fish Lake Valley.

In Figure 7.2, some source arrival directions do correlate with known locations of local

towns and airports. Additionally, expected background rates were extrapolated from this

data set; for a thermal event rate of 1-100 Hz, the expected background rate is 250 Hz. This

presents a clear challenge to design a experimental system capable of rejecting a high level

of RFI contamination.

Figure 7.3: View of BEACON prototype
from above the mountain ridge. Anten-
nas were camouflaged to minimize envi-
ronmental impact.
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the BEACON prototype. Here due East cor-
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7.3.2 The BEACON Prototype: A Four-Antenna, Year-Long

Interferometer

Following the White Mountain Site Study, a four-antenna station was set up facing the Fish

Lake Valley. The antennas chosen for the BEACON prototype were inverted-V cross dipole

113



antennas, as shown in Figure 7.3, also used as part of the Long Wavelength Array (LWA)

experiment at the Owens Valley Radio Observatory [72]. This antenna was chosen for its

sensitivity to 30-80 MHz frequencies, as well as its active balun that includes conversion to

a coaxial cable line and 35 dB of amplification [73].

Each antenna was installed on the slope of White Mountain along a 20° gradient. How-

ever, the beam pattern greatly favors signals coming from directly above the antenna; though

installing the antennas on a slope of 20° improves the response at the horizon slightly, there

is still a loss of 5-7 dB. Current development work is being done to improve the antenna

design for future iterations.
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Figure 7.5: A spectrogram showing the chang-
ing frequency content over the course of 100
minutes.

Additionally, the BEACON prototype

was equipped with a phased array trigger

system, using the same underlying frame-

work as the interferometric trigger designed

and deployed as part of the ARA5 sta-

tion [12]. The BEACON prototype system

has a total of 20 beams, with approximate

directions shown in Figure 7.4.

The trigger threshold on each beam

changes with time as the RF environment changes, as is evident in Figure 7.6. A few

known sources, such as a strong 48 MHz CW signal caused by local towers, are known to

turn on and off every 30-60 minutes. Evidence of this and other repeating sources can be

seen in Figure 7.5. In an effort to cut down on the high volume of local RFI, a number of

RF vetos were added to the software at the trigger level. These vetos enabled the BEACON

prototype to ignore events that were overly saturated, had significant CW content, or had

high voltage on some antennas but not others. Notably, after these RF vetos were added

to the trigger, the thresholds on most beams lowered to between 5-20 σ . The two outlier
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beams are the ones most directly facing into Fish Lake Valley.

7.4 Understanding Local RFI

7.4.1 High-Voltage Power Lines

One of the most prevalent types of triggered events are repeating, poorly correlating events

that occur in intervals of approximately 60 Hz spacing, as seen in Figure 7.7. This 60 Hz

structure in the trigger time is directly related to the frequency that is carried on power lines

in the United States. This hypothesis was confirmed in the field using a log-periodic dipole

antenna (LPDA) and an oscilloscope at a power substation along the high-voltage lines in

the Fish Lake Valley.

Because at least 10 percent of triggered events appear to be caused by this 60 Hz back-

ground, it is imperative that future iterations of BEACON are able to veto this type of event.

Likely this can be done on the trigger level; this is an area of active development.

7.4.2 Galactic Noise

As the BEACON prototype is most sensitive between 30-80 MHz, it is expected that the

radio emission from the galactic center should be visible. One way to find the galactic center

would be to construct the average correlation map of many forced trigger events in celestial

coordinates; however, this method requires the antenna positions to be well calibrated and

farther apart for more precise correlation maps.

An easier solution is to calculate the median RMS of all forced trigger events over the

course of many day. If the galactic center is visible, the RMS should increase as the galactic

center rises, and fall as it sets. From Figure 7.8, the median RMS is correlated with the

rising and setting of the galactic center, which is evidence that it is visible.
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7.4.3 Airplane Tracks
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Figure 7.9: Time delays for each baseline as
a function of readout time, using vertically-
polarized channels. The sloped nature of the
lines is evidence that the source is moving over
the course of 25 seconds.

The BEACON prototype is also sensitive

to RFI from airplanes as they move into

and out of its field of view. While air-

planes themselves broadcast at frequencies

higher than 80 MHz, radio emission from

the ground is reflected by the body of the

airplanes, making them possible to detect.

Candidate airplane events were found by

clustering causal events, i.e. events that re-

turned physically possible time delays based

on the physical spacing of the baselines, by

their time delays across each baseline of an-

tennas. Events were considered clustered if

all six time delays were within 2 ns. Events were removed if from one of the top 25 largest

clusters, each containing more than 1000 events in the analyzed sample.

The remaining events were then sorted based on “impulsivity”, an observable borrowed

from ANITA [50] and also discussed as part of the phased array analysis in this thesis.

Highly impulsive events contain a high fraction of power around the peak of the coherently

summed waveform. A set of high-impulsivity events were found with slowly changing time

delays across all baselines over the course of around 30 seconds. Four planes were identified

using this method over the course of two days of data. An example set of airplane events is

shown in Figure 7.9, providing clear evidence that the BEACON prototype can trigger on

impulsive transient events.

Airplane events are easy to spot when multiple events are recorded and can be tracked;

it is much more challenging to select airplane events in which only one or two events are
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detected. To assist with detecting all plane events, a flight tracker was installed in 2019

that detects and records the time, latitude, longitude, and altitude of each airplane, which is

broadcast from the airplane every second at 1090 MHz [74]. This setup has made it possible

to detect and verify many airplane events.

7.5 Work Since 2018

Since the first year of the BEACON prototype, an upgraded system with custom-built elec-

trically short dipole antennas was installed in 2019, with additional modifications in 2020

and 2021. The upgraded antennas have higher gain at the horizon, and are farther from the

ground, making them more sensitive. Additionally, the location of the antennas was cali-

brated using differential GPS modules, with additional pulsing confirming the results of the

GPS measurements. With this upgrading pointing ability, airplane events can be identified

not just as airplane events, but by which specific airplane was causing the RFI. This has

made it easier to remove airplane events in analysis.

Currently, a cosmic ray search is underway using the data taken during 2021. Future

iterations of the BEACON project may include testing the autonomous DAQ, conducting

site surveys of other prominent mountain sites, and tuning the phased array trigger concept

so it is more efficient in highly RFI-dominated areas.
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J. Hogenbirk, C.C. Hsu, J.R. Hubbard, M. Jaquet, M. Jaspers, M. de Jong, D. Jourde,
M. Kadler, N. Kalantar-Nayestanaki, O. Kalekin, A. Kappes, T. Karg, S. Karkar,
M. Karolak, U. Katz, P. Keller, P. Kestener, E. Kok, H. Kok, P. Kooijman, C. Kop-
per, A. Kouchner, W. Kretschmer, A. Kruijer, S. Kuch, V. Kulikovskiy, D. Lachartre,
H. Lafoux, P. Lagier, R. Lahmann, C. Lahonde-Hamdoun, P. Lamare, G. Lambard,
J.-C. Languillat, G. Larosa, J. Lavalle, Y. Le Guen, H. Le Provost, A. LeVanSuu,
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