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ABSTRACT

A hallmark of biological life is the cell’s apparent ability to orient itself purposefully in

space. This property is referred to as cell polarity. Cell polarity is enabled by specific

polarity proteins that are asymmetrically distributed on the cell surface. These polarity

proteins interact within conserved modules to form biochemical feedback circuits and as

result, the asymmetries they form tend to be self-stabilizing. While the constituent parts of

these circuits are known in many cell contexts, how they generate self-stabilizing asymmetries

remains only partially understood.

In the first chapter of this dissertation, I review the current literature on cell polarity. I

discuss three examples of core polarity modules that stabilize asymmetries through various

feedback loops. These core modules are utilized across cellular contexts to polarize cells

in response to multiple different inputs and produce different asymmetries by interacting

with different effector proteins. I show that these core circuits can be abstracted in mass

conserved activator substrate (MCAS) models and review the insights we have gained from

studying theoretical models. Finally, I discuss the role of protein clustering in core polarity

circuits and show how it enables the establishment, maintenance, and elaboration of cell

polarities.

In the second chapter of this dissertation, I take a theoretical approach to show how

protein oligomerization can modulate the potential for and dynamics of cell polarization. I

show that size-dependent binding avidity and mobility of membrane-bound oligomers endow

polarity circuits with several key properties. Dynamic oligomerization and size-dependent

membrane binding avidity confers local positive feedback on the accumulation of oligomer

subunits, which while insufficient by itself, sharply reduces the amount of additional feed-

back required for spontaneous emergence and stable maintenance of polarized states. Size-

dependent oligomer mobility makes symmetry-breaking and stable polarity more robust with

respect to variation in subunit diffusivities and cell sizes, and slows the approach to a fi-

vi



nal stable spatial distribution, allowing cells to “remember” polarity boundaries imposed by

transient external cues. Given its prevalence and widespread involvement in cell polarity, I

speculate that self-oligomerization may have provided an accessible path to evolving simple

polarity circuits.

In the third chapter, I apply this mathematical model to PAR protein polarity in the C.

elegans zygote. Specifically, I consider the role of PAR-3 oligomerization in stabilizing PAR

asymmetries. Using fast single molecule imaging, I show that PAR-3 oligomers are larger

on the anterior membrane, and measure oligomer size-dependent membrane dissociation.

This combination results in PAR-3 more stably associating with the anterior membrane

than the posterior. I further show that asymmetries in the distributions of PAR-3 oligomers

are dynamically maintained and that the recruitment of new PAR-3 monomers to the cell

membrane exhibits an anterior bias. Using a combination of mathematical modeling and

experiments, I provide evidence that the combination of feedback on monomer recruitment,

dynamic oligomerization, and avidity effects enables PAR-3 asymmetries to self-stabilize,

and that these processes are in turn regulated by interactions with other PAR proteins on

the anterior membrane. Finally, I show that the positions of PAR-3 domain boundaries

are not encoded by a reaction diffusion system, and propose instead that oligomer size-

dependent decreases in PAR-3 mobility effectively preserve arbitrary domain boundaries for

the duration of polarity maintenance. Together, these results reveal a novel mechanism for

stabilizing PAR-3 asymmetries in the C. elegans zygote.

In the final chapter, I discuss the implications of this work and future directions in this

field. I discuss the potential to apply my modeling work to other polarity systems, the

possible sources of feedback on PAR-3 membrane binding, and the potential and pitfalls

of constructing mathematical models of PAR polarity. Finally, I outline a potential future

project to understand how PAR-3 asymmetries shape PAR-6/PKC-3 distributions.
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CHAPTER 1

INTRODUCTION

1.1 An overview of cell polarity

A hallmark of biological life is the cell’s apparent ability to orient itself purposefully in

space. For example, isolated cells move directionally to find food or mating partners, while

groups of cells independently or collectively align activities along one or more spatial axes

during fundamental multicellular processes such morphogenesis, organ function, and neural

computation. How individual cells sense, store, and act upon directional information is thus

a fundamental question in biology.

Cells that possess a spatial orientation are said to be polarized. Cell polarity is often

manifested in cell morphology; for example, Santiago Ramón y Cajal famously documented

elaborate and complex neuron cells with obvious asymmetries long before the techniques

of molecular biology existed. However, in order to polarize, cells must be able to align

biochemical processes and/or subcellular structures along specific axes, and cell polarity

always emerges from asymmetries in the distributions of intracellular proteins. While some

of these proteins can be asymmetrically distributed in the cytoplasm, most commonly these

molecular asymmetries are observed on the cell membrane.

Over the past several decades, the study of cell polarity has progressed along two inter-

related tracks. One has employed the tools of genetics and biochemistry to produce “parts

lists” of the genes that are required for cell polarity, a catalog of their sub-cellular distribu-

tions and biochemical functions, and complex interaction diagrams that can be difficult to

interpret and have limited predictive value. The other has used mathematical modeling and

biophysical characterization to show how complex spatial patterns can arise from fundamen-

tal chemical and mechanical processes, identify key control parameters that determine the

behaviors of polarity networks, and ultimately place quantitative constraints on those pa-
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rameters with precise measurements of reaction and diffusion rates in vivo. In this chapter,

I will give an overview of what we have learned from each of these approaches and highlight

the ways in which clustering of polarity proteins plays a key role in polarizing cells, and how

this common motif in polarity circuits has the potential to resolve some key problems in the

field.

1.2 Networks of interacting proteins polarize cells

Cell polarity is apparent in the morphologies of many cell types, and early experiments were

able to identify the genes that are required for cell polarization by performing forward genetic

screens for loss of asymmetry in cell morphology or division. A major conclusion from these

screens is that cell polarity is not a property endowed by individual proteins, but rather

an emergent property of interacting networks of proteins that constitute feedback circuits.

Further, conserved core polarity networks were found to be repurposed in different cellular

contexts to achieve different functional outcomes by responding to different upstream cues

and interacting with different downstream signaling networks. In this section, I will describe

a network of proteins called the PAR proteins that was discovered through this approach in

C. elgans and later found to polarize cells throughout metazoa. I will also briefly describe

the conserved planar cell polarity (PCP) system and the network of GTPases, GEFs, and

GAPs that polarize budding yeast, and show how polarity circuits in theses systems are also

modular and are repurposed in multiple contexts for distinct functional outcomes.

1.2.1 PAR protein polarity

The PAR proteins were identified in screens for mutations that affect asymmetric cell division

in the C. elegans zygote [76, 157, 143, 8, 49, 62, 82]. This initial division produces a smaller

posterior and larger anterior daughter cell, and is the first in a series of asymmetric cell

divisions that distinguish the soma from the germ line [127]. These screens identified a
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large number of gene products with diverse molecular functions, including scaffolds, kinases,

adaptors, and small GTPases, which are collectively called the par -titioning defective (PAR)

proteins. A subset of these PAR proteins were found to be themselves polarized on the

plasma membrane of the zygote, and a key focus over the past several decades has been to

understand how symmetry is broken in this cell and how interactions between these proteins

amplify and stabilize their asymmetric localization.

The PAR proteins are separated into two groups in the C. elegans zygote, which localize

to opposing anterior and posterior domains on the cell surface. The anterior PARs (aPARs)

include the oligomeric scaffold PAR-3, the adaptor PAR-6, the kinase PKC-3 (aPKC in other

species) and the small GTPase CDC-42. The posterior PARs (pPARs) include the kinase

PAR-1, the RING domain protein PAR-2, the GTPase activating protein (GAP) CHIN-1,

and LGL-1. Two additional proteins (the kinase PAR-4 and the 14-3-3 protein PAR-5) are

not asymmetrically localized but are required for proper asymmetric localization of the other

PARs.

The process of polarization is separated into distinct phases called polarity establishment

and polarity maintenance [30]. During polarity establishment phase, which corresponds to

interphase of the cell cycle, embryonic symmetry is broken by a sperm-derived spatial cue

and PAR proteins segregate into complementary cell surface domains. During polarity main-

tenance phase, which corresponds to M phase, PAR protein asymmetries are dynamically

stabilized in the absence of the original polarizing cue. The cell ultimately divides at the

boundary between aPARs and pPARs, enriching aPARs and pPARs in the anterior and

posterior daughter cells, respectively.

Prior to polarity establishment, the aPARs PAR-3, PAR-6, and PKC-3 are uniformly en-

riched on the cell membrane. PAR-3 binds peripherally to the cell membrane and oligomer-

izes into clusters of indeterminate stoichiometry [88, 130, 34]. PAR-6 and PKC-3 form an

obligate heterodimer which localizes to the cell surface by binding to PAR-3 [84]. PKC-
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3 phosphorylates and dissociates PAR-1, PAR-2, and LGL-1 [118], and as a consequence

pPARs are initially uniformly cytoplasmic. Approximately 20 minutes after fertilization as

the zygote enters mitotic interphase, a spatial cue closely associated to the sperm-derived

centrosomes triggers redistribution of aPARs to the anterior membrane and pPARs to the

posterior membrane [15, 29, 56, 111] (Fig. 1.1A). The centrosomes localize near the future

posterior of the embryo and break symmetry through two parallel mechanisms. In one mech-

anism, the centrosome locally inhibits actomyosin contractility in the posterior of the embryo

through inactivation of the RHO-1 GEF ECT-2 by the kinase Aurora-A [106, 169, 77]. This

local inhibition of contractility results in anisotropic tension on the cell cortex that produces

anterior-directed actomyosin flows [109, 99]. aPARs are transported by these flows and con-

sequently become concentrated in the anterior of the embryo [109, 23, 44]. pPARs bind

to the posterior membrane as aPARs are cleared from the posterior membrane and local

inhibition of pPAR membrane binding is relieved. In a second mechanism, microtubules

emanating from the centrosome load the pPAR PAR-2 onto the posterior membrane [107].

PAR-2 recruits PAR-1 to the cell membrane, which phosphorylates and drives the aPAR

PAR-3 off the cell membrane [107, 118].

In addition to these centrosome-dependent mechanisms, there is evidence that PAR-2

preferentially binds to regions of high membrane curvature. In embryos depleted of Aurora-

A, PAR-2 localizes to both high-curvature poles of the ellipsoid embryo [77]. Further, when

Aurora-A mutant embryos are forced into triangular PDMS chambers, PAR-2 preferentially

localizes to the corners [77], providing direct evidence that it senses curvature. However,

while this effect is interesting, it is suppressed in wild type embryos by an unknown mech-

anism, preventing PAR-2 from localizing to the anterior pole [77]. Therefore, curvature

sensing is unlikely to play a significant role in polarizing the zygote.

Once symmetry is broken, interactions between aPARs and pPARs, as well as between

PAR proteins and actomyosin contractility amplify and stabilize the resulting asymmetries
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Figure 1.1: Overview of polarization in the C. elegans zygote. Polarization of the
C. elegans zygote involves two distinct phases: establishment phase (A) and maintenance
phase (B). (A) Before polarity establishment, anterior PAR proteins (green), active RhoA
and Myosin II are uniformly enriched at the cell cortex. During polarity establishment, a
transient sperm-derived cue acts locally to inhibit RhoA activity and induce actomyosin-
based cortical flows that segregate anterior PAR proteins towards the anterior pole, and to
promote local accumulation of posterior PAR proteins (red) on the posterior cortex where
they act to inhibit local accumulation of anterior PAR proteins. (B) During maintenance
phase, complementary distributions of anterior PAR proteins and posterior PAR proteins
are maintained in the absence of a cue. RhoA activity is low, and CDC-42 activity becomes
enriched at the anterior cortex, while the CDC-42 GAP CHIN-1 becomes enriched on the
posterior cortex. CDC-42 acts through the kinase MRCK-1 to activate Myosin II on the
anterior cortex, leading to persistent cortical flows.
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during polarity establishment. Mutual antagonism between aPARs and pPARs enforce com-

plementary anterior and posterior PAR domains [52, 38, 16, 143, 157]. Further, aPARs

locally promote actomyosin contractility while pPARs locally inhibit contractility. This re-

sults in PAR asymmetries strengthening the cortical flows that generate the asymmetries

in a mechanochemical feedback loop [109, 51]. As a result of these feedback interactions,

the centrosome cue that triggers polarization is not continuously required throughout po-

larity establishment and if ablated early in the polarization process, polarity is established

normally [29, 51]. Quantitative analyses have shown that while extrinsic cues are required

to trigger polarization, the intrinsic feedback mechanisms that amplify PAR asymmetries

determine the dynamics of polarization shortly after symmetry breaking [51].

Some evidence suggests PAR polarization can be rescued in the absence of actomyosin

flow [107]. Attenuation of establishment phase flows through genetic knockdown of either

NOP-1 [128, 148], the RHO-1 GEF ECT-2 [174], or myosin regulatory light chain MLC-1

[107] slows the process of polarization, but does not ultimately prevent the establishment

of polarized PAR domains or asymmetric cell division. Loading of PAR-2 on to the pos-

terior membrane and phosphorylation of PAR-3 by PAR-1 have been shown in these cases

to be required polarization [107], leading to a model where redundant mechanisms polarize

the zygote that are dependent on actomyosin flows and dissociation of PAR-3 respectively.

However, while it is true that PAR-2 is loaded onto the membrane at the posterior pole in the

absence of flow, there is controversy as to whether this flow-independent mechanism is suffi-

cient to polarize the cell as other studies show that myosin depletion eliminates asymmetric

division PAR-3 asymmetries [53, Lang and Munro unpublished observations].

As the embryo enters mitosis (polarity maintenance phase), the sperm-derived centrosome

that triggers and orients polarization migrates from the posterior to the center of the embryo

[84]. Nonetheless, PAR asymmetries are maintained through mitosis (Fig. 1.1B). Further,

PAR asymmetries persist if the centrosome is ablated after polarity establishment is complete
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[29]. Therefore, PAR polarity is self-stabilizing in the absence of any known extrinsic cues.

In contrast with polarity establishment, polarity maintenance does not require cortical

actomyosin flows and asymmetries are stable even when the actin cytoskeleton is disassem-

bled [43]. Instead, a growing body of evidence suggests that during maintenance phase, PAR

protein asymmetries are dynamically stabilized by a reaction-diffusion mechanism involving

biochemical feedback. PAR proteins have been shown to exchange between membrane-bound

and cytoplasmic pools on a faster timescale than that of polarity maintenance and diffuse

laterally at the cell membrane [43, 125, 130]. In the face of turnover and diffusion, compli-

mentary PAR asymmetries are actively reinforced by mutual antagonism between aPARs and

pPARs [84]. While there is overlap between how mutual antagonism works in establishment

phase and maintenance phase, there are also some key differences.

As in polarity establishment phase, PAR-3 binds directly to the cell membrane in main-

tenance phase and recruits PAR-6/PKC-3, which phosphorylates and dissociates PAR-1,

PAR-2, and LGL-1 [44, 43, 130, 5] (Fig. 1.2). PAR-1 reciprocally phosphorylates and in-

hibits the accumulation of PAR-3. However, unlike in polarity establishment phase, PAR-2

is not required to recruit PAR-1 to the membrane, and plays no role in mutually inhibitory

feedback [130]. Instead, PAR-2 plays a secondary role in polarity maintenance by inhibit-

ing posterior-directed cortical flows that redistribute aPARs to the posterior. In addition

to this PAR-3/PAR-1 feedback circuit, a second feedback mechanism operates specifically

in maintenance phase. Early in maintenance phase active (GTP-bound) CDC-42 becomes

enriched with other aPARs at the anterior membrane [82]. CDC-42 binds directly to PAR-6

and recruits PAR-6/PKC-3 to the membrane. At the same time, the CDC-42 GAP protein

CHIN-1 becomes highly enriched in a complementary posterior domain. CHIN-1 accumu-

lation is inhibited by PKC-3 in the anterior membrane [130] and CDC-42 is reciprocally

inactivated by CHIN-1 in the posterior (Fig. 1.2), completing a mutual inhibition feedback

circuit.
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Genetic epistasis experiments have shown that the combination of these two overlapping

mutual inhibition circuits results in redundant inhibition of PAR-6/PKC-3 in the posterior

membrane. While in establishment phase most PAR-6/PKC-3 is tethered to the membrane

by PAR-3, in maintenance phase most of it is bound to active CDC-42 [1, 10]. Nonetheless,

PAR-3 and CDC-42 are both required for robust accumulation of PAR-6/PKC-3 on the

membrane [10, 130]. While it is not known why PAR-3 and CDC-42 are jointly required

to recruit PAR-6/PKC-3 to the membrane since PAR-6/PKC-3 can bind directly to either,

the consequence is that posterior inhibition of either active CDC-42 or PAR-3 is sufficient

to maintain PAR-6/PKC-3 asymmetries [130] (Fig. 1.2). While neither chin-1 nor par-1

mutant embryos exhibit loss of PAR-6/PKC-3 asymmetries, the combination leads to rapid

depolarization in maintenance phase [130].

One unsolved question is how PAR-3 asymmetries are reinforced through polarity main-

tenance phase. While PAR-1 inhibits accumulation of PAR-3 in the posterior membrane

during maintenance phase, it is not required to maintain PAR-3 asymmetries and there is

relatively weak accumulation of PAR-3 in the posterior membrane in par-1 mutant embryos

[130]. This strongly suggests the presence of additional feedback mechanisms, which is the

focus of the third chapter of this dissertation.

Consistent with the model that posterior inhibition acts directly on PAR-3 and CDC-42

rather than PAR-6/PKC-3, single molecule imaging experiments show that PAR-6/PKC-3

asymmetries are accounted for entirely by an anterior bias in its recruitment to the cortex,

rather than a bias its dissociation rates [125]. Surprisingly, even the very slight accumulation

of PAR-3 that occurs in par-1/chin-1 double mutants is sufficient to totally eliminate the

anterior bias in appearance rates, suggesting that PAR-3 acts to catalytically load PAR-

6/PKC-3 onto molecules of CDC-42, and pointing to very sharp nonlinearities in the system

[130]. How this might work is an outstanding question in the field, which is discussed briefly

in the fourth chapter.
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Figure 1.2: Core molecular interactions that underlie the dynamic stabilization of
PAR asymmetries. (A) A schematic view of the PAR network indicating key domains
and phosphorylation sites involved in protein-protein interactions. Solid lines indicate direct
binding interactions, whereas dotted lines terminating in circles represent enzymatic action,
either phosphorylation or GAP activity. In the case of PAR-3 and PAR-2, self-connecting
loops indicate oligomerization. (B) A functional view of the same circuit emphasizing the
consequences of protein-protein interactions. For clarity, some interactions documented in
other contexts (e.g. inhibition of aPKC by LGL or by PAR-3) have been omitted here.

While mechanochemical interactions are unlikely to play a dominant role in polarity

maintenance, there is evidence that they play a secondary role in stabilizing the boundaries of

polarized CHIN-1 distributions. In addition to interacting directly with other PAR proteins,

CDC-42 acts through the conserved kinase MRCK-1 to activate myosin, creating a gradient

of contractility that drives anterior-directed cortical flows in polarized cells [82, 130], albeit

weaker ones than those observed in establishment phase. These flows continuously transport

CHIN-1 clusters anteriorly and may contribute to the stable positioning of PAR domain

9



boundaries [130].

In all, many similarities exist between the mechanisms for polarity establishment and

polarity maintenance. Both mechanisms involve mutually antagonistic interactions between

aPARs and pPARs and mechanochemical feedback between PAR proteins and actomyosin

contractility, and the dynamics of both phases are dominated by self-organized processes.

However, there are also some key differences. Polarity establishment initially requires an ex-

trinsic signal (the sperm centrosome) while polarity maintenance is an entirely self-sustaining

process. Mechanochemical feedback and transport of PAR proteins plays a key role in polar-

ity establishment, but a secondary role in polarity maintenance. Finally, while the topology

of feedback circuits is similar in both phases, the molecular interactions between and among

aPARs and pPARs, as well as between PARs and actomyosin contractility, are slightly dif-

ferent.

PAR polarity across different cell types

While best studied in the C. elegans zygote, the PAR network described there, with the

exception of PAR-2, is conserved across metazoa and polarizes a wide range of different cell

type [45, 142, 33, 110, 146, 158]. As in the C. elegans zygote, antagonism between PAR

proteins localizing to complementary membrane domains is found in other early embryonic

cells as well as epithelial cells [100]. However, in other cells such as neurons and neuroblast

stem cells, aPAR proteins localize in a unipolar fashion, without an opposing domain [84].

Other feedback mechanisms independent of mutual antagonism have been shown to exist in

other cell types. In at least one example, PAR-1 is involved both in mutual antagonism,

and unexpectedly in a positive feedback loop that polarizes PAR-3 to the apical junctions of

epithelia [73]. In all, what seems to be most conserved across these many different instances

of PAR polarity is that feedback interactions amplify and stabilize PAR asymmetries. In

contrast, the mechanisms and spatial landmarks that trigger polarization and even the types
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of spatial patterns formed by PAR proteins vary considerably. For example, while the sperm

centrosomes serves as spatial landmark for polarization of PAR proteins in the C. elegans

zygote by inducing long range cortical flows, cell-cell interfaces serve as the polarity landmark

in the 4-cell embryo by locally recruiting a the GAP PAC-1, which inactivates CDC-42 [4, 78].

Another motif that is found in multiple examples of PAR polarity is partitioning of PAR-

6/aPKC into distinct pools bound to PAR-3 and CDC-42 respectively. In the C. elegans

zygote both pools localize to overlapping domains. However, in Drosophila epithelial cells,

PAR-3 localizes to adherens junctions while CDC-42/PAR-6/aPKC complexes localize to the

apical cell membrane. In both cases, PAR-3 is required for PAR-6/aPKC polarization even

when the majority of PAR-6/aPKC is bound to CDC-42 [104]. Reciprocally, in epithelial

cells phosphorylation of PAR-3 by aPKC is required to restrict PAR-3 to cell junctions

[104, 155, 138], and PAR-6/aPKC is required for maintaining PAR-3 asymmetries in the C.

elegans zygote (see chapter 3). The difference in patterns between worms and flies may be

a result of epithelia-specific interactions between PAR-3 and adherens junctions and aPKC

and Crumbs [104], but in both cases it is tempting to hypothesize that PAR-3 acts as a local

“source” for PAR-6/aPKC at the membrane without remaining in a stable complex with

it. Overall the interplay between these proteins, as well as functional differences between

different pools of PAR-6/aPKC, remains only partially understood and should be a focus for

investigation in the future.

While the PAR proteins are capable of sustaining stable asymmetries required for cell

polarity, they do not independently define subcellular identities. Further, they do not define

one single type of axis across cell types, and in some cases are polarized across multiple axes.

Thus a key question is how do PAR proteins interact with downstream effectors to achieve

diverse functional outcomes in cells.

One of the best studied examples of a functional asymmetry downstream of the PAR

module is the polarization of cytoplasmic proteins in the C. elegans zygote, which are asym-
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metrically inherited by its daughter cells and specify the anterior-posterior axis of the em-

bryo. In this cell, the pPAR PAR-1 provides the key link between the PAR network and

its downstream effectors. PAR-1 localizes to the posterior of the embryo where it phos-

phorylates the cytoplasmic protein MEX-5 [50]. This causes MEX-5 to locally switch from

a slow-diffusing state to a fast-diffusing state, resulting in its accumulation in the anterior

cytoplasm through a diffusion trap mechanism [50]. MEX-5 in turn locally increases the mo-

bility of POS-1 and PIE-1 in a PLK-1 dependent manner, causing them to be enriched in the

posterior cytoplasm [165, 164, 57]. In addition, MEX-5 induces the posterior localization of

phase separated liquid-like RNA-protein compartments called P granules by dissolving them

in the anterior cytoplasm, potentially by competing with P granule components for binding

to RNA [17, 137, 129]. However, unlike the PAR network, this appears to be a linear signal-

ing pathway that follows from PAR-6/PKC-3-dependent membrane asymmetries in PAR-1.

These cytoplasmic asymmetries are established downstream of PAR asymmetries at the cell

membrane there is no evidence that, once established, they are self-stabilizing.

In other cell types, the PAR module interacts with different sets of proteins for entirely

different ends. For example, PAR proteins partition a totally different set of cell fate de-

terminants in neuronal stem cells [158], position adherens junctions in epithelial cells [59],

bundle microtubules in the axons of neurons [24], and define the site of lumen formation in

Ciona tubulogenesis [33] and cultured MDCK cells [97]. This observation combined with

the plethora of different cues that define the axis of PAR polarity in different cells suggests

a conceptual picture of the PAR module as a core polarity circuit that can interface with

diverse inputs and outputs to function in a very wide range of cellular contexts.

1.2.2 Planar cell polarity

While PAR proteins polarize a wide range of cells through primarily intracellular feedback

mechanisms, a different module of proteins called the planar cell polarity (PCP) proteins
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cells coordinate polarities that are reinforced through a combination of intracellular feedback

and interactions across cell-cell junctions. PCP refers to asymmetries in epithelial sheets that

are orthogonal to the apical-basal axis. These asymmetries are coordinated between cells

such that the planar polarities of all cells in a tissue are aligned. Current models [116]

posit the existence of three distinct modules that give rise to PCP: 1) a global module that

determines the axis of polarity on the tissue level, 2) the core module that amplifies and

stabilizes asymmetries in individual cells and communicates polarity information between

cells, and 3) tissue-specific effectors that translate the asymmetric distributions of polarity

proteins into functional cell-level polarity.

As with the PAR proteins, the core PCP module is highly conserved across metazoans

and is a self-organizing system. In contrast, the modules that orient PCP and produce

functional asymmetries vary considerably across cellular contexts. The core PCP proteins

were initially identified in genetic screens for disruption of the coordinated orientation of

bristles in Drosophila wings [116, 19], and this system remains the best studied example

of PCP. These screens identified Frizzled (Fz), Flamingo (Fmi), Disheveled (Dsh), Diego

(Dgo), Van Gogh (Vang), and Prickle (Pk) as the components of the core module. Mutants

for these proteins caused loss of planar polarity, and with the exception of Fmi, they localize

in polarized distributions at the apical junctions of cells.

In each cell, core PCP proteins segregate into complementary domains that define the

proximal and distal end of the cell. Hairs are produced at the distal end of each cell. Dsh,

Dgo, and Fz localize to distal junctions, while Vang and Pk localize to proximal junctions.

Fmi localizes to both distal and proximal junctions.

This core module is further broken down into distinct mechanisms that mediate inter-

cellular communication and intracellular, cell-autonomous polarization. Intercellular com-

munication depends on the transmembrane proteins in the module: Fmi, Fz, and Vang

[152, 144]. Fmi interacts at the junctions with either Fz or Vang and dimerizes across ap-
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posing cell junctions, but its binding affinity is affected by intracellular binding partners [25].

Specifically, Fmi bound to Fz dimerizes much more readily with Fmi bound to Vang, and

since dimerization across cells promotes its stabilization at junctions, Fz localization at one

junction promotes Vang localization at the other [25, 141].

While these interactions align polarized axes between cells, both modeling and experi-

ments show that they are not sufficient on their to produce planar polarity [147, 3]. In addi-

tion, intracellular feedback involving mutual inhibition between proximal and distal proteins

is required to polarize cells [147, 3]. While the mechanisms involved in this mutual inhibition

are poorly understood, they are likely to involve the cytoplasmic PCP proteins Dsh, Dgo,

and Pr [116, 19]. These proteins bind to and cluster transmembrane PCP proteins [139]. Pr

has been shown to inhibit the localization of distal proteins in the proximal junctions [147]

perhaps by binding directly to Dsh and preventing its association with Dgo [72]. Overall,

understanding the mechanisms that provide intracellular feedback in this circuit remains an

active focus for PCP research.

While the core PCP module can promote local polarity alignment, an additional global

PCP module is required to produce tissue-level polarity. Genes in the global PCP module are

characterized by mutant phenotypes where cells exhibit similar polarities to their neighbors,

but swirl randomly over longer length-scales [93, 116]. While the mechanisms by which

global polarity information is transduced are not well understood and are beyond the scope

of this chapter, they involve expression gradients of proteins in the Fat/Dachous/Four-jointed

module, diffusion gradients in Wnt ligand, and anisotropic strain in different tissue contexts

[116]. Thus, as with PAR proteins, multiple polarizing cues can orient asymmetries in PCP

proteins.

As with PAR proteins, the core PCP module can also interact with a range of different

proteins to produce different functional outcomes. While distal PCP proteins specify where

bristles form in the Drosophila wing, the same proteins inhibit Notch signaling and control
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cell fate specification in asymmetric cell division in the developing Drosophila eye [116, 19].

In fish and frogs, PCP promotes gastrulation by driving convergent extension, which requires

interaction with cytoskeleton regulatory proteins such as Cdc42 and RhoA [116, 19]. And

in a number of mammalian contexts, PCP proteins interact with ODF2 and centrin 2 to

produce directional beating of ciliated cells [116, 19]. In all, core PCP proteins, like the PAR

proteins, form a highly conserved polarity module that amplifies and stabilizes asymmetries

specified by a number of different polarizing cues, and that is utilized to produce a wide

range of polarized states in different contexts.

1.2.3 Polarity in budding yeast

The PAR and PCP modules are specific to multicellular organisms. However, unicellular

organisms polarize as well, and there is evidence at least in budding yeast S. cerevisiae that

the same core polarity circuit can be reused for different functions. Budding yeast cells

have been observed to polarize in two contexts. In one, the cell selects a bud site on the

cell membrane to produce a new cell. In the other, haploid yeast spores extend protrusions

(termed “shmoos”) in the direction of mating partners in order to fuse membranes and

become diploid. Interestingly, these two very different functions both involve the same

core feedback mechanisms to polarize the activity of the small GTPase Cdc42 at the cell

membrane.

In this module, Cdc42 switches between an active GTP-bound form, which binds tightly

to the cell membrane, and an inactive GDP-bound form, which rapidly dissociates from the

cell membrane. The GEF Cdc24 and the GAP Pak1 promote activation and inactivation

of Cdc42 respectively, and together locally regulate levels of active Cdc42. Feedback comes

into the system via the scaffold protein Bem1, which binds to both active Cdc42 and to the

GEF Cdc24, which results in the Cdc42 activation rate being higher in patches of membrane

with more active Cdc42.

15



During bud site selection in wild-type yeast, biochemical feedback amplifies Cdc42 ac-

tivity at sites marked by the small GTPase Rsr1. Interestingly, in rsr1 mutants, Cdc42

spontaneously polarizes without an extrinsic cue, albeit along a random axis, and yeast

cells form buds and proliferate normally. Several lines of evidence suggest that the feedback

involved in bud site selection is independent of relatively slow dynamics of cytoskeletal trans-

port and endocytosis and instead involve dynamic turnover of Cdc42 at the membrane due

to GTP hydrolysis and regulation of local activity through Bem1 and Cdc24 (and possibly

other proteins) [66, 71].

During yeast mating, the characteristic protrusion is formed at a site of Cdc42 enrichment

at the membrane, similar to budding. In this context, the feedback mechanism responds to

inputs from a shallow gradient of pheromone released by other yeast cells of complementary

mating type. Importantly, yeast cell are still able to polarize in the absence of a gradient of

pheromone, and therefore the intrinsic capacity of the cell to polarize through a biochemical

feedback mechanism is simply harnessed by a distinct input cue than the one that generates

polarity in budding. Therefore, like the PAR network, the yeast polarity network is modular

and can be elaborated in at least two distinct ways to execute different functions.

1.3 Mathematical modeling of cell polarity

Since Alan Turing, mathematicians have been interested in whether and how mathematical

models of biochemical reaction-diffusion systems can describe the emergence of biological

patterns [150]. More recently, interest in applying these types of models to cell polarity

has been bolstered by the discovery of multiple experimental systems where there is strong

evidence that polarity is established and/or maintained by reaction-diffusion mechanisms

[48, 43, 125]. In these systems, polarity proteins exchange dynamically between the cell

membrane and the cytoplasm, with asymmetries building up primarily at the cell surface

(hereafter referred to as cell surface polarity). While both pools diffuse freely, the cytoplas-
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mic pool diffuses much more rapidly. Membrane-bound protein locally promotes its own

accumulation through either direct or indirect interactions, and accumulation is ultimately

limited by a finite amount of total protein. Together, this collection of reactions forms the

basis of a class of widely studied reaction-diffusion models of cell surface polarity called mass

conserved activator substrate (MCAS) models (Fig. 1.3).

cell

membrane

cytoplasm

feedback
exchange

slower diffusion

finite pool of

protein

faster diffusion

Figure 1.3: Schematic of a generic MCAS model. Schematic highlighting the key com-
ponents of a mass-conserved activator substrate (MCAS) model. Polarity proteins exchange
between fast diffusing cytoplasmic and slow diffusing membrane-bound states. Local feed-
back on exchange rates concentrates protein in subcellular domains and a finite amount of
protein limits its accumulation on the membrane.

MCAS models have been applied to several different cell contexts where polarity pro-

teins form self-stabilizing cell surface asymmetries, most notably small GTPase polarity

[114, 105, 48, 47] and PAR protein polarity [44, 130]. In some of these contexts, cells

spontaneously polarize, presumably by amplifying noisy spatial heterogeneities in protein

concentration. In others, unpolarized states are stable, but polarization can be triggered by

a transient perturbation of sufficient magnitude. By tuning model parameters, MCAS mod-

els can reproduce both of these behaviors [63]. Nonetheless, there is substantial experimental

evidence from a number of cell contexts that physical processes beyond reaction-diffusion can

contribute to cell polarity. For example, polarity proteins are redistributed by intracellular
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actomyosin flows [109, 44, 21], can sense membrane tension and local curvature [149, 64, 77],

and interact across cell junctions [3]. As a result, recent studies have elaborated these funda-

mental reaction-diffusion models to include mechanics, cell geometry [136], and intercellular

communication. In this section, I will discuss some general principles of self-stabilizing cell

surface polarity that emerge from studying MCAS models. I will also discuss how processes

beyond reaction and diffusion can both fulfill minimum requirements for stable polarity in

MCAS systems, and also endow them with additional properties.

1.3.1 Local positive feedback loops counteract diffusion and turnover to

reinforce polarity

In MCAS models, cell surface asymmetries are dispersed by dissociation of protein from cell

membrane and diffusion. Therefore, some form of energy-consuming feedback on the local

accumulation of polarity proteins is required to maintain what is by definition a gradient

in chemical potential. In MCAS models, feedback comes from having the rates at which

polarity proteins switch between membrane bound and cytoplasmic states be dependent on

the local concentrations of these species [115]. In some models, feedback loops involve a

membrane-bound protein directly promoting the local binding of cytoplasmic molecules to

the membrane [105, 48]. In others, double negative feedback between two proteins that

mutually promote the other’s dissociation from the membrane results in bipolar cell surface

asymmetries [44, 130]. However it is built into equations, the strength of feedback, defined as

the ratio of feedback-dependent rates to basal reaction rates, is a control parameter in these

models that determines whether stably polarized states exist, and whether polarization will

occur spontaneously by amplifying noisy fluctuations or only in response to a sufficiently

large perturbation [63].

More recently, empirical evidence suggests that a similar paradigm can be applied to

cytoplasmic proteins [115]. Instead of switching between membrane-bound and cytoplasmic
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states, asymmetrically distributed proteins in the cytoplasm of the C. elegans zygote have

been shown to switch between fast and slow diffusing states [164] or diffuse and condensed

states [163, 35]. However, while these models are in principle able to produce self-stabilizing

cytoplasmic asymmetries, evidence of this in vivo is lacking.

While feedback in classical MCAS models results purely from biochemical reactions, it is

likely that many positive feedback loops in real cells also incorporate elements that generate

and/or sense mechanical forces. One example of this type of mechanochemical feedback

comes from the C. elegans zygote, where PAR asymmetries promote cortical actomyosin

flows that in turn locally concentrate PAR proteins through polarized transport (discussed

above). A similar kind of feedback likely operates in migratory cells, where directional mi-

gration results in retrograde actomyosin flow that transports polarity proteins to the trailing

edge [95]. This in turn reinforces cell polarity and promotes directional migration. This

mechanism may explain the observation that migration speed and directional persistence

are correlated across a wide range of cell types and conditions [95].

Another example of mechanochemical feedback comes from fibroblast cells, in which

membrane protrusions are polarized [149]. In this context, the WASP/WAVE complex lo-

cally generates Arp2/3-dependent actin protrusions at the leading edge of the cell. The

force generated by these protrusions generates a local positive curvature in the membrane.

The F-BAR protein FBP17 senses and accumulates at sites of positive curvature, and thus

localizes to the leading edge. Finally, FBP17 recruits the WASP/WAVE complex, closing

the positive feedback loop [149]. Therefore, realistically capturing experimentally observed

positive feedback systems in models of cell polarity may require invoking mechanical forces

and cell geometry in addition to biochemical reactions and diffusion.
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1.3.2 Long-range negative feedback is required to limit the spread of

polarized domains

While feedback is necessary to amplify and/or reinforce asymmetries against dispersion by

turnover and diffusion, it begs the question of how the effects of feedback can be focused in a

subcellular domain if the source of feedback is a diffusible molecule. In MCAS models, this

is accomplished by coupling local positive feedback to global negative feedback. Since the

total number of protein molecules in the cell is held constant, as the protein accumulates in

a polarized membrane domain, the amount of the cytoplasmic protein decreases. Since the

cytoplasmic protein diffuses rapidly, it is often assumed in these models to be well mixed,

and since the membrane binding rate is dependent on the amount of locally available cyto-

plasmic protein, local accumulation protein at the membrane is coupled to global decreases

in membrane binding rates. The broad consequence of this is that if certain conditions are

satisfied (discussed further below), local domains of the cell with more protein will be better

able to compete for a shared pool of cytoplasmic protein and will accumulate protein at the

expense of regions with even slightly less protein. This competition counteracts the dispersal

of asymmetries through diffusion [48, 27]. However, how a finite pool of protein limits the

size of a polarized domain depends on how positive feedback is formulated in the model [27].

Chiou et al. distinguish between “Turing-like” and “wave-pinning” sub-types of MCAS

models based on whether the feedback is far from or near saturation respectively [27]. In

Turing-like models, the patch of the membrane with the highest concentration of protein

has the strongest feedback and is best able to compete for a limiting cytoplasmic pool.

Lateral diffusion at the cell membrane disperses protein out of this patch, producing a

polarized gradient of protein. However, the weaker positive feedback in the region outside of

this polarized domain is unable to compensate for the global negative feedback induced by

accumulation in the domain. Therefore, at steady state, there is net flux of protein from the

cytoplasm into the center of the polarized domain, net diffusive flux along the membrane
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out of polarized domain, and net flux off of the membrane outside of the domain into the

cytoplasm [27]. The shape of the domain is always peaked and the half-width is determined

by the diffusion and dissociation rates of protein.

In contrast, in wave-pinning models accumulation of protein on the membrane is stalled

by locally saturating feedback rates, rather than global negative feedback alone [105, 27]. As

a result, these systems exhibit one high and one low local steady state even in the absence

of cytoplasmic depletion. Starting from a small polarized domain with protein levels at the

high steady state, diffusive flux causes protein levels in the adjacent regions to jump from the

low to the high state. As the polarized domain spreads, it depletes the pool of cytoplasmic

protein, which in turn slows the spread of the domain until it stops [105]. Therefore, at

steady state, this mechanism will produce a flat “mesa-like” domain, the length of which is

determined by the limiting pool of protein in the cell [105, 27]. A number of studies have

invoked wave-pinning models to explain how the boundary that separates aPAR and pPAR

domains is specified in the C. elegans zygote, although I will show evidence in chapter 3 that

calls this interpretation into question.

An interesting consequence of models where the domain boundary is determined by a

reaction diffusion system is that the parameters that control domain size will also determine

whether or not polarization in a cell of a given size is possible. In both models, the intrinsic

diffusion and dissociation rates of membrane-bound protein will set a cell-length threshold,

below which polarization is impossible [69]. There is evidence that this mechanism deter-

mines the shift from asymmetric to symmetric cell divisions in progressively smaller germ-line

blastomeres in the C. elegans embryo [69].

Finally, while cells necessarily have a finite amount of protein, it is not always that case

that domain size is determined by a limiting cytoplasmic pool. Two additional mechanisms

for stabilizing a polarized domain boundary that do not rely on depletion of cytoplasmic po-

larity proteins and have been demonstrated to function in vivo are global inhibition through
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increased membrane tension [64] and persistent transport of polarity proteins by cortical ac-

tomyosin flows [130]. Additionally, under certain conditions it may be the case that reaction

diffusion systems effectively preserve boundaries imposed by transient extrinsic cues. This

possibility is discussed in depth in chapter 2.

1.3.3 Nonlinear dynamics are required for stable asymmetries

While local positive feedback and global negative feedback are ubiquitous models of cell

polarity, they are not on their own sufficient to generate stable asymmetries. In addition,

it must be the case that there exists some form of cooperativity in the dynamics of local

protein accumulation. Formally, if F (X) = k1X
m + k2 is the function that determines the

local accumulation of protein X and G(X) = k3X
n is the function that determines the local

turnover of protein X, it must be the case that m > n in the model both for spontaneous

symmetry breaking to be possible and for polarity to be stably maintained [90, 47, 27]. In

a system with no feedback, m = 0 and n = 1, so stable polarity is impossible. Perhaps

counterintuitively, if F (X) is linearly dependent on X (positive feedback resulting from a

simple first order reaction) m = n = 1 and stable polarity is still impossible. This conclusion

thus begs the question: What systems of plausible chemical reactions produce the kind of

feedback needed for stable polarity? In many models, m is simply set to 2 or n is set to

< 0 over some range of values for X without explicit justification with chemical reactions

[105, 44, 63, 5, 51, 69]. However, several models have specifically invoked plausible biological

mechanisms to satisfy this requirement.

One way to increase m > 1 is to combine multiple feedback loops [114, 47]. Crucially,

the multiple feedback loops must converge, rather than act independently, as described by

Goryachev and Leda [47]. To illustrate this point, consider a scenario where proteinX locally

modifies the cell membrane to increase the number of binding sites for other molecules of

X. If X recruits two different enzymes that catalyze reactions that independently increase
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membrane binding, then the total binding rate F will be equal to the sum of those reaction

rates, which are each proportional to X. In contrast, if X recruits two components of a

higher order reaction, or two enzymes in different steps of a multi-step reaction, F will be

proportional to the product of those individual rates, and since each is proportional to X, F

will be proportional to X2. Converging feedback loops have been included in several MCAS

models for polarization of small GTPases [114, 47, 48]. Additionally, the combination of

first order feedback loops that affect the association and dissociation rates of X can generate

stable asymmetries by makingm = 1 and n < 1. This scenario has been explored in synthetic

polarity circuits [22].

A notable exception to the rule that feedback circuits must contain some nonlinearity

is a class of models in the literature involving linear feedback and intrinsic noise [2, 74].

While in deterministic models it is always impossible to spontaneously break symmetry with

linear feedback, these models show that if the number of molecules of polarity protein is

sufficiently low, it is likely that spontaneous polarization will occur. While this mechanism

can reliably generate spontaneous asymmetries given a small enough number of molecules,

the asymmetries are not stable over time and there is little evidence supporting this kind of

model in experimental literature.

1.3.4 Modeling the dynamics of polarization

In addition to exploring the conditions under which stable asymmetries are possible, mathe-

matical models can be used to explore what factors determine the dynamics of polarization.

Two interesting questions that come out of this line of inquiry are 1) how fast are asym-

metries established? and 2) how fast do multipolar states resolve into a single polarized

domain?

The speed at which polarization occurs in MCAS models can be quantified based on re-

action and diffusion rates. For example, in the case of wave pinning models discussed above,
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the speed at which a polarized domain expands is determined by the model parameters and

progressively slows as it approaches a stable position. However, evidence in C. elegans zygote

suggests that while polarization can occur though reaction and diffusion alone, the dynamics

of polarity establishment are determined by polarized actomyosin flow [107, 44, 51]. There-

fore, in this cell the speed of polarization is relatively insensitive to diffusivities of polarity

proteins and biochemical feedback rates, and is instead determined by mechanochemical feed-

back between PAR proteins and contractility. This type of mechanism may be necessary in

biological contexts where large cells need to polarize quickly (such as the C. elegans zygote)

as physical constraints may put a hard limit on how quickly reaction-diffusion mechanisms

can polarize a cell of that size. In contrast, it may be advantageous in other cell contexts

to preserve distributions imposed by transient polarizing cues by slowing the approach of

a reaction diffusion system to its intrinsic steady state. One mechanism for achieving this

slowing down diffusion of polarity proteins through molecular clustering, which is discussed

in chapters 2 and 3 and which is also described in Dine et al., discussed below [35].

An analogous situation exists for resolution of multipolar cells to a singularly polarized

state. In different cell types, it may be advantageous to either stabilize multiple polarized

domains, or polarize along only one axis. Modeling work has shown that the timescale over

which multi-polar states can be maintained depends on the turnover rate of membrane-bound

polarity protein [66], but also on the degree to which feedback is saturated [27, 26]. Both in

silico and in vivo, saturation emerges as a key control parameter for whether multipolar states

resolve into unipolar distributions or are effectively stable [27, 26]. It will be interesting in the

future to explore how this and other control parameters are tuned to modulate polarization

dynamics and achieve qualitatively distinct outcomes.

24



1.4 Protein clustering in cell polarity

A common motif that is observed in several distinct polarity modules is that polarity proteins

assemble into discrete clusters at the cell membrane [85]. In the PAR network, PAR-3

[34, 130, 60], CHIN-1 [130], and PAR-2 [5] are all reported to oligomerize in vivo. In planar

polarized epithelia, proximal and distal polarity protein both assemble into clusters with

variable stoichiometry [139]. In fission yeast, Pom1, Mid1, Cdr1, Tea1/4, and Mod5 are all

reported to oligomerize [131, 37, 14]. In migrating fibroblasts, FBP17 oligomerizes at the

cell membrane [149]. And in Arabidopsis cells, the polarized protein SOSEKI oligomerizes

[151]. Why does this motif reoccur so frequently in unrelated polarity modules? One simple

explanation could simply be that there is a non-adaptive evolutionary tendency to produce

oligomeric proteins [61]. However, several lines of evidence from both theory and experiments

suggest there may be general functions endowed by oligomerization that are particularly

advantageous for polarizing cells.

1.4.1 Clustering entrains polarity proteins in cortical flows

In several different contexts, distributions of proteins are shaped by cortical actomyosin

flows. As noted above, during establishment of PAR protein asymmetries in the C. elegans

zygote, PAR-3, PAR-6, and PKC-3 are concentrated in the anterior of the cell through

anterior-directed cortical actomyosin flows [23, 109, 44] and non-muscle myosin is required

for asymmetric division [53]. Similarly, polarity establishment in Drosophila neuroblasts

involves transport of PAR-3 puncta towards the apical pole of the cell through cortical

actomyosin flow [112, 113], and in activated leukocytes, signaling proteins are transported to

the immunological synapse by cortical actomyosin flows [36]. However, classical experiments

in motile macrophage cells demonstrated that cortical flows do not induce bulk flow of the

cell membrane and that membrane proteins are not necessarily transported by cortical flows

[135, 81]. Thus, how polarity proteins become entrained in cortical flows is a key question
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in the field of cell polarity.

A number of recent studies conducted in the C. elegans zygote suggest that only clustered

proteins are efficiently transported by flow [126, 34, 21]. These studies have focused on the

aPAR PAR-3, an oligomeric peripheral membrane protein which, along with PAR-6 and

PKC-3, becomes enriched in the anterior of the embryo following transport by anterior-

directed cortical flows. PAR-6 and PKC-3 do not bind directly to phospholipids and are

tethered to the membrane by binding to either PAR-3 or active CDC-42. During polarity

establishment, PAR-6/PKC-3 co-clusters with PAR-3. However, inhibition of PKC-3 kinase

activity causes it to instead associate with monomeric CDC-42 during polarity establishment

through an unknown mechanism [126]. While PAR-3 clusters are still polarized by cortical

flows under these conditions, diffuse PAR-6/PKC-3 is not. Further, multiple different PAR-3

mutants that lack the ability to homo-oligomerize all fail to polarize in response to cortical

flows [21, 34, 126, 88] and rescue experiments show that PAR-3 clusters must contain at

least three subunits to be polarized by cortical flows [21]. While similar experiments have

not been done with PAR-3/PAR-6/aPKC in Drosophila neuroblasts, they are similarly co-

clustered in these cells [112, 113]. Therefore, protein clustering may be a general mechanism

for entraining proteins in cortical flows.

How might molecular clustering entrain polarity proteins in cortical actomyosin flows?

One mechanism that has been proposed is that efficient transport is simply a consequence of

the increase in membrane avidity with the number of subunits in an oligomer [86, 34, 21]. As-

suming an oligomer is perfectly entrained in cortical flow, the distance it will be transported

is proportional to the length of time it is bound to the membrane, and therefore oligomers

can be transported longer distances than monomers. This mechanism has been proposed to

be at play in the case of PAR-3 polarization in the C. elegans zygote, where avidity effects

has been demonstrated in vivo [34, 21]. However, this simple interpretation is challenged

by the observation that monomeric PAR-3 artificially tethered to the cell membrane fails to
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polarize during polarity establishment in the C. elegans zygote [126].

Another way in which oligomerization could promote coupling to cortical flow are oligomer

size-dependent decreases in protein mobility. A common measure in physical systems for the

degree to which an object is entrained in a flow over some length scale is the ratio of the

rates of advective and diffusive transport, i.e. the Péclet number. In the context of cell

polarity, it will only be possible to build up an asymmetry if the Péclet number is high and

advective transport dominates.

Oligomer size-dependent mobility has been demonstrated empirically in cell polarity sys-

tems [130, 34, 21] as well as in vitro [159, 172, 79] and outside the context of cell polarity

[70]. A simple explanation then for why only clusters are entrained in cortical flows is that

while all molecules at the cell surface are subjected to a fluid drag force generated by flows,

monomers diffuse more rapidly than oligomers due to greater mass and increased number

membrane binding sites [34, 21]. This basic model is supported by studies showing that

lateral diffusion coefficients of particles bound to the cell membrane at multiple sites are

proportional to the inverse of the number of binding sites [172, 79]. Further, Chang and

Dickinson showed through simulations that the inferred diffusivities and dissociation rates

of PAR-3 trimers, but not dimers, are sufficiently slow for cortical flows to build up asym-

metries in PAR-3, a finding consistent with observations in vivo [21]. However, this simple

model predicts that oligomers undergo pure diffusion, i.e. mean squared displacement scales

linearly with lag time. In contrast, PAR-3 clusters, as well as CHIN-1 clusters, have been

shown to undergo subdiffusive motion, where mean squared displacement scales less than

linearly with lag time [130]. Crucially, this subdiffusive motion depends on an intact actin

cytoskeleton, suggesting a model where size-dependent interactions between PAR-3 clusters

and the actin cortex sharply restrict their diffusion [130].

One explanation for actin-dependent decreases in PAR-3 cluster mobility is that PAR-3

clusters could bind directly to the actomyosin cortex [173]. While this type of mechanism
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likely operates at the immunological synapse [36], super-resolution imaging shows that PAR-

3 and actin fail to co-localize in the C. elegans zygote [21]. Therefore, perhaps the most

likely model is the “membrane skeleton fence” model, from classic literature [124]. In this

model, cell surface proteins are free to diffuse freely over short distances, but are confined

to membrane compartments by steric interactions with the cortical actin cytoskeleton, from

which they infrequently escape. The result of this process of “hop diffusion” is sub-linear

scaling of mean squared displacement with lag time, and studies suggest that larger proteins

may be more likely to be subject to steric restriction from the cytoskeleton [70]. This model

is therefore best able to explain all aspects of the phenomenology of PAR-3 polarization by

cortical flows.

While further study is needed to determine whether viscous drag and decreased diffu-

sivity are sufficient to entrain PAR-3 clusters in cortical flows or whether additional steric

interactions with the actin cytoskeleton are required, experiments to distinguish between

models are complicated by the fact that flows are generated by actomyosin. One promis-

ing way forward may be combine actin depolymerization with ectopic flows generated by

focused-light-induced cytoplasmic streaming [103] to determine whether polarity proteins

can be redistributed by flows in the absence of steric interactions with the cytoskeleton.

1.4.2 Clustering stabilizes asymmetries by introducing nonlinear dynamics

Another way protein clustering could function in polarity circuits is by introducing nonlinear

dynamics to the accumulation of polarity proteins on the cell membrane. If protein clustering

is driven by the local concentration of protein and clustering stabilizes the association of

polarity proteins with the membrane through avidity effects [86], a negative relationship

will exist between the local concentration of a polarity protein and its effective dissociation

rate constant. This in turn results in sub-linear scaling of the dissociation flux with protein

concentration. As established above, one insight from mathematical modeling of cell polarity
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is that self-stabilizing polarity circuits require that the order of the function defining the local

on-flux of polarity protein must be greater than the order of the function defining the local

off-flux. This sub-linear scaling of off-flux with protein concentration therefore stabilizes

asymmetric cell surface distributions of clustered polarities protein when combined with any

additional form of linear feedback [85].

As with the connection between cortical flow and clustering, the context in which this

idea has been explored most directly is in the C. elegans zygote, where multiple PAR pro-

teins cluster at the cell membrane. Bipolar PAR asymmetries are stabilized at least in part

by mutual antagonism between proteins localizing in complementary and opposing domains.

However, modeling shows that the first order phosphorylation reactions that form the bio-

chemical basis for mutual inhibition do not satisfy the conditions for stable polarity. Most

modeling studies deal with this by simply making phosphorylation rates proportional to the

square of the kinase, without biochemical justification. However, three studies deal with this

by introducing homo-oligomerization of PAR proteins and avidity effects.

In one of these studies, Dawes and Munro focused on mutual antagonism between PAR-

3/PKC-3 and PAR-1 in the PAR network [32]. PAR-3 oligomerizes via an N-Terminal

PB1-like domain, which forms linear filaments in vitro [39, 168]. In multiple experimental

systems, PAR-3 oligomerization is necessary for its enrichment on the cell surface, suggesting

that avidity effects stabilize PAR-3 interactions with the cell membrane. Dawes and Munro

considered a simplified model where PAR-3 dimerizes at the cell membrane according to

mass action kinetics, with dimers dissociating more slowly than monomers [32]. When this

effect is combined with first order mutual inhibition with PAR-1, local dynamics of PAR-3

accumulation can become bistable (i.e. PAR-3 can be in either a stably high or stably low

state) and bipolar PAR domains can be stabilized. However, bistability was only observed in

a small region of possible parameter space, and general conditions required for the emergence

of bistability were not identified.
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In a second study, Sailer et al. focused on the CDC-42/CHIN-1 subcircuit of the PAR

network [130]. CHIN-1 localizes to the cell membrane in clusters of various sizes, although the

mechanism by which it self-associates is unknown. As noted above, CHIN-1 is a GAP that

acts on CDC-42. CDC-42 recruits PKC-3 to the cell surface, where it inhibits accumulation

of CHIN-1 on the membrane. Sailer et al. showed that CHIN-1 clusters respectively condense

or dissolve on opposite sides of a spatial boundary in the cell that corresponds to a threshold

level of PKC-3 [130]. Based on this observation, they propose a model where CHIN-1

clusters grow when the monomer concentration is above a critical threshold, which is in

turn determined by the local concentration of PKC-3. Clusters are assumed to be long-lived

at the membrane, while monomers rapidly exchange with the cytoplasm. Experimental

constraints on the threshold level of PKC-3 that dissolves CHIN-1 clusters and the strength

with which CHIN-1 inhibits CDC-42 demonstrate that mutual inhibition between CHIN-1

clusters and CDC-42/PKC-3 was sufficient to endow the circuit with bistable dynamics and

stabilize PAR asymmetries [130].

In a third study, Arata et al. explore the role of oligomerization in stabilizing PAR-

2 asymmetries. They show that PAR-2 forms oligomers with up to four subunits, and

use single molecule imaging to show that oligomers dissociate from the membrane more

slowly than monomers. However, while oligomer size-dependent dissociation is implicit in the

nonlinear functions used in their model that determine the flux of PAR-2 off the membrane

[5], oligomerization is not built explicitly into their model, and the dynamic emergence of

bistability in this model is not explored.

All three of these examples point to a key role for oligomerization in introducing nonlin-

ear dynamics to polarity circuits. However, none of them systematically demonstrate how

oligomerization of membrane proteins, and its effects on lateral mobility and dissociation,

shapes their abilities to form and stabilize asymmetric distributions on the cell surface. This

point is explored in depth in the second chapter of this dissertation as well as in the as-
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sociated manuscript [85]. Further, while Dawes and Munro show that oligomerization of

PAR-3 combined with mutual antagonism between PAR-3/PKC-3 and PAR-1 can produce

stable asymmetries, the model they propose is not a realistic depiction of PAR-3 oligomers

(PAR-3 forms oligomers of various sizes, not dimers) and is not experimentally constrained.

In the third chapter of this dissertation I will present an experimentally constrained model

of PAR-3 asymmetries in the C. elegans zygote that explains the observation that PAR-3

asymmetries are stable even in the absence of PAR-1.

In addition to this specific idea that clustering of peripheral membrane proteins amplifies

asymmetries through avidity effects and can introduce nonlinearities necessary to stabilize

polarity, clustering has been proposed to act as a form of positive feedback in the core PCP

module [28]. This view is supported by the observations that for some core PCP proteins,

clustered but not diffuse protein is asymmetrically distributed at cell junctions [28], and that

in at least some contexts, PCP clustering is required for functional polarization [162, 166].

While core PCP proteins are tethered to the membrane through transmembrane domains and

thus are not subjected to the avidity effects of clustering like peripheral membrane proteins,

an analogous role for clustering could exist for PCP proteins if clustered PCP proteins are

less likely to be endocytosed that monomeric proteins. Support for this kind of relationship

comes from the observation that integral PCP proteins accumulate to higher levels on the

membrane when they are clustered by cytoplasmic binding partners [116]. Further, the effects

of clustering on lateral mobility apply to both peripheral and integral membrane proteins,

and thus clustering could amplify PCP asymmetries through a diffusion trap mechanism.

Either way, it may be interesting in the future to build models of PCP asymmetries that

explicitly consider the physical consequences of molecular clustering.

Another context where clustering plays a key yet currently unknown role in stabiliz-

ing asymmetries is the SOSEKI polarity proteins in plant cells [167, 151]. SOSEKI pro-

teins oligomerize through conserved DIX domains that are functionally equivalent to those
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found in Dsh proteins [151]. While not required for membrane localization, these domains

are required for SOSEKI protein polarization [167, 151]. While this polarity system was

only recently discovered [167] and it is yet unknown whether it is even a component of a

self-stabilizing polarity module, it will be interesting in the future to determine what role

molecular clustering plays in stabilizing SOSEKI protein asymmetries.

One interesting exception to the rule that clustering needs to be paired with active

feedback to stabilize asymmetries comes from a model proposed by Dine et al. [35] involving

phase separated protein clusters. This model lacks any active feedback and instead relies on

the fact that due to a physical process called Ostwald ripening, there is no thermodynamic

tendency for phase separated droplets to equalize in size. Instead large droplets slowly grow

at the expense of smaller droplets [35]. This effect, combined with the slow diffusion of

large, phase separated droplets leads to metastable polarity through a mechanism termed

“kinetic trapping” if an asymmetry in the size of droplets is initially established by some

extrinsic cue. While the steady state of this mechanism is technically one very large droplet

randomly located in the cell, the time scale for achieving that steady state is very slow

under certain conditions [119] and a number of biological mechanisms can further slow the

approach to this steady state in cells [40, 175, 42]. While this model does not include energy-

consuming feedback, positive dependence of droplet growth rate and negative dependence

of droplet diffusion on droplet size are analogous to the feedback loops found in traditional

reaction diffusion models. Dine et al. demonstrated that this mechanism can stabilize protein

asymmetries in principle using a synthetic optogenetic system, and it will be interesting in

the future to determine the degree to which this type of mechanism is utilized in cells.

1.4.3 Clustering regulates the shapes of asymmetric distributions

In addition to establishing and maintaining asymmetric distributions of polarity proteins, a

more subtle way clustering plays a role in cell polarity mechanisms is by regulating the shapes
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of asymmetric distribution. For example, clustered peripheral membrane proteins often

exhibit very sharp domain boundaries [130, 126]. In the case of CHIN-1 in C. elegans zygote

(see above), CHIN-1 clusters rapidly dissolve across a threshold level of inhibitory PKC-3.

Since CHIN-1 monomers dissociate from the membrane much more rapidly than clusters,

this is accompanied by a sharp increase in effective dissociation rate across this threshold.

When combined with the slow diffusion of CHIN-1 clusters, this results in CHIN-1 domain

boundaries that are much sharper than the opposing gradients of PKC-3, (particularly in the

absence of transport by cortical flow) [130]. This effect is not specific to peripheral membrane

proteins and also generalizes to cytoplasmic asymmetries of phase-separated proteins. Phase

separated P granules in the C. elegans zygote similarly dissolve or grow across an axial

boundary in the cell, which may correspond to a threshold level inhibitory MEX-5 [17]. As

a result, P granules exhibit much sharper domain boundaries than other proteins that form

cytoplasmic asymmetries in the C. elegans zygote.

Another general way that clustering can regulate the shapes of polarized distributions is

that it may enable polarity modules to “remember” arbitrary polarized distributions that

are imposed by transient extrinsic cues, which is primarily a consequence of slow diffusivity

of clustered proteins. Dine et al. demonstrated this effect in an optogenetic system where

phase separation of a synthetic protein could be controlled through exposure to blue light

[35]. The authors could generate polarized cytoplasmic distributions of these proteins by

patterning light in space, and found that boundaries of these polarized domains persisted for

hours in the absence of sustained spatial cues [35]. This idea is further explored in chapters

2 and 3 of this dissertation.

A more specific example of protein clustering regulating the shape of a polarized distri-

bution comes from fission yeast. Pom1p is loaded onto the plasma membrane on the poles of

fission yeast cells by the Tea1p/Tea4p/Dis2p complex [54]. Dis2p dephosphorylates Pom1p,

which increases its affinity for the plasma membrane. Pom1p diffuses laterally away from
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the pole forming a gradient from the pole to the midline [131]. In individual cells, this

gradient is well fitted by an exponential decay function with a maximum intensity at the

cell pole I0 and a characteristic decay length λ [131]. Surprisingly, I0 and λ were shown to

be anti-correlated in measurements across cells, suggesting that some mechanism buffers the

absolute concentrations of Pom1p in the middle of the cell against fluctuations in the amount

of Pom1p at the poles [131]. To explain this phenomenon, Saunders et al. proposed a model

where dynamic clustering of Pom1p at the cell poles both slows down lateral diffusion D

of Pom1p, and also increases its dissociation rate koff through auto-phosphorylation [131].

Since λ =
√

D
koff

[156], and since clustering reactions are proportional to the product of

local concentrations of clustered and monomeric Pom1p, Pom1p clustering causes λ and I0

become anti-correlated [131].

1.4.4 Clustering can amplify functional asymmetries

Protein clustering has been proposed to act as a pervasive mechanism for introducing hy-

persensitivity into biochemical signaling pathways [161, 7, 68, 80]. In general terms, hyper-

sensitivity can emerge from the combination of 1) positive relationship between some signal

and protein clustering and 2) a nonlinear relationship between the number of molecules in a

cluster and the downstream response. One recent and prominent example of this effect comes

from T cell receptor (TCR) signaling in the immunological synapse. TCR activation triggers

phosphorylation of the transmembrane scaffold protein LAT at multiple tyrosine residues.

The adaptor protein Grb2 binds to these sites and recruits the guanine nucleotide-exchange

factor (GEF) SOS to the cell membrane. Interaction between SOS and phospholipids relieves

SOS autoinhibition and allows it to activate Ras GTPase processively. Each molecule of SOS

can bind to two molecules of Grb2, so in addition to its enzymatic function, it crosslinks

two molecules of LAT. As a result of these interactions, multi-site phosphorylation of LAT

induces co-clustering of LAT, Grb2, and SOS through multivalent assembly.
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While Grb2 has stronger affinity for phosphorylated as opposed to unphosphorylated

LAT, it is still a relatively weak interaction (mean dwell time 0.1 seconds). However, Grb2

molecules bound to LAT molecules within a cluster dissociate much more slowly (mean dwell

time 10 seconds) and SOS molecules with clusters dissociate even more slowly (mean dwell

time 30 seconds) [67]. Therefore, through avidity effects, clustering increases the steady

state amount of SOS on the membrane more than two orders of magnitude over what you

would get from a simple linear response to phosphorylating LAT.

While this avidity effect alone introduces a nonlinearity into the signal response, an-

other layer of nonlinearity is introduced from the observation that the activation time for

membrane-associated SOS molecule follows a gamma distribution indicating slow, multi-step

reaction. The mean activation time ( 55 seconds) is much longer than the dwell time of a

monovalant interaction between pLAT and Grb2 [68]. As a result, SOS activity has a sharply

nonlinear relationship SOS dwell time [68]. The combination of these effects ensures that the

amount of clustered pLAT, rather than just the concentration of pLAT, exerts a very strong

influence on SOS activity simply by increasing its dwell time at the membrane through avid-

ity effects. Interestingly, an similar paradigm is found in the Nephrin-Nck-N-WASP signaling

pathway, where clustering regulates downstream signaling by increasing N-WASP dwell time

[20].

There are several examples that suggest that clustering of polarity proteins could amplify

functional asymmetries downstream of polarity modules. As noted above, core PCP proteins

Fz and Dsh co-cluster at cell junctions [94, 28, 140]. Fz recruits Dsh to the cell membrane,

locally increasing its concentration and thus triggering oligomerization through a conserved

DIX domain [133]. When Fz is activated by its extracellular ligand Wnt, the downstream

signaling response is preceded by clustering of Fz and Dsh at the cell membrane [94] and

oligomerization of Dsh is required in several contexts for generating a robust signaling re-

sponse [133, 134, 94]. Dsh clustering have been proposed to activate downstream signaling
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by increasing the avidity of low affinity effectors, such as Axin [133, 134, 41]. In a parallel

with the pLAT-Grb2 interaction, single molecule imaging shows that clustering significantly

increases Dsh dwell time at the membrane [94]. While the connection between clustering

and signaling has not been worked out in as great detail as in TCR signaling, it seems likely

that clustered Dsh is better able to transmit signals to downstream effectors than monomeric

Dsh, and therefore asymmetries in Dsh clusters sizes will amplify asymmetries in downstream

signaling beyond simply the asymmetry in Dsh concentration.

Another example of clustering potentially amplifying functional asymmetries comes from

the SOSEKI proteins in plants. While the functional effectors of SOSEKI polarity are

currently unknown, the ANGUSTIFOLIA protein colocalizes with SOSEKI at the cell mem-

brane in Arabidopsis root tips. ANGUSTIFOLIA polarity is dependent of SOSEKI, while

SOSEKI polarity is independent of ANGUSTIFOLIA, suggesting that SOSEKI is a compo-

nent of a core polarity module while ANGUSTIFOLIA is an effector. While oligomerization

of SOSEKI has relatively mild effects its membrane localization [167], clustering of SOSEKI

proteins is shown to be required for co-localization of SOSKEI and ANGUSTIFOLIA [151].

Whether this is mediated by multivalent interactions and avidity effects or some other mech-

anism remains to be seen, but this will be an interesting system in the future to study the

role of oligomerization in cell polarity.

A final example comes from the C. elegans zygote. Single molecule pull-down experiments

show that PAR-3 oligomers co-localize with PAR-6/PKC-3 dimers more frequently than

would be expected given independent recruitment to each oligomer subunit [34]. Since PAR-

6 and PKC-3 both interact with PAR-3, it is possible multivalent interactions within PAR-

3/PAR-6/PKC-3 trimers introduce avidity effects where PKC-3 binds much more stably

to oligomeric than monomeric PAR-3. Whether PAR-3 oligomerization is required for its

downstream functions remains an open question in the C. elegans zygote and is a promising

avenue for future research.
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CHAPTER 2

OLIGOMERIZATION OF PERIPHERAL MEMBRANE

PROTEINS PROVIDES TUNABLE CONTROL OF CELL

SURFACE POLARITY

2.1 Introduction

Cells rely on morphological and functional polarity to execute a wide range of biological

tasks, including asymmetric cell division, polarized growth and secretion, and cell migration.

Cell polarity typically emerges from underlying asymmetries in the intracellular distributions

of specific molecules or molecular activities. These asymmetries can form spontaneously or in

response to transient localized “symmetry-breaking” cues that determine the axis of polarity.

In many cells, asymmetries are formed at the cell surface by molecules that exchange

dynamically between a rapidly diffusing cytoplasmic pool and binding sites at the plasma

membrane where they undergo slower diffusion that can be further hindered by interactions

with a submembrane cytoskeleton [125, 43, 130], and where they interact to promote or

inhibit one another’s binding or activity [66, 44, 130, 14, 123, 153]. These mutual interactions

define biochemical feedback circuits, which encode the ability to respond to external cues by

establishing and stabilizing asymmetric distributions of their component molecules. In the

past several decades, a relatively small number of such circuits have been shown to underlie

the formation and stabilization of polarity in a wide range of cellular and organismal contexts.

Examples include circuits formed by small GTPases such as RhoA and Cdc42, their activators

(GEFs), inhibitors (GAPs) and effectors [160, 132], the conserved PAR polarity circuit [84],

. Citation for chapter: Charles F Lang and Edwin Munro. Oligomerization of peripheral membrane
proteins provides tunable control of cell surface polarity. Biorxiv, 2022
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the Min proteins in bacteria [120, 91], and a collection of proteins in fission yeast, including

Pom1p and Mid1p, that differentiate the pole from the mid-cell [123, 54, 14].

Cell surface asymmetries can emerge spontaneously, or they can be induced by transient

local cues acting in various ways – for example through locally biased activation or inhibition

of recruitment [75, 170, 98, 112] or through polarized transport [109, 44, 112]. However,

positive feedback is required to amplify the effects of these symmetry-breaking cues and to

stabilize asymmetries once the cues are gone against dissipation by dissociation and lateral

diffusion. Thus, a key challenge is to understand how asymmetric distributions of membrane

proteins are amplified and stabilized by the dynamic interplay of local exchange, lateral

mobility, and feedback.

Theoretical efforts to address this challenge have focused on simple abstractions of known

circuits or circuit “motifs” expressed as mass-conserved reaction-diffusion models [114, 48,

105, 27, 55, 47].These efforts have revealed how simple polarity circuits can manifest qual-

itatively different dynamics, depending upon the types and strengths of feedback, protein

abundance, binding rates and mobilities, and the forms of nonlinearities that appear in

model equations. For example, the same model can exhibit a spatially uniform stable state,

a stably polarized state, or both, depending on model parameters [63, 47]. The positions of

stable domain boundaries, or the rates at which competition between multiple domains is

resolved, can be continuously tuned by tuning the strength and/or saturation of feedback

interactions, the lateral diffusion of proteins at the cell membrane, or the total abundance

of proteins [44, 27, 171].

A general conclusion from these studies is that while linear positive feedback can generate

transient noisy asymmetries when the numbers of molecules are sufficiently low [2, 74], stable

polarity requires some form of nonlinear positive feedback [90, 47, 27]. But how specific

forms of nonlinearity and feedback, arising through specific molecular interactions, shape

polarization dynamics, remains poorly understood.
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One potentially important source of nonlinearity in polarity circuits is the oligomerization

of peripheral membrane proteins. In recent years, an increasing number of polarity proteins

have been observed to form discrete clusters on the cell membrane [121, 123, 149, 130, 37, 131]

suggesting that oligomerization may play a general role in polarity circuits. Oligomeriza-

tion confers size-dependent membrane binding avidity [86, 34], and can also lead to size-

dependent restriction of mobility through the interactions of oligomers with a submembrane

cytoskeleton [159, 130, 83, 70, 124]. A few previous modeling studies have considered

oligomerization reactions [130, 32, 131, 14], but these have focused on special cases [130, 32],

or on how oligomerization shapes gradients formed by a local source of protein recruitment

[131, 65]. To date there has been no systematic analysis of how oligomerization of membrane

proteins, and its effects on lateral mobility and dissociation, shapes their abilities to form

and stabilize asymmetric distributions on the cell membrane.

Here we study a class of simple polarity models in which monomers bind reversibly to

the membrane, and oligomerize in the presence of positive feedback governed by first order

(linear) mass action kinetics. We find that nonlinear dissociation kinetics emerge generically

from size dependence of membrane binding avidity, and that this, combined with weak linear

positive feedback, is sufficient for polarization. We show that the strengths of oligomer-

ization and feedback define phase boundaries separating regimes in which stable polarity

is impossible to achieve, is inducible, or occurs spontaneously. Furthermore, modulating

oligomerization strength provides a simple way to tune the speed of polarization, allowing

the same system to rapidly approach a uniquely stable polarized state, or to preserve po-

larized domains of arbitrary sizes as quasi-stable states over biologically relevant timescales.

These basic findings extend to multiple circuit architectures and different modes of posi-

tive feedback. Given its widespread occurrence, our results suggest that oligomerization of

peripheral membrane proteins may play a key role in facilitating and tuning polarization

dynamics across a wide range of evolutionarily distinct polarity circuits and cell types.
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2.2 Results

2.2.1 A kinetic model for membrane-binding and oligomerization with

feedback on monomer recruitment

We consider a simple and general scenario in which monomers exchange between a well-

mixed 2D cytoplasmic pool with area A = HL and a 1D membrane of length L, where they

undergo reversible assembly into simple linear oligomers (Fig 2.1A). Cytoplasmic monomers

also bind directly and reversibly to membrane associated monomers and oligomers. We

will distinguish these two modes of binding as indirect (to the membrane) and direct (to

membrane-bound monomers and oligomers). Oligomers dissociate from the membrane at a

rate that decreases with oligomer size [86, 34]. To simplify the analysis, we assume that

the dissociation rate is zero for oligomers with size n ≥2 . Finally, we assume positive

feedback on monomer recruitment, proportional to the total density of oligomer subunits at

the membrane.

Letting x be the local position along the membrane, mn(x) be the density of n-mers, N(x)

be the density of all oligomers, M(x) the density of all subunits, C be the concentration of

cytoplasmic subunits, and Mtot be the constant total number of subunits in the system, we

write the following system of equations:

dm1

dt
= D1

∂2m1

∂x2
+ (kmon + kfM)C − kmoffm1 − kassm1+

kdissm2 − k
p
onm1N + k

p
off (N −m1)

dmn

dt
= Dn

∂2mn

∂x2
+ kassmn−1 − (kass + kdiss)mn + kdissmn+1, n > 1

A(Mtot − C) =

∫ L

0
M(x)dx

(2.1)

where kass = k
p
onm1+kconC, kdiss = k

p
off+kcoff and the third equation enforces conservation

of total subunits.

40



The spatially uniform steady states of this system are characterized by exponential dis-

tributions of oligomer sizes (see Methods) :

mn = αn−1m1, α =
kass
kdiss

with mean cluster size:

s =
1

1− α

2.2.2 Reduction to a one-species model

Our goal is to determine conditions in which this system will form and stabilize asymmetric

distributions of membrane bound oligomers. To this end, we first consider a simpler limiting

case in which oligomerization kinetics on the membrane are fast relative to the exchange of

subunits between the cytoplasm and membrane. Invoking a quasi-steady state approximation

to study the slower dynamics of subunit exchange, and choosing appropriate units of length,

time and concentration/density (see Methods), we obtain a simpler equation for the total

density of membrane-bound subunits M (see Methods):

∂M

∂t
= D

∂2M

∂x2
+ F (M)C −G(M)

Ctot = C +

∫ L

0
M(x)dx

(2.2)

where

F (M) = KM (1 +BN + fM) , G(M) = m1 (1 + γBN)

and D = DM
kmoffL

2 , KM =
kmon

Lkmoff
, B =

kcon
kmon

, f =
kf
kmon

, γ =
kmonk

p
onk

c
off

kmoffk
p
offk

c
on

and Ctot = Mtot
L are

scaled parameters. DM is the mean diffusivity of M, which will depend on mean oligomer

size (see below), B quantifies the relative rates of direct and indirect monomer binding, f

is the scaled feedback strength, γ is a dimensionless number that equals unity when the
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basal exchange and oligomerization kinetics (i. e. excluding feedback) (2.1) satisfy detailed

balance, and Ctot is the density of membrane-bound subunits when all subunits are on the

membrane.

For this simpler system, the effective dissociation rate constant for membrane-bound

subunits,
G(M)
M , is a nonlinear decreasing function ofM (Fig. 2.1E, dark curve), reflecting the

dependence of membrane binding avidity on oligomer size and the dependence of oligomer

size on M (Fig. 2.1E, lighter curve). Thus the combination of oligomerization and size

dependent binding avidity confers nonlinear negative feedback on dissociation of M.

2.2.3 Conditions for spontaneous and inducible polarization

Plotting binding and unbinding fluxes (F (M)(Mtot −M) and G(M)) vs M shows that, for

most choices of parameter values, the reduced system (and thus the full kinetic model) has a

single spatially uniform steady state (Fig. 2.1F, 2.7). For different choices of model param-

eters, numerical solutions predict one of three qualitatively distinct behaviors (Fig 2.2A-C):

Spontaneous polarization - the uniform steady steady state is unstable to all pertur-

bations, Inducible polarization - the uniform steady state is stable, but stable polarity

can be triggered by a sufficiently large transient perturbation, and No polarization - the

uniform steady state is globally stable.

Using linear stability analysis (see Methods), we determined general conditions for spon-

taneous polarization:

(
∂F

∂M
C − ∂G

∂M

)
M=Mss

> 4π2DM (2.3)

The terms on the left hand side of Eq 2.3 measures how the attachment and detachment

rates vary with density of M near the steady state. In words, Eq 2.3 states that to amplify

local asymmetries in M, the net accumulation rate must increase with increasing density

near M, and it must do so sufficiently fast to overcome the dispersive effects of diffusion.

42



Figure 2.1: A kinetic model for membrane binding and oligomerization. (A)
Schematic overview of the kinetic scheme. Cytoplasmic monomers bind reversibly to the
plasma membrane with rate constants (kmon, k

m
off ), where they self-associate to form linear

oligomers with rate constants (k
p
on, k

p
off ). Cytoplasmic monomers also bind directly and

reversibly to membrane-associated subunits with rate constants (kcon, k
c
off ). We assume

that oligomer dissociation rates koff (n) and diffusivities D(n) are decreasing functions of
oligomer size. Curved line indicates positive feedback on membrane binding at a rate kf (M)
which depends on the local density of membrane-bound subunitsM . (B) Examples of steady
state oligomer size distributions corresponding to different values of the parameter α. (C)
Plot showing the fixed relationship between α and the mean oligomer size. (D) A simpler
model for the total density of subunits M , which is valid when oligomerization kinetics are
sufficiently fast (see Methods for details). F (M)(Mtot−M) and G(M) represent total bind-
ing and unbinding rates. (legend continued on next page)
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Figure 2.1: (continued) (E) Effective unbinding rate (black curve) and mean oligomer size
(grey curve) decrease and increase respectively as a function of M , reflecting size-dependent
oligomer dissociation. (F) Representative flux balance plot showing one uniform steady
state for the model. The blue line represents flux onto the membrane and the orange flux
represents flux off of the membrane.

Mean oligomer size and feedback strength determine the potential for

polarization

We first considered the case in which diffusion is slow (DM ≈ 0) and direct binding of

cytoplasmic monomers to membrane-bound oligomers can be neglected (B ≈ 0). Under

these conditions (see Methods), spontaneous symmetry-breaking occurs when:

Jfeedback >
(1− α)

2α
(2.4)

where Jfeedback = fMss quantifies feedback strength as the ratio of binding flux due to

feedback and the basal binding flux, and Jfeedback and α are evaluated at the uniform steady

state. For Jfeedback <
(1−α)
2α , we determined the threshold for inducible polarization using

Local Perturbation Analysis (LPA; [63]; see Methods). Plotting different polarization regimes

in the Jfeedback vs α plane (Fig. 2.2D-E), highlights several conclusions: First, both indirect

positive feedback (Jfeedback > 0) and negative dependence of dissociation rate on oligomer

size (α > 0) are required for spontaneous symmetry-breaking. However, the strength of

feedback required for spontaneous symmetry-breaking decreases rapidly with an increase in

mean oligomer size, such that for mean oligomer sizes greater than a few subunits, positive

feedback must only deliver a fractional increase over the basal on-rate to induce spontaneous

polarization. Finally, when the uniform state is stable, stable polarity can always be induced

by a sufficiently large local input, and the threshold for induction decreases with increasing

Jfeedback or α, reaching zero at the spontaneous polarization boundary.

We then assessed how increasing diffusivity affects the potential for both spontaneous

44



Figure 2.2: Strength of oligomerization and positive feedback define the potential
for polarization. (A-C) Examples of three qualitatively distinct polarization regimes:
(A) No Polarization, in which the uniform steady state is globally stable; (B) Inducible
Polarization, in which uniform steady state is stable, but it coexists with a stably polarized
state that can be accessed by a sufficiently large transient local perturbation; and (C)
Spontaneous Polarization, in which the uniform steady state is unstable and the system
will spontaneously polarize. (legend continued on next page)
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Figure 2.2: (continued) (D) Spontaneous symmetry breaking as a function of α and mean
oligomer size s and feedback strength Jfeedback. The dotted line indicates the boundary
between regimes in which the uniform steady state is stable (respectively unstable) to small
perturbations. (E) The minimum size of a local perturbation (measured as local fold increase
over steady state concentration) required to induce polarization under conditions where
symmetry-breaking is not spontaneous, as determined by Local Perturbation Analysis (see
Methods). (F,G) Dependence of spontaneous and inducible polarization on scaled monomer

diffusivity D = D1
kmoffL

2 . For a typical length scale L = 40µm, and monomer dissociation rate

kmoff = 1, the scaled values represent (left to right) D1 = (0.1, 0.16, 0.4, 1.6) µm2

s . For a

typical monomer diffusivity D1 = 0.1µm
2

s , and dissociation rate kmoff = 1, the scaled values

represent (left to right) L = (40, 30, 20, 10)µm. The dotted line indicates the predicted
boundary for spontaneous symmetry breaking from linear stability analysis. (F) represents
a scenario in which diffusion is size-independent (DM = D1), while (G) represents a scenario
in which oligomers of size greater than one do not diffuse. (DM = D1(1− α)2).

and inducible polarization. Recent studies suggest that the mobility of membrane-bound

oligomers can decrease sharply with oligomer size [130, 131]. Therefore we considered two

limiting scenarios: Size-independent diffusivity in which oligomers diffuse at the same rate

as monomers (DM = D1), and size-dependent diffusivity in which oligomers of size ≥ 2

are immobile (DM = D1(1 − α)2). When diffusivity is non-negligible, the conditions for

spontaneous polarization are given by

Jfeedback >
D∗ 1+α

(1−α)2
+ (1− α)

2α−D∗ 1+α
(1−α)2

2α−D∗ 1 + α

(1− α)2
> 0

(2.5)

We plotted the spontaneous polarization boundary in the Jfeedback − α phase plane and

used numerical simulations to assess the threshold for inducing polarity when the uniform

steady state is stable (Fig. 2.2 F,G). Consistent with intuition, we found that for size-

independent diffusion, increasing scaled monomer diffusivity D∗
1 = D1

kmoffL
2 makes it harder

for the system to undergo both spontaneous and induced polarization: For a given value of α,

as monomer diffusivity increases, the feedback strength Jfeedback required for spontaneous
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polarization increases, especially for large values of α or oligomer size s, and the region of the

Jfeedback−α phase plane in which polarity can be induced shrinks progressively (Fig. 2.2F).

These effects are relatively mild for typical diffusivities of membrane proteins (D = 0.1µm
2

sec ),

cell lengths (L = 10 − 40µm) and monomer dissociation rates (kmoff ≈ 1
sec) (see Fig. 2.2

legend for scaled diffusivities corresponding to these typical values). Importantly, for the

size-dependent diffusion scenario, these effects become negligible (Fig. 2.2 G). Thus, while

diffusion can degrade the potential for spontaneous and/or induced polarization, this effect

is relatively mild and it can be further reduced by a size-dependent decrease in oligomer

mobility.

Numerical simulations of the full kinetic model reveal that equation 2.3 continues to

yield an accurate prediction of spontaneous polarization when we relax the assumption that

oligomerization kinetics are very fast relative to membrane exchange, i.e. when k
p
off ≥ kmoff

(Fig. 2.5). Similarly, relaxing the sharp size dependence of oligomer dissociation (Fig.

2.5), or allowing formation of cytoplasmic oligomers (Fig. 2.5), produced only minor shifts

in the dependence of spontaneous and inducible polarization on Jfeedback and α. Thus

simple oligomerization plus linear feedback provides a robust mechanism for spontaneous

polarization of membrane bound proteins.

Direct binding of cytoplasmic monomers to membrane-bound oligomers can

promote or antagonize polarization under different conditions.

In addition to binding the membrane, cytoplasmic monomers can bind directly to membrane-

bound monomers and oligomers. In this case, the ability to polarize will depend on three

factors: The strength of positive feedback Jfeedback; the ratio of direct to indirect binding

rates, determined by the relative abundances of membrane binding sites and membrane

bound oligomers [13], and quantified by Bdir =
kconNss
kmon

, where Nss is oligomer density at

uniform steady state; and whether the basal oligomerization and exchange reactions obey
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detailed balance.

We first asked how direct binding affects polarization driven by indirect positive feed-

back when basal oligomerization and exchange reactions obey detailed balance (i.e. γ = 1)

(Fig. 2.3A ; see Methods).Neglecting the effects of diffusion, the conditions for spontaneous

polarization are then given by (see Methods):

Jfeedback >
(1− α)(1 +Bdir)

2

2α(1 +Bdir)−Bdir
(2.6)

Plotting the phase boundary for spontaneous polarization (Fig. 2.3B) shows that when

detailed balance is enforced, direct binding to oligomers makes it more difficult to polarize.

Increasing Bdir from 0 to 1 increases the strength of positive feedback required to polarize

by more than two-fold. The increase is largest when oligomerization is weak (i.e. α is small).

Numerical simulations confirm this result for the full kinetic model when oligomerization is

faster than exchange. As oligomerization kinetics become slower, the phase boundary shifts

upwards in the Jfeedback vs α plane ( 2.5). However, the effect of increasing direct binding

on polarization persists. Thus direct binding to oligomers opposes polarization driven by

indirect positive feedback when the basal oligomerization and exchange kinetics obey detailed

balance.

We then considered an alternative scenario in which there is no indirect positive feedback

(f = 0 in Eq 2.2), but one or more of the basal exchange and oligomerization reactions are

driven in a way that breaks detailed balance (γ ̸= 1). This could arise, for example, if

phosphorylation of subunits within oligomers increase their affinity for the membrane. In

this scenario, spontaneous polarization can occur when γ < 1 (see Methods: Conditions for

Spontaneous Polarization). When γ < 1, at steady state, there will be a net flux Jnet of

subunits from the cytoplasm into oligomers, from oligomers onto the membrane, and then

back into the cytoplasm (Fig. 2.3 C). Defining Jfeedback = Jnet
KMCss

to be the ratio of this net

flux to the basal rate of monomers binding to the membrane, and again neglecting diffusion,
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Figure 2.3: Direct binding of cytoplasmic monomers to membrane-bound
oligomers can promote or antagonize polarization. (A) Schematic view of the sce-
nario in which there is indirect feedback on monomer recruitment and detailed balance is
enforced for membrane binding and oligomerization γ = 1. (B) Spontaneous symmetry
breaking as a function of α or mean oligomer size s and Jfeedback for different values of
Bdir, measured at the uniform steady state. The gray scale lines indicate the boundary
across which the uniform steady state goes from stable (bottom left) to unstable (top right)
for different values of Bdir. (C) Schematic illustrating the case where there is no indirect
positive feedback and the basal kinetics obey γ < 1. (D) Spontaneous symmetry breaking
as a function of α or mean oligomer size s and Jfeedback for different values of γBdir. The
dotted line indicates the phase boundary separating regimes in which the uniform steady
state is stable (bottom left) and unstable (top right).
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the conditions for spontaneous polarization are (see Methods):

Jfeedback >
(1 + γBdir)(1− α)

1− (1 + γBdir)(1− α)
(2.7)

Plotting the conditions for spontaneous polarization in the Jfeedback vs α phase plane for

different values of γBdir (Fig. 2.3 D) reveals that, for relatively small mean oligomer

sizes, the net flux delivered by breaking detailed balance must only be a small fraction of

the basal monomer binding rate to support spontaneous symmetry-breaking (Fig. 2.3 D).

Thus when γ < 1, a net flux of subunits into membrane-bound oligomers constitutes a form

of positive feedback. Numerical simulations show that these result hold approximately for

the full kinetic model when oligomerization kinetics are sufficiently fast (Fig. 2.5). For

slower oligomerization kinetics, and a fixed value of γBdir, there still exists a well-defined

phase boundary in the Jfeedback vs α plane, but it becomes harder to polarize (Fig. 2.5).

Altogether, these results show that when γ = 1, direct binding opposes polarization driven

by indirect positive feedback. However, when γ < 1, direct binding can drive polarization.

2.2.4 Mean oligomer size tunes the speed of polarization and the stability

of polarity boundaries

Thus far, we have characterized the conditions in which polarized states can arise through

spontaneous or induced symmetry-breaking. To study how oligomerization affects the dy-

namic evolution of polarized states, we turned to numerical simulations. We again considered

a simple model with indirect positive feedback and no direct binding, and we focused on two

features of polarization dynamics: the rate at which asymmetries grow during spontaneous

or induced symmetry-breaking, and the rate at which the spatial distribution of membrane-

bound oligomers evolve towards a final steady state profile.

Simulations confirm that for this system, stably polarized states are characterized by
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single-peaked distributions (Fig. 2.4A). For a given choice of parameter values, the time to

reach the stably polarized state depends strongly on initial conditions (Fig. 2.5). However,

for both spontaneous and induced polarization, the growth of asymmetries proceeds through

an intermediate exponential phase (Fig. 2.4B, Fig. 2.5). Although the growth rate depends

on the choice of initial conditions, variation in growth rate with model parameters is tightly

correlated across different initial conditions (Fig. 2.5). Therefore we used exponential

growth rate following a transient local perturbation (3-fold increase in local protein level) of

the uniform steady state as a measure of polarization speed.

Polarization speed was weakly sensitive to variation in feedback strength, but strongly

sensitive to variation in mean oligomer size. Increasing the mean oligomer size s from 1.5 to 6

produced an order of magnitude decrease in polarization speed (Fig. 2.4C, blue curve; solid

line represents mean speed for a given oligomer size; error bars indicate the maximum and

minimum values measured for different values of J). The observed decrease in polarization

speed is close to the predicted decrease in effective dissociation rate (≈ 1
s2

= 16-fold),

suggesting that size dependence of oligomer exchange determines how oligomerization shapes

polarization speed. Indeed, scaling the monomer off-rate (kmoff ) to enforce a size-independent

dissociation (at steady state) completely abolished the dependence of polarization speeds on

mean oligomer size (Fig. 2.4C, orange curve). In contrast, nullifying size-dependence of

diffusivity had no effect on polarization speed (Fig. 2.4C, magenta curve). Therefore,

size-dependent oligomer release sets polarization speed for this simple system. Increasing

mean oligomer size reduces the need for strong feedback, but at the cost of slowing down

polarization.

In some biological contexts (e.g. in C. elegans zygotes and certain neuroblast stem

cells[109, 112, 113]), a transient response to external cues can induce the rapid enrichment of

polarity proteins within a broad spatial domain. Once this cue is gone, the initial distribution

will evolve further through diffusion and exchange. For the system considered here, a broad
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Figure 2.4: Mean oligomer size tunes polarization dynamics. (A) Example dynamics
of polarization when symmetry-breaking is induced by a local 3-fold increase in membrane
protein concentration M in a single point in space. Each line represents the spatial distri-
bution of protein at a different time point (B) The logarithm of maximum local value of M
over time, showing a region in which Mmax grows exponentially (polarization speed). (C)
Polarization speed plotted as a function of mean oligomer size s, given different relationships
between oligomer size, effective diffusivity and effective subunit dissociation rates. The bold
lines indicate the average of values measured while sampling J between 2 and 10, and the
error bars represent the maximum and minimum values. The orange line represents the case
where only diffusion is size-dependent, the magenta line represents the case where only the
dissociation rate is size dependent, and the dark blue line represents the case where both are
size dependent. (D) Example of the temporal evolution of a step-change distribution that
is stable in the absence of diffusion. (E) The boundary position, measured as the inflection
point in the spatial profile of the distribution, as a function of time. The position moves at
a constant rate (boundary speed). (legend continued on next page)
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Figure 2.4: (continued) (F) Boundary speed plotted as a function of mean oligomer size
s, given different relationships between oligomer size and effective diffusivity and effective
dissociation. The bold lines indicate the average of values measured sampling J between
2 and 10 and the error bars represent the maximum and minimum values. Orange line:
size-dependent diffusion; Magenta line: size dependent dissociation; Dark blue line: size
dependent diffusion and dissociation; Light blue line: no size dependence. (G) Plot showing
the time it would take for the boundary to shift 1 µm as a function of mean oligomer size
s, given J = 1, D = 0.1 µm2s−1, k

p
off = 0.1 s−1, and kmoff = 1 s−1. (H) Schematic

illustrating the trade-offs that emerge from tuning the mean oligomer size.

initial distribution will evolve towards the stably peaked distribution described above (Fig.

2.4D). To determine how oligomerization and feedback shape the timescale on which this

occurs, we initialized simulations with broad plateau-shaped distributions that are stable

in the absence of diffusion. Then we tracked the position of the domain boundary over

time in the presence of diffusion. In all such simulations, the domain boundary position

moves at an approximately constant speed towards the stable peaked steady state (Fig.

2.4E). Therefore, we quantified how boundary speed varies with mean oligomer size (Fig.

2.4F). Like polarization speed, boundary speed showed very weak dependence on positive

feedback and strong dependence on mean oligomer size, decreasing by more than an order

of magnitude as the mean oligomer size increases from 1.5 to 6 (Fig. 2.4F). In this case,

the size-dependence of boundary speed depends on multiplicative contributions from size-

dependent dissociation and mobility (Fig. 2.4F). Slowing depolymerization kinetics further

decreases both polarization and boundary speed (2.5). For typical diffusivities of membrane

proteins (D = 0.1µm
2

sec ), and cell sizes (L = 50µm), a mean oligomer size of 4, and
k
p
off

kmoff
= 0.1

a shift in boundary position by 2 percent of cell length would take > 250 times the monomer

binding lifetime, and for a mean oligomer size of 20, the same shift would take > 5000

times the monomer lifetime (Fig. 2.4G). Therefore, oligomerization of membrane proteins

can allow a cell to effectively stabilize polarized domains of different sizes in response to

transient inputs over times much longer than the residence times of individual proteins.

When boundary speed is slow relative to polarization speed, the quasi-stability of a
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step-change asymmetry can be assessed in a simpler two-compartment model in which two

membrane compartments of varying relative lengths compete for a shared pool of cytoplas-

mic monomers in the absence of lateral membrane diffusion (see Methods). This analysis

shows that when oligomerization and feedback strengths are tuned for spontaneous symme-

try breaking (upper right domain in Fig. 2.2D), there is no limit to the size of the domain

that a cell can stabilize. When the uniform steady state is stable (but stable polarity can still

be induced; lower left domain in Fig. 2.2E), the maximum size of the quasi-stable domain

that can be induced depends on both oligomerization and feedback strength and becomes

smaller with increasing distance from the phase boundary (Fig. 2.5). Therefore, the ability

to stabilize a domain of arbitrary size is only a property of systems in which polarization

would occur spontaneously

Together, these findings reveal how size-dependent oligomer dynamics produce an in-

trinsic trade-off between an ability to polarize rapidly in response to small cues or noisy

fluctuations, and the ability to stabilize a domain boundary at an arbitrary position (Fig.

2.4H). Increasing mean oligomer size pushes the system towards slow polarization and stable

boundaries.

2.2.5 Saturating feedback slows polarization speed but has weak effects on

boundary speed relative to oligomerization

Previous studies show that introducing saturating feedback kinetics into simple mass-balanced

reaction diffusion models can lead to slower polarization and slower resolution of multipolar

states by competition [27]. To ask how the effects of saturation compare to those that arise

through oligomerization, we modified the above model (linear indirect feedback and no direct

binding) by introducing a simple form of saturating feedback proportional to M
M+Ksat

(Fig.

2.5A). Introducing S = Mss
Ksat

as a simple measure of saturation at the uniform steady state,
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the conditions for spontaneous polarization become (see Methods):

Jfeedback >
D∗ 1+α

(1−α)2
+ 1− α

α
(
2+S
1+S )

)
−
(

S
1+S

)
−D∗ 1+α

(1−α)2

(2.8)

where Jfeedback is again the ratio of monomer binding flux due to positive feedback over the

basal monomer binding rate, evaluated at the uniform steady state.

Using a combination of local perturbation analysis and simulations, we find that in-

troducing saturation increases the strength of feedback and/or oligomerization required for

spontaneous polarization, and reduces the range of parameter values for which polarity can

be induced through local perturbation (Fig. 2.5B). Consistent with previous reports [27],

both the polarization speed and boundary speed decrease with the strength of saturation

(Fig. 2.5C,D). However, while the effect on polarization speed is significant relative to the

effects of oligomerization(Fig. 2.5C), the effect on boundary speed is modest(Fig. 2.5D).

Thus increasing the degree of saturation makes it more difficult to polarize, both by increas-

ing the strength of feedback and/or oligomerization required to polarize, and by slowing

down polarization speed. In contrast, while saturating feedback makes boundaries of estab-

lished asymmetries slightly more stable, its effects are relatively weak compared to those of

increasing mean oligomer size.

2.2.6 The role of oligomerization in shaping polarization dynamics extends

to different feedback topologies

Thus far, we considered forms of feedback in which a protein acts locally to promote its own

accumulation on the cell membrane. To explore the generality of these results, we considered

an alternative model in which two peripheral membrane proteins A and B bind the membrane

at constant rates and act locally to promote one another’s dissociation at rates that are linear

functions of their local densities (Fig. 2.6A). We assume that A forms oligomers while B
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Figure 2.5: Saturating feedback reduces the potential for polarization and slows
polarization speed but has weak effects on boundary speed.(A) Plot of simple
saturating feedback. (B) Phase diagrams produced using LPA and showing how regimes
with spontaneous, inducible, or no polarity shift with increasing saturation at uniform steady
state, measured by S = Mss

Ksat
. (C,D) The effect of increasing M relative to the saturation

constant on the dynamics of polarization and boundary stability, assessed by numerical
simulations. (C) Polarization speed plotted as a function of mean oligomer size s, for

different values of S = Mss
Ksat

. (D) Boundary speed plotted as a function of mean oligomer

size s, for different values of S = Mss
Ksat

.
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does not, and that only monomers dissociate. Assuming that oligomerization of A is fast

relative to exchange, we can write equations for a two-species model:

∂A

∂t
= kAonCA − (kAoff + kBAB)m1(A) +DA

∂2A

∂x2

∂B

∂t
= kBonCB − (kBoff + kABA)B +DB

∂2B

∂x2

CA = Atot −
∫ L

0
A(x)dx

CB = Btot −
∫ L

0
B(x)dx

(2.9)

Considering a limiting form of this model in which diffusion is slow and B monomers

dissociate far more rapidly than A monomers, we find that spontaneous polarization occurs

when:

Jfeedback =

(
JA

1 + JA

)(
JB

1 + JB

)
>

1− α

1 + α
(2.10)

where JA and JB are the ratios of feedback-dependent to basal dissociation rates for A and

B respectively. Plotting Jfeedback vs α (Fig. 2.6B) shows that as for models with positive

feedback on local recruitment, combinations of relatively weak oligomerization and feedback

are sufficient for spontaneous polarization. For example, when the mean oligomer size is

2.5, mutual inhibition must only double the dissociation rates of A and B for polarization

to occur. Local perturbation analysis reveals that even when polarization does not occur

spontaneously, it can be induced by sufficiently large local perturbations for a broader range

of Jfeedback and α values (Fig. 2.6C). Finally, as for models with positive feedback on

recruitment, the polarization speed and the boundary shift speed decrease as a function of

mean oligomer size (Fig. 2.6D). Thus, oligomerization enables polarization and shapes po-

larization dynamics in very similar ways for networks with very different feedback topologies.
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Figure 2.6: Oligomerization promotes polarization and slows polarization dynam-
ics when combined with mutual antagonism. (A)Reaction diagram showing mutually
antagonistic effects between two membrane-binding proteins. (B) Analytical solution for
the boundary between unstable and stable uniform states in phase space determined by α

and Jfeedback = JA
1+JA

JP
1+JB

. (C) The potential for polarization, as assessed by LPA, plotted

in terms of α or s and Jfeedback for JA = 1 (top) and JA = 5 (bottom). Blue indicating
spontaneous polarization, yellow indicating inducible polarization, and orange indicating no
polarization. (legend continued on next page)
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Figure 2.6: (continued) (D) Polarization speed plotted as a function of mean oligomer size
S, given different relationships between oligomer size and effective diffusivity and effective
dissociation. The orange line represents the case where only diffusion is size-dependent, the
magenta line represents the case where only the dissociation rate is size dependent, and the
dark blue line represents the case where both are size dependent. (E) Boundary speed plotted
as a function of mean oligomer size S for Jfeedback = 0.64, given different relationships
between oligomer size and effective diffusivity and effective dissociation. Orange line: size-
dependent diffusion only; Magenta line: size dependent dissociation only; Dark blue line:
size dependent diffusion and dissociation; Light blue line: no size dependence.

2.3 Discussion

The ability to self-oligomerize is common to many peripheral membrane proteins that adopt

asymmetric distributions in polarized cells. Here we have explored how this ability shapes

the performance of simple feedback circuits that underlie cell polarization. We focused

on two properties that emerge as natural consequences of oligomerization – size-dependent

membrane binding avidity [86, 34] and size-dependent mobility [124]. We find that both

properties sharply enhance the ability of simple circuits to form and stabilize cell surface po-

larity. Both also contribute to controlling the rate at which asymmetries grow spontaneously

or in response to local cues and the rate at which they evolve towards stably polarized states.

Overall, our results reveal how strength of oligomerization, which determines mean oligomer

size, can act as a physiological control parameter that determines if, when and how fast

polarization can occur.

Oligomerization promotes symmetry breaking through positive feedback and

by reducing the dissipative effect of diffusion.

Cell surface asymmetries are formed and maintained by the local differences in the rela-

tive rates of binding and unbinding [55] working against the dissipative effects of diffusion.

Theoretical studies have established that both spontaneous emergence and maintenance of

stable asymmetries require nonlinear positive feedback on accumulation [90, 47, 27]. For
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peripheral membrane proteins, this can involve either increased binding rates, or decreased

unbinding rates, with increasing density. To amplify local asymmetries around a spatially

uniform steady state, the net rate of accumulation must increase with cell surface density at

the steady state (see Eq. 2.3, [47, 27]). For a typical protein that binds the membrane with

zero-order (density-independent) kinetics and unbinds with first order (linear in density)

kinetics, this implies that the combination of positive feedback on binding and detachment

must contribute stronger than linear dependence of net accumulation rate on density, to

amplify local asymmetries.

Here, we find that size dependent membrane binding avidity endows oligomers generically

with a form of positive feedback in which the effective dissociation rate constant decreases

with increasing density. This form of feedback is insufficient, on its own, to drive spontaneous

symmetry-breaking. However, it strongly reduces the amount of additional positive feedback

required to break symmetry to an extent that increases with increasing oligomer size. Even

for weak oligomerization, characterized by a mean oligomer size of 2.5, positive feedback on

monomer binding (resp. unbinding) need only deliver an approximately 50% increase (resp.

decrease) over basal rates to drive symmetry breaking. As a simple comparison, achieving

the same result (with the same feedback strength) with cooperative positive feedback on

monomer recruitment would require greater than fourth order dependence (Fig. 2.5).

We also find that the size-dependent decrease in oligomer mobility can sharply reduce the

dissipative effects of diffusion which would otherwise degrade the potential for symmetry-

breaking. This effect would be weak for the weak size-dependence of proteins observed in

pure membranes. However, interactions with a submembrane cytoskeleton can lead to much

sharper size dependence, and thus much sharper reduction in mobility. Moreover, the mag-

nitude of this effect will increase with the strength of oligomerization. Thus oligomerization

of peripheral membrane proteins provides a tunable form of feedback, and tunable control

of protein mobility that can greatly enhance the potential for symmetry breaking and po-

60



larization. Importantly, the strength of this effect can be readily controlled by modulating

the equilibrium binding constant for self-association, e.g through phosphorylation.

Direct binding of cytoplasmic monomers to oligomers can either inhibit or

drive polarization.

For proteins that can bind membranes and self-oligomerize, there are two paths by which a

cytoplasmic monomer can join membrane-bound oligomers – either indirectly by first binding

the membrane and then diffusing into contact with an oligomer, or by direct binding to the

oligomer. Classical studies [13, 102] have characterized the relative contributions of these two

binding modes to protein absorption on membranes [102] or to ligand binding and uptake

[13].

Here we characterized the relative contributions of direct and indirect binding modes

to polarization. We find that the contribution of direct binding depends on whether or

not the basal membrane binding and oligomerization kinetics obey detailed balance (i.e.

whether or not they consume energy). When detailed balance is satisfied and polarization

is driven by positive feedback on monomer binding to the membrane, direct binding to

oligomers reduces the potential for polarization. However, another unanticipated mode of

feedback emerges when detailed balance is broken in a way that favors a steady state flux

of monomers from the cytoplasm into oligomers. This could occur in many ways. For

example, oligomers could recruit an enzyme that locally modifies monomers or phospholipids

to promote association between monomers and the cell membrane. Regardless of how it

arises, net flux from cytoplasm into oligomers at steady state is a form of positive feedback

because its magnitude increases with overall density of membrane-bound subunits. As with

other forms of feedback, we find that the potential for polarization increases with feedback

strength (measured as the ratio of the net flux from cytoplasm into oligomers (Jnet) over

basal monomer binding rate), and increasing oligomerization strength reduces the amount of
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additional feedback required for polarization. However, in this case, increasing direct binding

increases feedback strength because it increases (Jnet).

Our results therefore highlight two general modes of positive feedback on recruitment

that could drive symmetry breaking and polarization: One relies on increasing the effective

number of membrane binding sites for cytoplasmic monomers; the other relies on breaking

detailed balance to favor a net flux into oligomers. Because binding to the cell surface is a

diffusion limited process, the relative densities of membrane binding sites and oligomers will

determine which of these two modes are more effective drivers of cell polarity.

Oligomerization provides tunable control over the speed and mode of

polarization.

Our results also reveal how oligomerization allows tunable control over the speed of polar-

ization. Weak oligomerization favors rapid growth of asymmetries and a rapid approach to a

steady state in which the position of polarity boundaries are dictated by binding/unbinding

kinetics and diffusivities intrinsic to the polarity circuit through mechanisms such as wave-

pinning [105]. Stronger oligomerization reduces the rate at which local asymmetries grow,

and the rate at which they approach steady state. This allows external cues that promote lo-

cal binding [98, 96, 54, 122] or unbinding [107] of polarity factors, or their rapid transport by

actomyosin flows [109, 112, 113] to impose spatial asymmetry patterns that are then main-

tained as quasi-stable states over much longer timescales, and which are no longer dictated

by the internal reaction/diffusion kinetics of the polarity circuit. While increasing oligomer-

ization strength to maintain asymmetries far from steady state will also necessarily decrease

the rate at which asymmetries grow, this can be readily overcome through the rapid control

of local binding/unbinding or transport by external inputs. Thus, modulating the strength

of oligomerization can allow tunable control, across different cells or within the same cell

over time, over the relative extents to which circuit-specific reaction diffusion dynamics and
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external inputs determine the spatial distributions of polarity proteins.

Homo-oligomerization as a versatile source of nonlinear feedback and

tunable mobility for cell polarity.

The ability to self-oligomerize is common to a large fraction of peripheral membrane pro-

teins. By recent estimates, something like 50% of cytoplasmic and membrane proteins form

homo-oligomers [46, 87], although the majority of these form homo-oligomers of fixed size.

This abundance is thought to be driven at least in part by the ease with which homodimeric

interfaces can arise through random mutation and through selection for the many functional

advantages (unrelated to polarization) conferred by homo-oligomerization [46, 92], and also

through entrenchment of randomly occurring, selective neutral mutations [61]. Therefore,

the frequent presence of oligomeric proteins in polarity circuits may be the result from exap-

tation of a frequently occurring property of proteins for an essential function in polarization.

Importantly, because the generic form of nonlinear positive feedback and tunable control

of mobility conferred by oligomerization do not depend on polarity circuit architecture, or

other modes of feedback, the barrier to exaptation is low.

2.4 Methods

Mathematical Model

We consider a simple 2D “cell” consisting of a 1D membrane of length L adjacent to a cyto-

plasmic compartment with height H and area A = HL. Without loss of generality, we assume

H = L. We assume that monomers bind reversibly to the membrane from a single well-mixed

cytoplasmic pool with rate constants (kmon, k
m
off ), and they self-associate at the membrane

with rate constants (k
p
on, k

p
off ) to form simple linear oligomers. In addition, cytoplasmic

monomers can bind directly and reversibly with rate constants (kcon, k
c
off ) to monomers or
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the ends of membrane-bound oligomers. We assume that there is simple positive feedback

on monomer recruitment, proportional to the total density of oligomer subunits at the mem-

brane. Finally, we assume that oligomers dissociate from the membrane at a rate that de-

creases with oligomer size. We assume initially that oligomers with size > 2 are stably bound.

Letting:

mn(x) be the concentration of oligomers of size i,

N(x) be the total density of oligomers at the membrane,

M(x) be the total density of oligomer subunits at the membrane

C be the total concentration of cytoplasmic subunits,

Mtot be the total number of all oligomer subunits

we write the following system of equations

∂C

∂t
= (kmon + kfM + kconN)C − kmoffm1 − kcoff (N −m1)

∂m1

∂t
= D1

∂2m1

∂x2
+ (kmon + kfM)C − kmoffm1

− kassm1 + kdissm2 − k
p
onm1N + k

p
off (N −m1)

∂mn

∂t
= Dn

∂2mn

∂x2
+ kassmn−1 − kassmn − kdissmn + kdissmn+1, n > 1

where kass = k
p
onm1 + kconC, kdiss = k

p
off + kcoff . Note that these equations are not

independent, given the conservation of total subunits:

Mtot = CA+

∫ L

0
M(x)dx
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Steady state analysis

Setting time and space derivatives to 0 in Eq 2.11 , we obtain:

0 = (kmon + kfM + kconN)C − kmoffm1 − kcoff (N −m1)

0 = (kmon + kfM)C − kmoffm1 − kassm1 + kdissm2 − k
p
onm1N + k

p
off (N −m1)

0 = kassmn−1 − kdissmn − kassmn + kdissmn+1, n = 2, 3, ...

The bottom equations imply:

kassmn − kdissmn+1 = kassmn+1 − kdissmn+2 = K, n = 1, 2, ...

Combining the top two equations yields:

0 = kassm1 − kdissm2 +
∞∑
n=1

(kassmn − kdissmn+1) =
∞∑
n=0

K

It follows that K must be identically 0, and at any uniform steady state, we must have

mi+1 = αmi, i = 1, 2, ...,

α =
kass
kdiss

=
k
p
onm1 + kconC

k
p
off + kcoff

(2.11)

Summing N = m1
∑∞

i=0 α
i and M = m1

∑∞
i=0 iα

i yields the following simple identities

relating m1, N , M and α that we use below:

N =
m1

1− α
, M =

N

1− α
=

m1

(1− α)2
(2.12)
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Enforcing detailed balance for basal binding kinetics

If basal membrane binding and oligomerization reactions satisfy detailed balance, then the

free energy change associated with incorporating a cytoplasmic monomer into a membrane-

bound oligomer is path-independent:

− log (KM )RT − log (KP )RT = − log (KC)RT

where

Km =
kmon
kmoff

, Kc =
kcon
kcoff

, Kp =
k
p
on

k
p
off

and therefore detailed balance is satisfied when:

γ =
KMKP

KC
= 1,

Reducing to a simple one species model

We start by rewriting:

α =
Kpm1(k

p
off + KCC

Kpm1
kcoff )

k
p
off + kcoff

(2.13)

If oligomerization kinetics are sufficiently fast, i.e if they satisfy:

k
p
off ≫ max

(
kmoff , k

c
off ,

KCC

KPm1
kcoff

)
(2.14)
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Then α ≈ Kpm1, and we can invoke a quasi-steady state assumption to write the single

equation for M :

∂M

∂t
= DM

∂2M

∂x2
+ (kmon + kconN(M) + kfM)C − kmoffm1(M)− kcoff (N(M)−m1(M))

(2.15)

Mtot = CA+

∫ L

0
M(x)dx

where

N(M) = M(1−KPm1), m1(M) =
1 + 2MKP −

√
1 + 4MKP

2MK2
P

,

and where DM represents the average subunit diffusivity, reflecting the dependence of

oligomer mobility on oligomer size.

Rearranging terms and using N −m1 = KPm1N :

∂M

∂t
= kmoff

[
DM

kmoff

∂2M

∂x2
+

kmon
kmoff

(
1 +

kcon
kmon

N +
kf
kmon

M

)
C −m1

(
1 +

kcoff
kmoff

KPN

)]
(2.16)

Choosing units of time τ = 1
kmoff

, length l = L and membrane density ρ we obtain:

dM

dt
= D

∂2M

∂x2
+K (1 +BN + fM)C −m1(1 + γBN)

Ctot = C +

∫ 1

0
M(x)dx

(2.17)

where:

D =
DM

kmoffL
2
, K =

kmon
Lkmoff

, B =
kcon
kmon

, f =
kf
kmon

, γ =
KpKm

Kc
, and Ctot =

Mtot

L
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General conditions for spontaneous polarization

Eq 2.17 has the general form:

dM

dt
= D

∂2M

∂x2
+ F (M)

(
Ctot −

∫ 1

0
M(x)dx

)
−G(M) (2.18)

where F (M) and G(M) define membrane binding and unbinding kinetics, respectively, as

a function of M . Spatially uniform steady state solutions of the form M(x) = Mss must

satisfy:

0 = F (Mss) (Ctot −Mss)−G(Mss) (2.19)

We consider stability with respect to small perturbations of the form:

M(x) = Mss +∆(x) (2.20)

Any such perturbation can be written as ∆(x) = M̄ + v(x), where M̄ is a spatially uniform

perturbation and v(x) is a spatially varying perturbation satisfying

∫ 1

0
v(x)dx = 0

Combining Eqs 2.18 and 2.19:

∂M

∂t
=

∂∆

∂t
= D

∂2∆

∂x2
+ F (Mss +∆)

(
Ctot −

∫ 1

0
(Mss +∆)dx

)
−G(Mss +∆) (2.21)
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Using a Taylor’s series expansion, we obtain:

∂∆

∂t
= D

∂2v

∂x2
+

(
F (Mss) +

∂F

∂m
(Mss)∆ + o(∆2)

)(
Ctot −Mss − M̄

)
−G(Mss)−

∂G

∂m
(Mss)∆ + o(∆2)

(2.22)

Neglecting higher order terms and using

∆(x) = M̄ + v(x) and Css = Ctot −Mss =
G(Mss)

F (Mss

we have:

∂∆

∂t
= D + αM̄ + βv (2.23)

where:

α =

(
∂F

∂m

G

F
− F − ∂G

∂m

)
M=Mss

and β =

(
∂F

∂m

G

F
− ∂G

∂m

)
M=Mss

(2.24)

The general solution to Eq 2.23 can be written:

∆(x, t) = M(t) + v(x, t) = M0e
αt +

∞∑
n=1

ane
β−k2Dcos(kx), k = 2πn (2.25)

For any small perturbation ∆(x, 0) = M0 +
∑∞

n=1 ancos(kx), the spatially uniform part,

M(t) = M0e
αt, decays over time if α < 0, whereas the spatial differences

v(x, t) =
∞∑
n=1

αne
β−k2Dcos(kx) (2.26)

can grow only if β > k2D for some n ≥ 1. Therefore, the conditions for spontaneous

polarization are:

(
∂F

∂m

G

F
− ∂G

∂m

)
M=Mss

> D∗, where D∗ = 4Dπ2 (2.27)
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Conditions for inducible polarization

We used Local Perturbation Analysis (LPA) to evaluate coexistence of stable spatially uni-

form and polarized steady states. Briefly, we consider the dynamic response to a finite-

amplitude perturbation from a stable spatially uniform steady state M = Mss within an

infinitesimally small spatial domain. We assume that diffusion is sufficiently slow (DM ≈ 0)

that local changes within this domain do not affect the bulk pools of membrane-bound or

cytoplasmic protein. The equation for the local response Ml then writes:

dMl

dt
= F (Ml) ∗ Css −G(Ml) (2.28)

where

Css =
G(Mss)

F (Mss)

Eq 2.28 has a fixed point at Ml = Mss corresponding to the spatially uniform steady state.

When DM = 0, spontaneous polarization occurs when this fixed point is unstable, i.e when:

(
∂F

∂Ml

G

F
− ∂G

∂Ml

)
Ml=Mss

> 0

consistent with the result from linear stability analysis when DM = 0.

If the fixed point at Ml = Mss is stable, then a stably polarized steady state exists when

Eq 2.28 has an unstable steady state at Ml = Mth, for Mth > Mss. Mth then defines the

threshold size of a perturbation required to induce a transition to the polarized steady state

(neglecting diffusion).

In practice, we used MATLAB to identify a point Ml = Mth > Mss where:

dMl

dt
= F (Mth) ∗ Css −G(Mth) = 0
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within the range:

Mss ≤ Ml ≤ Mss ∗ 1000

and we assessed its stability by determining the sign of:

(
∂F

∂Ml
∗ Css −

∂G

∂Ml

)
Ml=Mth

Specific conditions for spontaneous polarization

Case 1: Indirect positive feedback; basal kinetics satisfy detailed balance.

If basal kinetics satisfy detailed balance, then γ = 1,

F (M) = K(1 + fM +BN), G(M) = m1(1 +BN), (2.29)

and the uniform steady state is unstable when

(
m1(1 +BN)

1 + fM +BN

)(
f +B

∂N

∂M

)
−
(
∂m1

∂M
(1 +BN) +

∂N

∂M
Bm1

)
> D∗ (2.30)

where m1, N and M are evaluated at the uniform steady state.

Using:

∂m1

∂M
=

m1

M

(
1− α

1 + α

)
,

∂N

∂M
=

∂m1

∂M

M

m1
=

1− α

1 + α
,

m1

M
= (1− α)2 (2.31)

gives:

m1
M

(
fM(1 +BN)− 1−α

1+α

(
fM(1 +BN + BN

1−α) + (1 +BN)2
))

1 + fM +BN
> D∗ (2.32)
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Introducing Jfeedback = fM , and Bdir = BN , this becomes:

Jfeedback(1 +Bdir)−
(
1− α

1 + α

)(
Jfeedback

(
1 +Bdir +

Bdir

1− α

)
+ (1 +Bdir)

2
)

> D∗1 + Jfeedback +Bdir

(1− α)2

(2.33)

Solving for Jfeedback yields conditions for spontaneous polarization:

J >
D∗(1 +Bdir)

1+α
(1−α)2

+ (1− α)(1 +Bdir)
2

2α(1 +Bdir)−Bdir −D∗ 1+α
(1−α)2

2α(1 +Bdir)−Bdir −D∗ 1 + α

(1− α)2
> 0

(2.34)

The simpler conditions cited in the main text follow directly from setting D∗ = 0 and/or

Bdir = 0 in Eq 2.34

Case 2: No indirect positive feedback; detailed balance not satisfied

Assume now that there is no positive feedback (f = 0) and that detailed balance is not

satisfied (γ ̸= 1):

F (M) = K(1 +BN), G(M) = m1(1 + γBN) (2.35)

The uniform steady state is unstable when

m1(1 + γβN)

1 +BN

(
B
∂N

∂M

)
−
(
∂m1

∂M
(1 + γβN) +

∂N

∂M
γBm1

)
> D∗ (2.36)

Using

∂N

∂M
=

∂m1

∂M

M

m1
,
∂m1

∂M
=

(1− α)3

1 + α
, and M =

N

1− α
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and simplifying yields:

(1− γ)BN − (1 + γβN)(1− α)(1 +BN)

1 +BN
>

1 + α

(1− α)2
D∗ (2.37)

Note that this inequality can only be satisfied if γ < 1. Thus detailed balance must be

broken in a particular direction for spontaneous symmetry breaking to occur.

To simplify this inequality, we consider the net flux of monomers from the cytoplasm to

membrane oligomers (or from the membrane back to the cytoplasm) at steady state. From

eq 2.17, we have:

Jnet = BN(KC − γm1) = m1 −KC (2.38)

Eliminating KC and solving for Jnet yields:

Jnet =
m1(1− γ)BN

(1 +BN)
(2.39)

or

(1− γ)BN =
(1 +BN)Jnet

m1
(2.40)

Using Jnet = m1 −KC and introducing Jfeedback = Jnet
KC , this becomes:

(1− γ)BN = (1 +BN)
Jfeedback

Jfeedback + 1
(2.41)

Substituting 2.41 into 2.37, and using Bdir = BN gives:

Jfeedback
1 + Jfeedback

− (1 + γBdir)(1− α) >
1 + α

(1− α)2
D∗ (2.42)

Solving for Jratio yields the final result:

73



Jfeedback >

1+α
(1−α)2

D∗ + (1 + γBdir)(1− α)

1− (1 + γBdir)(1− α)− 1+α
(1−α)2

D∗ (2.43)

When D∗ = 0, this reduces to the simpler form:

Jratio >
(1 + γBdir)(1− α)

1− (1 + γBdir)(1− α)
(2.44)

Case 3: Saturating feedback and no direct binding

We now consider a model in which there is no direct binding and positive indirect feedback

on M recruitment is governed by a saturating function of the form:

H(f,Ksat,M) =
fM

Ksat +M
(2.45)

With these assumptions, we have:

F (M) = K (1 +H(f,Ksat,M)) , G(M) = m1(M) (2.46)

Thus the conditions for spontaneous polarization are:

(
∂H
∂Mm1

1 +H
− ∂m1

∂M

)
M=Mss

> D∗ (2.47)

One can readily verify that::

∂H

∂M
=

fKsat

(Ksat +M)2
=

Ksat

Ksat +M

H

M

Using

m1

M
= (1− α)2
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and introducing:

S =
Msat

Ksat
, Jfeedback = H(Mss)

we have: (
1

1 + S

)(
Jfeedback

1 + Jfeedback

)
>

D∗

(1− α)2
+

1− α

1 + α

Finally, solving the inequality for Jfeedback, we find that spontaneous polarization occurs

when:

Jfeedback >
D∗ 1+α

(1−α)2
+ 1− α

α
(
2+S
1+S )

)
−
(

S
1+S

)
−D∗ 1+α

(1−α)2

(2.48)

Case 4: Feedback through cross-inhibition

We consider a model in which two distinct proteins A and B bind reversibly to the membrane

from well-mixed cytoplasmic pools. We assume that A, but not B, oligomerizes at the

membrane, and that cytoplasmic monomers of A do not bind directly to membrane-bound

oligomers. We assume that A and B monomers bind to the membrane at constant rates,

and that A promotes the dissociation of the B monomers, and B promotes the dissociation

of A monomers, in each case at rates proportional to the total density of membrane bound

protein. Assuming that oligomerization of A is much faster than exchange, and invoking a

quasi steady state approximation described above, we can write:

∂A

∂t
= kAonCA − (kAoff + kBAB)m1(A) +DA

∂2A

∂x2

∂B

∂t
= kBonCB − (kBoff + kABA)B +DB

∂2B

∂x2

CA = Atot −
∫ L

0
A(x)dx

CB = Btot −
∫ L

0
B(x)dx

(2.49)
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Where kAB and kBA are cross-inhibition rates and:

m1(A) =
1 + 2AKA

P −
√

1 + 4AKA
P

2A
(
KA
P

)2
One can verify that this system of equations has a single spatially uniform steady state.

Assuming that diffusion of A and B is negligible, we can determine the conditions for spon-

taneous symmetry breaking by considering the dynamic response of A and B to a local

perturbation to this steady state within an infinitesimally small domain. The time evolution

of local densities of A and B are then given by:

dAL

dt
= kAonC

A
SS − (kAoff + kBABL)m1(AL) (2.50)

dBL

dt
= kBonC

B
SS − (kBoff + kABAL)BL

Assuming that the membrane-binding dynamics of B are much faster than those of A and

making a quasi-steady state approximation for BL:

BL ≈ kBonC
B
ss

kBoff + kABAL

we obtain:

dAL

dt
= kAonC

A
SS −

(
kAoff +

kBAk
B
onC

B
ss

kBoff + kABAL

)
m1(AL) = F (AL) (2.51)

Eq 2.51 has a steady state at AL = Ass. If diffusion is infinitely slow and membrane

dynamics of B are infinitely fast, a small perturbation to the steady state in equations 2.49

will grow iff this steady state is unstable:

(
dF (AL)

dAL

)
AL=Ass

> 0 (2.52)
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Thus we have:

(
kABkBAk

B
onC

B
ss

(kBoff + AsskAB)
2

)
m1 (Ass)−

dm1(Ass)

dAL

(
kAoff +

kBAk
P
onC

B
ss

kBoff + AsskAB

)
> 0 (2.53)

using

m1(Ass) = Ass (1− α)2 ,
dm1(Ass)

dAL
=

(1− α)3

1 + α
, CB

ss =
(kBoff + kABAss)Bss

kBon

we have:

kABAsskBABss

kPoff + AsskAB
(1− α)2 −

(
kAoff + kBABss

)((1− α)3

1 + α

)
> 0 (2.54)

and thus: (
AsskAB

AsskAB + kBoff

)(
BsskBA

BsskBA+ kAoff

)
>

1− α

1 + α
(2.55)

Finally, introducing JA = kBABss

kAoff
and JB = kABAss

kBoff
we obtain the final result:

(
JA

1 + JA

)(
JB

1 + JB

)
>

1− α

1 + α
(2.56)

Numerical simulations

We performed all numerical simulations using custom scripts written in MATLAB. We dis-

cretized the 1D membrane domain into 100 equally-sized compartments and used a center-

difference approximation to estimate diffusive flux between compartments. We used periodic

boundary conditions in simulations to test for symmetry breaking, and no-flux boundary

conditions in simulations to determine dynamics. In simulations of the full kinetic model,

We allowed oligomers a maximum size of 50. We solved the resulting systems of ordinary
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differential equations using MATLAB’s built-in ode45 function using default settings. In

all simulations, we chose kmoff and membrane length L to be the units of time and length

respectively, and selected values for other model parameters as described below.

Mapping the parameter space for spontaneous and inducible polarization in

simple one- and two-species models

Linear positive feedback and no direct binding

For this scenario, we set B = 0 and γ = 1 in Eq 2.17. We randomly sampled values

for KM between 0.2 and 2, α between 0 and 1 and Jfeedback between 0 and 3. We con-

strained the uniform steady state density to be Mss = 1, and then we computed the values

of all other model parameters. For the case with no diffusion (D = 0, Fig. 2.2E), we

used LPA as described above to determine the threshold for inducible polarization. For

the case where D > 0 (Fig. 2.2F), we chose values for D as specified in the figure leg-

end, sampled all other parameter values as described above, and then assessed the poten-

tial for spontaneous and inducible polarization using simulations. To look for spontaneous

polarization, we initialized simulations from the uniform steady state with a small pertur-

bation to the density in one membrane compartment. To look for polarity induction, we

initialized simulations with an asymmetry predicted to be stable without diffusion based on

phase plane analysis (see below). In both cases, we ran simulations for 5000 units of time

and then scored the outcome as polarized when the ratio of the maximum and minimum

densities, assessed across all membrane compartments, was greater than the initial value.

Saturating positive feedback and no direct binding

We fixed values for the saturation factor S = Mss
Ksat

as specified in Fig. 2.5, and sampled

values for all other parameters as in the case for linear positive feedback described above.
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Model with mutual antagonism

For the model with mutual antagonism, we sampled values for α and Jfeedback uniformly

between 0 and 1. We constrained the uniform steady state densities for proteins A and B

to be Ass = 1, Bss = 1. We fixed a value for JA as indicated in figure panels. We sampled

values for kaon, k
p
on, and k

p
off randomly between 0.1 and 1, then computed the values of all

other parameters. We used LPA as described above to test for spontaneous and inducible

polarization for the scenario in which diffusion is negligible.

Relaxing the assumption of fast oligomerization kinetics

We used simulations of the full kinetic model to determine the effect of relaxing the assump-

tion of fast oligomerization kinetics.

Linear positive feedback and no direct binding

We fixed k
p
off as indicated in (2.5(A)), sampled values for all other parameters as described

above for the one-species model, and tested for spontaneous symmetry breaking as described

above.

Scenarios with direct binding

For the cases where γ = 1 and indirect positive feedback is active (kf ≥ 0), we fixed

kmon = 0.05 and kcoff = 0.1; we assigned values to
kpoff
kcoff

and Bdir as indicated in (2.5). We

randomly sampled values for Jfeedback between 0 and 3 and α between 0 and 0.95. Then

we computed the values of all other parameters. For the cases where γ < 1 and kf = 0,

we fixed kmon = 0.05 and kcoff = 0.1; we assigned values to
kpoff
kcoff

and γBdir as indicated in

(2.5). We sampled values for Jfeedback between 0 and 3 and α between 0 and 0.95. Then we

computed the values of all other parameters. For both cases, we used numerical simulations

to test for spontaneous polarization as described above.

79



Relaxing the assumption that oligomers of size ≥ 2 do not dissociate from

the membrane

To relax this assumption, we modified the full kinetic model so that oligomer dissociation

rate decreases exponentially with size:

kioff (n) = kmoffβ
(n−1)

and the parameter β sets the rate of decrease. We fixed values for β as indicated in (2.5(B)).

We set kcon = kcoff = 0, and k
p
off = 1. We sampled values for kmon between 0.2 and 2, kf

between 0 and 3kmon andKp = kpon
kpoff

between 0 and∞. Then we computed values for Jfeedback

and mean oligomer size s at the uniform steady state, assessed by allowing simulations to

reach steady state in a single spatial compartment. We then assessed spontaneous symmetry

breaking as described above.

Relaxing the assumption that oligomerization occurs only at the cell

membrane

To relax this assumption, we modified the full kinetic model so that oligomerization occurs

both in the cytoplasm and on the membrane with different equilibrium constants K
p
mem and

K
p
cyt. We assumed that oligomerization in the cytoplasm is at quasi-steady state, such that

the distribution of cytoplasmic oligomer sizes is given by Cn = C1α
n−1 where α = C1K

p
cyt.

We set k
p
off = 1 and we fixed the ratio

Kp
cyt

K
p
mem

as indicated in (2.5(C)). We sampled values

for kmon between 0.2 and 2, kf between 0 and 3kmon, and Kp between 0 and ∞. Then we

computed values for Jfeedback and mean oligomer size s at the uniform steady state and

tested for spontaneous polarization as described above.
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Numerical simulations to determine polarization speed

For the model with indirect positive feedback on monomer recruitment, we sampled values

for α between 0.35 and 0.9 and Jfeedback between 2 and 10. We constrained Mss = 1,

set the scaled monomer diffusivity to D = 0.00001 and sampled values for K between 0.2

and 2. To simulate the absence of size-dependent dissociation, we scaled kmoff to hold the

effective dissociation rate of molecules constant as α was varied. For simulations in which

oligomerization dynamics were not assumed to be infinitely fast (2.5), we assigned values

to k
p
off as indicated in the figure legend and assigned Jfeedback = 5. All other parameter

values were determined by these constraints.

For the model with mutual antagonism, we sampled values for α between 0.35 and 0.9.

We set Jfeedback = 0.64, kAoff = kBoff = 0.1 s−1, JA = JB , and kAon = kBon = 1s−1,

DA = DB = 0.1µm2s−1, concentration of A and B were scaled to their uniform steady states

respectively, and all other parameters were determined by these constraints. Simulations

were initiated with one compartment 3-fold more concentrated than the uniform steady

state. Polarization speed was assessed as the slope of the log of the maximum concentration

at the membrane when the maximum concentration was 1.5-fold higher than its minimum

value in time and 2-fold lower than its maximum value in time.

Numerical simulations to determine boundary speed

In simulations to determine the boundary speed for the model with positive feedback, we

sampled α between 0.35 and 0.8 and J between 2 and 10. Units for concentration, time,

and length were scaled by Mss, k
m
off , and membrane length respectively. Monomer diffusion

was set to 0.00001 and kmon was randomly sampled between 0.2 and 2. If oligomerization

dynamics were not assumed to be infinitely fast, k
p
off was set as indicated in figure panels.

All other parameters were determined by these constraints. In simulations to determine

boundary speed for the model with mutual antagonism, α was sampled between 0.35 and
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0.8, Jfeedback = 0.64, kAoff = kBoff = 0.1 s−1, JA = JB , and kAon = kBon = 1 s−1, DA =

DB = 0.1 µm2s−1, concentration of A and B were scaled to their uniform steady states

respectively, and all other parameters were determined by these constraints. In simulations

that lacked size-dependent dissociation, kmoff was scaled so that the effective dissociation

rate of molecules off the membrane was held constant as α was varied. Simulations were

initiated with an asymmetric step change distribution that was determined to be stable in

the absence diffusion and where the polarized domain takes up 80 percent of the membrane

length. For the model with positive feedback, this was determine by phase plane analysis (see

below) and for the model with mutual antagonism this was determined through numerical

simulations with DA = DB = 0. Boundary speed was determined by fitting a line to the

position of the boundary over 400 time units following initiation of the simulation, defining

the boundary as the inflection point of the spatial distribution.

Phase plane analysis

To identify asymmetries involving polarized domains of defined sizes that are stable without

diffusion, we performed phase plane analysis. We considered a model in which the cell mem-

brane is divided into two membrane compartments that exchange with a shared cytoplasmic

pool, but we assumed no diffusive flux between membrane compartments.

dM1

dt
= F (M1)C −G(M1) (2.57)

dM2

dt
= F (M2)C −G(M2) (2.58)

C = Mtot − (aM1 + (1− a)M2) (2.59)

where M1 and M2 are the concentrations of protein in the two membrane compartments

and a is the length membrane compartment M1 divided by the total length of the cell

membrane. We plotted nullclines for these differential equations for defined values of a and
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used the polyxpoply function in MATLAB to determine intersections between the nullclines

and thus steady states.

2.5 Supporting information

Supplementary Figures

Figure 2.7: Steady state analysis of spatially uniform distributions. (A) Flux balance
plot showing an example of a case in which there is exactly one uniform steady state. The
blue line indicates flux of protein onto the membrane as a function of membrane protein
concentration and the orange line indicates flux of protein off the membrane. (B) Flux
balance plot indicating a narrow range of parameter values for which multiple uniform steady
states are possible. Dotted lines indicate a range of curves that produce two uniform stable
steady states, generated by varying K. (C) Scatter plot showing the existence of exactly one
uniform steady state for the range of oligomerization strengths (α, s) and feedback strengths(
Jfeedback

)
explored in this paper. Each point corresponds to a randomly chosen parameter

set used in another analysis. Blue points have exactly one uniform steady state. There are
no points that have multiple steady states.
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Figure 2.8: Effects of relaxing different assumptions on polarization. (A) Scatter
plots showing results of simulations where the assumption that polymerization kinetics are
fast relative to membrane exchange is relaxed. (B) Scatter plots showing results of sim-
ulations where the assumption that oligomers of size 2 and greater do not dissociate from
the membrane is relaxed. In these simulations, the off rate of an oligomer of size n is equal
to kmoffβ

n−1. (C) Scatter plots showing the results of simulations where the assumption

that oligomerization only occurs on the membrane is relaxed. Kcyt denotes the equilibrium
binding constant for oligomerization in the cytoplasm and Kmem denotes the equilibrium
binding constant for oligomerization at the membrane. In all panels, blue dots indicate
spontaneous symmetry breaking, orange dots indicate a stable uniform state, and the dotted
line indicates the predicted phase boundary between these outcomes based on the ideal case.
Parameters were sampled as described in the methods section.
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Figure 2.9: Predictions of the full kinetic equations for scenarios involving direct
binding. (A,B) Scatter plots showing stability of the uniform steady state as a function
of oligomerization (α, s) and feedback strength

(
Jfeedback

)
when (A): γ = 1 for different

values of Bdir (left to right) and
kpoff
kcoff

(top to bottom) or (B): γ < 1 and kf = 0 and

γBdir = 0.5, for different values of
kpoff
kcoff

(left to right). Blue dots indicate unstable and

orange dots indicate stable states. Dashed lines indicate the boundary between stable and
unstable regimes derived for the one-species model.
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Figure 2.10: (A) Plots showing examples of the logarithm of the maximum local value of M
(Mmax) over time in simulations where polarization is triggered by different types of cues:
a local perturbation, a spatially varying random perturbation, and a broad perturbation.
While the speed of polarization differs based on the cue, all curves have a region in which
Mmax grows exponentially. (B) Scatter plots showing the correlation between polarization
speed across different types of perturbations in simulations where Jfeedback and α were
sampled randomly. Each point corresponds to a unique choice of model parameter values.
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Figure 2.11: Dependence of polarization dynamics on oligomer dissociation kinet-
ics. (A,B) Plots showing the effects of slowing down oligomerization dissociation kinetics(
k
p
off

)
on polarization speed (A) and boundary speed (B). Jfeedback is set to 5 in these

simulations, while all other parameters are sampled as described in the methods. Colored
lines show the dependence of polarization speed and boundary speed on mean oligomer size
s for different values of k

p
off .
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Figure 2.12: Asymmetries that do not arise spontaneously have a maximum
metastable domain size. The maximum metastable domain size plotted as a function
of α and Jfeedback. The color of individual points indicates the maximum size. Maximum
metastable domain size was assessed using nullcline analysis assuming no diffusion and do-
main boundary position ranging from 50% to 2% cell length, evaluating at increments of 1%
(see methods).
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Figure 2.13: Feedback strength and the sharpness of nonlinear dynamics determine
spontaneous polarization for models with cooperative positive feedback. The
orange line shows the boundary between spontaneously polarizing and stably uniform states
for a model with higher order positive feedback in phase space defined by Jfeedback and the
order of the feedback (n). The blue line shows the equivalent phase boundary for a model
with linear positive feedback in phase space defined by mean oligomer size and Jfeedback.
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CHAPTER 3

PAR-3 ASYMMETRIES ARE STABILIZED BY

OLIGOMERIZATION AND BIASED RECRUITMENT OF

MONOMERS TO THE MEMBRANE IN THE C. ELEGANS

ZYGOTE

3.1 Introduction

Across metazoans, a single module of proteins called the PAR proteins is involved in cell

polarization in a wide range of contexts [45]. The PAR proteins are not only required for

the establishment and maintenance of cell polarity but are also themselves asymmetrically

distributed at the cell membrane, and thus define polarized states. Therefore, understanding

how PAR asymmetries form and are stabilized is a crucial question in cell polarity.

The PAR proteins were discovered C. elegans, where they are required for the asymmetric

first division of the zygote. In this cell, two groups of PAR proteins become enriched in

complementary membrane anterior and posterior membrane domains. The anterior PARs

(aPARs) include PAR-3, PAR-6, PKC-3, and CDC-42, while the posterior PARs include

PAR-1, PAR-2, CHIN-1, and LGL-1. These groups of proteins form opposing asymmetries in

response to a sperm-derived cue [84]. Once established, this bipolar pattern is self-stabilizing

and persists through mitosis.

Polarization of the PAR proteins is separated into distinct establishment and maintenance

phases. During polarity establishment, which corresponds to interphase of the cell cycle,

the combination anterior-directed transport of aPARs through actomyosin flows [23, 109,

44] and microtubule dependent recruitment of PAR-2 and PAR-1 to the posterior cortex

[107, 174] provide initial symmetry-breaking cues. Both of these mechanisms depend on

the microtubule organizing center (MTOC) deposited by the sperm in the posterior of the

90



embryo [15, 29]. During polarity maintenance, which corresponds to M phase of the cell

cycle, this MTOC moves to the center of the embryo. Nonetheless complementary PAR

asymmetries are dynamically maintained, despite diffusion and turnover of PAR proteins at

the cell membrane [43, 125]. The current model for how these asymmetries are stabilized is

that aPARs and pPARs mutually antagonize each other’s cortical localization through direct

interaction [32, 44, 130, 84]. PAR-1 has been shown to directly phosphorylate PAR-3 [12, 107]

and CHIN-1 is a putative GAP for CDC-42 [9, 82, 130], while PKC-3 directly phosphorylates

and dissociates PAR-1, PAR-2, and LGL-1 [6, 107, 58, 5, 62]. Consistent with this model,

restriction of all pPARs to the posterior depends on PAR-3, PKC-3, PAR-6, and CDC-42.

PAR-1 and CHIN-1 play redundant roles in restricting aPARs to the anterior cortex, but in

the absence of both, the PAR-6/PKC-3 heterodimer spreads to cover the posterior cortex in

maintenance phase, and CDC-42 is uniformly active at the cortex [130]. However, our lab

previously showed that in the C. elegans zygote, PAR-3 maintains a polarized distribution

at the cell cortex even when all other PARs are uniform, i.e. in chin-1/par-1 double mutants

[130]. The mechanisms that stabilize PAR-3 asymmetries in M phase are unknown.

PAR-3 is an oligomeric scaffold protein that self-associates through a conserved N-

terminal domain, called the CR1 domain [11]. This CR1 domain is a PB1-like domain and

assembles head to tail into helical filaments in vitro [39, 168]. While PAR-3 contains sev-

eral predicted membrane binding domains [88, 101], deletion or mutation of the N-terminal

domain in C. elegans results in a strong attenuation of PAR-3 membrane localization and

embryonic polarity defects [88, 34, 126]. PAR-3 clustering plays an important role in polar-

ity establishment by entraining PAR proteins in anterior-directed cortical actomyosin flows

[34, 126, 154]. However, it is unknown whether PAR-3 clustering plays an additional role in

polarity maintenance.

Here, we use single molecule imaging to measure the kinetics of PAR-3 oligomerization

and membrane binding. We show that PAR-3 oligomers are larger on the anterior membrane,
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and measure oligomer size-dependent membrane dissociation. This combination results in

PAR-3 more stably associating with the anterior membrane than the posterior. We further

show that asymmetries in the distributions of PAR-3 oligomers are dynamically maintained

and that the recruitment of new PAR-3 monomers to the cell membrane exhibits an anterior

bias. Using a combination of mathematical modeling and experiments, we provide evidence

that the combination of feedback on monomer recruitment, dynamic oligomerization, and

avidity effects enables PAR-3 asymmetries to self-stabilize, and that these processes are

in turn regulated by interactions with other aPAR proteins. Finally, we show that the

positions of PAR-3 domain boundaries are not encoded by a reaction diffusion system, and

propose instead that oligomer size-dependent decreases in PAR-3 mobility effectively preserve

arbitrary domain boundaries for the duration of polarity maintenance. Together, these

results reveal a novel mechanism for stabilizing PAR-3 asymmetries in the absence of mutual

antagonism.

3.2 Results

3.2.1 Asymmetries in distributions of PAR-3 oligomers are dynamically

maintained in the C. elegans zygote.

As a first step to understanding how PAR-3 asymmetries are maintained in the absence of

posterior inhibition by PAR-1, we characterized the sizes and dynamics of PAR-3 oligomers at

the cell membrane using near-TIRF microscopy. We measured the distributions of oligomer

sizes in the anterior and posterior of par-1 mutant embryos during maintenance phase using

the intensity distribution of single molecules of GFP as an internal standard (Fig. 3.1A).

While the majority of PAR-3 particles on the posterior membrane are monomers, the mean

size of PAR-3 particles on the anterior membrane is ∼ 3.5 subunits (Fig. 3.1B). Both size

distributions are roughly consistent with the steady state expectation from simple polymer-
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ization kinetics Xi = X1α
(i−1), where Xi is the concentration of particles with i subunits

and α is the ratio of monomer on- and off-rates.

An anterior bias in mean oligomer size could reinforce PAR-3 asymmetries if dissoci-

ation of PAR-3 oligomers from the membrane is oligomer size-dependent, resulting in an

asymmetry in the effective off-rate. To test whether PAR-3 oligomers exhibit size-dependent

membrane avidity, we performed fast imaging and particle tracking analysis of mNeon::PAR-

3, again using the distribution of single molecule intensities to calibrate estimates of oligomer

sizes. We further improved particle tracking by conducting experiments in embryos depleted

of myosin, which both increases the distance between particles by preventing polarization

and decreases the movement of particles by eliminating local actomyosin contractions that

jostle PAR-3 oligomers. We found that there is a sharp falloff in dissociation rate as par-

ticle size increases from monomer to dimer and that dissociation of particles with four or

more subunits is negligible (Fig. 3.1C). Therefore, the asymmetry in PAR-3 oligomer sizes

combined with oligomer-size dependent membrane avidity results in an asymmetry in the

dynamics with which PAR-3 dissociates from the membrane.

Next, to determine whether PAR-3 asymmetries persist through maintenance phase due

to slow oligomerization kinetics or whether they are dynamically maintained, we measured

PAR-3 depolymerization rates. First, we used fast single molecule imaging of a sparsely la-

beled PAR-3::GFP to measure the residence times of PAR-3 molecules at the cell membrane.

Release curves of these molecules show a prominent population that dissociates at a rate of

∼ 0.1 s−1 after correction for the photobleaching rate (Fig. 3.1D). Second we performed

fluorescence recovery after photobleaching (FRAP) experiments to measure turnover within

PAR-3 oligomers at the cell membrane. The integrated fluorescence density within oligomers

recovers to half maximum intensity with a mean time of ∼ 8 seconds, corresponding to a

dissociation rate of ∼ 0.085 s−1 (Fig. 3.1E). Together, these results suggest PAR-3 oligomers

depolymerize with a rate of 0.08− 0.1s−1.
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Figure 3.1: Dynamics of PAR-3 membrane binding and oligomerization. (A) PAR-
3 speckle intensities before and after photobleaching in par-1 mutant embryos. Micrographs
show near-TIRF images of PAR-3::GFP at the start of imaging (above panel) and following
30 seconds of continuous laser exposure at full power (below panel). (legend continued on
next page)
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Figure 3.1: (continued) Plots show representative examples of anterior (cyan) and posterior
(magenta) speckle intensity distributions, as well as speckle intensities after photobleaching
(gray). Plots on the right show representative examples of the inferred size distribution
of PAR-3 oligomers in the anterior and posterior, based on calibrating raw intensities to
the estimated intensity distribution of single molecules. (B) Comparison of α and mean
size of PAR-3 oligomers between the anterior and posterior cortex in par-1 mutant embryos
in late maintenance phase (n=8). (C) Dissociation rates of PAR-3 oligomers from the
membrane as a function of inferred number of subunits. Error bars represent the S.E.M. (n
= 3 embryos). (D) Dissociation rates of PAR-3 molecules from oligomers. The plot on the
left shows release curves for molecules imaged at different duty ratios. The plot on the right
shows the measured off rates inferred from the exponential portion of the release curves as
a function of duty cycle. The slope of this line indicates the photobleaching rate, while the
y-intercept indicates the true depolymerization rate. (E) FRAP of cortical PAR-3 oligomers
in near-TIRF. Micrographs indicate representative examples of individual PAR-3 oligomers
recovering fluorescence. The line graph indicates the recovery of fluorescence intensity within
segmented oligomers over time (n=4). The box plot indicates the time to recover fluorescence
halfway to maximum intensity (n=4). F, Binding events of oligomerization-defective PAR-3
molecules to the cell membrane, expressed over unlabeled wild-type PAR-3. Scatter plots on
the left are representative examples of the distribution of binding events in space in control
and par-1 mutants. Boxplots show the ratio of binding events in the anterior to posterior of
the embryo (control n= 5; par-1 n = 6).

To confirm that the recovery we measured was a indeed turnover of monomers within

oligomers rather than exchange of oligomers between the cytoplasm and cell membrane, we

performed FRAP experiments in interphase, when PAR-3 oligomers are larger and more

sparse and are thus easier to track at low image acquisition rates. We found that partially

photobleached oligomers individually recover fluorescence, albeit on a slower timescale than

in maintenance phase (Fig. 3.5). Qualitative analysis of this FRAP data seems to show that

following photobleaching, existing puncta gradually recover fluorescence, but new bright

puncta almost never appear on the cortex. This suggests that membrane-bound PAR-3

oligomers assemble locally on the cell membrane, rather than assembling in the cytoplasm

and then binding to the membrane. To confirm this, we analyzed the same fast imagining

data used to measure oligomer dissociation rates and inferred the number of molecules in

newly bound particles. We found that the fluorescence intensity distribution of newly de-

tected particles almost exactly matches the distribution of single mNeon::PAR-3 molecules,
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suggesting that PAR-3 binds to the membrane in monomeric form and that oligomerization

occurs primarily at the cell membrane (Fig 3.6). Together, these results demonstrate that

PAR-3 oligomers dynamically assemble and turn over subunits at the cell membrane and that

asymmetries in PAR-3 concentration and mean oligomer size are dynamically maintained.

The modeling work presented in Chapter 2 shows that oligomerization and avidity ef-

fects enable stable polarization when combined with some additional form of weak positive

feedback, but are not sufficient on their own to stabilize asymmetries. To test whether feed-

back might exist on the recruitment of monomers to the cell membrane, we performed single

molecule imaging experiments with a mutant version of PAR-3::GFP that cannot oligomerize

[88] expressed over the wild-type. We found that new molecules are 2 times as likely to bind

to the anterior membrane, where PAR-3 is enriched, than the posterior membrane (Fig 3.1F).

Depletion of par-1 through RNAi had only very weak effects on the recruitment asymmetry,

demonstrating that this effect is unrelated to posterior inhibition by PAR-1 (Fig. 3.1F).

3.2.2 Oligomerization and positive feedback on monomer recruitment are

sufficiently strong to enable stable asymmetries

In Chapter 2, I showed that in a model where oligomers assemble only at the cell membrane,

dissociation of oligomers from the membrane is negligible, and monomers bind to the cell

membrane much more frequently than to existing oligomers, two dimensionless quantities

determine whether asymmetries will be self-stabilizing: 1) the mean oligomer size, and 2)

the strength of feedback (defined as the ratio of the feedback-dependent on-rate and the

basal on-rate of monomers) (Fig. 3.2A-B). We have directly measured the mean size of

PAR-3 oligomers (Fig. 3.1A), and we can estimate the strength of feedback by assuming

that the ratio of anterior and posterior appearance rates, which we have measured, is equal

to
Jb+Jf
Jb

, where Jb is the basal on rate and Jf is the feedback dependent on rate. Based on

these measurements, oligomerization and feedback on monomer recruitment are in principle
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sufficient to stabilize PAR-3 asymmetries in the C. elegans zygote (Fig. 3.2B).

This model predicts that feedback on monomer recruitment will stabilize PAR-3 asym-

metries only if PAR-3 oligomers are sufficiently large. Therefore, a sufficient decrease in the

mean oligomer size should result in a failure to maintain polarity. To test this prediction

in vivo, we partially depleted PAR-3 with RNAi and measured mean PAR-3 oligomer sizes

and polarities of individual embryos. We found that decreasing amounts of PAR-3 at the

cell membrane correlated with decreasing mean oligomer sizes (Fig. 3.7). In most embryos,

we found that PAR-3 asymmetries are established prior to the onset of maintenance phase

(Fig. 3.2C). However, in most embryos with a mean oligomer size of 1.5 subunits or fewer,

polarity was subsequently lost over the course of maintenance phase (Fig. 3.2C,D). In these

embryos, we detected no posterior flow of PAR-3 oligomers at the cortex, suggesting that

loss of polarity was due to dynamic exchange between membrane-bound and fast-diffusing

cytoplasmic pools rather than polarized transport (Fig. 3.2C). The decrease and eventual

loss of asymmetry we observed with decreasing oligomer sizes is consistent with model pre-

dictions (Fig. 3.2D). Therefore, even in the presence of feedback on monomer recruitment,

PAR-3 oligomers must be sufficiently large for polarity to be maintained.

3.2.3 PAR-6/PKC-3 and CDC-42 stabilize PAR-3 asymmetries by

regulating cortical flows, PAR-3 oligomerization, and asymmetric

recruitment of PAR-3 monomers.

During polarity maintenance phase, PAR-3 co-localizes to the anterior of the zygote with the

aPARs PAR-6/PKC-3 and CDC-42. PAR-6/PKC-3 dimers localize to distinct pools bound

directly to either PAR-3 and CDC-42 at the cell membrane. PAR-3 is required for PAR-

6/PKC-3 to bind to the membrane during maintenance phase, but most of the PAR-6/PKC-3

is likely bound to CDC-42. While PAR-3 is required for polarization of aPAR proteins, it

is unclear whether and how other aPARs regulate PAR-3 polarity. We found that in par-6
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Figure 3.2: Oligomerization and positive feedback on membrane binding are in
theory sufficient to stabilize PAR-3 asymmetries. (A) Reaction diagram of a model in
which PAR-3 oligomerizes on the cell membrane and feeds back to locally promote association
of PAR-3 monomers with the cell membrane. (B) Phase plane derived from the theoretical
model in A showing the ability to polarize depends on the size distribution of oligomers
(α) and the ratio of feedback dependent flux to basal flux onto the membrane (feedback
strength). Experimental measurements in the C. elegans zygote place PAR-3 in the region
of phase space polarization is possible (green dot). (C) Representative micrographs showing
classes of embryos in experiments PAR-3 concentration is progressively reduced. The left
column of micrographs shows the distribution of PAR-3 near the beginning of maintenance
phase and the right column shows the distribution near the end of maintenance phase. The
kymograph is derived from the embryo in the middle row of micrographs. Note the vertical
streaks indicating a lack of cortical flows during this time interval. (D) Ratio of anterior to
posterior concentration of PAR-3 near the end of maintenance phase plotted against the size
distribution parameter α for embryos that have been partially depleted of PAR-3 the RNAi.
Blue dots indicate embryos where PAR-3 was polarized near the beginning of maintenance
phase, and orange dots indicate embryos where it was not. The dotted line shows the results
of simulations where the total amount of PAR-3 is gradually decreased.
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(RNAi) embryos, PAR-3 polarizes during establishment phase, although the domain bound-

ary at the onset of maintenance phase is shifted anteriorly (Fig 3.3A). However, PAR-3 depo-

larizes rapidly in maintenance phase through a combination of posterior-directed flows and

depolymerization of PAR-3 oligomers (Fig. 3.3A,C). Conversely, in cdc-42 (RNAi) embryos,

PAR-3 asymmetries persist through maintenance phase and PAR-3 oligomers are roughly

the same size (Fig. 3.3A,C). These opposing effects on PAR-3 oligomerization suggest that

it is specifically the pool of PAR-6/PKC-3 bound to PAR-3 that promotes oligomerization.

To test this, we imaged PAR-3::GFP in cdc-37 (RNAi) embryos. In this condition, PAR-

6/PKC-3 is enriched at the cortex, but depleted from PAR-3 complexes [10]. Similar to par-6

(RNAi) conditions, PAR-3 asymmetries are initially established but are not maintained and

PAR-3 oligomers are smaller than in WT embryos (Fig. 3.3A,C).

These results suggest that direct interaction between PAR-3 and PAR-6/PKC-3 promotes

oligomerization of PAR-3. However, another possibility is that the smaller oligomers observed

in par-6 (RNAi) conditions are an indirect effect of failure of PAR-6/PKC-3 to exclude PAR-

1 from the anterior membrane, resulting in phosphorylation of anterior PAR-3 by PAR-1.

To test this, we performed the same experiments in a par-1 mutant background. We found

that, similar to in the wild type background, PAR-3 depolarized in par-6 (RNAi) embryos

and PAR-3 oligomers were smaller than controls (Fig. 3.3B,C) and PAR-3 oligomers in

cdc-42 (RNAi) were roughly the same size as controls (Fig. 3.3B,C). However, unlike in cdc-

42 (RNAi) embryos, PAR-3 depolarizes in cdc-42 (RNAi)/par-1 double mutant embryos

3.3B). While in some embryos, depolarization coincides with posterior-directed flow of PAR-

3 oligomers (Fig. 3.8), in others PAR-3 depolarizes without posterior directed flow (Fig.

3.3B), suggesting that depolarization is due to dynamic exchange between membrane bound

and cytoplasmic pools.

To investigate why PAR-3 depolarizes in cdc-42 (RNAi)/par-1 double mutant embryos

in the absence of posterior flow or depolymerization, we measured relative rates of the
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Figure 3.3: PAR-6/PKC-3 and CDC-42 regulate PAR-3 oligomerization and po-
larity. A-B Representative micrographs showing PAR-3 oligomer sizes and distribution
at early and late maintenance phase in control (A) and par-1 mutant (B) backgrounds.
Kymographs show how the distribution changes over the 240 seconds between these time
points. Diagonal streaks in the kymographs indicate transport of PAR-3 oligomers, likely
by cortical flow. (legend continued on next page)
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Figure 3.3: (continued) (B) (C) Fluorescence density of PAR-3 within segmented speck-
les over polarity maintenance in control and par-1 embryos for different RNAi knockdown
conditions. Bold lines indicate the mean and the shaded region indicates the standard error
of the mean. (D) Ratio of anterior to posterior binding events of oligomerization-defective
PAR-3 molecules to the cell membrane, expressed over unlabeled wild-type PAR-3. Error
bars show the S.E.M.

recruitment of PAR-3 monomers to the anterior and posterior membrane in different RNAi

conditions. We found that in par-6 (RNAi) embryos, asymmetries in PAR-3 appearance rates

are significantly lower than in WT (Fig. 3.3D), consistent with overall depolarization PAR-3

in those conditions. However, even though PAR-3 asymmetries are maintained in cdc-42

(RNAi) conditions, the asymmetry in appearance rates is severely attenuated (Fig. 3.3D).

This finding suggests that redundant PAR-1- and CDC-42-dependent feedback loops stabilize

PAR-3 asymmetries, and that a combination of oligomerization and feedback are required

to maintain PAR-3 asymmetries in par-1 mutant embryos. This finding is consistent with

our modeling work which shows that some form of feedback is both necessary and sufficient

to stabilize asymmetries of oligomeric peripheral membrane proteins.

3.2.4 The position of the PAR-3 domain boundary is determined by

actomyosin flows, not encoded by a reaction-diffusion system.

In C. elegans zygote, polarized PAR distributions are initially established by anterior-

directed actomyosin flows, but previous studies have suggested that the stable boundary

positions of polarized PAR domains are determined by the relative amount of limiting an-

terior and posterior PAR proteins through a reaction-diffusion mechanism called “wave-

pinning” [44]. This mechanism makes a clear prediction that if the initial position of the

PAR domain boundary is shifted, the reaction diffusion system alone should be sufficient to

correct the boundary over the course of polarity maintenance (Fig. 3.4A). To test whether

this prediction holds for PAR-3 asymmetries, we shifted the initial maintenance phase PAR-

3 domain boundary posterior relative to the WT position by reducing establishment phase
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contractility by partially depleting NOP-1 through RNAi. We then determined whether the

aberrant boundary position persisted through maintenance phase, or dynamically shifted

towards the wild-type position (Fig. 3.4A). To rule out confounding effects of maintenance

phase actomyosin contractility, we performed these experiments in a mrck-1 mutant back-

ground. We found that under these conditions, PAR-3 boundary positions change minimally

over the course of maintenance phase, regardless of the initial position (Fig. 3.4B-C). There-

fore, the reaction-diffusion mechanism that stabilizes PAR-3 asymmetries fails to encode a

unique boundary position, and instead preserves arbitrary boundaries over the timescale of

polarity maintenance.

In Chapter 2 I showed that the speed at which polarized domain boundaries shift to-

wards steady state positions is slowed by oligomer size-dependent increases in membrane

avidity and decreases in lateral diffusion and that for sufficiently large oligomers, boundary

drift could be negligible over relevant timescales. To ask whether oligomerization might be

slowing drift of the PAR-3 boundary, we measured PAR-3 mobility as a function of oligomer

size. Consistent with previous measurements, we confirmed that lateral mobility of PAR-3

oligomers decreases sharply as a function of oligomer size (Fig. 3.4D). Based on the mea-

sured PAR-3 oligomer sizes and depolymerization rates, monomer dissociation and diffusion

rates, and sharp decreases in dissociation and diffusion rates with oligomerization, our model

predicts that the drift of the PAR-3 domain boundary should be negligible over the time

scale (∼5 minutes) of polarity maintenance (Fig. 3.4E). These findings suggest that the

preservation of arbitrary PAR-3 boundary positions during maintenance phase may be a

result of oligomerization-dependent decreases in PAR-3 dissociation and diffusion rates.

3.3 Discussion

In this chapter, I explored how PAR-3 asymmetries are maintained in the C. elegans zygote

in the absence of posterior inhibition from PAR-1. I quantified asymmetries in the sizes of
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Figure 3.4: The position of the PAR-3 domain boundary is determined by acto-
myosin flows, not encoded by a reaction-diffusion system. (A) Schematic illustration
two different ways the PAR protein reaction-diffusion system could influence the position of
PAR-3 domain boundaries. In the middle row, the reaction diffusion system determines a
unique boundary position based on reaction rates, diffusion rates, and total amounts of PAR
proteins. If the boundary position is shifted posterior to its wild type position at the onset
of maintenance phase, it will shift to the wild type position over the course of maintenance
phase, even in the absence of cortical flows. In the bottom row, the reaction diffusion sys-
tem simply preserves arbitrary boundary positions. If the position is shifted posterior to
wild type at the onset of maintenance phase, it will remain at that shifted position instead
of gradually “correcting” to the wild type position in the absence of cortical flow. (legend
continued on next page)
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Figure 3.4: (continued) (B) Representative micrographs showing the distribution of PAR-3
in early and late maintenance phase in mrck-1 embryos that lack maintenance phase cortical
flows. Embryos in the top row are controls, and embryos in the bottom row are partially
depleted of NOP-1 through RNAi, which weakens establishment phase flows and tends to
position the PAR-3 domain boundary posterior to wild type embryos at the onset of main-
tenance phase. (C) Comparisons of the boundary positions in early and late maintenance
phase for control (blue) and nop-1 (RNAi) embryos. Boundary position is defined at the po-
sition along the embryo length at which PAR-3 fluorescence density drops below the halfway
point between its maximum and minimum values. (D) Mean squared displacement over 1
second intervals as a function of inferred PAR-3 oligomer size. Bold line indicates the mean
and error bars indicate the S.E.M. (n = 3 embryos). (E) Simulated boundary drift for an
embryos over 300 seconds using a model constrained by experimental measurements.

PAR-3 oligomers in the anterior and posterior membrane and demonstrated a size-dependent

decrease in dissociation rates of PAR-3 oligomers from the membrane. I showed that asym-

metries in the distributions of PAR-3 oligomers are dynamically maintained and that the

recruitment of new PAR-3 monomers to the cell exhibits an anterior bias. I presented evi-

dence that the combination of feedback on monomer recruitment, dynamic oligomerization,

and avidity effects enables stable PAR-3 asymmetries, and that these processes are in turn

regulated by interactions with other anterior PAR proteins. Finally, I show that the positions

of PAR-3 domain boundaries are not encoded by a reaction diffusion system, as other stud-

ies have proposed, and propose that oligomer size-dependent decreases in PAR-3 mobility

effectively preserve arbitrary domain boundaries for the duration of polarity maintenance.

These results challenge existing models of PAR polarity maintenance in two significant

ways. First, while previous studies have shown that inhibition by posterior PARs is in-

sufficient to robustly exclude anterior PARs from the membrane [126, 89], this is the first

description a feedback mechanism for maintaining aPAR asymmetries that is independent of

pPARs. Second, while most existing mathematical models of PAR asymmetries assert that

PAR boundary positions are specified through a reaction-diffusion mechanism called “wave-

pinning” [43, 89], we show that reaction-diffusion mechanisms preserve arbitrary boundary

positions that are instead specified by patterns of actomyosin flow. The findings in this
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chapter are also significant in that they show how the principles outlined in Chapter 2 are

instantiated in a real cellular context. They offer empirical support for the two main ideas in

Chapter 2, namely that oligomerization enables self-stabilizing asymmetries when combined

with even weak positive feedback, and that oligomerization can enable a reaction-diffusion

mechanism to effectively remember arbitrary boundary positions. It will be interesting in

the future to determine if oligomerization endows other polarity circuits with the same prop-

erties.

Several results in this chapter strongly point to the idea that there is positive feedback on

the recruitment of PAR-3 monomers. However, the molecular source of that feedback remains

elusive. One tempting possibility is that it is related to asymmetries in the distribution of

F-actin, or F-actin binding proteins, at the cell membrane. Support for this hypothesis

comes from the observation that PAR-3 asymmetries are not maintained in embryos were

F-actin is disassembled (Fig. 3.9). Further, asymmetries in PAR-3 recruitment rates are

lost in embryos lacking CDC-42, which, in addition to recruiting PAR-6/PKC-3 to the

membrane, promotes actin polymerization. However, in both of these conditions, PAR-3

levels increase in the posterior rather than decreasing in the anterior. This observation rules

out a simple relationship between F-actin density and PAR-3 accumulation, but leaves open

the possibility that differences in F-actin organization in the anterior and posterior influence

the local recruitment or oligomerization of PAR-3 monomers.

In the C. elegans zygote, multiple redundant sources of feedback stabilize PAR pro-

tein asymmetries. This raises the question of why these redundant mechanisms exist. A

simple answer may be that redundancy increases the robustness of polarity maintenance

to the intrinsic noise of dynamic molecular processes. However, another possibility is that

different sets of feedback mechanisms are essential for polarity establishment and/or main-

tenance in different cellular contexts. For example, while inhibition of PAR-3 by PAR-1 and

mechanochemical feedback between aPARs and actomyosin contractility play key roles in
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polarity establishment in the C. elegans zygote, polarized inactivation of CDC-42 is required

for symmetry breaking in the 4-cell embryo. It will be interesting in the future to deter-

mine whether positive feedback on PAR-3 recruitment to the membrane plays a key role in

some other context, such as the 2-cell C. elegans embryo where the mechanisms for polarity

establishment are currently unknown.

3.4 Materials and Methods

3.4.1 C. elegans culture and RNAi

I cultured C. elegans strains under standard conditions [18]. EM312, EM307, and EM292

were provided by Kenneth Kemphues, EM241 came from the CGC, and EM327 came from

Daniel Dickinson.

I performed RNAi experiments using the feeding method [145]. I used a 12-16 hour

feeding time for perm-1 RNAi and a 24 hour feeding time at 25 C for all others.

3.4.2 Live imaging

For single molecule imaging experiments, I mounted embryos in egg salts containing 21 µm

diameter polystyrene beads. For all other experiments, I mounted embryos in eggs salts on

agarose pads.

I collected near-total internal reflection fluorescence (TIRF) images using an Olympus

IX71 inverted microscope equipped with an Olympus OMAC TIRF illumination system, a

50 mW, 481 nm Sapphire laser (Coherent), and an Andor iXon3 897 EM-CCD camera. Fast

single molecule imaging was conducted in streaming acquisition mode with 50 µs exposure

and 100 % laser power. Slow imaging was conducted at 1 second intervals with 50 µs

exposure and 30 % laser power.
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3.4.3 Image analysis

All image analyses were carried out in MATLAB. Particle detection and tracking were carried

out as previously described [125, 130].
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3.5 Supplementary Figures
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Figure 3.5: Subunits turnover within PAR-3 oligomers. FRAP experiment in inter-
phase. The micrographs on top show PAR-3 oligomers directly before and after photobleach-
ing. The graph on bottom shows the mean fluorescence intensity of 20 particles that could
be tracked through photobleaching. Error bars show the S.E.M.
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Figure 3.6: Sizes of newly bound PAR-3 particles. Probability distribution for the
sizes of newly bound mN::PAR-3 particles, inferred from the distribution of single molecule
intensities and the initial intensities of particles when they appear on the membrane.
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Figure 3.7: Local PAR-3 concentration correlates with mean oligomer size. Mean
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Figure 3.8: Some cdc-42;par-1 double mutant embryos exhibit posterior-directed
cortical flows. Example kymograph of a par-1/cdc-42 (RNAi) double mutant embryo with
pronounced posterior-directed cortical flows. The top of the kymograph corresponds to early
maintenance phase and the bottom corresponds to later maintenance phase. The left of the
kymograph corresponds to the anterior of the embryo, and the right corresponds to the
posterior. Diagonal streaks, marked by red arrowheads, indicate posterior flow of PAR-3
oligomers.
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Figure 3.9: F-actin is required for maintenance of PAR-3 asymmetries in par-1
mutant embryos. Representative micrographs showing that an intact actin cytoskeleton
is not required to maintain PAR-3 asymmetries in control embryos, but is required in par-1
mutants. Polarity was established prior to addition of 10 µM of the actin-depolymerizing
drug Latrunculin A. Micrographs were taken 2 minutes after addition of the drug.
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CHAPTER 4

OUTLOOK AND LOOSE ENDS

In this dissertation, I have discussed how cell polarity is enabled by self-stabilizing asym-

metries in the distributions of key polarity proteins. I have described how these proteins

interact to form core polarity circuits, and have focused on the roles protein oligomerization

can play in these circuits, both in theory and in the specific example of PAR-3 asymmetries

in the C. elegans zygote. In this final chapter, I will discuss two future directions suggested

by the projects described above, as well as my views on when mathematical modeling of

PAR polarity is appropriate. I will close by discussing a project that I initiated late in grad-

uate school but did not end up pursuing on how PAR-3 distributions shape PAR-6/PKC-3

asymmetries in the C. elegans zygote.

4.1 Oligomeric polarity proteins in other systems

In Chapter 2 of this dissertation, I presented a modeling framework to show how oligomer-

ization enables stable polarization of peripheral membrane proteins combined with even

weak linear feedback. I used this model to explain how PAR-3 asymmetries are stabilized

in Chapter 3, but there are at least two other systems where this modeling framework may

apply.

The first system is SOSEKI protein polarity in plants. The SOSEKI proteins are a family

of peripheral membrane binding proteins that oligomerize through a DIX domain [167]. Dis-

covered in Arabidopsis, they are widely conserved in plants and are asymmetrically localized

at the surfaces of a range of different cell types [167, 151]. Although the feedback mecha-

nisms that stabilize SOSEKI asymmetries are unknown, mutations that impair oligomeriza-

tion abolish polarity. It is therefore tempting to speculate that oligomerization and avidity

effects introduce nonlinearities to the feedback circuit that polarizes these proteins.
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The second system is the PCP proteins. Here, integral membrane proteins are clustered

upon binding to oligomeric cytoplasmic proteins, and clustering has been shown to amplify

PCP protein asymmetries. In this system, avidity effects are unlikely to meaningfully in-

crease residence time, since turnover of integral membrane proteins is primarily mediated by

endocytosis. However, if a negative relationship exists between cluster size and endocytosis

rates, clustering in this system could play an analogous role to avidity effects in peripheral

membrane protein polarity, and a similar model to the one I used in my work could be

employed. Additionally, it would be interesting to use models to investigate whether role

size-dependent cluster mobility could play any role in amplifying or stabilizing PCP protein

polarity.

4.2 Feedback on PAR-3 accumulation

Previous studies of PAR polarity have focused on feedback through mutual antagonism. In

my work, I have provided evidence for positive feedback on the local binding rates of PAR-3

to the membrane. While this feedback mechanism appears to be redundant in the C. elegans

zygote, there may be other contexts where it plays a more central role. For example, as

discussed above, different feedback mechanisms are utilized in polarizing the 4-cell embryo

and the zygote. Positive feedback on PAR-3 binding rates may be required for polarization

of other blastomeres, such as in the 2-cell embryo where the mechanisms for polarization are

unknown. Further, outside of the C. elegans embryo, positive feedback on PAR-3 binding

may be required for stabilizing monopolar PAR asymmetries in contexts where there is no

evidence of mutual antagonism between PAR proteins, such as Drosophila neuroblasts or

neurons.

While I provide evidence for the existence of feedback on PAR-3 binding rates, I was

unable to identify the mechanism. One possibility, discussed above, is that feedback is

mediated by the local architecture of the actin cytoskeleton or some actin binding protein.
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Figure 4.1: Actomyosin contractility does not regulate PAR-3 oligomerization.
Integrated fluorescence density of PAR-3 puncta in WT versus nmy-2 embryos, aligned to
the onset of maintenance phase (t=0 s).

This is supported by the observations that PAR-3 polarity is lost in par-1 embryos when

F-actin is depolymerized (Fig. 3.9) or when CDC-42, an regulator of actin polymerization,

is depleted (Fig. 3.3). This hypothesis is worth pursuing, but further evidence is required.

Another possibility is that feedback involves mechanical forces. One previous study

showed evidence that actomyosin contractility promotes PAR-3 oligomerization [154]. Since

PAR-3 locally promotes contractility, this could be a possible feedback mechanism. However,

I failed to reproduce the findings of this paper in identical experiments (Fig. 4.1) and

therefore think this type of feedback is unlikely.

A third possibility is that feedback comes through direct binding of cytoplasmic PAR-

3 monomers to membrane-bound oligomers. In the second chapter of this dissertation, I

showed that direct binding can constitute a form of positive feedback if detailed balance is

broken in such a way that there is net flux of molecules from the cytoplasm into oligomers.
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Detailed balance could be broken in this system by, for example, irreversible phosphorylation

of PAR-3 by PKC-3 at the cell membrane. While this hypothesis is hard to test, it could

be supported by measuring the fraction of PAR-3 monomers that are recruited to the cell

surface by binding directly to PAR-3 oligomers versus to the cell membrane. Further, a role

for PAR-3 phosphorylation by PKC-3 in promoting feedback could be tested using small

molecule inhibitors of PKC-3 kinase activity.

4.3 Mathematical modeling of PAR polarity in the C. elegans

zygote: when is it useful?

Mathematical modeling has become increasingly ubiquitous in papers on C. elegans blas-

tomere polarity [44, 130, 5, 51, 69, 89, 21]. In some of these cases mathematical modeling is

necessary to illustrate a novel theoretical idea, formalize a complex hypothesis or interpret

a puzzling result. For example, modeling is necessary to explain the idea of wave-pinning

in Goehring et al. [44], which they invoke to explain the result that PAR boundaries shift

anterior and posterior when aPARs and pPARs are respectively depleted. While I do not

think that wave-pinning mechanisms determine boundary positions in the C. elegans zygote

(see chapter 3), this was a reasonable hypothesis at the time, and a novel idea which would

not be intuitively understood without a model. In other cases, a combination of experi-

mental measurements and modeling can be used to effectively show that specific theoretical

conditions are satisfied in the C. elegans zygote. For example, Sailer et al. combine model-

ing and experimental measurements to demonstrate bistable dynamics in a feedback circuit

between aPARs and CHIN-1 [130]. However, there are other examples where the modeling

is unnecessary and even misleading.

One such example is the modeling performed in Lim et al. [89]. In this paper, the authors

use careful and clever experiments to show that altering the relative amounts of aPARs and

pPARs in the C. elegans embryo can induce ectopic polarization of the AB blastomere, which
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is unpolarized in wild type embryos. This is an interesting finding, and is consistent with

the established principle that models with nonlinear feedback through mutual antagonism

and finite pools of polarity proteins will only exhibit bistability if the relative amounts of

opposing proteins fall within some range of values. Instead of simply pointing out that the

result is consistent with a very general class of models, the authors constructed a specific

and complicated model that they claimed was constrained by experimental measurements.

However, their specific model contains several unsubstantiated assumptions and the ability of

their model to explain this experimental result is not dependent on the parameters that they

were actually able to constrain. Rather, the ability to reproduce this finding was treated as

a constraint on model parameters. Therefore, the success of their model in reproducing this

finding is in no way a vindication of their specific model assumptions, a confirmation of the

accuracy of any of their measured parameter values, or an indication that further predictions

of the model would be accurate. A toy model would have sufficed to interpret their data,

and would not have misled readers into thinking that their specific model had predictive

power. Going forward, I do not think it is worthwhile for researchers in this field to perform

mathematical modeling unless the purpose is either to introduce a new theoretical principle

to the field, or to present independent parameter measurements that demonstrate that some

established theoretical principle applies to PAR polarity.

4.4 Coupling between PAR-3 and PAR-6/PKC-3 asymmetries in

the C. elegans zygote

My dissertation adds to the existing body of work showing how PAR-3 and CDC-42 are

concentrated in the anterior membrane in maintenance phase. However, it is yet unclear

how PAR-3 and CDC-42 asymmetries shape the distribution of PAR-6/PKC-3. We know

that PAR-6/PKC-3 asymmetries are maintained through asymmetries in membrane binding

rates, not dissociation rates [125, 130]. Further, we know that PAR-6 binds directly to active
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CDC-42, and that a majority of PAR-6/PKC-3 is bound to CDC-42 during maintenance

phase. Therefore, one would expect that in chin-1 mutants, where CDC-42 is uniform at

the membrane, PAR-6/PKC-3 asymmetries would be lost. However, previous work from

our lab shows asymmetries in PAR-6 binding events are unchanged under those conditions,

suggesting that cytoplasmic PAR-6/PKC-3 dimers cannot bind directly to active CDC-42

at the membrane.

Classical studies have shown that PAR-6/PKC-3 localizes to the cortex in two distinct

pools: one diffuse and one punctate [10]. CDC-42 is required for the diffuse pool and PAR-3

is required for the punctate pool, presumably because they consist of PAR-6/PKC-3 dimers

bound directly to CDC-42 and PAR-3 respectively [10]. However, PAR-3 is also required for

the diffuse pool, suggesting that PAR-3 somehow promotes the binding of PAR-6 to CDC-42

[10]. This result is consistent with the finding that PAR-6 binding events are symmetrically

distributed in chin-1/par-1 double mutants, where active CDC-42 is uniform and PAR-3

levels are increased relative to wild type [130, discussed in chapter 1]. Interestingly, this

result is also consistent with the observation in epithelia that apical domains enriched in

PAR-6/aPKC require PAR-3, even though PAR-3 and PAR-6/aPKC distributions overlap

minimally.

One general class of models that has been proposed to explain this observation is that

binding of PAR-6/PKC-3 to PAR-3 at the cell membrane enables it to be subsequently

transferred to active CDC-42 [126, 108] (Fig. 4.2A). There are many possible molecular

mechanisms for how this could work. For example, the chaperone protein CDC-37 blocks

association of PAR-6/PKC-3 with CDC-42, but not PAR-3, and one could imagine a scenario

where binding to PAR-3 displaces CDC-37 and allows PAR-6 to bind CDC-42. However,

any model requires that there is net flux of PAR-6/PKC-3 from a PAR-3 bound state to

CDC-42 bound state. Failure to observe directional flux would falsify this model. I believe

I have collected data that could be used to infer flux of PAR-6/PKC-3 between different
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binding states at the membrane.

At the end of my time in the Munro lab, I used single molecule imaging measure mobil-

ities of PAR-6 molecules bound to either PAR-3 or CDC-42. To isolate the pool bound to

PAR-3, I imaged a PAR-6::GFP transgene with a mutation in its semi-CRIB domain that

prevents it from binding to CDC-42. To isolate the CDC-42 bound pool, I imaged PAR-

6::GFP in cdc-37 (RNAi) embryos. I found that the mean frame-to-frame displacements of

PAR-3-bound molecules were significantly shorter than those of CDC-42-bound molecules,

while wild type molecules exhibited intermediate displacements (Fig. 4.2B). Based on this

observation, it seems possible to infer the binding state of a molecule at a given time point

based on its displacement in space from the previous time point. However, although the

mean displacements are starkly different, the distributions of displacements for these two

pool overlap substantially (Fig. 4.2C). Therefore, use of a statistical model such as a Hidden

Markov model may be necessary to infer the most likely binding state [31, 117]. In this

framework, the hidden state would be the binding partner and the emission probabilities

would be empirically determined distributions of displacements. This model could be used

to estimate transition probabilities, which could in turn be used to infer the relative fluxes

between states. While I was unable to follow through on this project, it seems like challeng-

ing yet straightforward analysis for someone to do that could shed light on a fundamental

question in the field.
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