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ABSTRACT 

The most important operations of the brain, from vision and audition to complex movements and 

decision making, necessitate coordinated activity in populations of neurons. Within an area of 

neocortex, nearby neurons form complex networks of connections that help shape the activity 

patterns we observe. Since neurons are inextricably embedded within their local population, we 

must consider neural populations as a whole if we are to understand how the information in the 

outside world is interpreted and represented in the brain. In this thesis, I present two 

complementary approaches to study how groups of neurons cooperatively generate patterns of 

activity. Together, the results demonstrate how trial-to-trial variability of population activity can 

be explained by functional relationships within groups of neurons. The first approach identifies 

small ensembles of neurons that reliably spike in sequence to investigate spike propagation in 

emergent, spontaneous activity. By resolving spatiotemporal spike patterns into sequences, I 

describe single trial variability and substantiate evidence for neocortical assembly phase 

sequences. Secondly, I construct a functional graph from correlated activity between pairs of 

neurons to holistically represent shared variability in visually-evoked population dynamics. 

These graphs displayed a specific pattern of functional connections underlying accurate 

predictions of trial-to-trial variability, illustrating a signature of informative correlations in 

neocortical networks. These analyses delineate the ways in which ensembles of neurons 

coordinate their activity to shape population dynamics. Extending models of neural activity from 

single cells to the networks they form have been difficult. By strengthening the lexicon used to 

capture variability and describe population activity on single trials, we can better investigate the 

biological sources and behavioral consequences of variability.
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CHAPTER I: GENERAL INTRODUCTION 

Thesis Outline 

Spatiotemporal spike patterns define the behavior of populations of neurons. It is thought that the 

activity patterns in neocortex are responsible for representing sensory information, controlling 

complex motor commands, and guiding decisions. It remains a challenge both experimentally 

and analytically, however, to identify the specific features of population dynamics that represent 

this information. Beyond representation, the brain also needs to perform computations on 

incoming and internal information to appropriately direct behavior in a dynamically changing 

world. New experimental technologies now allow for simultaneous recording of hundreds of 

nearby neurons, but the descriptions for how these populations behave are still lacking. 

Importantly, behavior takes place in real time and so an understanding of spatiotemporal spike 

patterns must ultimately extend beyond trial-averaged responses to capture variability and 

describe single trial responses.  

 

Due to the multi-disciplined nature of this work, I begin by providing context and discussing 

relevant background that motivates research into describing variability in neocortical 

microcircuits. This begins with a discussion of how to represent activity generated in the brain, 

followed by anatomical background that motivates a microcircuit perspective. The structure of 

neocortical microcircuits motivates and influences how they behave, and I summarize results to 

that end, as well as the technology underlying the innovative experiments allowing for 

investigation of neuronal populations. In Chapter II, I analyze spontaneous activity in vitro in 

order to observe how microcircuit activity propagates while isolated from top-down or bottom-
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up influences. I develop a statistical method to identify sequences of spikes in small ensembles 

of neurons that occur more frequently than one would expect from the population-wide 

spatiotemporal spiking progression. These sequences densely manifest on single trials and 

provide experimental evidence for Hebbian assembly phase sequences in neocortical 

microcircuits. With in vivo recordings on visually-evoked activity, Chapter III extends this 

approach in order to study how microcircuits behave while representing stimulus information. 

Single trial cofluctuations across the population are represented as a functional network, and I 

find that a specific triplet motif is predictive of my ability to predict a neuron’s activity from 

ongoing population activity. This finding illustrates how applied graph theory can bridge the 

scale between pairs and ensembles of neurons and the microcircuit. I synthesize and interpret the 

previous chapters in the discussion. 

 

From Single-Cell Activity to Network Dynamics in Neocortex 

Since the discovery of the action potential, neuroscientists have considered these discrete spikes 

in membrane voltage as the carriers of information in the brain. The neural correlates of 

perception and behavior are patterns of spikes emitted by populations of neurons. However, the 

computational complexity of discrete spiking patterns among all the neurons in the brain is 

unfathomable, and is further complicated by the biological complexity of the electrochemical 

synapse and dendritic computation. The study of microcircuit dynamics will not be tractable until 

we find a simplifying model of spiking activity. 
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Neuroscientists have yet to agree on a consistent representation of spiking in a single neuron. 

Spike trains in a single trial can be convolved with a Gaussian to obtain an estimate of the 

instantaneous firing rate at any given moment (Lehky 2010). Within a cluster of spikes, however, 

this process can wash out information about the relative timing of spikes leaving only rate 

information. To maintain spike-time information, time can be binned at a sufficient resolution to 

obtain a binary sequence with each bin containing a spike or not. These approaches have led to 

the dichotomy between a rate code versus a temporal code, with experimentalists and theorists 

on both sides of the debate. This may not be a true dichotomy, however. After all, to obtain a 

time-varying firing rate, one must choose the width of the Gaussian (Lehky 2010). A small 

enough width results in a firing rate trace approximated by the binary spike train. Conversely, 

larger time bins will result in multiple spikes per bin and can be interpreted as a step-function 

representation of instantaneous firing rate, rather than a continuous representation. The relevant 

spiking timescale is likely contextual, as both approaches have led to significant results. From 

the dissection of early visual processing in retina, lateral geniculate nucleus, and V1, receptive 

fields and tuning properties are classically defined by firing rates alone (Kandel 2012). More 

contemporary analyses of motor control by M1 microcircuits use instantaneous firing rates of 

neurons to relate joint kinematics (Vargas-Irwin et al. 2010; Saleh, Takahashi, and Hatsopoulos 

2012). Auditory cortex, on the other hand, is capable of emitting temporally precise spiking, and 

recordings in nonhuman primates show that information about complex auditory stimuli begins 

to decrease with time bins longer than roughly 5ms (Kayser, Logothetis, and Panzeri 2010). 

Similarly, somatosensory cortex in rats exhibits activity in response to whisker stimulation that is 

encoded at a timescale of about 20ms (Jadhav, Wolfe, and Feldman 2009). It appears that a 
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strong determinant of the relevant timescale is the area of cortex in question (Runyan et al. 

2017). 

 

Regardless of the timescale used to represent spiking, a consistent feature of neural responses is 

its variability in response to identical sensory stimuli (Shadlen and Newsome 1998). This 

variability is often compared to a Poisson process (Tomko and Crapper 1974; Softky and Koch 

1993; Goris, Movshon, and Simoncelli 2014), though this model is frequently only a point of 

comparison. Non-Poisson spiking behavior is common (Baddeley et al. 1997; Barbieri et al. 

2001), due in part to biophysical properties such as burstiness or refratory periods. Futhermore, 

balanced networks exhibit chaotic dynamics (van Vreeswijk and Sompolinsky 1996), meaning 

variability is unavoidable, even under perfectly controlled experimental conditions. Recently, 

cortical state, or similarly, the ongoing activity in nearby neurons, has been identified as a major 

source of the variability. Spatiotemporal activity patterns in cat V1 measured by voltage sensitive 

dyes were capable of explaining variability in stimulus-driven responses (Arieli et al. 1996). A 

model of response strength incorporating a global term shared across all neurons was also very 

successful at predicting spike count variability (Lin et al. 2015).  

 

The study of response variability is a promising direction toward a causal understanding of 

behavioral and perceptual variability. Even with the computational power of a neocortex, 

mammalian behavior is imperfect. Furthermore, organisms need to react in real-time. Theories of 

how information is encoded in microcircuit dynamics eventually need to extend beyond a trial-

averaged perspective to a single-trial perspective. A set of analytic techniques have been applied 
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and adapted to microcircuit activity (Churchland et al. 2007). A common theme to these 

techniques, including but not limited to principal components analysis (Briggman, Abarbanel, 

and Kristan 2005), locally-linear embedding (Stopfer, Jayaraman, and Laurent 2003), and 

Gaussian-process factor analysis (Byron et al. 2009), is an attempt to identify a reduced-

dimension subspace (equivalently latent factors or manifold) within which to embed microcircuit 

activity patterns (Cunningham and Yu 2014). Dimensionality-reduction techniques remain 

powerful models that capture variability in the high dimensionality of microcircuit activity and 

allow decoding of stimuli, but it is difficult to interpret how another brain area would respond to 

a single-trial trajectory in the reduced-dimensional subspace. A representation of population 

dynamics that maintains neuron identity or spiking activity will more interpretable when placing 

this code upstream or downstream of other brain areas. In this thesis, I identify a specific multi-

neuronal spike pattern in Chapter II. In Chapter III, I represent similarity of pairwise activity 

patterns within the microcircuit in a graph theoretic framework. Though this methodology 

abstracts away the spiking activity, it maintains the identities of individual neurons and critically 

allows for relating single-neuron response properties like tuning to drifting gratings to their 

embedding and position in the graph.  

 

The Structure of Neocortical Microcircuits 

The foundations of the neocortical microcircuit date back to the influential research of Ramon y 

Cajal, who correctly identified the discrete nature of neurons and helped to develop the neural 

theory of neuroanatomy. A functional organizing principle in neocortex was proposed decades 

later, informed by the work of Vernon Mountcastle on the response properties in cat visual 
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cortex (1957). By traversing an electrode perpendicular to the pial surface, Mountcastle observed 

neurons with shared receptive fields. The first ideas of neocortical microcircuits began to take 

shape, with Mountcastle ultimately hypothesizing that cortical columns acted as the fundamental 

computational unit of the brain. Stated more directly, the microcircuit hypothesis posits that 

neurons connect in a specific organization to form a microcircuit repeated across cortex, and this 

microcircuit is fundamentally responsible for the computations performed in neocortex. Though 

the strict definition of the microcircuit may vary over time and between research groups, this 

underlying hypothesis is foundational to this thesis. 

 

The structure of neocortical circuitry has proven to be complex, yet it displays several guiding 

principles. The first is the laminar organization of neocortex, with different densities and 

neuronal morphologies distributed between layers. This organization is set in action during 

development, with neuronal specification, migration, and connectivity driven by the interplay of 

gene expression and regulation (Molyneaux et al. 2007). More recent evidence in mouse barrel 

cortex shows that lamina development can be disrupted by blocking thalamo-cortical 

neurotransmission, identifying an activity-dependent mechanism for laminar development (Li et 

al. 2013). Through physiological and anatomical experiments, this organization results in a long 

list of connectivity patterns between cell types in different lamina, between cortical regions, and 

from cortex to subcortical areas (Harris and Shepherd 2015). Of particular interest is the inter-

laminar connections which would define a singular cortical column microcircuit. These include 

the canonical loop of excitatory neurons from layer (L) 4 excitatory neurons primarily forming 

synapses onto superficial L2/3 neurons, projecting down to L5, then to L6, finally closing the 
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loop back to L4 (Gilbert and Wiesel 1983), though these connections are a drastic simplification. 

The second key element to microcircuit organization is the incorporation of inhibitory neurons 

that consistent of several different morphologies and serve different functions. They can broadly 

be classified by the expression of one of three different genes: parvalbumin, somatostatin, or 

vasoactive intestinal peptide (VIP) (Rudy et al. 2011). All three receive connections from local 

excitatory neurons, and VIP neurons inhibit both other inhibitory subtypes. Somatostatin and 

parvalbumin neurons differentially inhibit excitatory neurons by targeting their dendrites and 

soma, respectively. Finally, somatostatin disinhibit the circuit by also connecting to parvalbumin 

neurons (Xu et al. 2013; Pfeffer et al. 2013). Connection specificity between neurons can be 

found based on a myriad of factors—morphology, laminar location, gene expression, 

physiology—pointing to a well-defined, yet complex neocortical microcircuit.  

 

Despite identifying organization principles of neocortical microcircuitry, not every neuron 

connects with every other possible neighbor. The connectivity patterns are only tendencies and 

are probabilistic, so a complementary approach has been studying the statistics of connectivity. 

Connection probability between excitatory and inhibitory neurons have been measured by 

painstaking experiments using whole-cell patch recordings to simultaneously measure direct 

synaptic connections in vitro. Nearby pyramidal cells only connect to each other with roughly 

20% probability in L4 mouse barrel cortex (Lefort et al. 2009). In mouse auditory cortex, paired 

patch clamp recordings have measured the connectivity between excitatory and inhibitory 

neurons to be much higher, around 50% probability (Oswald et al. 2009). A consistent feature of 

synaptic connectivity statistics is its dependence on the somatic distance between neurons 
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(Oswald et al. 2009; Perin, Berger, and Markram 2011). This spatial decay in connectivity 

likelihood suggests a fixed space constant or size of the microcircuit, though the decay is 

difficult to accurately measure given the low connection probability, and it may differ between 

excitatory and inhibitory connections.  Beyond the spatial organization, there are topological 

principles determining microcircuit structure. Though the canonical microcircuit consists mostly 

of asymmetric connections (see above), reciprocal connections in pyramidal neurons are more 

frequent that would occur if connections were independent (Song et al. 2005). This same paper 

shows that triplets of pyramidal neurons have biased connectivity toward certain motifs. 

Excitatory neurons also exhibit clustered connectivity patterns. That is, two neurons are more 

likely to be connected the more neighbors they share (Perin, Berger, and Markram 2011). 

Indirect measurement of connectivity via an inferred causal impact on activity, ‘effective 

connectivity,’ has revealed one topological feature of connectivity present among the entire 

microcircuit—the rich club network (Nigam et al. 2016)—and has since been corroborated in a 

reconstructed network of rat somatosensory cortex (Gal et al. 2017). This organization contains a 

small subset of neurons that are densely interconnected with each other and with the remaining 

network. Neocortical microcircuits also possess the property of small-worldness (Perin, Berger, 

and Markram 2011). This property is defined by the confluence of strong clustering in 

combination with short average path length (Watts and Strogatz 1998) which, in the case of 

neural networks, results in efficient signal processing properties (Lago-Fernández et al. 2000). 

These statistical and topological descriptions of neocortical microcircuitry substantiate the 

concept of a structural neocortical microcircuit. 
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Challenges remain, however, in finding consensus on the definition of the microcircuit. One 

contributing factor is evidence for differences in the cytoarchitecture across neocortical areas – 

famously primary motor cortex lacking a granular layer. Not all differences are genetically 

determined; some occur during development and are shaped by thalamocortical activity from the 

periphery. The distinction between V1 and higher order visual areas is dependent on intact 

thalamocortical drive to layer 4 (Chou et al. 2013), and the structure of rodent barrel cortex 

requires intact sensory drive from whisker stimulation (Erzurumlu and Gaspar 2012). These two 

papers exemplify the fact that sensory cortical areas are not only functionally, but anatomically 

shaped by the nature of the inputs they receive. Nonetheless, there is little evidence for major 

inter-areal differences in the underlying microcircuitry outside of layer 4 (Harris and Shepherd 

2015). Canonical microcircuit structure remains compatible with these differences, provided that 

its function is generalizable to the requirements of different cortical areas. Another challenge 

posed to the microcircuit hypothesis could be difference across species. While the total volume, 

surface area, and cortical thickness may differ drastically across mammals (Barton and Harvey 

2000), a consistent microcircuit structure may still exist at a small enough spatial scale. The 

density of neurons in cortex varies across species of primates (Herculano-Houzel et al. 2008), 

which would result in a microcircuit that differs either in spatial scale, number of neurons, or 

density across species.  

 

Another difficulty in precisely defining the neocortical microcircuit is due to the tremendous 

recurrence in connectivity intra- and inter-cortically. Direct and indirect loops occur throughout 

cortex, as evidenced by the famous illustration of hierarchical connectivity in macaque visual 
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brain areas (Essen, Anderson, and Felleman 1992). While it is clear that neurons are discrete 

cellular units, a microcircuit cannot be discretized, and it will always have some degree of 

connectivity to nearby and distant microcircuits. In the context of a cortical column, these are 

commonly referred to as horizontal connections, with vertical connections occurring within the 

column. Though estimates of the proportion of horizontal to vertical connections vary, a recent 

paper reconstructed labeled neurons in cat area 17 and estimated the proportion of excitatory 

connections within an iso-orientation column that originate outside the column to be 92% 

(Stepanyants et al. 2009). The question then becomes ‘Where does one draw the boundary 

between the end of one circuit and the beginning of the next.’ Using the vertical column in visual 

cortex as the definitive representation of the microcircuit has received criticism (Olshausen and 

Field 2006; Rakic 2008; Boucsein et al. 2011), but the study of neocortex from a microcircuit 

perspective remains sound. Resolving the structure and function of neocortical microcircuits will 

drive important neuroscientific insights and could help inform future research into artificial 

intelligence and machine learning. 

 

Functional Consequences of Network Architecture 

No element of a biological system is completely described by its structure or anatomy alone. But 

understanding the structure can help to understand its function, and together, the structure and 

function give the full picture. Structure-function relationships play a large part in any area of 

biological research, from organismal biology to molecular biochemistry or biophysics. 

Understanding these relationships provide important context for comparative biology, and they 

have direct impact on potential engineering or medical intervention applications. In 
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neuroscience, the structure of neocortical microcircuits will inform how they behave and in turn, 

how they process information. In other words, the underlying connections within a population of 

neurons shapes and constrains the patterns of activity that are generated (Luczak and MacLean 

2012). Structure-function relationships in microcircuits are difficult to identify due to the 

complexity of the system and its constituent element, the neuron (Horton and Adams 2005). This 

complexity compounds the difficulty in causally identifying a feature of microcircuit architecture 

that impacts its function. Nonetheless, researchers have made theoretical and experimental 

progress in understanding how the structure of the microcircuit influences its dynamics and its 

downstream impact on perception and behavior. 

 

Theory of neural network dynamics often begins with a highly simplified model and advances 

toward more and more realistic models informed by biology. The seminal work of Wilson and 

Cowan (1973) exemplify this approach by developing a mean-field approximation to the 

dynamics of neural populations. Understanding population dynamics at the resolution of single 

neurons is possible from dynamical systems that model neuron subthreshold and spiking 

behavior. Considerable effort has been made to find accurate models of single neuron spiking 

behavior that has low computational complexity and is tunable to specific features of spiking 

including adaptation, burstiness, and refractoriness (Izhikevich 2003; Brette and Gerstner 2005), 

as opposed to the biophysical Hodgkin-Huxley model (Hodgkin and Huxley 1952) and its multi-

compartmental extensions (Lindsay, Lindsay, and Rosenberg 2005). Despite the exponential 

improvement of computational power, biologically realistic simulations of networks still require 

large-scale collaborations and state of the art supercomputers (Markram et al. 2015). 
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Neocortical microcircuits exhibit asynchronous, irregular spiking patterns (Ecker et al. 2010), 

which can be replicated in models of recurrent neural networks with balanced excitation and 

inhibition (van Vreeswijk and Sompolinsky 1996; Brunel 2000). The balance of excitatory and 

inhibitory inputs in cortical networks has a strong experimental evidence (Shu, Hasenstaub, and 

McCormick 2003; Haider et al. 2006; Xue, Atallah, and Scanziani 2014). As a consequence of 

irregular firing patterns, the neural spiking becomes a sparse, efficient code with benefits for 

information propagation (Kumar, Rotter, and Aertsen 2008; Zhou and Yu 2018). Incorporating 

features of spatial connectivity in cortical microcircuits into network models has shown these 

theoretical predictions to be consistent in more biologically realistic models (Litwin-Kumar and 

Doiron 2014; Rosenbaum et al. 2017). Beyond acting as a counterpart to excitation and 

balancing runaway spiking, inhibition along with synaptic plasticity allows for microcircuits to 

implement an approximation to expectation maximization, a powerful inference technique 

(Nessler et al. 2013). Attempts to simulate microcircuits as realistically as possible have 

promisingly reproduced an array of experimental findings, but have yet to yield strong 

theoretical predictions (Markram et al. 2015). The structure of microcircuits has been extensively 

studied, but similar to population activity patterns, the complexity has caused difficulty in 

identifying which aspects are impactful and which are inconsequential.  

 

Experimental Foundations of Microcircuit Investigation 

Scientific understanding is born from the interplay between theory and experiment. Modern 

neuroscience follows a continuous cycle of experimental design and data collection, leading to 
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interpretation of the data and formation of models and theory explaining the observations. This 

informs further experimentation for confirmation, extension, and new investigation. Neither 

experiment nor theory can advance uninterrupted while the other is stalled. Experimental 

investigation of intact neural systems requires precision to measure the small fluctuations in 

electric potential within densely-packed neurons in the delicate biologic tissue. Furthermore, 

perhaps more-so than other biologic systems, neuroscientific recording requires careful ethical 

considerations. A generalizable theory of how the neocortical microcircuit represents sensory 

information and the motor control underlying behavior is currently lacking, in part because the 

ability to record from the intact microcircuit is a relatively recent development. 

 

New experimental techniques probing neural function have historically led to large advances in 

neuroscientific understanding. Beginning over half a century ago, the electrophysiological 

behavior of neurons in the form of action potentials was revealed with dual electrodes recordings 

(Hodgkin, Huxley, and Katz 1952). Later, carefully crafted glass micropipette electrodes and 

recording hardware led to patch-clamp experiments with wide-reaching applications from ion 

channel dynamics (Hamill et al. 1981) to the multi-cell recordings that began revealing the 

behavior of the cortical microcircuit (Song et al. 2005). From a top-down perspective, non-

invasive recordings of aggregate activity using blood-flow dependent magnetic resonance are 

solidifying the neural correlates of behavior in humans (Fellows 2004). Multineuronal recordings 

are necessary to bridge our understanding of single-cell activity and large, cortical areal function. 
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The investigation of neocortical microcircuits has only recently been possible, partly due to the 

development and refinement of two-photon scanning microscopy beginning in 1990 (Denk, 

Strickler, and Webb 1990). The measurement of neural activity is critically dependent on 

calcium-sensitive fluorophores to be present in the neuron cytoplasm, relating the spiking-

dependent calcium concentration to the measured fluorescence (Eilers et al. 2001). Genetic 

engineering now allows for constitutively-expressed fluorescent proteins in mice (Dana et al. 

2014) and makes microcircuit investigations much more accessible to research groups. Focused 

laser light has a spatial resolution necessary to measure activity in single-cells and even 

subcellular compartments. However, changes in fluorescence are caused by changes in calcium 

concentration – an indirect measurement of activity. Future development of voltage-sensitive 

fluorophores (Kuhn, Denk, and Bruno 2008) may be necessary for these optical techniques to 

achieve temporal resolution matching electrophysiological recordings. Population recordings 

with two-photon scanning microscopy is further limited in its temporal resolution, since the 

fluorescence can only be measured from one neuron at a time and the excitation laser must be 

sequentially directed to across the microscope field of view. A common approach to increase 

temporal resolution is to minimize the scan time (Sadovsky et al. 2011; Schuck, Annecchino, and 

Schultz 2014).  

 

Beyond temporal and spatial resolution, two-photon techniques confer other advantages for the 

design of investigatory experimentation. Two-photon absorption occurs with photons of a higher 

wavelength, allowing for imaging in deep cortical layers, past several hundred micrometers of 

light-scattering tissue. Using standard techniques, two-photon scanning microscopy has been 
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applied in vivo to image all six layers of cortex (Tischbirek et al. 2015). Finally, and critical to 

the investigation of microcircuit dynamics, is the ability to record from spatially proximal 

neurons in a local population, making two-photon microscopy advantageous over multi-electrode 

arrays. Though recording from a single imaging plane is common and restricts data to one 

cortical layer, techniques using acousto-optic deflectors (Reddy et al. 2008) or temporal focusing 

of excitation light (Schrödel et al. 2013; Pégard et al. 2017) allow for recordings in a 3d volume. 

Chapter III includes in vivo recordings of over three hundred neurons in an imaging plane of 

layer 2/3 mouse V1 excitatory neurons in a field of view diameter of less than 800µm. In vivo 

recordings of dozens of neurons in small fields of view are now common (Carrillo-Reid et al. 

2015; Ecker et al. 2010; Rikhye and Sur 2015; Harvey, Coen, and Tank 2012; Montijn et al. 

2016). Development of this minimally-invasive technique was necessary to record network 

dynamics in the intact animal, leading to development of theories of microcircuit function. 

 

What We Can Learn from Spatiotemporal Spike Patterns 

Until neuroscientists crack the neural code, a valuable approach to understanding information 

representation in spike trains is one that is assumption-free, or one that assumes as little as 

possible. Information theory, originally developed for signal processing and communication 

systems (Shannon 1948), can elegantly measure informational content in spike trains with 

minimal assumptions about how that information is represented (Strong et al. 1998). In general, 

these methods have been useful in showing under what conditions stimuli are faithfully 

represented by spike trains (e.g. Lazar and Pnevmatikakis 2008). In applications to 

microcircuitry, a directed metric of information propagation, transfer entropy, has revealed 
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computational principles in microcircuit activity (Neymotin et al. 2011; Nigam et al. 2016). 

Maximum entropy models similarly have foundations in information theory, and have shown 

that activity patterns in retinal populations can be captured with pairwise interactions alone 

(Schneidman et al. 2006). Higher-order correlations (Ohiorhenuan et al. 2010), or spike history 

(Truccolo, Hochberg, and Donoghue 2010), however, are necessary to explain microcircuit 

dynamics in neocortex. Apart from an information theoretical framework, generalized linear 

models, inspired by receptive field properties, attempt to parameterize spiking probability by a 

set of linear filters applied to recent stimulus, spiking history, and other neurons, and 

incorporating known non-linearities in spiking activity (Truccolo et al. 2005). By studying the 

resulting filters, these models have revealed the structure of correlated activity within neural 

populations—a hallmark of neocortical dynamics. Correlations within a population can have 

diverse and sometimes surprising effects on stimulus encoding (Abbott and Dayan 1999; Josić et 

al. 2009; Zylberberg 2017). The sources and consequences of correlated variability can help 

dissect stimulus encoding properties (Pillow et al. 2008). This theoretical background can be 

categorized into two different approaches to studying population dynamics that are mirrored in 

the following two chapters. The first is to remain agnostic about what spike patterns represent in 

search of generalizable computing capabilities. Alternatively, stimulus-evoked activity can be 

anchored to features of an external stimulus, directly revealing how spike patterns encode 

information. 
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CHAPTER II 

EMERGENT CORTICAL CIRCUIT DYNAMICS CONTAIN DENSE, 

INTERWOVEN ENSEMBLES OF SPIKE SEQUENCES 

 

Abstract 

Temporal codes are theoretically powerful encoding schemes, but their precise form in neocortex 

remains unknown in part because of the large number of possible codes and the difficulty in 

disambiguating informative spikes from statistical noise. A biologically plausible and 

computationally powerful temporal coding scheme is the Hebbian assembly phase sequence 

(APS), which predicts reliable propagation of spikes between functionally related assemblies of 

neurons. Here, we sought to measure the inherent capacity of neocortical networks to produce 

reliable sequences of spikes, as would be predicted by an APS code. To record microcircuit 

activity, the scale at which computation is implemented, we used two-photon calcium imaging to 

densely sample spontaneous activity in murine neocortical networks ex vivo. We show that the 

population spike histogram is sufficient to produce a spatiotemporal progression of activity 

across the population. To more comprehensively evaluate the capacity for sequential spiking that 

cannot be explained by the overall population spiking, we identify statistically-significant spike 

sequences. We found a large repertoire of sequence spikes that collectively comprise the 

majority of spiking in the circuit. Sequences manifest probabilistically and share neuron 

membership, resulting in unique ensembles of interwoven sequences characterizing individual 

spatiotemporal progressions of activity. Distillation of population dynamics into its constituent 

sequences provides a way to capture trial-to-trial variability, and may prove to be a powerful 
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decoding substrate in vivo. Informed by these data, we suggest that the Hebbian APS be 

reformulated as interwoven sequences with flexible assembly membership due to shared, 

overlapping neurons. 

 

Introduction 

Despite reliable perception and behavior, a hallmark of neural activity is a relatively high degree 

of trial-to-trial variability (Vogels, Spileers, and Orban 1989; Heggelund and Albus 1978; Arieli 

et al. 1996). It is not yet known to what degree this variability is related to cortical function or is 

simply uninformative biological noise. Identifying a complete picture of the statistics describing 

population dynamics is necessary to distinguish between noisy and informative spiking and in 

turn understand cortical function and computation. A general feature of neuronal population 

dynamics is recurring spatiotemporal patterns of neuronal activity, occurring in a wide range of 

preparations and under a variety of conditions (Johnson, Goel, and Buonomano 2010; Beggs and 

Plenz 2004; Peters, Chen, and Komiyama 2014; Bathellier, Ushakova, and Rumpel 2012; Villa 

et al. 1999). Spatiotemporal patterns have been found to correlate with perception, sensory input, 

and motor behavior (Harvey, Coen, and Tank 2012; Luczak, Barthó, and Harris 2009; 

Churchland et al. 2012), but we still lack the necessary tools to fully capture and describe 

complex population spike patterns. Noisy spatiotemporal patterns can be summarized as 

trajectories using dimensionality reduction techniques, facilitating accurate decoding and 

interpretability (Byron et al. 2009; Briggman, Abarbanel, and Kristan 2005; Broome, Jayaraman, 

and Laurent 2006). However, neocortical computation is implemented at the level of spiking 

neurons, making the mechanisms underlying these reduced-dimension trajectories difficult to 
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resolve. Analytic methods that retain detail relating neurons and their spikes to the information 

they carry will facilitate an understanding of the network mechanisms supporting meaningful 

dynamics.  

 

Temporally structured population activity is an expedient mechanism for information 

representation, particularly for time-varying stimuli. Temporal spike patterns provide a powerful 

computational substrate (Crowe, Averbeck, and Chafee 2010; Villa et al. 1999; Rabinovich, 

Huerta, and Laurent 2008; Wehr and Laurent 1996), but the extent to which local cortical 

networks can support reliable spike propagation is an open question (Diesmann, Gewaltig, and 

Aertsen 1999). Neural networks often exhibit a relatively consistent advancement of activity, 

summarized as a mean global progression (MGP) of activity (Fig II-1E; Harvey, Coen, and Tank 

2012; Luczak et al. 2007; Luczak, McNaughton, and Harris 2015; Pastalkova et al. 2008), 

suggesting neocortical networks have the capacity for reliable spike propagation. The MGP, 

revealed after sorting neurons by their mean spike time, is consistent with a Hebbian assembly 

phase sequence (APS) in which functionally related assemblies of neurons propagate activity 

through the network (Hebb 1961). Cell assemblies facilitate the propagation of spiking, 

providing an important bridge between the monosynaptic building blocks of a cortical network 

and trajectories within population dynamics. While spatiotemporal patterns are a robust feature 

of cortical network activity, neurons are noisy, and consequently, MGPs generally exhibit large 

trail-to-trial variability (Lin et al. 2015; Luczak, Barthó, and Harris 2009). The structure of this 

variability is understudied. Here we sought to identify subpopulations of the network exhibiting 

reliable spike propagation due to shared spike-time variability. 
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In order to study reliable spike propagation, we employed two-photon calcium imaging to record 

spontaneous population activity in large neocortical networks ex vivo. This preparation allows us 

to densely record the local cortical network and observe activity as it propagates undisturbed by 

top-down modulation or bottom-up sensory drive. The spatiotemporal activity patterns resulted 

in an MGP that was qualitatively similar to those observed in vivo. We show that in these 

networks, the population post-event time histogram (PETH) alone can lead to an MGP. To 

evaluate the capacity of these networks for structured spike timing that could not be explained by 

the PETH, we identified small ensembles of neurons exhibiting sequential spiking. The large 

repertoire of spike sequences collectively comprise the majority of all spiking in the network. 

Viewing network activity from the perspective of these spike sequences helped to capture trial-

to-trial variability. Sequences densely manifested within the population dynamics and strongly 

overlapped in time and in neuronal membership, leading to interwoven ensembles of sequences 

that characterized each population event. Importantly, the occurrence of any given sequence is 

not deterministic, and the full ensemble of sequences in any trial is unique. From the perspective 

of an APS, our results suggest that rather than a concatenated, feedforward group of assemblies, 

the dynamics are characterized by interwoven assemblies. Structured spatiotemporal activity 

patterns can encode information and compute (Rabinovich, Huerta, and Laurent 2008; 

Durstewitz and Deco 2008; Buonomano and Maass 2009), suggesting that spike sequences may 

underlie aspects of cortical function, including sensory representations. 
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Materials and Methods 

Experimental preparation 

All procedures were performed in accordance and approved by the Institutional Animal Care and 

Use Committee at the University of Chicago. Data analyzed here was previously reported in 

Sadovsky and MacLean (2013). C57BL/6 mice of either sex, P14-17, were anesthetized by 

intraperitoneal ketamine-xylazine injection. After confirming anesthetic level, mice were rapidly 

decapitated and had their brains removed and placed in ice-cold cutting solution (containing in 

mM: 3 KCl, 26 NaHCO3, 1NaH2PO4, 0.5 CaCl2, 3.5 MgSO4, 25 dextrose, 123 sucrose) 

bubbled with carbogen (95% O2, 5% CO2). Coronal and thalamocortical slices of primary 

auditory cortex (described in Cruikshank, Rose, and Metherate 2002), 500um thick, were cut 

using a vibratome (VT1000S; Leica). These slices were then incubated in 35°C oxygenated 

artificial CSF (containing in mM: 123 NaCl, 3 KCl, 26 NaHCO3, 1 NaH2PO4, 2 CaCl2, 6 

MgSO4, 25 dextrose) for 35-40 minutes. Slices were then transferred into a small Petri dish 

containing 2ml ACSF with an aliquot of 50g Fura-2AM (Invitrogen), 2L Pluronic F-127 

(Invitrogen), and 13L DMSO (Sadovsky and MacLean 2013). 

 

Data acquisition 

Data was acquired with slices submerged in standard ACSF (containing in mM: 123 NaCl, 3 

KCl, 26 NaHCO3, 1 NaH2PO4, 2 CaCl2, 2 MgSO4, and 25 dextrose) which was continuously 

aerated with carbogen (95% O2, 5% CO2). Primary auditory cortex was identified visually by 

internal capsule landmarks under brightfield, and two-photon scanning microscopy was 

performed using the Heuristically Optimal Path Scanning technique (Sadovsky et al. 2011) 
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resulting in imaging frames lasting 78±14.5ms. Following data acquisition, action potentials 

were inferred from fluorescence traces using a modified fast non-negative inference algorithm 

(Vogelstein et al. 2010). Datasets with fewer than four identified spontaneous populations 

events, and neurons active in fewer than two events were excluded from analysis. 

 

Experimental Design and Statistical Analysis 

Calcium imaging was performed on 11 mice (p14-17; both sexes). Data from all experiments 

were included in all analyses. Coronal (n=5) and thalamocortical (n=6) slices were pooled as no 

statistical differences were found between datasets, as described previously (Sadovsky and 

MacLean 2013). All statistical tests were performed with MATLAB (MathWorks). Unless 

otherwise noted, data are shown as mean±std. Significance of correlation coefficients were 

computed using a Student’s t statistic. A difference in the means of Figure II-6C was confirmed 

using a two-way ANOVA (spike category and animal identity). All other tests assumed 

nonparametric distributions and used Mann-Whitney U. 

 

Normalized count 

Normalized lagged-spiking counts were computed for every pair of neurons as 

𝑥" 𝑡 ∙ 𝑥% 𝑡 + 1()*
+,*

-
.,*

𝑥" 𝑡(
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-
.,*

 

Where xi(t) is the binary spike train of neuron i, for each event n and each time frame t. These 

lagged spike counts quantify the probability of cell j spiking after cell i. The matrix of 

normalized-counts, between pairs of neurons, served to identify potential sequences before 

testing for significance (see Fig II-2A).  
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Candidate sequence construction 

Candidate sequences are constructed from the normalized lagged-spike count matrix. Each 

sequence length is defined beforehand. We tested 1000 candidate sequences for sequence lengths 

of 3 through 8. For each sequence length, pairs of neurons were deterministically drawn from the 

highest values in the normalized-count matrix. The first pair was drawn starting from the highest 

value within the entire matrix. A third neuron was added by choosing the neuron with the highest 

value among all the ( 2 , i ) values, excluding the neuron in position 1. Iteratively, neuron n was 

chosen by the largest ( n-1 , i ) values, excluding neurons 1,…,n-1. This guarantees that no 

neuron repeats within a single candidate sequence. The procedure ends once the predetermined 

sequence length is reached. To maximize the average normalized count within the candidate 

sequences, the next candidate was created starting from position k, where the maximum values 

among all ( k , i ) is greater than the maximum value among all other starting positions. In this 

way, the next candidate can branch off the previous candidate, and they would share neurons 1 

through k. 

When generating random sequences, normalized counts were ignored, but neurons were again 

not allowed to repeat within individual candidate sequences. After generating surrogate datasets 

of inhomogeneous Poisson spiking or trial-shuffled spike trains, a new normalized count matrix 

was computed, and the identical candidate generation method was applied. 

 

Sequence score 
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Each candidate sequence was characterized by its sequence score (S), roughly equal to the 

fraction of spiking in sequence relative to all spiking in the sequence neurons. First, the binary 

spike rasters of the candidate sequence are transformed by a term frequency-inverse document 

frequency (TF-IDF) weighting (Carrillo-Reid et al. 2015). The binary spike then becomes the 

product of its term-frequency weighting and its inverse-document-frequency weighting: 

𝑊0,2 𝑡 = 𝑤0,2
+5 𝑡 ∙ 𝑤0,2

"65 𝑡   

With term-frequency weighting 

𝑤0,2
+5 𝑡 = 𝑙𝑜𝑔

𝑓2
1 + 𝑛0,2

∙ 𝑋0,2 𝑡  

And the document-frequency weighting 
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Where Xc,e(t) is the binary spike train of cell c in event e, fe is the number of frames in event e, 

nc,e is the number of spikes in cell c in event e, E is the total number of events, and H(x) is the 

Heaviside function, with the convention H(0) = 0. Term-frequency weighting decreases the 

weight of a spike when a given neuron spikes multiple times within an event (i.e. it may not 

participate in sequences at a unique time-point). Inverse-document weighting increases the 

weight of all spikes in an event when the neuron is active in many different events (i.e. it is more 

likely to be reliably active in spike sequences). 

To compute the sequence score, we first convolve each Wc,e(t) with a 5 frame Hamming window. 

Then, the sequence score (S) and sequence onset time (Te) is defined as 

𝑇2 = 𝑎𝑟𝑔𝑚𝑎𝑥
*D+D5E
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H
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Where L is the sequence length. These equations define the sequence score as the mean fraction 

of weighted spikes occurring within the identified sequence window. The sequence window is 

offset by one frame for each subsequent cell in the sequence, and its location is simply that 

which gives the maximum within-event sequence score.  

Surrogate spike trains are then constructed for each candidate sequence. The number of spikes 

per event is maintained for each cell. In each event, the spike times of all candidate cells are 

pooled to estimate the multi-unit spike-time histogram. New spikes are randomly drawn from 

this distribution for each cell until it has the same number of spikes in the original data. This is 

done independently for each event, until a complete set of new spike trains is generated. This 

procedure is repeated one thousand times, leading to one thousand surrogate sequence scores. 

This distribution of scores represents how sequential we can expect this set of neurons to behave 

given their coactivity and spike timing. Each candidate sequence is accepted as significant if its 

own sequence score is greater than 99% of the surrogate sequence scores.  

 

MGP analysis 

The MGP is computed by sorting the neurons by their mean spike time across all trials. The 

percent of spiking within the MGP was calculated by the number of spikes within a spike 

window centered at each neuron’s mean spike time. All spikes from all trials were convolved 

with a 60ms Gaussian window to generate a time-varying firing rate. To define whether a spike 
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occurred within the MGP or not, an MGP window was defined as the nearest local minimum 

before and after each neuron’s location in the MGP (i.e. its mean spike time). Surrogate MGPs 

were computed from inhomogeneous Poisson populations for each dataset 40 times, one example 

shown in Fig II-1E.  

 

Sequence analysis 

Only first spike times were included to compute the mean and variance of spike times. Cells that 

were active in fewer than four events were excluded. Spikes were classified as sequence spikes 

or non-sequence spikes. According to the cell identities, ordering, and event-specific sequence 

window of each sequence, we expect to see spikes occurring at specific time points in specific 

neurons. Thus, a sequence spike is a spike that satisfies this condition (i.e. it spikes in the 

sequence window). Each spike was compared against the expected spike timing of every 

sequence the given neuron participated in. If the spike matched the expected spike time of any 

sequences, it was classified as a sequence spike; if it matched none, it was a non-sequence spike. 

All other analyses are described in Results. 

 

Results 

Neocortical dynamics exhibit structured progression of neuronal activity 

In order to understand the intrinsic properties of network activity generated by local circuitry in 

neocortex, we chose an ex vivo preparation (Fig II-1A). This approach allowed us to study the 

statistical features of intrinsic dynamics that are exclusively produced by local circuit 

connectivity, excluding long-range top down and bottom up influences. Population activity in 
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this preparation emerged spontaneously as discrete events of coordinated network activity 

resulting in elevated membrane potential across the population and spiking in a subset of the 

population (Cossart, Aronov, and Yuste 2003; Sadovsky and MacLean 2013; Kruskal, Li, and 

MacLean 2013). This activity was brief (1.28±0.46 seconds) and was separated by long periods 

of quiescence, making each period of activity a distinct observation of spike propagation through 

the local network (Fig II-1B). Using two-photon calcium imaging, we recorded 9.4±4.6 of these 

events from large populations (595±101 neurons) sampling activity in the population at 12.8±2.0 

Hz per slice preparation (n=11). We used a fast nonnegative deconvolution algorithm (Sadovsky 

and MacLean 2013; Vogelstein et al. 2010) to infer spikes from calcium transients in each 

neuron. Across the imaged neuronal population, spiking was relatively sparse, encompassing 

63±25% of the population with active neurons spiking 1.5±0.8 times per event (Fig II-1B). On 

average, the population activity followed a common progression: activity in a small number of 

neurons rapidly recruiting activity in other neurons reaching a maximum population firing rate 

after 512.5±232.2ms (Fig II-1C). Afterwards, spiking gradually decayed until the end of the 

event. The mean number of active cells per frame was well fit by a difference of exponentials (R2 

= 0.94). Sorting neurons by their mean spike time revealed mean global progression (MGP) of 

activity (Fig II-1E), consistent with many reports (Harvey, Coen, and Tank 2012; Luczak, 

Barthó, and Harris 2009; Luczak, McNaughton, and Harris 2015; Churchland et al. 2012). 

Alongside this mean progression of activity was a high degree of trial-to-trial variance. At the 

level of individual cells, variance was correlated with the mean first spike time, resulting in an 

accumulation of variance throughout the event, as previously reported (Luczak, McNaughton, 

and Harris 2015). The few neurons that initiated activity had more reliable latencies, while 
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neurons that spiked later did so more variably (r=0.51, p=2.2*10-131 Student’s t-test; Fig II-1D). 

We further found that the population PETH was sufficient to replicate the MGP. We generated 

surrogate spike trains with a population of Poisson processes with inhomogeneous firing rates 

equal to the PETH. By conserving the number of spikes in each neuron and the mean PETH, the 

distribution of mean spike times was replicated and in turn generated a qualitatively similar MGP 

(Fig II-1E). The ordering of the MGP was different, but the percent of spiking within the MGP 

was similar between the data and the Poisson spiking (data: 47.0±10.8%; Poisson 50.8±7.9%; 

p=0.148 Mann-Whitney U) suggesting that the MGP is largely the result of inhomogeneous 

firing rates across a specific population. There is substantial evidence that MGPs correspond to 

specific sensory inputs, motor outputs and behavioral choice, but the high variability of the MGP 

presents specific challenges from a mechanistic account and an information theoretic 

perspective. As a result, we sought to determine whether we could identify sequential spiking 

patterns beyond that described by the global mean. 

 

Identifying reliable spike patterns in global assembly dynamics 

To study whether population activity supports reliable propagation of spiking beyond the MGP, 

we sought to identify smaller ensembles of neurons with sequential spike times across trials 

(Gansel and Singer 2012; Gourévitch and Eggermont 2010; Reyes-Puerta et al. 2014; Abeles and 

Gerstein 1988). Testing all potential sequences of moderate length in populations of this size is 

not computational tractable; therefore, we only tested groups that were most likely to generate 

sequential spiking (Fig II-2A). Since we were searching for sequential spikes between neurons, 

we generated potential, ‘candidate,’ sequences using a normalized lagged-spike count matrix and 
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then tested each candidate sequence for statistical significance. These normalized counts are 

better conceptualized as a consistent propagation of spikes between two neurons (Villa et al. 

1999), rather than simultaneous correlated fluctuations. We systematically identified candidate 

sequences using the normalized count matrix and extended group size by linking one pair of 

strongly-correlated neurons to another (Fig II-2A; for more details, see Materials and Methods). 

All potential sequences were deterministically constructed from the largest elements in the 

normalized count matrix. We did not allow neurons to repeat in any single sequence to ensure 

that each neuron had a unique position in the sequence. All candidate sequences were then 

independently tested to determine whether they exhibited statistically significant sequential 

spiking.  
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Figure II-1: Structured, emergent dynamics in neocortical populations 
A) Representative field of view showing imaged neurons spanning all cortical lamina. B) Two 
example spontaneous events of activity. C) PETH of population showing a fast rise in activity 
and slower decay (mean±std). D) Accumulation of variance across the population. Each circle is 
a neuron (all datasets included; n=11). For each neuron, spikes were pooled across all events 
aligned to the start of each event. Overlaid running mean±sem in blue. E) Mean global 
progression is a product of the population PETH; representative MGP from data and MGP 
generated from an inhomogeneous Poisson population. MGPs in each case have unique ordering 
but similar structure. Normalized activity of neurons sorted by their mean spike time; spikes 
convolved with a 60 ms Gaussian window for visualization. 
 

To determine whether each group of neurons showed reliable, sequential spiking, we used a 

novel metric to quantify a group of neurons’ sequential firing (Fig II-2). First, spike trains are 

weighted to highlight spikes more likely to participate in sequences; the metric is then computed 
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as the fraction of weighted spiking occurring in sequence. Binary spike matrices are weighted 

according to a term frequency - inverse document frequency (TF-IDF) function (Carrillo-Reid et 

al. 2015). This weighting procedure makes sparse, binary spike trains more amenable to a 

continuous, rather than discrete, metric of reliability. Briefly, the weighting of a spike was 

increased when a neuron had few spikes per event and when a neuron spiked in many different 

events. This served to more strongly weight neurons that were reliably active across events and 

that spiked at a unique time point within trials. 

 

We then computed a sequence score for each candidate sequence, measured as the in-sequence 

weight divided by the total weight in the event (i.e. the fraction of sequence spiking compared to 

all spiking). In-sequence weight was determined by a sequential time window characterizing the 

expected spike pattern (Fig II-2A), positioned to maximize the sequence score. To allow small 

jitter in the sequences, TF-IDF weights were convolved with a 5-frame Hamming window so 

that presence in the window is not all-or-none. Thus, a neuron not spiking was less costly than a 

spike out of sequence. Due to the temporal resolution of calcium imaging in these experiments, 

these sequences cannot be simply the manifestation of a chain of monosynaptic connections 

(Chambers and MacLean 2015), but rather represent network-dependent propagation of spikes 

(Chambers and MacLean 2016). 

 

To establish statistical significance, we then compared the sequence score to a distribution of 

scores using surrogate data. To construct surrogate data, we drew random spike times from the 

spike time distribution of the candidate cells while maintaining the number of spikes in each cell 



40 
 

in each event. Each spike train of the surrogate data has the same distribution of spike times 

across trials as its corresponding neuron, maintaining its position in the overall MGP. The 

surrogate data contains the spike features necessary for a population-wide MGP; consequently, 

differences between real data and surrogate data were due to specific spike-timing relationships 

between the candidate neurons themselves. We constructed 1000 surrogate spike trains for each 

neuron in the candidate sequence and computed a surrogate sequence score for each set of spike 

trains. If the true sequence score was greater than 99% of the surrogate sequence scores (i.e. p < 

0.01), we rejected the null hypothesis that the degree of sequential spiking (i.e. sequence score) 

occurred by chance. Our approach rejected the vast majority of candidate sequences 

(85.2%±10.1%). Despite this stringent statistical test, we identified many significant sequences 

after 1000 candidates from each sequence length to generate a suitable set for quantitative 

analysis (69.7±69.5 sequences of length 3, 132.8±121.3 length 4, 182.2±126.1 length 5, 

202.2±108.3 length 6, 177.1±92.5 length 7, 123.0±72.3 length 8; Fig II-2C). We did not include 

any sequences of lengths greater than 8 because the candidate sequences had a rejection rate of 

95.0±6.1%, which was not likely to provide enough statistical power for quantitative analysis. 

This result suggests a clear limit in the capacity of the local network to support reliable 

spontaneous sequences on its own. In addition, the total duration of an event acted as an upper 

bound by limiting the likelihood that we would find a sequence of length nine or longer. 

Although the significance of a sequence was dependent both on the sequence score and its 

surrogate distribution, we found that sequences with higher sequence scores had lower p-values 

and were thus more likely to be significant (r=-0.43, p=0 Student’s t-test). 
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The sizeable number of sequences with large (6-8) numbers of neurons indicated that there is a 

high degree of shared variability among large groups of neurons in the population, despite the 

fact that single-cell spike times are highly variable after even a few frames. Illustrative examples 

of a sequence of each length in a single event show qualitative results of the identification 

analysis (Fig II-2B).  Due to the design of the identification method, missing spikes and 

misaligned spikes were common in individual events. When we pooled all spikes from all events 

(aligned to the occurrence of each sequence), we found a high degree of precision within the 

neurons with relatively low alignment errors and longer sequences tended to incur more errors 

than shorter sequences (Fig II-2B). 

 

We performed three control tests for the identification procedure. First, we generated surrogate 

data in a similar manner to the statistical test, but instead used the entire population raster as the 

spike time distribution, rather than only using spikes from the candidate sequence neurons (see 

Materials and Methods). These data are identical to those used in Figure II-1E. The correlation 

structure in these surrogate spike trains is wholly generated from the population post event time 

histogram (PETH), removing all influences of intrinsic reliability, co-variability, and higher-

order correlations. Thus, one should expect no significant sequential structure from these data. 

Indeed, the acceptance rate for this control was near the p-value threshold of the statistical test 

(0.4±0.8%; Fig II-2C, right). As a second control, we created surrogate data by shuffling each 

neuron’s spike trains across trials. This control will destroy sequences that strongly vary in their 

onset time, but sequences with a reliable onset latency will remain. Indeed, this second class of 

surrogate data contained fewer significant sequences than the data (147.8±106.8 data; 62.2±52.6 
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shuffle; Fig II-2C middle-left). Informed by this control, we estimated that 42% of sequences had 

a consistent onset latency. Finally, we tested the efficacy of the candidate construction method 

by randomly linking neurons to build candidate sequences. This method was extremely 

computationally inefficient at identifying sequences (Fig II-2C, middle-right). Constructing 

candidate sequences by chaining normalized count relationships together lead to a 43-fold 

increase in the probability of finding a significant sequence. Because of the combinatorial nature 

of sequences, leveraging the normalized count matrix to generate candidate sequences was 

necessary for practical tractability. 

 
Due to the deterministic sequence construction and the need for explicit sequence length 

specification, we found that many of the shortest sequences were themselves subsets of the 

longer sequences (Fig II-3C). To determine whether long sequences were only comprised of 

shorter significant sequences we also tested every possible subsequence from the original 

significant sequences. We found that some, but not all, subsequences were significant 

(37±23.4%). Longer subsequences were more likely to be significant than shorter subsequences 

(10.8±8.8% length 3, 24.2±15.5% length 4, 37.9±16.8% length 5, 51.3±17.1% length 6, 

61.0±16.6% length 7). Broadly, however, significant sequential spiking within one given group 

of neurons does not guarantee sequential spiking with a similar group. This suggests that higher-

order correlations are responsible for the presence of longer sequences (Chambers and MacLean 

2016), and these sequences are not simply composed of chains of pairwise correlations. The 

abundance of identified sequences motivated a closer analysis of their manifestation in network 

dynamics. 
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Figure II-2: Identifying spike sequences 
A) Illustration of sequence identification method (details in Materials and Methods). Candidate 
sequences are constructed, and a sequence score is computed from weighted spike trains. The 
sequence is accepted if score is significantly larger than scores from surrogate spike trains. B) 
Spike sequences of each length. Single example columns: spike trains from one event (sequence 
spikes outlined in green); average columns: normalized spike weight across all sequences and all 
events showing strong sequential structure. C) Number of sequences identified across all datasets 
(data); in trial-shuffled datasets (trial shuffle); in surrogate spikes replicating population PETH 
(shuffle); sequences identified with randomly sorted candidate sequences (random). Boxes show 
median and interquartile range. Whiskers extend to 2.7 · σ · IQR. 
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Neuronal participation within sequences 

Neurons were allowed to have membership in multiple sequences, and among the significant 

sequences, we found a long-tailed distribution of sequence membership across neurons. Most 

neurons participated in a few sequences, and a few neurons participated in a large proportion of 

all sequences. Surprisingly, the neurons with highest sequence membership were also those with 

the latest average sequence position (Fig II-3A). Taken together, this indicated that on average 

sequences begin in a diversity of neurons, and as sequences grew longer, they pool into fewer 

and fewer neurons. The broad distribution of sequence membership, spanning two orders of 

magnitude emphasizes the amount of convergence at the end of long sequences. This is 

consistent with the accumulation of spike-time variance throughout events, as additional 

variability would reduce the group of possible neurons to occur at the end of long sequences.  

With this in mind, we tested the hypothesis that long sequences are converging onto low variance 

cells. We needed to control for the accumulation of variance, since neurons at the end of long 

sequences (i.e. participating in many sequences) are likely to be active later in the events when 

variance is higher. We separated the distribution of mean spike times into 39 quantiles and 

computed the z-scored variance of each neuron according to its mean-spike time, eliminating the 

differences in mean variance and heteroscedasticity (Fig II-3B, inset). We found that neurons 

with higher sequence membership have lower variance in spike times on average (Fig II-3B). 

Neurons with more precise spike-times preferentially participated in many sequences. This 

finding suggests that in order to participate in many sequences, it is beneficial to be locked to the 

population onset, as sequences with variable onset latencies would show higher spike-time 

variability. 
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Figure II-3: Sequences converge onto high 
membership neurons with low variance 
spiking 
A) Sequence membership of a neuron vs 
mean sequence position (note log scale on 
ordinate axis). Majority of neurons initiate 
few sequences, and a minority participate 
promiscuously at the end of sequences, 
leading to broad convergence onto a small 
subset of neurons. Marginal distributions left 
& bottom. (B) Promiscuous neurons have 
more precise spike times, relative to event 
onset. Each neuron variance was z-scored 
according to its mean-spike time quantile 
(see inset). Mean variance shown with 
bootstrapped 95% confidence intervals. (C) 
Illustrative example of shared neurons 
between sequences. Directed graph showing 
sequences that share every neuron 
(unordered) with another sequence. Each 
node (n=855) is a sequence (size 
corresponds to sequence length); Edges lead 
from one sequence to another in which the 
target contains all neurons of the source.  
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Population capacity for spike-time reliability places an upper bound on long, reliable 

sequences 

The accumulation of variance led us to expect sequences to occur near the beginning of events, 

when spike-time precision was highest. We found that on average longer sequences tended to 

start later than short sequences relative to the onset of activity, but the onset of shorter sequences 

was more widely distributed than long sequences (Fig II-4A). The consistently delayed onset of 

long sequences occurred alongside the peak of population activity (see Fig II-1C), possibly 

suggesting that a requisite level of excitability is necessary for the initiation of stable spike 

propagation. Onset times of all sequences showed a similar accumulation of variance to 

individual cells, and this relationship was independent of sequence length (linear fit slope 3.25 

for single cells (see Fig II-1D), 3.40±0.23 across sequence lengths). Thus, sequence onsets 

reflected the overall population PETH. 

 

While every sequence in this analysis is statistically significant, there is a distribution of 

sequence scores among significant sequences. We next asked how the reliability of a sequence 

was impacted by the accumulation of variance by analyzing the relationship between sequence 

score and mean onset time. We found a strong relationship between sequence score and onset 

time for long sequences, but short sequences showed no such relationship. For short sequences, 

reliability could be generated by co-variability within the small group of neurons, and could 

occur throughout the full duration of the event despite the global accumulation of variability. 

Conversely, reliability in long sequences was highly dependent on its onset relative to the 
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population (Fig II-4B). Intrinsic co-variability was not sufficient to support a high degree of 

reliability for such long sequences.  
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Figure II-4: Long sequences are bounded by the duration and variance of population activity 
A) Distributions of onset times for each sequence length. Short sequences occur throughout 
MGP; long sequences are temporally coupled to peak activity (see Fig II-1C). Only sequences in 
which 75% percent of neurons were active in an event included. Box and whiskers as in Figure 
II-2C. B) Running mean±std of sequence score against sequence onset time. Short sequences 
robustly reliable over time; longer sequences lose reliability in conjunction with accumulation of 
variability (Fig II-1D). 
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Sequence composition of global dynamics 

We next sought to decompose instances of population activity into spikes captured by sequences, 

and spikes unexplained by sequences and consequently categorized each spike as a sequence 

spike or a non-sequence spike. For each neuron, we compared its spike times to all expected 

spike-times given its sequence membership. If the neuron spiked at the correct time for any 

sequence, it was categorized as a sequence spike; if the spike belonged to none of its sequences it 

was categorized as a non-sequence spike. 

Figure II-5: Sequences comprise a large fraction of population activity 
A) Total population spiking, and spiking categorized as either sequence or non-sequence spiking 
(mean+/-std). B) Sequences track population activity; more spikes belong to sequences when 
more neurons are spiking (mean±sem). Uniform probability of sequence spikes was generated by 
shuffling spikes in each event. C) Active sequences, within any one event, are less common, yet 
show similar evolution in time as the average of events (mean±std). 
 

On average, 55.1% of all spikes belonged to an identified and statistically significant sequence. 

The progression of sequence spikes, non-sequence spikes, and total spikes over time are shown 

in Figure II-5A. On average, the number of sequence spikes is highly correlated with the total 

number of spikes. Non-sequence spikes were fewer in number and tended to occur later. This is 

presumably because of increased spike variance later in events and a bias for sequences to start 

early in an event (see Fig II-4A). We also found that the more coincident spikes in any frame, the 

higher fraction of them were sequence spikes (r=0.37, p=3.49*10-42 Student’s t-test; Fig II-5B). 
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In other words, increased excitability within the population contained more sequences, while the 

sparse activity was composed of very little sequential structure. The moderate correlation 

coefficient and the concave appearance in Figure II-5B suggests that this is predominately a 

nonlinear relationship. We next restricted our analyses further by only considering sequences 

that fully manifested during an event (i.e. every cell in the sequence produced a sequence spike). 

Complete sequences were deemed ‘active,’ while all other sequences were ‘inactive.’ Generally, 

the presence of active sequences, according to this definition, was uncommon (27.0±26.3% 

length 3, 14.5±17.8% length 4, 7.2±10.8% length 5, 3.5±6.6% length 6, 1.4±4.1% length 7, 

0.3±1.0% length 8). Unsurprisingly, active shorter sequences on average occurred more often 

than active longer sequences. Though only a small portion of the population activity was 

explained by active sequences, its progression was closely tied to the full population (Fig II-5C). 

 
 
 

Single trial manifestations of active sequences 

We next studied how active sequences were coordinated during events of population activity. We 

found distinct but overlapping sequences defined population spiking in single trials (see 

examples in Fig II-6A). As expected by the distribution of sequence membership, the sequences 

were highly interwoven with many shared neurons among active sequences. To quantify the 

degree of shared sequences between events, we computed the Jaccardian index between active 

sequence spikes in all pairs of events. We found that the median sequence overlap between pairs 

of events was low (33.7%), and many pairs of events shared nearly no sequences spikes (Fig II-

6B). This suggests that while all trials share the same MGP and repertoire of possible sequences, 
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they are differentiated by their unique ensembles of active sequences. We then computed the 

absolute deviation from a neuron’s mean spike time (i.e. its position in the MGP) for all of its 

sequence spikes and non-sequence spikes separately. We found that sequence spikes were more 

similar to the MGP than non-sequence spikes (Fig II-6C) consistent with our result that sequence 

spikes tracked population activity (see Fig II-5A).  

 

We then tested whether the convergence of all sequences onto a small subset of high 

membership neurons was also present within single instantiations of active sequences. First, 

analyzing all sequences aligned to their first neuron (as in Fig II-3A), we computed the number 

of unique neurons at each sequence position, normalized by the expected number of unique 

neurons. This expectation was calculated assuming a uniform probability of observing each 

neuron spiking in sequence. The ratio of these two quantities told us how often neurons repeat in 

sequences as compared to expectations set by chance. Consistent with Figure II-3A, we found 

relatively diverse neurons at the beginning of sequences, but high redundancy later in sequences. 

Next, we exclusively analyzed active sequences within individual events, computing the number 

of unique cells participating in each frame, normalized by the expected number of unique 

neurons assuming a uniform distribution. This resulted in a comparable measure of how often 

neurons repeat in active sequences. We found a constant ratio of unique neurons throughout 

population activity (Fig II-6D). Due to the specific subsets of active sequences and the 

distribution of onset times, the overall convergence seen among all sequences was suppressed. 

Among the overlapping subsets of active sequences, the reliable propagation of spiking was 

balanced between convergence onto shared neurons and divergence into distinct neurons. Thus, 
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sequences were highly interwoven and co-occurred throughout the duration of population 

activity. While on average sequences pooled into a small subset of individual neurons, on single 

trials this was not the case. Interwoven sequences during single events were drawn from a large 

repertoire of possible sequences and demonstrated that variance about the global mean is not 

noise, but the manifestation of reliable spike times in the population.  

 

 

 
Figure II-6: Single trails of MGP are composed of unique subsets of interwoven sequences 
A) Two example rasters with overlaid active sequences. Neurons sorted according to MGP; 
events exhibit unique (left: blue; right: orange) and overlapping (green) sequences. B) 
Distribution of shared sequence spikes between event pairs. Low overall overlap, with many 
events sharing nearly no sequences. C) Sequence spikes occur closer to expected MGP position 
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(p=1.1*10-3 two-way ANOVA). Box and whiskers as in Figure II-2C. D) All sequences show 
strong pooling at the end of long sequences (black bar is mean, grey points for each dataset); 
active sequences show balanced convergence and divergence throughout event (mean+/-sem; 
grey points show each time point across all events). 
 

Discussion 

Consistent trajectories of population activity have been observed in many cortical areas, are 

qualitatively similar in vitro and in vivo (Sadovsky and MacLean 2013), and have been shown to 

correlate with behavioral choice (Harvey, Coen, and Tank 2012), motor output (Churchland et al. 

2012), and sensory inputs (Luczak, Barthó, and Harris 2009). Our analyses provide a more 

detailed quantitative description of population spike propagation. Across the population, sorting 

neurons by their mean spike latency reveals the MGP. However, the population PETH is 

sufficient to generate an MGP in these data indicating that a more thorough description of 

activity is necessary. The most prevalent theoretical framework underlying spatiotemporal 

transmission of spikes is the Hebbian assembly phase sequence (APS). While an APS may be 

implemented in different forms, a common interpretation of Hebb’s seminal work is that distinct, 

non-overlapping assemblies form a propagating sequence of activity, with one assembly 

recruiting the next, resulting in a temporal progression that reflects a common function (Fig II-

7A). An assembly composed of well-defined groups of functionally related neurons is consistent 

across many disciplines (Litwin-Kumar and Doiron 2014; O’Neill et al. 2008; Pastalkova et al. 

2008; Carrillo-Reid et al. 2015; Levy et al. 2001; Wehr and Laurent 1996). Until now, however, 

there has been little beyond this qualitative description of how the phase sequences manifest 

within local cortical populations comprised of interconnected neurons. Our data and analytical 

approach motivate an alternate formulation of the Hebbian APS. Naively, neurons with similar 
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onset latencies might be clustered into distinct assemblies. However, due to shared variability 

within subpopulations of neurons, our results suggest that the fundamental unit of the APS is the 

temporal spike sequence, rather than the active group of neurons at one specific time. As a 

consequence of sequences highly overlapping in time and in neuron membership, assemblies are 

then defined by co-occurring sequences. Different ensembles of sequences manifest in single 

trials of population activity, resulting in variable sequence co-activity and assemblies. 

Identifying the repertoire of sequences allowed for description of unique sequence ensembles, 

and helped to explain the large variation about the MGP. Each event is uniquely described by its 

ensemble of sequences, suggesting that the APS is a propagation of spikes through an 

interwoven subset of sequences among a common repertoire. As a consequence of sequences 

with variable onset time and probabilistic sequence activation, different assemblies manifest in 

each trial, but the MGP and the repertoire of sequences is consistent. We conclude that the MGP 

is the result of averaging across these interwoven micro-assemblies, rather than a single, 

concatenated chain of assemblies (Fig II-7B).  
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Figure II-7: Sequence composition of MGP suggests an interwoven assembly phase sequence 
framework 
A) Distinct, non-overlapping assemblies (neuron color) underlies propagation of activity. 
Traditionally, the hypothesis is interpreted as dynamics being driven by a concatenated, 
feedforward assembly phase sequence. Assemblies are defined by the group of coactive neurons 
in a time window and noise intrinsic to each assembly leads to trial-to-trial variability. B) In our 
suggested revision, based on our data analysis, neurons belong to many assemblies, and 
probabilistic activation of sequences underlies propagation of activity. Neuron color denotes 
single-trial assembly membership, arrows denote underlying sequences; grey neurons and arrows 
are inactive in this trial. Assemblies are defined by the ensemble of active sequences. 
 

Previous attempts to quantify temporally structured spiking in local populations of neurons have 

had mixed results (Abeles and Gerstein 1988; Baker and Lemon 2000; Ikegaya et al. 2004; 

Roxin, Hakim, and Brunel 2008; Mokeichev et al. 2007; Humphries 2011; Torre et al. 2016). 

The combinatorial nature of spatiotemporal spike sequences poses substantial difficulty in 

identifying spike patterns that cannot be explained by simpler hypotheses. One can attempt to 

calculate the contributions from every individual neuron and subsequence, then estimate the 
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divergence from this expectation in the data (Schneidman et al. 2003; Martignon et al. 2000). 

These approaches require large amounts of data which increases non-linearly as pattern length 

increases. A more common approach, taken here, is to compare patterns in the data to surrogate 

data. Features built into the surrogate data delineate the null hypothesis, and patterns unique to 

the data are taken as evidence against the null hypothesis (Lee and Wilson 2004; Grun 2009; 

Harrison, Amarasingham, and Truccolo 2015). Our analysis here diverges from many other 

works in three main ways. First, we do not consider synfire-like patterns with strict, millisecond 

precision (Baker and Lemon 2000; Ikegaya et al. 2004; Lee and Wilson 2004), as our sampling 

rate and identification method allow for spike jitter. While many sequence-identification 

methods allow for spike jitter (Gansel and Singer 2012; Torre et al. 2016), they also require 

pattern completion. The second difference is that the sequences here may have spikes missing in 

individual trials. Finally, other identification methods have taken an agnostic approach to the 

specific spike-patterns that could manifest in neural networks (Abeles and Gerstein 1988; 

Tatsuno, Lipa, and McNaughton 2006; Gansel and Singer 2012); this work exclusively searched 

for single-frame lagged spike sequences which have a clear correspondence with APS’s and help 

to better understand how subpopulations contributed to the population-wide MGP. While this 

assumption greatly restricts the number of possible patterns, it also limits the scope of this work 

to a specific form of a Hebbian APS. Furthermore, we did not allow neurons to repeat in 

sequences. From the perspective of an MGP, a neuron should have a specific time of activation, 

but highly recurrent networks may produce sequences that reverberate back to an earlier neuron 

(Hebb 1961). Due to the data acquisition rate and the assumptions built into the method, the 

sequences identified here are not a complete sampling of spike sequences in the data. Rather, 
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they represent the reliable spike sequences underlying the population MGP. The identification 

method presented here could be extended to allow for variable lags and repeated neurons in 

sequences, but other methods are better suited for assumption-free analyses of spatiotemporal 

spike patterns.  

 

Calcium imaging allows recording of neuronal populations with single cell resolution spanning 

large fields of view (~1000um). Different data acquisition techniques, such as high-density 

multi-electrode arrays (Berdondini et al. 2009), may be capable of capturing aspects of Hebbian 

assembly dynamics not observed here, and will likely be necessary to reveal generalizable 

features of spike sequences beyond those measured in these data. Future explorations of 

sequences propagating at different intervals will help to further delineate the capacity of cortical 

networks to produce reliable spatiotemporal patterns of activity.  

 

Trajectories of activity in neural networks has attracted attention from theorists and 

experimentalists alike, as they are capable of encoding information and performing computations 

(Crowe, Averbeck, and Chafee 2010; Klampfl and Maass 2013; Harvey, Coen, and Tank 2012). 

Other computational frameworks have shown that time-varying trajectories of activity in neural 

populations are a powerful computational substrate (Buonomano and Maass 2009; Rabinovich, 

Huerta, and Laurent 2008; Durstewitz and Deco 2008). Experimentally, single-trial deviations of 

the MGP have been hypothesized to encode stimulus identity (Luczak, McNaughton, and Harris 

2015). Our results show that the population activity deviations are captured by unique subsets of 

active sequences, demonstrating that local circuitry is able to generate sequences which in turn 
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have the capacity to be stimulus-specific. The large repertoire of sequences and their interwoven 

propagation could even allow for simultaneous encoding of external variables, internal cortical 

state, and their interactions similar to a coupled hidden Markov model. Synaptic plasticity rules 

are capable of embedding interwoven spike sequences in a neural network (Izhikevich 2006), 

and these sequences show a natural capacity to encode stimulus information (Paugam-Moisy, 

Martinez, and Bengio 2008). Our analyses summarize complex population dynamics while 

maintaining individual spikes in specific neurons, leading to a major advantage in interpretation 

over other methods of representing population activity. Since each sequence is composed of 

specific neurons, there is a direct biological interpretation of the information represented in 

sequence activity. In contrast, dimensionality reduction techniques are powerful at harnessing 

information within population activity, but they project activity onto latent dimensions making it 

difficult to attribute the activity of specific neurons to the low dimensional projection (Mante et 

al. 2013; Briggman, Abarbanel, and Kristan 2005; Byron et al. 2009; Broome, Jayaraman, and 

Laurent 2006). The ability to understand how a specific computation or stimulus representation 

is implemented by local circuitry necessitates an understanding of each neuron’s contribution. In 

addition, the temporal coding framework of reliably propagating spikes has a clear relationship 

with the underlying biological substrate. The modulation of activity via synaptic transmission 

occurs with a delay; therefore, spike propagation has a more direct relationship with network 

activity than simultaneous modulation of spiking. Neocortex produces both highly variable 

(Heggelund and Albus 1978; Vogels, Spileers, and Orban 1989), and highly precise (Reich et al. 

1997; Wehr and Zador 2003; Bair and Koch 1996) activity. By maintaining spike-time 
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information and capturing moments of reliable activity, the capacity for information 

representation is increased (Kayser et al. 2009).  

 

Motivated by observations that neural population activity exhibits a mean global progression, we 

present a detailed description of the spike sequences underlying this population-wide 

phenomenon. We decomposed the individual observations of population activity into smaller 

sequences of spikes that recur across events. Most neurons only participated in a few sequences 

and tended to initiate sequences. This diversity of initiating neurons converged onto a small 

subset of neurons that participated in many sequences. Across the population, spiking in 

sequences was tightly linked to the population firing rate, and each event was comprised of a 

specific subset of active sequences. The specific subset of active sequences was highly 

interwoven, sharing neurons and spike timing. Our analyses capture much of the trial-to-trial 

variability in the spontaneous activity, and suggest that sequences probabilistically converge and 

diverge. The full set of identified sequences represents the dynamical repertoire of the 

population, but population activity manifests in the network through unique subsets of these 

sequences. The probabilistic trajectories of sequences emphasize that neurons belong to multiple, 

interwoven assemblies, rather than a feedforward cascade of spike propagation. This method of 

representing population activity is closely tied to the structure and function of neocortical 

networks and reveals temporally structured activity with the capacity to aid in information 

representation.  
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CHAPTER III 

FUNCTIONAL TRIPLET MOTIFS UNDERLIE ACCURATE PREDICTIONS OF 

SINGLE-TRIAL RESPONSES IN POPULATIONS OF TUNED AND UNTUNED V1 

NEURONS 

 

Abstract 

Visual stimuli evoke activity in visual cortical neuronal populations. Neuronal activity can be 

selectively modulated by particular visual stimulus parameters, such as the direction of a moving 

bar of light, resulting in well-defined trial averaged tuning properties. However, given any single 

stimulus parameter, a large number of neurons in visual cortex remain unmodulated, and the role 

of this untuned population is not well understood. Here, we use two-photon calcium imaging to 

record, in an unbiased manner, from large populations of layer 2/3 excitatory neurons in mouse 

primary visual cortex to describe co-varying activity on single trials in neuronal populations 

consisting of both tuned and untuned neurons. Specifically, we summarize pairwise covariability 

with an asymmetric partial correlation coefficient, allowing us to analyze the resultant population 

correlation structure, or functional network, with graph theory. Using the graph neighbors of a 

neuron, we find that the local population, including both tuned and untuned neurons, are able to 

predict individual neuron activity on a moment to moment basis, while also recapitulating tuning 

properties of tuned neurons. Variance explained in total population activity scales with the 

number of neurons imaged, suggesting larger sample sizes are required to fully capture local 

network interactions. We also find that a specific functional triplet motif in the graph results in 

the best predictions, suggesting a signature of informative correlations in these populations. 
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Variance explained in total population activity scales with the number of neurons imaged, 

suggesting larger sample sizes are required to fully capture local network interactions. In 

summary, we show that unbiased sampling of the local population can explain single trial 

response variability as well as trial-averaged tuning properties in V1, and the ability to predict 

responses is tied to the occurrence of a functional triplet motif.  

 

Introduction  

In the visual system, decades of research have probed stimulus parameters that evoke responses 

in single neurons and these responses have been generally trial-averaged (Hubel and Wiesel 

1962). These response properties have revealed principles of functional organization in primary 

visual cortex (V1), such as orientation columns (Lund, Angelucci, and Bressloff 2003), and 

canonical computations, such as divisive normalization (Heeger 1992). However, responses are 

variable across trials (Shadlen and Newsome 1998), making the relationship between perceptual 

stability and neuronal single-trial stimulus representations unclear (Tolhurst, Movshon, and Dean 

1983). The fluctuations of response strength are not independent across neurons, and this shared 

variability impacts population level representations of visual stimuli (Seriès, Latham, and Pouget 

2004; Zohary, Shadlen, and Newsome 1994). Neurons are highly interconnected and connection 

likelihood is biased toward spatially proximal neurons (Perin, Berger, and Markram 2011), 

suggesting that trial-to-trial response variability may be in part the manifestation of the state of 

the surrounding neuronal population (Meshulam et al. 2017; Buonomano and Maass 2009). 

Pairwise interactions within a population can shape information representation (Moreno-Bote et 

al. 2014; Averbeck, Latham, and Pouget 2006; Ecker et al. 2011) and can be regulated by top-
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down influences (Cohen and Maunsell 2009). Therefore, comprehensive descriptions of stimulus 

representations in primary sensory cortex require a network perspective. Here, we used two-

photon imaging to record from large populations of L2/3 excitatory neurons in mouse V1 to 

study effects of local population activity on trial-to-trial variability. 

 

Understanding the sources and consequences of response variability is necessary to extend 

theories of sensory computation from the average case to single trials. Perception and behavior 

take place in real time, after all, so variable responses must be taken into account to understand 

stimulus representations in cortex. Shared variability in neural responses is commonly quantified 

by the set of pairwise correlations between neurons, and the structure of these correlations can 

have constructive or destructive effects on stimulus encoding in populations of neurons (Hu, 

Zylberberg, and Shea-Brown 2014; Montijn et al. 2016), highlighting the importance of its 

characterization. Moreover, complex patterns of population activity in retina can be captured by 

considering only neuron firing rates and pairwise correlations (Schneidman et al. 2006). 

Covariability can also be shaped by cognitive properties such as attention in order to improve 

perceptual acuity (Cohen and Maunsell 2009). Whether trial-to-trial variability is harnessed to 

improve the fidelity of sensory representations, or accounted for when decoding from noisy 

signals, the properties of response variability have a large impact on neural function. 

 

Research on the correlation structure of population activity is still incomplete, however, and can 

be meaningfully expanded by incorporating a more comprehensive sampling of the network 

(Olshausen and Field 2006). V1 populations consist of neurons whose activity is not modulated 
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by, or is untuned to, a given stimulus. It is still an open question how this subpopulation 

contributes to neuron correlations. Two-photon imaging results in a relatively unbiased sampling 

of spatially proximal neurons including both tuned and untuned subpopulations. Neurons 

unrelated to a behavioral task can help predict activity in neighboring neurons in hippocampal 

CA1 (Meshulam et al. 2017). In V1, it has been shown that untuned neurons can help to decode 

the orientation of drifting gratings (Zylberberg 2017). We investigate how co-fluctuations in the 

activity within tuned and untuned neurons interacts with responses to drifting grating stimuli. 

 

We characterize population activity and correlations between tuned and untuned subpopulations 

in order to understand the relationship between single-cell response properties and recurrent 

network dynamics.  Traditional noise correlation analyses study covariability independent from 

stimulus-driven activity (Cohen and Kohn 2011). However, untuned neurons have no stimulus 

modulation, so we use an analogous partial-correlation based method that additionally accounts 

for population-wide covariability. Fluctuations common across a local population are an 

important determinant of single-trial responses in mouse V1 (Okun et al. 2015; Lin et al. 2015). 

Capturing this additional variable allows us to study the correlations in the entire unbiased 

sampling of the population. Additionally, the partial correlation matrices are asymmetric and 

relatively sparse, and can thus be represented as a weighted, directed graph. Graph theory 

analysis is used to summarize structure in complex networks and can resolve emergent properties 

resulting from pairwise relationships. Connectivity patterns, or motifs, in graphs can be 

characterized within small groups of neurons (Chambers and MacLean 2016) or across an entire 

population (Nigam et al. 2016; Watts and Strogatz 1998). Motifs have proved to be impactful for 
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understanding complex biological processes including transcription networks (Alon 2007) and 

spike propagation (Chambers and MacLean 2016). More generally, motifs patterns impact 

information representation in complex systems (Timme et al. 2014; Yu et al. 2011) and have 

increasingly been a subject of interest among neuroscientific disciplines. 

 

From the graph neighbors of a given neuron, we can accurately predict activity on single trials 

using a simple, linear model. The local population contains information sufficient to predict trial-

to-trial variability and recapitulates average tuning properties. Furthermore, neurons that are 

well-modeled by the activity of their neighbors have specific signatures of functional connection 

motifs. Across the entire graph, the most predictive motifs are also the most prevalent, 

suggesting that this structure is responsible for the overall quality of reconstruction observed. 

The triplet motif that facilitates predictions of neural activity may have a broad impact on 

information representation in graphs. Notably, total variance explained in a field of view scales 

with the number of neurons imaged, suggesting larger sample sizes are required to fully capture 

local network interactions.  

 

Results 

Response properties of V1 populations 

To study interactions and response variability in local, cortical populations (<800µm diameter 

imaging plane), we imaged L2/3 excitatory neurons (72–347 neurons; 25–33 Hz; n=8 animals; 

23 distinct fields of view; Fig III-1A) in mouse V1 during presentation of drifting gratings (Fig 

III-1B, C). Square-wave gratings at 12 directions were presented in pseudo-random order for 5 
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seconds each, interleaved with 3 seconds of mean-luminance matched grey screen. We designed 

grating stimuli with slightly longer durations than many studies (Montijn et al. 2016; Durand et 

al. 2016; Reimer et al. 2014) for two reasons: first, to allow for the slow decay of the calcium 

indicator to fall to baseline in order to remove any confounds from the previous grating, and 

second, to study the sustained response in the population, rather than a transient response to 

stimulus onset (McLelland et al. 2010). Mice were awake and allowed to freely run on a linear 

treadmill. The majority of neurons showed significantly increased activity to one or more 

gratings over grey screen (3023/4535). Of the responsive subpopulation, most neurons were 

significantly tuned to orientation or direction (2073/3023; 540/3023 respectively). Neuron tuning 

was measured by fitting an asymmetric circular Gaussian tuning curve to the trial-averaged mean 

fluorescence in each grating direction (Fig III-1D). These numbers of tuned and  

untuned neurons are in line with other population studies of awake, mouse V1 (Montijn et al. 

2016; Reimer et al. 2014). In subsequent analyses, we pooled all visually responsive neurons 

without significant direction or orientation tuning into a class of ‘untuned’ neurons, 

differentiating two distinct subpopulations in V1 by their responsivity to drifting gratings. 
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Figure III-1. Categorizing response properties in V1 populations 
(A) Left, anecdotal cranial window, V1 retinotopy mapped by intrinsic signal overlaid 
(colormap shows visual field azimuth, lateral to medial). Right, two-photon field of view L2/3 
population from grey region on left. (B) One block of stimulus presentation (top; grey 
interleaved gratings) with simultaneous imaging data showing neuron normalized fluorescence 
over time (middle). Bouts of running (bottom) and gratings show coordinated increased activity 
across neurons. (C) Five example neurons’ activity, black traces represent one trial, organized 
by grating direction. Grey period preceding gratings are kept together, with discontinuities at 
end of gratings. Top two neurons show increased activity to specific directions, others are 
untuned with substantial trial-to-trial variability. (D) Trial-averaged activity reveals classic 
tuning properties in a subpopulation of neurons. Tuned neurons fit with asymmetric circular 
Gaussian tuning curve (blue), untuned neurons show no increased activity relative to grey 
periods (grey bar mean+/-std average response). 

 

Responses are highly variable across trials 

Single trial responses to gratings showed a high degree of variability, even in strongly tuned 

neurons, manifesting as occasional strong responses to null-directions and weak or absent 

responses to preferred directions (Fig III-1C, III-2A). Tuning curves described average response 

strength of tuned neurons well (0.70+/-0.20 R2). Responses across single trials in tuned neurons, 
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however, were not well-described by their tuning curves. The mean fluorescence for each 

direction only explained a small fraction of the total trial-to-trial variance which we calculated by 

subtracting mean fluorescence in each direction from fluorescence in each trial (Fig III-2B). This 

finding matches earlier results in awake, mouse V1 (Montijn et al. 2016). We computed the 

distribution of response strength (mean fluorescence across a grey or grating presentation) within 

single trials, z-scoring to account for neurons with different activity levels. Single trial response 

distributions were skewed, with most responses weaker than the mean (Fig III-2C). Tuned 

neurons showed slightly stronger responses during gratings, as compared to untuned neurons 

which had nearly identical response distributions in grey and grating trials. Tuned response 

distributions were strongly overlapping, however, consistent with the hypothesis that individual 

neuron activity is not solely driven by tuning properties. 
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Figure III-2. Single trial response 
variability 
(A) Single trial responses of 
representative tuned neuron. Mean 
tuning curve in polar coordinates shown 
in center (rings=100% dF/F0). Each 
heatmap positioned by grating direction 
shows normalized time-varying activity 
for each trial. (B) Trial-averaged tuning 
responses do not explain trial-to-trial 
variability. Tuning average (blue curve 
in A) is subtracted from mean 
fluorescence in each trial to compute 
variance explained across trials. (C) 
Averaging across time, neurons show 
highly variable responses during grating 
and grey trials with a right-skewed 
distribution due to strong activity in a 
few trials. Tuned neurons show larger 
increase in response during gratings than 
untuned neurons. 
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To further describe population activity, we computed the time-varying activity during the 

presentation of a grating and its preceding and following grey presentations. For each trial, we 

removed neurons that were silent (defined as no fluorescence change 2*S.D. above baseline) and 

computed the time-varying z-scored fluorescence across neurons (Fig III-3A). Despite the long 

duration of stimulus presentations, adaptation effects were minimal in these L2/3 neurons, as 

tuned neurons showed sustained activity throughout the 5 second stimulus presentation. Untuned 

neurons have weak modulation to the onset and offset of the stimulus and are equally active 

during the grey period. However, these effects are small in comparison to variability across 

trials, as indicated by strong overlap between the activity of the two subpopulations. In the 

awake animal, running speed is known to strongly influence spike rates (Niell and Stryker 2010), 

and we similarly observe that periods of high population activity are very likely to occur during 

periods of running (Fig III-3B, anecdotally in III-1B). However, mice did not preferentially run 

during grating or grey presentations (probability of running 9.7+/-7.7% during gratings; 10.0+/-

7.4% during greys; p=0.278 paired t-test). While we used changes in fluorescence for all other 

analysis, we expanded our comparison of both subpopulations by estimating spike rates using a 

spike-inference from calcium fluorescence algorithm (Friedrich, Zhou, and Paninski 2017). We 

found that untuned neurons exhibited an identical firing rate distribution to tuned neurons (Fig 

III-3C). Therefore, differences between subpopulation dynamics cannot be explained by 

differences in firing-rates. 
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Figure III-3. Population response 
properties 
(A) Mean time-varying fluorescence of 
active neurons, pooled across datasets, 
during grating stimulus and preceding, 
following grey periods in tuned, 
untuned subpopulations (median+/-
quartiles across pooled neurons). The 3-
second grey period is shown before and 
after the grating response. Grating 
onset, offset shown in solid, dotted 
lines respectively. (B) Total population 
fluorescence split into equal quantiles 
to compute probability of running 
(speed>0.1cm/s). Plot shows mean+/-
std across datasets (n=23). (C) Inferred 
firing rate distributions computed 
across all imaging frames from spike 
trains inferred from fluorescence. 
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Correlation structure during drifting grating and grey screen trials 

Untuned neurons are a large proportion of total neurons, exhibit similar spike rates to tuned 

neurons, and are likely to contribute to correlation structure in the population. To begin 

describing how dynamics are affected by stimuli in populations containing tuned and untuned 

neurons, we first analyzed pairwise correlations during grating and grey presentations. For each 

pair of neurons, we computed the correlation coefficient between the mean fluorescence 

(averaged over time) in either grating or grey trials.  We did not remove signal-dependent 

responses, nor did we shuffle responses to eliminate simultaneous cofluctuations, therefore, these 

correlations are a combination of signal and noise correlations. Overall, within-subpopulation 

correlations are weak (0.014+/-0.027 tuned; 0.033+/-0.047 untuned), and beween-subpopulation 

activity is slightly anti-correlated (-0.019+/-0.017). Comparing mean pairwise correlations across 

all pairs according to their subpopulation, only within-subpopulation correlations are affected by 

grating stimuli, while between-subpopulation correlations are unchanged between stimulus and 

grey conditions (Fig III-4A). Tuned neurons show a strong decrease in mean correlations during 

gratings, as seen in macaques (Smith and Kohn 2008). Conversely, untuned neurons are more 

strongly correlated during gratings, and yet correlations between tuned and untuned neurons do 

not change in magnitude between stimulus and grey conditions. Untuned neuron activity is not 

directly modulated by the stimulus, so changes within this subpopulation most likely reflect 

changes in activity from the tuned subpopulation propagating through local synaptic 

connectivity. However, this occurs without a change in mean correlation between tuned and 

untuned neurons, bringing to question the mechanism involved. The pairwise correlations in 

tuned neurons during the stimulus are a function of their preferred grating directions, as expected 
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for signal correlations (Fig III-4B). Similarly tuned neurons show strong correlations, while 

orthogonally tuned neurons show negative correlations. This structure is not present during 

activity in grey periods, however. This is surprising, because if local connectivity underlies 

correlations in the grey condition, one should expect the structure seen during gratings to remain 

in part because similarly tuned neurons are more likely to be connected (Ko et al. 2011). 

 

 

Figure III-4. Correlations during grating and grey stimuli 
(A) Mean activity correlation between stimulus conditions, within and between subpopulations 
(mean+/-std in black; individual datasets in grey). Significance determined with Tukey-Kramer 
corrected one-way ANOVA at alpha=0.01 (tuned-tuned p=0.004; tuned-untuned p=0.999; 
untuned-untuned p=0.001) (B) Correlations within grating and grey trials for tuned neurons 
(mean+/-variance pooling neurons with given difference in tuning over datasets). 

 

Measuring trial-to-trial covariability 

Overall correlations in populations including untuned neurons begins to reveal properties of local 

population activity, but in order to study the sources and structure of trial-to-trial shared 

variability, researchers attempt to remove the stimulus-dependent portion of responses leaving 
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only variability, or ‘noise’ (Cohen and Kohn 2011). Correlated fluctuations between the 

remaining responses are therefore often called ‘noise correlations.’ However traditional noise 

correlation analysis was not appropriate in this case for the following three reasons: 1) the 

untuned neuronal subpopulation has no stimulus-dependent response; 2) in tuned neurons 

stimulus-driven response explains only a small portion of overall variability in tuned neurons 

(Fig III-2B), making traditional noise-correlation analysis unsatisfactory for these neurons as 

well; 3) finally, V1 populations in mice, cat, and macaque are characterized by global 

cofluctuations common to every neuron (Lin et al. 2015; Ecker et al. 2014; Schölvinck et al. 

2015) such as covariance driven by running (Fig III-1B, III-3B). Therefore, in order to study 

pairwise noise correlations within and between subpopulations we used partial-correlation 

analysis that allowed us to account for stimulus-driven responses and population-wide co-

fluctuations in both tuned and untuned neurons. 

 

Visual stimuli were presented in 5-minute blocks. Each block of visual stimuli contained three 

repetitions of each direction in pseudo-random order and corresponding luminance matched grey 

periods. While the order of grating stimuli were pseudo-random in each block, the order was 

maintained between blocks. For each pair of neurons, the average activity across all remaining 

blocks, other than the block considered at that time, represented the two stimulus-dependent 

responses capturing tuning properties, when present. Additionally, we accounted for the mean 

within-block population-wide activity of all remaining neurons. Consequently, we were able to 

compute a partial correlation coefficient in each block between the activity of every pair of 

neurons, controlling for stimulus responses and population co-activity (Fig III-5A).  The mean 
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partial-correlation across blocks is taken as the final correlation strength and entered as an edge 

weight into the functional connectivity matrix. We also added directionality to the partial-

correlation by examining the mean cross-correlogram across blocks for the neuron pair. If the 

peak value occurs at lag 0 (i.e. within the same imaging frame), the edge was bidirectional, 

otherwise the edge was in the direction of positive lag. Lags greater than 500ms were thrown out 

and correlations set to zero. This resulted in a functional network described by a directed weight 

matrix. Though we interpret these partial-correlations as equivalent to noise correlations, the 

correlation matrices are different from traditional noise correlations in two important ways. First, 

many pairs of neuron correlations are exactly zero (51.7+/-7.2%), and second, non-zero 

correlations are asymmetric (Fig III-5B). This allows us to analyze these matrices from a graph-

theoretic perspective representing the functional partial correlations as a weighted, directed 

graph. Graph representations of pairwise edges allow us to analyze population-wide statistical 

features of the correlation structure.  Overall, partial-correlation strengths, synonymous with 

edge weights, were long-tailed, centered slightly above zero (Fig III-5C), similar to noise-

correlations observed elsewhere (Montijn, Vinck, and Pennartz 2014). As expected, tuned edge 

weights were similar to signal correlations (Montijn, Vinck, and Pennartz 2014; Cohen and 

Newsome 2008), with similarly tuned neurons having larger edge weights on average (Fig III-

5D).  

 



81 
 

 

Figure III-5. Partial correlation matrices representing trial-by-trial covariability 
(A) Edge weight estimated by mean partial correlation. Fluorescence traces of a neuron pair (i, j) 
within one movie, and three variables accounted for in partial correlation: remaining-movie 
average activity of i, j and within-movie average activity of remaining population (top). Edge 
direction set by offset of peak (tmax) in neuron i, j correlogram (mean across movies). (B) Partial-
correlation matrix sorted by subpopulation showing dense within- and between-population 
correlations. Neuron pair entry from (A) in white. (C) Kernel-density estimate distribution of all 
edge weights (mean+/-std across datasets). Inset shows right-tail of the strongest edges. (D) 
Tuned edge weights match overall stimulus correlations, despite accounting for stimulus 
response, and slightly weaker between-subpopulation edge weights (mean+/-sem over datasets). 
 

Graph structure of partial-correlations 

We next analyzed the partial-correlations within and between tuned and untuned subpopulations. 

The graphs exhibit dense correlations with varying strengths among subpopulations (Fig III-7A). 
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To analyze biases in edge strengths, we thresholded the matrices at increasing values, setting all 

edges below each threshold to zero. Among all edges, within-tuned connections are more likely, 

while within-untuned and between-subpopulations are slightly less common (Fig III-6, Fig III-

7B; within-tuned 54.2+/-8.6%, within-untuned 44.1+/-6.0% between 43.9+/-6.2%). Between-

subpopulation connections remain the least likely at higher thresholds, but among the strongest 

edges, within-untuned connections are the most likely.  We then recomputed partial-correlation 

matrices, exclusively using frames during the grey condition or during grating condition to see 

how correlation strengths were affected, despite controlling for mean stimulus-dependent 

activity. The two resulting matrices did not have significantly different edge strength (stimulus 

0.12+/-.02; grey 0.12+/-.03; p=0.75 one-way ANOVA). However, probability of connection was 

higher within grey frames (grating 45.3+/-6.5%; grey 58.0+/-8.2%; p=5.8*10^-7 one-way 

ANOVA), indicating a higher degree of interconnectivity in the population in the absence of 

stimuli. When analyzing magnitude of edge strength differences between grey and grating 

matrices, we found that all connection types changed similarly with a mean near zero (Fig III-

7C; within-tuned -0.011+/-0.097; within-untuned -0.005+/-0.103; between -0.008+/-0.093). 
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Figure III-6. Partial correlation between tuned and untuned subpopulations 
Probability density kernel estimates of edge weights for three categories of connections. Mean 
and standard deviation shown across all datasets (n=23). 
 

Since population dynamics are partly constrained by synaptic connectivity (Luczak and 

MacLean 2012), we evaluated whether there was a spatial component to the weight matrices. 

Edge probability fell monotonically with distance between neurons, similar to traditional noise 

correlations (Montijn, Vinck, and Pennartz 2014) and synaptic connections (Perin, Berger, and 

Markram 2011; Oswald et al. 2009). Notably, the decay in connection probability is slower 

within tuned neurons compared to within untuned neurons (Fig III-7D). Between-population 

decay lies in the middle. If the spatial structure of untuned correlations is exclusively driven by 

local connectivity, then bottom-up sensory drive is the most likely source for the longer range of 

functional correlations among tuned neurons. Furthermore, the mean lag (delay of the cross-

correlogram peak used to determine edge directionality) is greater over longer distances and 

accumulated evenly across subpopulation connection type (Fig III-7E). Assuming a linear 

change in lag over space, these data suggest the speed of functional correlations in this 
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preparation is roughly 25 mm/s. Despite allowing for directional edges, nearly half of all edges 

were bidirectional (42.5+/-16.8%). As a function of edge strength, bidirectional edges are more 

prominent within-subpopulations, and are strongly biased toward the strongest weights (Fig III-

7F). Thresholding at increasing edge strengths sparsifies the matrices, so we normalized the 

bidirectional edge counts by the probability of bidirectional edges assuming connections are 

placed randomly. Among all edges, bidirectional edges occur less often than random. The 

strongest edges, however, are roughly 5 times more likely to be bidirectional than random. 

Overall, zero-lag connections are less frequent between tuned and untuned neurons, suggesting a 

transmission or propagation of information, rather than simultaneous representation of the same 

information between subpopulations. 
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Figure III-7. Directed graph structure of partial-correlation matrices 
(A) Example graph representation of matrix in (5B), nodes colored by subpopulation, edges 
colored by connection type as in (B-F), edge thickness represents absolute-value correlation 
strength. (B) Probability of connection by connection type for matrices with edges weaker than 
an increasing threshold set to zero. (C) Difference in edge strength between matrices using 
exclusively grating or grey frames. (D) Connection probability as a function of distance between 
neurons. (E) Mean lag of edges over neuron distance (F) Probability of a bidirectional edge at 
increasing thresholds, normalized by bidirectional probability assuming independence of edges. 
Plots in (B-F) show mean+/-sem across datasets. 

 

Modeling trial-to-trial variability from local population activity 

Because trial-averaged tuning poorly captures trial-to-trial responses we asked whether 

information in the local population could better explain V1 trial-to-trial response variability. 

Pairwise correlations have been shown to capture a significant portion of the complexity in 

population activity (Schneidman et al. 2006). We tested whether the activity of a neuron could be 

modeled from the activity of its neighbors that had a non-zero correlation. Since correlation 

coefficients capture the linear relationship between neuron coactivity, we used a simple linear 
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combination of the input neuron activity with partial-correlation coefficients (edge strengths) as 

weights. This model gave a time-varying prediction of the fluorescence of a given neuron, which 

was then rescaled by an offset and a gain to account for different numbers of input neurons (Fig 

III-8A). In many cases, this model resulted in highly accurate predictions of activity. Mean 

squared error of the reconstruction was small, and often near optimal compared to weights 

estimated by regression (Fig III-8B). Tuned neurons were slightly better-modeled on average 

than untuned neurons (tuned MSE 0.014 median, 0.037 inter-quartile range; untuned MSE 0.017 

median, 0.046 inter-quartile range), possibly because of the additional stimulus-dependent 

information captured by other tuned inputs. The ratio of MSE to mean-squared fluorescence 

from the true trace, subtracted from one, gives the percent variance explained of the model for 

each neuron. The optimal reconstructions from regression explained 77.2+/-15.2% of the 

variance in activity across all neurons (n=4531). Using partial-correlation coefficients as weights 

performed near this upper-bound, at 65.8+/-17.1%. We tested the robustness of the partial-

correlation based predictions modeling 5 minutes of fluorescence change, corresponding to one 

block, using a functional network built using 45 min, corresponding to the nine other blocks, of 

non-overlapping recordings to recomputing the weights. We note that one block, i.e. five minutes 

of stimulus epochs, corresponded to three stimuli at each of the 12 directions and interleaved 

grey periods. We then tested our predictions on the left-out 5 minute dataset (repeated to leave 

out each dataset once). On this cross-validation procedure, the average performance on the left-

out epoch reached 55.4+/-18.9% variance explained. 
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We selectively removed either tuned or untuned input neurons to evaluate the relative 

contributions to model predictions. The accuracy of prediction decreased more when removing 

within-subpopulation inputs as compared to removing between-subpopulation inputs, but the 

decrease is small and distributions across neurons strongly overlap (Fig III-8C). Within-

subpopulation inputs are more frequent, however, so removing a larger fraction of inputs should 

be expected to have a larger impact on our ability to model neuronal fluorescence. On a single 

neuron basis, correlations between tuned and untuned neurons both contribute to predicting time-

varying activity. We next asked whether our model based on local population activity could also 

predict trial-averaged tuning properties. For tuned neurons, we used the modeled fluorescence 

traces to recompute the mean fluorescence in each grating direction. The average responses in 

direction space were added together to obtain a mean tuning vector. The modeled fluorescence 

had very similar tuning properties to the data, as measured by the cosine similarity between 

model and data tuning vectors (Fig III-8D). The modeled activity was constructed from a 

neuron’s input edges; we also asked if a neuron’s outgoing edges were related to tuning 

properties, which may indicate neurons that are good at decoding the stimulus (strong tuning) 

were also good at decoding activity in its neighboring neurons (strong outgoing edges). 

However, there was nearly zero correlation between the tuning strength of tuned neurons and its 

mean outgoing connection strength (r=0.04, p=0.02). Local population activity therefore contains 

information to capture trial-to-trial variability as well as trial-average stimulus response 

properties, but a neuron’s dependence on the stimulus does not affect its local population 

correlations. 
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Figure III-8. Modeling time-varying fluorescence from partial-correlation graphs 
(A) Illustration showing linear combination of incoming-edge neighbors fluorescence traces and 
rescaling to predict a given neuron’s activity. (Bi) Reconstruction quality across tuned and 
untuned neurons, quantified by mean-squared error (MSE) of reconstruction, compared to MSE 
using optimal weights (marginals in grey; arrows show neuron from (A) (Bii) zoom in on 
neurons with best reconstruction. (C) Increase in MSE when selectively removing within- or 
between-subpopulation connections (boxplots show median, quartiles, with whiskers extending 
to most extreme value within 1.5*inter-quartile range outside quartiles). (D) Similarity of mean 
tuning vector between tuned neuron and reconstructed average activity. 

 

Pairwise and motif contributions to model performance 

To investigate how individual neurons’ inputs contribute to reconstruction of activity, we 

selectively removed input neurons based on their edge strength and measured the increase in 

reconstruction error (MSE), normalized by total mean squared fluorescence in the neuron. As 

expected, the strongest edges contribute the most to activity reconstruction with the strongest 

25% of weights containing over half of the reconstruction capability, whereas removing half of 
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the weakest edges had no discernible effect (Fig III-9A). Interestingly, randomly removing edges 

does not linearly reduce prediction performance. This suggests a level of redundancy in the 

predictive information of input neuron activity. Accounting for the cumulative weight removed, 

we still found worse performance when removing the strongest edges first, and removing half of 

the total weight using only the weakest edges has minimal effect on reconstruction error (Fig III-

9B). Normalizing for the total weight removed reveals a nearly-linear increase in reconstruction 

error when removing the strongest weights, suggesting that these neurons may hold independent 

information from the remaining input pool.  

 

To address the possibility of synergistic or redundant information between input neurons, we 

analyzed connections between triplets of neurons termed ‘motifs’ in graph theory literature. 

Triplet connection motifs are built up from pairwise connectivity and collectively represent 

higher-order connectivity patterns that cannot be captured by individual edges, and can have 

strong implications for computation and information propagation within graphs (Timme et al. 

2014). We looked at the clustering of triplet motifs for each type of triangle that can be formed 

with directed edges (Fig III-9C) (Fagiolo 2007). Clustering is a measure of how many motifs are 

present among a neuron’s neighbors given its input and output connections. In comparison to 

Erdos-Reyni graphs, which have uniform, low levels of clustering across motifs, cycles of edges 

in the data are less clustered on average, with all other motifs showing elevated clustering. The 

middle-man motif shows the strongest clustering. Similar results have been found in activity 

generated by simulated and ex vivo neural networks, although fan-in clustering was higher than 

middle-man (Chambers and MacLean 2016). To address the possibility that triplet motifs are 
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responsible for explaining more of the neuronal response than pairwise edges alone, we analyzed 

the relationship between motif clustering in single neurons and the variance explained by the 

predicted activity. Because the magnitude of clustering is different across motifs, we first z-

scored clustering coefficients, then computed the mean across neurons with different levels of 

variance explained. Neurons with the best reconstruction showed higher clustering of middle-

man motifs and lower cycle clustering, relative to other neurons in the population (Fig III-9D). 

Total clustering, as well as fan-in and fan-out (not shown for clarity), had weak, positive 

correlation with variance explained. Together, these relationships map directly onto the overall 

prevalence of the graph motifs, suggesting that the graph structure has an important function in 

representing population information. 

 

Because the motif with the highest mean clustering was also most indicative of model 

performance, we hypothesized that the partial-correlation structure might underlie our ability to 

predict neuron activity from its local population. Interestingly, across fields of view, the total 

variance explained in the population increased with number of neurons imaged (Fig III-9E; 

r=0.58). To compute population variance explained, we took the sum of all squared prediction 

errors (residuals) across neurons in a field of view, divided by the sum of the squared population 

fluorescence activity, and subtracted from one. This improvement of variance explained across 

the population with more recorded neurons suggests that, in addition to motifs, total neurons 

sampled in the population determines our ability to measure a neurons’ single trial dependence 

on its local population. Moreover, the linear trend had no discernible plateau, so representing the 

local population may require recording from more than 300 neurons simultaneously. 
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Figure III-9. Pairwise and triplet motif contribution to model performance 
(A) Increase in mean-squared error (MSE) by number of edges removed, normalized by neuron 
total MSE (mean+/-variance across all neurons). (B) Increase in MSE by cumulative weight 
removed (mean+/-variance). (C) Clustering of triplet motifs in graphs (illustrated in left column) 
for each type of directed triplet motif. Box-plots as in Figure III-8. Mean clustering was 
normalized by sparsity-matched Erdos-Reyni graphs. (D) Mean clustering coefficient, z-scored 
by mean/std for each motif type in (C), at different levels of model prediction showing neurons 
with best reconstruction had highest middle-man clustering. (E) Total population variance 
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explained for each dataset (colored by mouse identity) shows better performance with more 
neurons imaged (linear trend in grey). 

 

 

Discussion 

Summary and correspondence with previous findings 

We sought to describe the interrelationships within local populations of V1 neurons, including 

tuned and untuned neurons, as they relate to single-trial responses to grating stimuli. We used 

two-photon imaging to record from L2/3 excitatory populations constitutively expressing 

calcium indicator GCaMP6s. Neurons with similar response properties showed stronger co-

variability on average, but across the entire population there was a broad distribution of 

correlations driven, presumably, by a confluence of sensory drive and activity in the local 

population. The functional correlations in the recorded populations were sufficient to predict 

activity in individual neurons, far surpassing predictions from tuning characteristics alone. The 

dependence on local population activity reinforces theories of layer 2/3 acting under strong 

modulation with sparse activity and weaker dependence on sensory drive than layer 4 (Petersen 

and Crochet 2013). We summarized the structure of correlations as directed, sparse matrices in 

order to analyze population dynamics from a graph theoretic perspective.  We demonstrate that a 

simple population model capable of predicting single-trial neural responses is also able to 

accurately predict trial-averaged tuning responses, a key feature of V1 function. We found that 

the prevalence a specific triplet connectivity motif, built up from pairwise correlations, 

corresponded with our ability to predict activity on single-trials. This result could not have been 
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observed from only studying pairwise correlations and motivates the continued use of graph 

theory to study neural population dynamics.  

 

The single-neuron response properties in our data replicate imaging and electrophysiological 

results in awake recordings of V1 including proportion of tuned neurons (Durand et al. 2016; 

Reimer et al. 2014; Montijn, Vinck, and Pennartz 2014), and variance explained by the mean 

tuning curve (Reimer et al. 2014). Both tuned and untuned neurons have low firing rates on 

average, though estimation of firing rates from calcium imaging is not always straightforward. 

We note that single neuron properties, including firing rate and trial-to-trial variance, can change 

substantially between animal models and in different states of anesthesia (Ecker et al. 2014; 

Schölvinck et al. 2015).  

 

Population structure of pairwise correlations 

We found that the magnitude of signal correlations between tuned and untuned subpopulations 

do not change between grey and grating stimulus conditions, while within subpopulation 

correlations do change. Perhaps ubiquitous changes would be more expected, or exclusive 

changes among neurons modulated by the stimulus. Within subpopulation correlations change in 

opposite directions, however, and could serve as a mechanism to balance changes between the 

subpopulations.  

 

We found that the spatial organization of the network is a strong determinant of correlation 

structure with correlations decaying over distance, consistent with paired patch clamp recordings 
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(Perin, Berger, and Markram 2011) and the correlation structure of activity in isolated 

preparations (Sadovsky and MacLean 2013). Correlation matrices were computed as an 

asymmetric partial correlation coefficient, accounting for stimulus and population effects, to 

allow the incorporation of untuned neurons into traditional noise correlation analyses. While this 

approach differs from standard noise correlation estimates, the magnitude of correlations and 

dependence on tuning similarity replicate previous results measuring noise correlations (Montijn, 

Vinck, and Pennartz 2014). For this reason, we interpret the partial correlations as measuring 

trial-to-trial covariability, and as being broadly equivalent to noise correlations. Tuned neurons, 

which combine feedforward sensory inputs with recurrent inputs, show a slower spatial decay of 

correlational values than untuned neurons, the latter of which presumably are driven more 

exclusively by recurrent, local inputs. These data show than subdividing the population by their 

response to grating stimuli can differentiate rates of spatial decay within the network.  

 

Noise correlations are hypothesized to be driven in part by shared synaptic input (Doiron et al. 

2016). Spatial dependencies of feedforward and recurrent connectivity can qualitatively change 

the spiking activity in network models (Rosenbaum et al. 2017). The relatively small diameter of 

the fields of view imaged here (<1mm vs 10mm) does not allow us to differentiate between the 

two modes of activity predicted by these models. These data suggest, however, that functional 

recurrent correlations have less spatial extent than feed-forward functional correlations. To our 

knowledge, analogous synaptic connectivity estimates do not exist for mouse V1. 
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In addition to spatial structure of correlations, we found an increase in mean temporal delay of 

correlations over distance. This delay spans roughly 20-50 ms in our field of view and is 

therefore likely to reflect timescales of functional correlations rather than monosynaptic 

transmission delays. We have previously found that functional correlations are indicative of 

synaptic connections, in some cases, when considering synaptic integration rather than synaptic 

delays (Chambers and MacLean 2015). The implied speed of this delay accumulation is much 

faster than propagating LFP waves observed in macaque M1 (Rubino, Robbins, and Hatsopoulos 

2006) after normalizing for total cortical surface area (Rakic 2009). The propagation of beta-

oscillations and temporal delays of functional correlations likely have different underlying 

mechanisms, which may explain the different speeds. 

 

Prediction of single-trial responses from pairwise correlations 

We were able to extract a substantial amount of predictive information from the local population 

using a simple, linear model. Other approaches have successfully predicted single-trial responses 

from ongoing population activity at a larger spatial scale, averaging over many neurons in a 

population (Arieli et al. 1996). In contrast, we use a large, unbiased sampling of the local 

population with single cell resolution to predict variability on single trials. Alternative models 

incorporating known neuronal nonlinearities (Pillow et al. 2008), or more sophisticated or 

biologically-relevant predictive models (Truccolo, Hochberg, and Donoghue 2010), may have 

improved performance. Consequently, the increase in total variance explained with population 

size may show different trends with alternative models. Nevertheless, we chose this modeling 

approach to maintain ease of interpretation and utilize the linear correlation coefficients 
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estimated from the data in a straightforward manner. The linear models had good performance, 

and allowed us to remove input neurons without laboriously re-training the models. This 

straightforward modeling approach may not capture all of the information present in the local 

population, but its performance sets a lower bound on predictive information in the population. A 

small subset of neurons has high mean-squared error of predictions, and we speculate that we 

have not sampled enough of the population to predict these neurons given that total variance 

explained scales with population size. Neuron activity was only predicted from the in-degree 

neurons, rather than the entire population, reducing the number of parameters by 52+/-22% 

across neurons, though in either case, parameters scale by order N. These results substantiate 

previous models showing that the collection of pairwise relationships in large populations can 

explain complex activity patterns (Schneidman et al. 2006). The predictions of single-trial 

activity that are obtained from local activity are, on one hand, a description of inter-neuronal 

dependencies in recurrent networks, and on the other hand, are capable of recapitulating trial-

averaged tuning properties, extending these dependencies to stimulus encoding. We further 

explored this idea by identifying a specific motif of pairwise correlations underlying accurate 

predictions of neuron activity on single-trials. 

 

Functional consequences of triplet motifs 

The middle-man motif underlying the most accurate predictions is a specific pattern of pairwise 

correlations and represents a higher order feature of covariability. Local populations have been 

shown to contain such high-order correlations, but were not seen at larger spatial scales 

(Ohiorhenuan et al. 2010; Ohiorhenuan and Victor 2011); further experimentation is necessary to 
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test whether functional triplet motifs occur across thousands of microns. The finding that middle-

man motifs underlie the best predictions of activity may be initially surprising from the 

connection pattern of the motif. Compared to the fan-in motif, which has two input connections, 

the middle-man has one input and one output connection, and acts to route connections from its 

input to its target. However, the motifs were quantified using the clustering coefficient, which 

normalizes motif count by the total number of possible motifs (i.e. high fan-in clustering doesn’t 

correspond to high in-degree). The functional significance of any given triangle motif clustering 

is unknown and is likely dependent on the underlying system represented by the graph. In a 

neural network, middle-man clustering may indicate a hub-like property common in the brain 

(van den Heuvel and Sporns 2013), having a combination of convergent and divergent 

correlations. The cycle motif similarly has a combination of convergence and divergence, yet its 

clustering has a negative effect on prediction accuracy. The difference in the two motifs is the 

direction of connections between neighbors. In these networks, it may be that cycle clustering 

reflects recurrent, redundant correlations reducing our ability to predict activity from the 

population. Conversely, the middle-man motif is isometric to fan-in and fan-out motifs, and 

could allow for transfer of information between motifs, and in turn increasing predictive power. 

Finally, this result demonstrates that in addition to providing insights into synaptic mechanisms 

underlying dynamics (Chambers and MacLean 2016), network science can also provide insights 

into predictions of single trial neural responses as we have demonstrated here. 

 

V1 is the first stage in which visual information is encoded in densely recurrent cortical 

networks. Thus, in order to understand activity patterns in V1, one must take into account visual 
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drive as well as local network activity. We have provided a quantitative comparison of the 

relative influences of these two factors in awake, ambulating mice. Local network effects 

dominate on single trials, highlighting the importance of investigating cortical computation from 

a population perspective in order to understand how information is encoded in single trials. 

Populations of neurons exhibit emergent properties beyond the sum of their individual neurons 

and connections, and we use the analytic framework of graph theory to begin unraveling this 

emergent structure. 

 

Materials and Methods 

Animals and surgery 

All procedures were performed in accordance and approved by the Institutional Animal Care and 

Use Committee at the University of Chicago. Data was collected from C57BL/6J mice of either 

sex (n=4 female; 4 male) expressing transgene Tg(Thy1-GCaMP6s)GP4.12Dkim (Jackson 

Laboratory) between ages P84 – P191. After induction of anesthesia with isoflurane (induction at 

4%, maintenance at 1-1.5%), a 3mm diameter cranial window was implanted above V1 by 

stereotaxic coordinates and cemented in place alongside a custom titanium headbar. Mice 

recovered for at least 8 days before intrinsic signal imaging to identify V1 followed by two-

photon data collection. 

 

Intrinsic Signal V1 identification 

Boundaries of V1 were identified by intrinsic signal imaging post-surgery (Kalatsky and Stryker 

2003) (Fig III-1A, left). Mice were anesthetized with isoflurane and head-clamped under a CCD 
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camera (Qimaging Retiga-SRV). A vertical white-bar stimulus (100% contrast, 0.125Hz) was 

repeatedly presented on an LED monitor (AOC G2460) approximately 20cm from the 

contralateral eye while capturing cortical reflectance under 625nm illumination. The retinotopic 

mapping of V1 was then estimated at each pixel from the phase of peak reflectance driven by 

increases in activity-dependent blood flow. 

 

Data collection 

Two-photon imaging was collected from awake, head-fixed mice on a linear treadmill. Running 

speed was measured with a rotary encoder attached to the treadmill axle. A L2/3 field of view 

(roughly 800µm diameter) in V1 was identified with galvanometer-mirror raster scanning 

(Cambridge Technologies; 6215H). Once a suitable field of view was found, raster scans (1Hz) 

were continuously acquired for roughly 10 minutes alongside visual stimulation. Neurons 

(n=72–347 per field of view) were then automatically identified using custom image processing 

software for imaging during visual stimulation using Heuristically Optimal Path Scanning 

(Sadovsky et al. 2011) at 25–33 Hz. All imaging was performed at 910nm (Coherent; Chameleon 

Ultra) with a 20X 1.1NA Olympus objective and GaAsP PMT (Hamamatsu; H10770A-40). Field 

of view size was estimated by fitting circles to a single raster scan of 15µm fluorescent 

microbeads and used for each dataset, though true field of view size may vary up to 8% across 

datasets from realignment of laser beam path. 

 

Visual presentation 
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Drifting grating stimuli were presented on an ASUS VG248QE, 20cm from the contralateral eye 

at 60Hz; 60cd/m2. The mean luminance was measured and gamma correction was performed 

and confirmed using a luminance meter. Square-wave gratings were shown at 80% contrast, 2Hz, 

0.04 cyc/deg at 12 evenly spaced directions. Gratings were presented for 5s, interleaved with 3s 

mean-luminance grey screen. Three repetitions of each orientation were presented in a pseudo-

random order, resulting in a roughly 5min stimulus movie. The grating order was preserved 

between movie presentations, and mice were shown 8-11 repetitions of the movie (24-33 

repetitions of each direction). 

 

Data acquisition and pre-processing 

Stimulus presentation was monitored with a photodiode (Thorlabs) and synchronized with 

running speed and imaging frames at 2kHz. For each neuron, baseline fluorescence was 

estimated from raw fluorescence by thresholding to eliminate spike-induced fluorescence 

transients and smoothed with a 4th-order, 81-point Savitzky-Golay filter. Fluorescence time-

series were then normalized to percent change from baseline (dF/F0) using this time-varying 

baseline. Spike inference from fluorescence traces was performed using the OASIS algorithm 

(Friedrich, Zhou, and Paninski 2017) implemented using software made freely available 

(github.com/j-friedrich/OASIS). Inference outputs probability of spiking at each time point. As 

commonly done (Vogelstein et al. 2010), probabilities were thresholded to obtain a binary spike 

train. 

 

Response properties and tuning classification 
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Neurons were classified as visually responsive if the mean response to any grating was 

significantly greater than the mean response across all grey periods by Dunnett-corrected one-

way ANOVA (alpha = 0.01). In these analyses, each trial response is the mean fluorescence 

across the entire grating presentation (5000ms), or the last half of the grey presentation (1500ms) 

to allow for fluorescence from grating responses to decay. Responsive neurons were then tested 

for statistically significant orientation- or direction-tuned responses according to the trial vectors 

in orientation or direction spaces (see Mazurek, Kager, and Van Hooser 2014 for more detailed 

methods). For significantly tuned responses, tuning curves were then fit with an asymmetric-

circular Gaussian to significantly tuned neurons. Tuning curve parameters (baseline, tuning 

width, peak amplitudes, and preferred direction) were fit repeatedly using randomized initial 

conditions. The parameter set that minimized mean-squared error was maintained. 

 

Signal correlations 

For each neuron, the mean responses in each trial (using the same time windows as for tuning 

classification) for either stimulus or grey trials were used as response vectors. Typically, these 

response vectors had 360 elements (12 directions, 30 trials each). The correlation coefficient 

between each pair of these vectors was used to compute a pairwise correlation matrix for the 

grating and grey conditions. We did not shuffle responses, therefore these values measure the 

combination of signal and noise correlations.  

Partial correlation matrices 

For each pair of neurons, pairwise-correlation was computed as the mean partial correlation 

between their fluorescence across movies while accounting for three variables. This was 
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computed with a built-in MATLAB function (partialcorr.m). We computed these correlations on 

time-varying traces of activity, rather than time-averaged trial activity as done in previous 

correlation analysis. Controlling for a single variable can be computed with the following 

equation, where rx,y is the correlation coefficient between time-varying fluorescence traces x(t), 

y(t), and rx,y|z denotes the partial correlation between x(t) and y(t), controlling for z(t): 

 

Here, x(t) is the fluorescence trace of the ‘input’ neuron, y(t) is the fluorescence trace of the 

‘output’ neuron, and z(t) represents the three control fluorescence traces. Controlling for more 

than one variable can be achieved by successive iterations of this procedure. This was computed 

for each movie, or 5-minute block of grating presentations that was repeated in each experiment. 

The first two control variables are the mean response of the two neurons in all other movies, 

accounting for the stimulus-driven responses. This is similar to normalizing by the mean 

response as in traditional noise correlation estimates. The third control variable is the within-

movie mean fluorescence of all other neurons and was included to control for population-wide 

covariability, for example running speed effects. Furthermore, the cross-correlogram between the 

two neurons’ fluorescence traces, averaged across movies, was used to compute directionality of 

the correlation. The time-lag of the cross-correlogram global maximum determined the direction 

and lag of the edge. If the lag was zero, the correlation was bidirectional. If the lag was greater 

than 500ms (roughly 14 imaging frames), no edge was included. 
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Graph analysis 

The partial-correlation matrix could equivalently be analyzed as a directed, weighted graph. 

Open source software (Gephi) was used for visualization, with node layout determined by the 

Yifan-Hu algorithm and tuned by hand. Edge weights less than 0.05 were set to zero for 

visualization clarity. Erdos-Reyni (ER) null graphs were generated for each graph to match the 

mean connection probability. The mean directed clustering coefficient across nodes was 

calculated across 50 ER graphs and averaged for comparison with data. Clustering coefficients 

were computed with binary matrices (nonzero weights set to one).  

 

Modeling neuron fluorescence 

To model neuron responses, we used a linear weighting of the fluorescence of every in-degree 

using the weights in the partial-correlation matrix. At each time point, a weighted sum was 

calculated, resulting in a time-varying predicted fluorescence trace. Because different numbers of 

input neurons and varying calcium transient amplitudes, the modeled trace was then fit with a 

linear offset and a gain to minimize mean-squared error with the true fluorescence trace. These 

two parameters were not changed when input neurons were removed (7C, 8A, 8B). For tuned 

neurons, we also recomputed the trial-averaged tuning response of modeled activity. The 

fluorescence over a grating presentation was averaged, then trials were averaged over directions 

to obtain a mean direction-response. The sum of these vectors in direction space gave the model-

estimated tuning vector, and the cosine similarity with the data-derived tuning vector was used to 

quantify the reconstruction of the tuning properties. Cosine similarity was computed in direction 

or orientation space according to each neuron’s tuning properties. To compute total population 
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variance explained, modeled traces were subtracted from the data traces to obtain residuals, and 

the ratio of total sum of squares across neurons were subtracted from one as 

 

 

where Xi(t) is the time-varying fluorescence trace of neuron i, and Xi(t) tilde is the predicted 

trace. 

 

Optimal weight estimation 

Optimal weights for all incoming edges were computed for each neuron by LASSO regression as 

 

 

 

For weights β, and offset β0, with modeled neuron fluorescence as y and input neuron activity as 

x. Weight estimation and 5-fold cross validation to estimate MSE standard error was performed 

with MATLAB R2016a implementation. The maximum regularization parameter (λ) whose 

mean-squared error did not exceed the standard error of the minimum MSE was used to find the 

set of optimal weights. 
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CHAPTER IV: GENERAL DISCUSSION 

Summary of Findings 

I implemented state of the art experimental techniques to simultaneously record from hundreds 

of neurons in order to understand how populations of interconnected neurons cooperatively 

generate patterns of activity. I combined well-established procedures for implantation of cranial 

windows in adult mice, which provided optical access to cerebral cortex in vivo, with an 

innovating scanning technique developed in my laboratory (Sadovsky et al. 2011) to achieve 

high scan rates. Through these windows, I recorded roughly 200 neurons at 30Hz on average—a 

combination of quantity and speed rarely rivaled with two photon microscopy. I studied patterns 

of activity observed spontaneously and during visual stimulation alongside previously acquired 

in vitro data of spontaneous activity in larger populations with slightly longer framerates 

(Sadovsky and MacLean 2013). In both cases, activity in the local population was sufficient to 

explain a large extent of trial-to-trial variability. Due to differences in the experimental and 

analysis methodology between Chapters II and III, the interpretations diverge slightly.  

 

In a slice preparation of primary auditory cortex, emergent dynamics occur spontaneously. The 

local network under these conditions show highly variable, but far from completely random, 

patterns of activity. Across the entire network, I showed that the progression of mean spike times 

across neurons (mean global progression, or MGP) could be reproduced by Poisson neurons with 

spike rates matching the population spike histogram. Sequences of spikes were identified from 

pairs of strongly connected neurons in the functional network. These sequences occurred more 

reliably beyond what could be accounted for by the population spike histogram. Neurons 
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participated in many sequences, and the neurons with the highest membership occurred at the 

end of sequence, demonstrating an overall convergence. On single trials, sequences 

probabilistically unfolded throughout population activity, highlighting a key feature of Hebbian 

assembly-like dynamics in neocortex. Despite the overall convergence, the subsets of sequences 

active on single trials displayed a balance of convergence and divergence which I speculate 

could play a role in activity propagation. 

 

In Chapter III, I collected data from awake, ambulating mice viewing drifting grating stimuli. An 

understudied aspect of primary visual cortex is the contributions and impact of neurons that do 

not modulate their activity, or are untuned, to a given stimulus parameter such as grating 

direction. The untuned neurons constitute roughly half of the local population in mouse V1 and 

show a similar distribution of firing rate as tuned neurons. The subpopulations of tuned and 

untuned neurons shows distinct profiles of correlations within and between one another. 

Interestingly, the correlations changed within the subpopulations comparing activity between 

visual stimulation and a mean-luminance grey screen, but the correlations between 

subpopulations were unchanged. By studying the structure of functional networks from the tuned 

and untuned local populations, I found that a specific motif (the middle man triangle) of 

functional connectivity was correlated with how well I could predict a neuron’s activity on single 

trials. Clustering of a different motif has been shown to support synaptic integration leading to 

post-synaptic spike generation and spike propagation (Chambers and MacLean 2016). Here I 

show that motif clustering leads to improved predictive information capable of recapitulating 

single-trial activity as well as tuning properties in tuned neurons.  
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The functional network, built from the set of pairwise interactions in the network, helped to 

reveal the structure of sequence spike patterns. This pattern is built from pairwise relationships 

but has more demanding statistical requirements, representing a form of higher order 

interactions. The pairwise interactions themselves can organize into higher-order patterns, or 

motifs, which was explored in the context of neural representations of visual stimuli in vivo. 

Interactions within a population of neurons can be complex, but in its simplest form, the 

interactions can be represented by the set of pairwise interactions. Here, I have taken two distinct 

approaches to extend these pairwise interactions into more complex relationships comprising 

larger groups of neurons. These approaches both show that coordination between groups of 

neurons in the local population are useful in describing trial-to-trial variability. 

 

Describing Variability in Microcircuit Dynamics 

Experimentalists have a restricted view of the brain, typically limited to one brain area, recording 

only a subset of neurons at a time in the region. Repeated presentations of the same stimulus 

evoke variable responses, and ongoing brain activity preceding and during the stimulus is helpful 

in explaining this variability. To ultimately understand how perception and behavior takes place 

in real time, models of neural encoding must explain the sources of this variability and how it 

impacts perception and behavior. One way to accomplish this is to extend representations of 

neural activity beyond average responses to describe dynamics on single trials. While the brain 

has dense connectivity across and within brain areas, the local population in a few hundred 

micrometers of a given neuron is an important factor for capturing variability in population 
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dynamics. Though many other factors, such as brain state (Kisley and Gerstein 1999), attention 

(Cohen and Maunsell 2009), or possibly motor efference copies, are known to affect responses, 

relative contributions of these factors are not yet known. In this thesis, I took two complementary 

approaches to describe local population activity and capture variability across trials. These 

descriptions help to quantify how much variability is left over after accounting for local 

population dependencies.  

 

In Chapter II, I studied the capacity and propensity for the local population to generate reliable 

sequences of spikes. While restricting all possible spike patterns to only sequences of spikes 

decreases the space of potential patterns, there are still millions of possible sequences of length 

three from a population of several hundred, and this scales combinatorially with sequence length. 

I leveraged the information in the functional network to identify candidate sequences to test for 

statistical significance. From the set of sequences I identified, only a subset were present on 

single trials. This allowed the variability across trials to be resolved as specific subsets of 

sequences. Outside the scope of this work, though an interesting future direction, is the 

possibility of predicting how sequences will diverge and converge given the spiking history in 

the population. With respect to the mean global progression, successful prediction of spike times 

from prior sequences would substantiate the sequence spike pattern as a way to capture 

population variability. Besides stimulus preferences, the factors determining when and how often 

will a neuron spike on a given trial are not fully understood. One significant factor is the ongoing 

activity in the local population. Previous data supports this claim (Arieli et al. 1995; Arieli et al. 
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1996), though the authors were analyzing voltage sensitive dyes that could not resolve individual 

neurons.  

 

Chapter III dissects the patterns of covariability that facilitate predictions of single-trial activity 

from the local population with single cell resolution. The pairwise relationships studied were 

similar to noise correlations—shared fluctuations across trials that are not stimulus dependent—

though they were computed differently to accommodate untuned neurons that inherently have no 

stimulus dependence. Weighting local neuron activity by the strength of these correlations could 

predict time-varying activity. A question emerging from this result is whether local activity is 

causing spikes in the given neuron through recurrent connections or whether they are receiving 

common inputs that drive correlated activity. Inputs are often lagged by several time frames, 

according to the method for computing the correlations, but many neighboring neurons have zero 

lag. Inputs with zero lag are unlikely to be causal, though it is not impossible since the temporal 

resolution data is above 30ms—well within the time frame for synaptic transmission. The 

analysis is fundamentally correlational, however, and it is very unlikely that these predictions are 

predominantly causal. A key result from this chapter is that accurate predictions rely on 

clustering of a specific triplet motif. The mechanism underlying how this motif beneficially 

impacts predictive power will need to be addressed in future work. While graph theoretical 

approaches are generalizable, interpretations and mechanisms require domain specificity. The 

mechanisms underlying specific motifs depend on what the nodes and edges in the graph 

represent, and in the case of neural networks, this remains a new area of research. Nonetheless, 
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structured interrelationships in the local population, whether through the lens of spike patterns or 

motifs of covariability, are necessary to capture trial-to-trial variability. 

 

Multineuronal Spike Patterns 

Spatiotemporal dynamics in neural populations are not completely random, and one framework 

for describing the structure in the dynamics is with spike patterns. The specific forms of these 

patterns, which must repeat in some fashion, are difficult to identify, as they can take place with 

repeated features over time, across neurons, or across trials. A pattern must be repeated to truly 

be a pattern, but population activity is noisy, so identifying a repetition depends strongly on 

assumptions made by the researcher. Similar to rate coding versus spike-time coding depending 

on the time scale in question, a pattern can repeat with millisecond precision or it can repeat only 

approximately depending on a chosen time scale. All this assumes a specific pattern in mind as 

well, which is not necessarily a safe assumption. Perhaps only two specific spike patterns are 

biologically motivated and been extensively studied—spike sequences and spike synchrony. 

However, neural networks can learn to detect arbitrary spike patterns (Kappel et al. 2015), and 

some researchers have taken an assumption-free approach, attempting to identify arbitrary spike 

patterns in the data (Gansel and Singer 2012; Harrison, Amarasingham, and Truccolo 2015; 

Torre et al. 2016). 

 

Without making strong assumptions about the neural code, identification of repeated spike 

patterns could help reveal principles of neural computation by simply observing what is present 

in the data. However, recording spike trains in parallel leads to a combinatorial explosion in the 
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number of possible patterns, such that testing each one becomes infeasible. Even with the 

computational power to search for repeats of every possible pattern, statistical tests to validate 

whether the patterns could have arisen by chance are difficult to design and can be prone to 

errors (Mokeichev et al. 2007; Roxin, Hakim, and Brunel 2008). Despite these difficulties, 

progress continues to be made developing tools to identify spike patterns in population 

recordings (Gansel and Singer 2012; Harrison, Amarasingham, and Truccolo 2015; Torre et al. 

2016). The functional implications of identified patterns, other than synchrony and sequences, 

are currently understudied, however.  

 

Spike sequences represent a fundamental property of neural activity—propagation of spikes. In 

mammals, the physiological mechanism underlying a stimulus followed by a behavioral response 

is carried out by a cascade of neuronal spikes propagating from sensory to motor systems. This 

spike propagation is facilitated by spike-time dependent plasticity, which reinforces the 

likelihood of spike propagation between two neurons that spike in sequence. At a larger scale, 

spike-time dependent plasticity serves as a synaptic mechanism for an influential hypothesis in 

neuroscience, the Hebbian cell assembly and the assembly phase sequence (Hebb 1961). Spike 

synchrony is necessary for spike propagation under most conditions, since synapses are weak 

relative to the depolarization necessary for action potential generation (Diesmann, Gewaltig, and 

Aertsen 1999; Kumar, Rotter, and Aertsen 2010). For this reason, spike synchrony has been 

interpreted as the instantiation of a single cell assembly, representing an ensemble of functionally 

related neurons that spike together. Synchronous spikes as a pattern can be studied at two levels 

of detail. Simply summing spikes in the time bin will give an aggregate measure of spike 
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synchrony without regard for which neurons are active (Ostojic, Brunel, and Hakim 2009; Louis, 

Borgelt, and Grün 2010). However, neurons are diverse and can be individually impactful, so 

maintaining neuron identity can be advantageous. Synchronous spike patterns that maintain 

neuron identity are often referred to as binary words (Osborne et al. 2008; Palmer et al. 2015), 

and can be a powerful representation for investigating neural coding. 

 

At the scale of the microcircuit, spike propagation is viewed as a progression of activity across 

the population (Pastalkova et al. 2008; Harvey, Coen, and Tank 2012; Luczak, McNaughton, and 

Harris 2015). Chapter II shows how spike sequences in small ensembles of neurons can resolve 

variability in this population progression. Structured spatiotemporal patterns can alternatively be 

represented as more tractable, lower-dimensional manifolds (Gallego et al. 2017; Elsayed and 

Cunningham 2017), alleviating the difficulty in pattern identification. However, a downstream 

brain area is only capable of acting on the spikes and cannot access the manifold representations. 

Therefore, the implementation of neural computation must act on the spikes themselves. In 

general, the forms and diversity of spike patterns are not known, but synchronous spikes and 

sequences of spikes represent the two fundamental patterns from which more complex patterns 

are built. 

 

Functional Networks 

The synaptic connections that form microcircuits occur between pairs of neurons. Analogous to 

the physical, synaptic connections that constitute the structural network, functional networks are 

defined by the pairwise relationships between neural activity patterns. These relationships can be 
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take many different forms with an increasing diversity of metrics used on two sets of spike trains 

(Chambers et al. 2017). Given a metric, the resulting measure of spike train relationships 

between every pair of neurons forms a square matrix, often referred to as a ‘weight matrix.’ 

Functional networks serve as a convenient and powerful tool to study relationships in population 

dynamics. Chapters II and III take advantage of functional networks to different ends. Chapter II 

uses a time-lagged normalized count weight matrix to extend pairwise relationships to search for 

larger ensembles of neurons. Chapter III uses a partial correlation weight matrix to measure 

pairwise activity relationships and directly harnesses the weights and patterns of functional 

connections to predict a neurons’ activity on single-trials.  

 

The most common metric to compare pairwise activity is the Pearson correlation coefficient, 

though there are many different ways to process the data prior to computing the correlation, with 

strong differences in results (Cohen and Kohn 2011). These correlations are symmetric resulting 

in a symmetric weight matrix. Other metrics, such as transfer entropy (Timme et al. 2014), result 

in an asymmetric weight matrix. From correlational and information-theory based metrics like 

mutual information or transfer entropy, researchers can also apply normalizations to these raw 

weight matrices. For example, the weight between two neurons can be normalized by the root 

mean squared correlation of the two neurons with all other neurons in the population (Chambers 

et al. 2017). This will down-weight correlations from neurons which seem to be broadly 

correlated with the population, emphasizing unique pairwise relationships. While the underlying 

synaptic network plays a role in shaping population activity patterns, how the structural network 

influences functional relationships is still understudied (Chambers et al. 2017). Weight matrices 
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are also synonymous with adjacency matrices, defining the edges in a graph. Using a graph 

theoretic framework, functional networks can be studied from a variety of perspectives 

(Sadovsky and MacLean 2013; van den Heuvel and Sporns 2013; Nigam et al. 2016). However, 

the sets of possible analyses on graphs strongly depends on the properties of the edges. Weighted 

edges, as are present in many functional networks, cannot be analyzed in the same way as 

unweighted edges. Historically, mathematicians have focused on the development of analytic 

tools in unweighted networks, due to their simplicity, though efforts are moving toward 

generalizing these tools (Fagiolo 2007; Abdallah 2011). Directed and undirected edges also play 

a large role in the analysis, with directed-edge graphs, or asymmetric weight matrices, having 

larger relevance to functional networks. The functional networks used in this thesis are both 

weighted, directed matrices. 

 

The choice of a metric to construct a functional network should be informed by multiple factors, 

such as the data acquisition method and the overarching scientific goals. In chapter II, I 

constructed functional networks out of normalized, frame-lagged spikes between two neurons. 

This pairwise spiking relationship represents the building block of longer chains of lagged 

spikes, or spike sequences. The weight matrix in this case was used in generating candidate 

ensembles of neurons that were more likely to spike in sequence than a random ordering of 

neurons. In chapter III, a functional network was created using a partial correlation based metric. 

Rather than using the functional networks to make an informed search through potential 

sequences, the partial correlations, controlling for signal-dependent activity and population-wide 

cofluctuations, were used to directly predict single-trial activity. The weights in the functional 
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graph yielded predictions that were close to optimal weights, and interestingly, the variance in 

prediction quality was correlated with a motif of functional connections. Despite the differences 

in experimental preparation, measurement of the weight matrices, and purpose of the functional 

network, the complete set of pairwise relationships were crucial in describing variability of 

activity in the population across trials. 

 

Future directions 

Chapters II and III both resolve the variability in population dynamics, but they do so using 

different analytic toolsets and under different experimental conditions. This research is highly 

interdisciplinary, allowing for further research along many directions. A straightforward 

extension of these approaches would be to apply one study’s analysis to the other’s experimental 

protocol. Graph theory has already been applied to the functional networks in Chapter II 

(Sadovsky and MacLean 2013), but for different purposes. The method to create edges between 

neurons also differed and was similar to the normalized count method (Pajevic and Plenz 2009). 

Different calculations of functional connections reveal distinct properties of the dynamics 

(Chambers et al. 2017), so the partial-correlation based method used in Chapter III may lead to 

novel results about how the in vitro network produces patterned activity. The in vitro preparation 

can be used to study stimulus-evoked properties of neurons through electrode stimulation of 

intact thalamocortical projections (Runfeldt, Sadovsky, and MacLean 2014; Sederberg, Palmer, 

and MacLean 2015), but the response properties are less well defined than orientation tuning in 

response to drifting gratings. Nevertheless, comparison of spontaneous and stimulus-evoked 

responses has shown evidence that they exist within the same subspace of activity (Luczak, 
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Barthó, and Harris 2009). The underlying strategy of computing covariability while controlling 

for stimulus and population-wide effects could be applied to the in vitro microcircuit. 

Alternatively, in vivo activity in V1 or other cortical areas could be distilled into its ensembles of 

sequences. This approach inherently captures time-varying activity, allowing for the study of 

sequence composition during time-varying drifting gratings. This approach could help explain 

how the dynamics of populations represent simple visual stimuli by comparing sequences at the 

onset of a grating to those immediately prior to grating offset, as well as those during the 

transitions between grey screens and gratings. The interplay between tuned and untuned 

subpopulations deserves further exploration, as well. One possible way to extend the approach of 

Chapter III is with different visual stimuli. The transition between different stimuli, and its effect 

on dynamics can be investigated with the framework of spike sequences. For example, grating 

stimuli that abruptly change their direction may have diverse effects on dynamics, depending on 

the orientation. An acute direction change is likely to activate a similar subpopulation of tuned 

neurons, while an obtuse direction change will activate a distinct subpopulation. How the same 

microcircuit behaves during these transitions may be helpful in unravelling how more complex, 

dynamic stimuli are represented. It is likely that the ongoing activity in the untuned 

subpopulation at the point of transition plays an important role in shaping how the activity 

patterns are routed to different tuned subpopulations. Other stimulus parameters beyond grating 

direction modulate visual cortical neurons. For example, the nature and influence of the untuned 

neurons in the context of spatial frequency and temporal frequency tuning is an interesting future 

direction. 
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Animals interact with a dynamically changing world and the visual system is widely believed to 

be adapted to represent ethologically relevant visual stimuli (Marr 1970). Another future 

direction of this work will be to record population activity in response to natural stimuli. 

Populations have different spiking statistics in response to these stimuli (Felsen et al. 2005), and 

characterizing the trial-to-trial variability in response to these stimuli will have ethological 

relevance. It is possible that deep understanding of microcircuit representations of complex, 

dynamic stimuli requires more sophisticated analytic tools. An advantage of the functional graph 

representation of dynamics is its relative simplicity. These graphs summarize time-varying 

dynamics as a static weight matrix. Temporal graphs, on the other hand, have edges that change 

over time (Michail 2015), naturally extending functional graphs to a dynamic representation, but 

their flexibility comes at the cost of complexity.  

 

Current technology in genetic engineering and optical imaging opens avenues for new 

experiments to extend the results in this thesis. Specific cell classes and subtypes can be 

specifically targeted for imaging or manipulation. Possible targets include all inhibitory neurons 

or a specific subclass, such as parvalbumin-expressing interneurons or somatostatin neurons. 

Among excitatory neurons, subclasses can be defined by their projection sites, such as cortico-

cortical and cortical-thalamic projecting neurons, or pyramidal neurons in a specific cortical 

layer. In M1, cortico-spinal neurons have direct impact on voluntary motor control; 

understanding how the local microcircuitry impacts their activity is necessary to define the 

specific functions of cortical motor areas. Pharmacological and optical techniques exist for cell-

specific manipulation (Rogan and Roth 2011). Typically, genetically-targeted neurons are 
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silenced, though they can also be activated. Finally, improved optical techniques can provide a 

more complete picture of the local microcircuit. Spatial light modulators and acousto-optic 

deflectors for two-photon microscopy give a three-dimensional view into the microcircuit with 

high temporal resolution (Nikolenko et al. 2008; Grewe et al. 2010). Data collected with this 

setup will avoid a limitation of Chapter III, which is restricted to layers 2/3. 

 

Closing 

Neocortical activity patterns take shape within populations of recurrently connected neurons. 

Particularly at the scale of several hundred microns, the local population determines and is 

dependent on the activity of its constituent neurons. These local populations comprise 

microcircuits that are hypothesized to be generalizable functional component of cerebral cortex. 

Rapidly developing technologies are providing unprecedented views into living and working 

brains, however, there is no current consensus for how to describe the observed activity in large 

populations. Descriptions beyond single cells and pairs of cells, encompassing ensembles of 

neurons are likely necessary to capture the complexity of population spike patterns. The 

difficulty in finding a fundamental neural code stems in part because there appears to be multiple 

valid encoding schemes, ranging from pure firing rate codes to spike-timing codes. An 

information-representation scheme may be specific to some cortical areas. Alternatively, firing 

rate and time-based schema transition smoothly across different timescales, and different 

timescales can simultaneously represent different features of sensory information, known as a 

multiplexed code (Panzeri et al. 2010).  
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The potential for a multiplexed code motivates a deeper exploration of new descriptions and 

representations of multineuronal spike patterns. The current understanding of neural encoding is 

not complete or sufficient, and new encoding schemes are not mutually exclusive in a 

multiplexed code. The interrelationships between neurons can reveal the boundaries of these 

encoding schemes, delineating the patterns a population does and does not produce. By 

extending pairwise relationships to spike sequences and interaction motifs among larger 

ensembles of neurons, I was able to capture trial-to-trial variability of population activity. These 

are promising approaches for describing neural representations of stimuli and motor commands 

on single trials. Through multidisciplinary efforts, we are nearing the cusp of bridging our 

understanding of single-neuron physiology to large-scale, biological substrates of behavior and 

psychology. The neocortical microcircuit is the setting for this revolutionary union of 

neuroscientific disciplines. 
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