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Abstract 

 RNA is an incredibly diverse molecule, simultaneously encoding for proteins and 

adopting tertiary structures capable of recruiting macromolecular components, binding ligands 

and performing catalysis. The nature of RNA structure and how it performs these biologically 

essential functions is a rapidly advancing field in biochemistry. Of particular focus are the 

structures and mechanisms of viral RNA elements which support and propagate viral replication 

and proliferation. While RNAs are generally recalcitrant to Crystallization, Chaperone Assisted 

Crystallography is a new technology that enables rapid crystallization and resolution of pertinent 

structured viral RNAs. In this work I present the high-resolution structures of two viral RNA 

elements. Both represent the first structure of either element resolved using crystallography. 

They provide insights into a new RNA structural motif and the mechanisms these viruses employ 

to regulate translation of their genes. The Programmed Frameshifting element of SARS-CoV-2 

adopts two conformations to induce a frameshifting event during translation of the SARS-CoV-2 

gRNA. Here the first high resolution structure of the Programmed Frameshifting Element was 

solved to 2.09Å and reveals what may be a second linear conformation of this frameshifting 

element. The Pea Enation Mosaic Virus 2 Translation Enhancer is a cap-intendent translation 

enhancer found in the 3’ UTR of plant viruses. Presented here is the first crystal structure of this 

class of translation enhancers solved to 2.75Å. This structure reveals a new C-turn motif which 

creates a solvent exposed binding site for the eukaryotic initiation factor eIF4E. This work 

demonstrates the potential for chaperone assisted RNA crystallography to improve RNA 

crystallography and advance the study of viral RNA element structures.  
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1. Chapter 1: Thesis Introduction:  

1.1 A review of RNA structural biology and the role of crystallography in resolving pathogenic 

RNA structures. 

RNA structure is a rapidly growing field with ever increasing potential to contribute to 

advances in medicine, basic science, and biotechnology. As our ability to detect, predict and model 

structured RNA elements improves, their prevalence in every aspect of biology becomes 

increasingly obvious. As a result, RNA elements are emerging as promising new drug targets, 

especially in the midst of a global pandemic driven by a positive sense RNA virus51,64.  

Computational modeling of RNA structures is at the forefront of many of the recent advances8, 39, 

68. While secondary and tertiary structure modeling and dynamics simulations are becoming 

increasingly powerful and accurate, they are limited by the existing reference datasets of 

experimentally determined RNA structures18. To address the growing gaps in our understanding 

of RNA folding, function, and structure we must employ highly interdisciplinary approaches to 

characterizing RNA structures to fully represent their dynamic, conditional and interactive nature.  

Experimentally determined structures are a keystone of this multifaceted field. These 

structures provide motif templates that new RNA sequences can be mapped upon55. They also 

serve as a biophysical reference to calculate the likelihood and stability of the variety of 

interactions ribonucleotides can form in complex folds. The impact of experimentally determined 

RNA structures is the comprehensive atomic resolution snapshot they provide of one RNA in one 

conformation. Not only do these structures generate information about the general architectures, 

but they can be broken down into smaller motifs and structural elements, which can be classified 

and re-classified as new representatives of these folds as they emerge16, 39. Accurate classification 

of each level of structural organization for motifs generates logical parameters defining the 
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requirements for specific folds that can then be applied to sequence analysis and tertiary 

modeling25. However, the low throughput nature of crystallography limits the rate of discovery of 

new elements and motifs. Additionally, RNA elements often function through dynamics, switching 

from one conformation to another in response to different conditions40. This capacity for structural 

dynamics makes structured RNAs highly adaptable genetic regulatory elements which become 

particularly useful for viruses and bacteria. Unfortunately, crystallography is ill-equipped to yield 

data about dynamics and multiple conformations. Therefore, additional biochemistry and 

biophysical characterization is often combined with crystal structures to generate a comprehensive 

understanding of the way the structure relates to the mechanism of action. Alternative methods of 

structure determination can also provide valuable dynamics data such as; cryo-EM, which can 

separate images of differently folded RNAs in the grid; NMR, which can detect real time changes 

in interacting regions of RNAs; and Single Angle Xray Scattering (SAXS) which can generate low 

resolution envelopes that sum a conformationally heterogenous population of RNAs in solution. 

Each of these methods is informed by, and informs computational structural techniques. Therefore, 

RNA structural studies demand a highly interdisciplinary approach to structure determination and 

functional characterization; no one method is sufficient on its own27,50,68.   

Using crystallography to investigate novel structured RNAs is an almost paradoxical 

endeavor, however, as crystallography is rarely successful on poorly studied RNA targets. Often 

an RNA element must have its secondary structure determined through chemical probing to inform 

the design of suitable crystallization constructs. This is where computational modeling of novel 

RNAs, identified through phylogenetics and deep sequencing, is most helpful in supporting 

experimental structural determination. Understanding what we know, what information we are 
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missing and what information a structure may provide are all crucial to making savvy investments 

of time and effort in RNA crystallographic studies.  

RNAs are recalcitrant to crystallization due to their biophysical properties59. Unlike 

proteins, which have 20 unique residues in their polymers, RNA only uses four monomers, making 

the specific repeating set of surface interactions needed to form a lattice less likely to occur59. The 

2’OH moiety also contributes to the instability of RNAs as it enables spontaneous hydrolysis, 

making a long crystallization process less likely to occur. Many RNAs are also highly flexible or 

adopt multiple native conformations, often these dynamics are a critical component of their native 

functions60. In other words, RNAs are flexible by nature’s design. The flexibility and 

conformational diversity of RNAs interferes with forming a consistent and repeating crystal lattice. 

Errors in the lattice, for example due to one region being poorly ordered in the crystal, leads to a 

loss of data as x-rays do not diffract consistently from the same atoms in different positions. 

Therefore, conformationally heterogenous populations of RNAs or RNAs with large flexible 

regions are poor crystallizers40. Small, homogenous, densely packed RNAs do crystalize readily, 

continuous helices, dense pseudoknots or other rigid structures have been known to crystalize. 

However, the majority of structured RNA elements are not so rigidly folded often RNAs contain 

large single stranded regions of solvent exposed loops that don’t adopt a consistent position. Often 

RNAs which do crystalize are missing density in flexible regions where no repetitive position of 

atoms exists to consistently bend x-rays into distinct spots on a diffraction pattern. RNA constructs 

can be cloned to maximize properties which favor crystallization in the same way proteins are 

mutated into crystallizable constructs62. Flexible regions like over hangs or large loops can be 

mutated to blunts end or stable GNRA tetraloops respectively62. However, each modification has 

the potential to remove information about the native structure.   
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Chaperone assisted RNA crystallography provides another route to increase the throughput 

of crystallographic analysis of novel structured RNAs. In this approach engineered RNA-binding 

antibody fragments (Fabs) serve as crystallization chaperones23. These antibody fragment RNA 

complexes can be generated in one of two ways. For a novel RNA, with minimal biochemical 

characterization, a phage displayed library of antibody fragments can be used to perform an 

iterative selection for Fabs that bind the RNA with high affinity62. These Fabs are then expressed 

and purified and made into complexes with their RNA targets, and the complexes are then 

advanced to crystallization trials. 

 If the secondary structure of the RNA is known or predicted with reasonable accuracy, we 

can apply the grafting approach of chaperone assisted RNA crystallography. In this method, a Fab-

binding epitope from an existing RNA/Antibody pair is installed into a similarly shaped motif 

along the new RNA target23. Thus far our lab has had success replacing small solvent exposed 

loops with the BL3-6 binding sequence AAACA which must be closed by a GC pair (Figure 1.1). 

We replace larger loops and bulges with a twelve-nucleotide loop of the sequence 

AUAGUAUAUCAA, which binds Fab HAVx (Figure 1.1)22,23. Hairpin loops can be replaced with 

a bent loop, paired region, loop motif which binds Fab-BRG (Figure 1.1)63.  

Both approaches, either a de-novo selection or grafting, are able to generate more stable 

native conformations of their RNA counter parts in the crystal. Phage display selected Fabs are 

able to bind the native structure of the RNA and hold it in place62. In the grafting approach the Fab 

likely restrains the stem-loop or bulge that it binds, there by taking a flexible region of the RNA 

and locking it in place22,23,63. Our Chaperone assisted RNA crystallization method has also 

generated structures of RNAs that were too large for NMR and too small for cryo-EM but unable 
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to crystalize in free RNA crystallization trials.   Examples of such RNAs are discussed later on in 

the thesis namely the SARS CoV-2 Frameshifting Element and the PEMV2 PTE. 

 

 

1.1.1 Computational RNA structure prediction and modeling approaches and limitations 

To understand the importance and intersection of RNA crystallography and pathogenic 

RNA elements we must first put high resolution crystal structures into context of the current state 

of RNA structural studies. Computational RNA structure modeling serves to analyze, classify, 

predict and simulate RNA structures based on their primary sequence39. RNA folding can be 

thought of as a hierarchal process where the secondary structure is formed before the tertiary 

structure45. Exceptions to this would be RNAs that fold co-transcriptionally or fold into their 

functional states only with the aid of chaperones or remolding proteins.  

In the hierarchal approach to structure predictions, RNA sequences are analyzed for the 

potential to form complementary stretches and single stranded regions. This folding strategy works 

well for most RNAs with one conformation, but RNAs with multiple conformations, or which get 

Figure 1.1 Graftable fAB-Binding RNA epitopes and 

the relative orientation of their respective fABs 
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remodeled post transcriptionally can easily be misfolded by this approach 27,40. Important paired 

regions are often conserved across homologs, although the precise sequences that create these 

paired regions can vary while retaining the same structure39,65. Therefore, to detect conservation 

algorithms look for consistent patterns of co-variation of paired bases27,65. Patterns of co-variation 

across multiple related sequences known to perform the same functions can direct hierarchal 

folding strategies65. This phylogenetic approach to RNA structure prediction remains the gold 

standard and serves as the foundation for many of the more refined approaches discussed going 

forward65.  

In most RNA folding software the hierarchal folding assumption is combined with free 

energy minimization66. Thermodynamics adds a second level of evaluation were the potential 

secondary and tertiary interactions are generated, modified, and iteratively adjusted to find a final 

conformation with the lowest free energy67. Thermodynamics based RNA folding algorithms work 

particularly well for secondary structure prediction compared to tertiary structure prediction 

because generally the free energy of WC base pairs is much larger (-0.9 to -3.4 kcal/mol) than that 

of individual tertiary interactions which tend to only contribute between -0.3 to -1.5 kcal/mol to 

the structure68. The small energetic differences between two tertiary conformations is due to the 

fact that they differ primarily in helical orientation but not bonding interactions. Both 

conformations likely have the same number of interactions or only low energy interactions to 

differentiate them which makes the two conformations appear energetically highly similar68. 

Algorithms may simply choose the marginally more stable conformation as the final structure, and 

this error can be thought of as getting trapped in an energy well that may not necessarily represent 

the functional structure2.The artificial energy well problem limits the accuracy of free energy 

minimization strategies especially when applied to dynamic RNAs.  
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To more accurately predict long distance interactions like pseudoknots or kissing loop 

interactions, folding algorithms increasingly rely on experimental data like structural probing and 

known intramolecular interactions from existing RNA structure models68, 69. Modeling programs 

like RNA As a Graph (RAG) use a strategy called atomistic modeling where the backbone of 

single stranded regions connecting helices are broken down into combinations of their rotatable 

bonds to determine all the possible positions the helices may occupy relative to one another70. The 

radius of gyration of the helices eliminates some of the possible arrangements due to steric clashes 

and from there the remaining possible arrangements or loops and helices are assayed for the 

potential for pseudoknots or kissing loops to form between them68, 70. The RNA As a Graph (RAG) 

approach has played an essential role in determining the structures of RNA elements in the SARS-

CoV-2 genome 28, 38. 

Determining if an RNA sequence likely occupies multiple conformations can help 

determine the best modeling approach for a given target. To detect the potential for multiple 

conformations an analysis of the Boltzmann ensemble of structures resulting from the energy 

minimization procedure can reveal the most probable relevant conformations among a set of low 

energy folds68. Examples of these programs include GT fold and the Most Informative Base Pair 

program 37, 71. Maximum entropy models can be even more accurate when dealing with RNAs with 

multiple conformations because it accounts for probability of each conformation, expressed as a 

Shannon entropy52. Researchers can also model the effects of different environmental conditions 

on the probabilities of each fold using maximum entropy models. For example, idealized solvent 

assumptions can generate errors in the RNA’s fold, maximum entropy models can calculate the 

probably of each fold in idealized and non-idealized solvent to check for the effect of those 

assumptions on the population of low energy models 52. The probability of any given fold can be 
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expressed in the form of Shannon entropies which is a statistical probability that can represent any 

number of biophysical parameters44. Not only can Shannon entropies contribute to maximum 

entropy models, but they can also be applied to biophysical and biochemical data to build a more 

detailed picture of the dynamics at hand. For instance, calculating the Shannon entropies from 

force extension curve data for RNAS has proven useful to identify the number of stable 

conformations a given RNA is most likely to occupy15.  

Existing crystal structures inform each of these methods. As the dataset of experimentally 

determined structures, which provide reference points for each of these algorithms, expands the 

more accurate they will become68. For example, the thermodynamic stability of a modeled fold is 

calculated from the known stability of the individual base interactions that comprise it36,58. 

However, working off of a small pool of examples of non-canonical pairs and unusual stacking 

arrangements can lead to inaccuracy in these calculations68,39. Improving the diversity of 

contributing known RNA motifs improves the accuracy 36,58. The frequency of occurrence of 

different types of long-distance interactions observed in experimentally determined RNA 

structures also defines the likelihood of each of type of interaction in the statistical modeling 

methods27,68. This means that flexible, crystallization resistant motifs are necessarily 

underrepresented and as a consequence are treated as improbable when its more likely that highly 

flexible loops and bulges are common in native RNA structures. Both underrepresentation and 

inconsistent classification of these rarer motifs in databases limit the accuracy and precision of 

tertiary folding predictions 27, 39, 68. One way to address this problem is to generate more and more 

diverse RNA crystal structures. Technologies like chaperone assisted RNA crystallography create 

an avenue to crystalize RNAs in conformations that might normally be unable to form stable 

crystal contacts.  
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In the same way that additional experimentally determined structures can improve the 

accuracy of modeling algorithms, biochemical probing and experimentally determined folding 

pathways can also help by imposing further restraints on tertiary folding predictions50. SHAPE 

reactivities, for example, can help identify flexible regions like loops and paired regions, but RNA 

constructs that populate multiple conformations can confound the inference of structural 

information from SHAPE reactivates69. Structural constraints derived from SHAPE reactivities 

combined with thermodynamic and probabilistic folding algorithms can help identify and 

differentiate alternate conformations of the same RNA. These combinatorial approaches to RNA 

folding can help escape the flaws of each method in isolation filling in gaps with information from 

multiple sources40,50. Techniques such as smFRET and cryo-EM can also make important 

contributions to charactering the structure of RNAs with multiple conformations, and these 

techniques are often combined with computational modeling to determine multi-domain RNA 

structures with complex junctions40. Therefore, an interdisciplinary approach to developing a 

deeper, more comprehensive understanding of RNA folds is required to advance RNA structural 

prediction, which is a crucial step in developing therapeutics for functional RNAs in pathogens.  

1.2 RNAs as potential drug targets 

As RNA structural studies advance, RNA elements have become increasingly promising 

new drug targets47. However, the biochemical properties of RNAs present numerous challenges to 

specific targeting with small molecules. While RNAs can have site specific binding pockets, as 

demonstrated by riboswitches and aptamers, the properties that a ligand must have to form the 

stable and specific interactions with a reputative set of four motifs is not yet known47. The 

hydrophilic nature of RNA nucleotides limits the availability of hydrophobic binding pockets in 

comparison to proteins, instead drugs must be designed to use a combination of stacking 
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interactions and hydrogen bond networks to create site specific docking47, 51. Moreover, functional 

RNAs are present at much lower levels in the cell than proteins, in part, due to their short half-

lives. Structured RNAs often serve as scaffolds for complexes or as single sites for recognition 

along an mRNA, only a hand full of a given RNA element may be present in each cell47. Therefore, 

ligands which target them would require a very high affinity to compensate for the low levels of 

these structured RNAs present in the cell47. Nevertheless, technological advances have provided 

solutions to many of these challenges developing highly specific, cell permeable compounds that 

use the nature of RNA’s pockets to their advantage47, 51.  

The discovery and study of riboswitches revealed the capacity for structured RNAs to bind 

small molecules, often aromatic compounds, ions and nucleotides with high specificity7, 3. From 

there small molecule screens were developed and tested against well characterized viral RNAs 30, 

11. Small molecules have now been discovered to bind to functional viral RNAs in SARS CoV, 

HIV, and HCV, albeit with limited specificity17. As of 2018 more than 30 compounds have been 

identified that can bind and modulate the function of structured mammalian RNAs10. These 

discoveres present opportunities for deeper investigation of these RNAs structures and 

development of therapeutics for health conditions ranging from neurological disorders to 

cancers10.The chemical properties RNA targeting ligands need to possess are still being evaluated, 

but evidence suggests that this avenue of therapeutics is viable and wrought with potential31. A 

more comprehensive understanding of RNA structure, dynamics, and function is a crucial 

component to bring this medical and biochemical technology to fruition.  

1.3 An introduction to RNA structural motifs with examples of their roles in viruses  

Many viruses use RNA as their genetic material due to its dual role as an mRNA and as a 

functional macromolecule capable of binding other macromolecules and regulating their 



11 

 

processes33. RNA viruses can be broken down into four categories: Double-stranded, negative-

strand, ambisense and positive-strand viruses. While all four employ structured RNAs, positive 

sense RNA viruses provide examples closest to the work presented here. RNA elements of positive 

sense RNA viruses often serve multiple roles regulating non-canonical translation, regulating 

genomic replication and aiding in genomic packaging 20, 32. Sometimes one RNA element serves 

a combination of these functions through dynamic switching between conformations34.  

Positive sense RNA viral genomes are divided into three regions, a 5’ untranslated region 

(5' UTR), the open reading frames (ORFs), and a 3’ untranslated region (3’ UTR)33. Structured 

RNA elements can be found in all three genomic regions. The sub-genomic RNAs, which are 

transcribed from the genomic RNA, also utilize the structured RNA elements encoded there in 56, 

20,33. Structured RNAs in the 5’ and 3’ UTR often regulate translation and replication 20. These 

RNA elements can circularize the RNA, recruit host translation and replication factors, and ablate 

host immune responses 20. Structured RNAs found within ORFs can regulate translation by 

modulating the rate of translocation of the translating ribosome or by recruiting and regulating 

various macromolecules5. Frameshifting elements are some of the most common RNA elements 

found within viral ORFs 9. These RNA elements switch the translating ribosome to read an 

alternate ORF nested in a second reading frame contained within the same genomic space as the 

original genes9. Not only does this save genomic space but it also allows for production of protein 

isoforms and regulates the stoichiometry of the proteins produced9.  

While the structured RNA elements viruses employ can be massive and complex multi 

domain structures, the functional capacity and importance of a viral RNA element does not depend 

on the complexity of the RNA’s fold20. Even the simplest structural motifs play crucial roles in 

viral biology. RNA secondary structure can be categorized into single stranded regions and helical 
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or paired regions made up of canonical Watson Crick base pairs16. These components can combine 

to form structural elements like the dinucleotide platform, base triples, or A-minor interactions or 

motifs like hairpin loops, kink turns or T loops. Structural motifs are combined to create tertiary 

and quaternary structures like pseudoknots16.  

The nature of ribonucleotides makes the RNA folding problem notably different than the 

protein folding problem. First, ribonucleotides have more rotatable backbones and more hydrogen-

bonding groups than amino acids72. Secondly, bases are connected to flexible pentose rings and 

can twist about their glycosidic bond72. The bases can also form many different kinds of specific 

interactions using their Watson crick face, Hoogsteen face or sugar edge face as well as form stable 

pi-pi stacking interactions between their aromatic rings49. The flexible sugar phosphate backbone 

can form hydrogen bond interactions through the ribose 2’OH or the phosphate oxygens49. The 

ribose itself is also highly flexible but mainly occupies two pucker conformations, while the 2’ 

OH group generally favors the 2’ endo conformation certain backbone orientations can twist the 

ribose into the 3’ exo conformation as well54. The position of the 2’OH group not only determines 

what it can form hydrogen bonds with, but also alters its reactivity making it a good representative 

of backbone positions when chemically probing an RNA structure54. Together this creates a huge 

diversity of potential orientations of the backbone and bases in dense structural cores, selective 

pockets, and solvent exposed surfaces, which can serve as binding motifs. Common RNA 

structural motifs have been identified and classified through analysis of experimentally determined 

RNA structures. Understanding the structure and diverse functions of these motifs builds into a 

more comprehensive understanding of how viruses use RNA elements to perform essential tasks. 

This enables both the development of better pharmaceutical interventions but also synthetic RNAs 

for use in chemical and molecular biology research.  
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1.3.1 Stem-loop structures in viral RNAs 

Stem-loop structures are one of the most fundamental and versatile structural motifs in 

structured RNAs. A stem-loop, also known as a hairpin loop, is simple A form helix capped by a 

single stranded turn that connects the ascending strand to the descending strand16. Stem-loops are 

a fundamental motif that can build into larger interactions either within an RNA or between other 

macromolecules thereby performing essential biochemical functions for viral propagation. Despite 

their apparent structural simplicity, stem loops can often perform surprisingly complex functions 

even when isolated from other structural RNA motifs12.  Tetraloops are the most common hairpin 

Figure 1.2 Viral RNA elements of common structural motifs A) PDB code 2IHX 

Ronus Sarcoma Virus UGCG tetraloop of stem-loop C of the Mψ packaging signal bound 

to the nucleocapsid protein G218 is sandwiched by two tyrosines48. B) U-turn contained in 

the SARS-CoV-1 SL 2 in the 5’ UTR tetraloop21 C) Cricket Paralysis Virus IRES, 

pseudoknots PKI PKII and PKIII where PK III is nested within PKI and interactions 

between L1 and S2 position nearby SL2.3 and SL 2.1 to poke out into solvent for protien 

binding35. D) kissling loop interaction between SL1 and SL4 between two copies of the VS 

ribozyme, positioning near by helices to create the VS ribozyme active site intermolecular 

interaction73. E) Three-way junction of the HAV IRES Domain V stabilized by the LPTL 
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loop structure observed thus far. Tetraloops can be divided into several classes such as GNRA, 

UNCG, GUYG, GANC, (A/U)GNN and UUUM, with N standing for any nucleotide, R standing 

for G or A, Y standing for U or C and M standing for A or C 12,14. Tetraloops form more stable 

compact structures than both potentially smaller or larger loops due to their ability to create π 

stacking interactions and hydrogen bond networks within the loop 16. Tetraloop classes such as the 

UNCG, GNRA and CUUG families are the most stable. These classes form pairs between 

positions 1 and 4 often stack residues 2 or 3 and further restrain flexibility through 2’ OH hydrogen 

bonding12,14.  As a result, GNRA and UCG tetraloops are the most common class of tetra loop 

obsered in RNA crystal structures. Their specific and stable folds also make tetraloops sites of 

RNA-RNA interactions and protein recognition48. Many viruses contain lone tetraloop hairpins 

throughout their 5’ or 3’ UTRs14, 48. In these cases, tetraloops often recruit essential proteins or 

form critical regulatory long-distance pairing with other structure elements48,32.  

Despite their small size compared to other structural motifs, these hairpin structures often 

perform multiple functions in viral replication. For example, in Hepatitis C Virus and other 

Flaviviridae family viruses a conserved GCAC motif contained in the stem of a stem-loop IV of 

the HCV IRES serves as the recognition site for human La protein24. When this hairpin binds La 

it induces a conformational change in La to facilitate recruitment of NS5B or NS3 and the interplay 

between the two mediates the translation to replication switch event24.  

Due to its stability, numerous NMR structures have been solved of the UNCG tetraloop 

from viral RNA elements, often bound to various protein partners14. The UUCG tetraloop is a bi-

loop, having a bifurcated hydrogen bond between the first U and the fourth G which adopts a syn 

conformation about the glycosidic bond thereby stabilizing the tetraloop (Figure 1.2 A)48. In the 

Rous Sarcoma Virus, the nucleocapsid protein binds to a UGCG tetraloop of stem-loop C of the 
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Mψ packaging signal in the 5’ UTR (Figure 1.2 A) 57. In this interaction the second G is 

sandwiched by two tyrosines (Figure 1.2 A). When this stem-loop is mutated to other common 

tetraloop sequences the interaction is lost and the virus loses considerable infectivity 57. 

 Stem-loops are present in each of the higher order structures discussed going forward. 

There are also many kinds of stem-loops beyond the tetraloop and while they are generally less 

stable, they can still be essential elements of the RNA’s structure and function.  The dynamic 

nature of loops beyond the tetraloop classes make them more challenging to observe using 

crystallography and their absence from our structural data bases can contribute to gaps in our 

understanding of RNA structure.  

1.3.2 Single Stranded Regions as structured and functional turns in Viral RNAs 

Loops often create turn motifs, the most common of these being the U-turn, which is a 

sharp bend in the RNA backbone between the first and second residues of a UNR consensus 

sequence (where N is any nucleotide and R is G or A)21. The U residue of the U turn creates two 

hydrogen bonds with the N and the R of the UNR sequence, stabilizing the sharp turn21. GNRA 

tetraloops can form U turns with the G and A residues paired and hydrogen bonds connecting the 

G to the N and the R (Figure 1.2 B)21. There are also other turns such as Z-turns, which are a 

variation of a U-turn, and S-turns with two consecutive bends in the phosphate backbone16. Internal 

loops create kink turns, reverse kink turns and T-loops each of these motifs allows a single stranded 

region of RNA to create a stable structure that can then form protein or RNA-RNA interactions 16. 

For example, a stem–loop in coronavirus’ 5′ untranslated region adopts a U-turn which plays a 

functional role in replication28. The loop of the SL3 region of the 5’ UTR of coronaviruses contains 

the sequence CUUG, where the U’s form the hydrogen bonding pattern of a U turn as detected by 

NMR (Figure 1.2 B)28. Mutations that disrupt the U-turn structure interfere with viral translation 
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and replication while mutations that maintain the predicted hydrogen bonds do not alter viral 

propagation28. Careful identification and categorization of the diversity of turn structures is an 

integral part to making accurate RNA structural predictions.  

1.3.3 The roles and organization of pseudoknots in viruses 

A pseudoknot is a structure formed though base pairing of a single stranded region of an 

RNA hairpin loop to another distal region of the RNA5. By default, all pseudoknots are defined as 

H-type with additional levels of complexity building on top of this fundamental class. An H type 

pseudoknot has at least two base paired helices were referred to as stems S1 and S2 connected by 

two or three single stranded loops5. In the majority of H type pseudoknots S1 and S2 are coaxially 

stacked with loop 1 tucking into the major grove of S2 and loop 3 tucking into the minor groove 

of S15. Pseudoknots can also form between single stranded bulges or interior or multi branched 

loops5. These kinds of higher order pseudoknots can be classified into six groups based on 200 

representative structures34. The LL type contains an additional hairpin between S1 and S2, which 

inserts into the apical loop of the pseudoknot34. The HL-in type is similar to the LL type in that is 

has an insertion into the apical loop, but in this case the additional hairpin forms as a bulge 

interceding S134. In the HL-out type the additional hairpin forms within the apical loop preceding 

the long-distance pseudoknot interactions34.  The HH type contains an additional hairpin 

interceding the 5’ end of stem 1 without creating a separate structural element downstream of the 

apical loop34. If two hairpin loops form interactions between one another this is classified as an 

HHH type pseudoknot, also known as a kissing loop interaction34.  

While pseudoknots have topological constraints and must be able to form complete stems 

connected by loops, there is no conserved general sequence for a pseudoknot, making them 

difficult to detect by phylogenetic sequence analysis55. A pseudoknot’s function depends entirely 
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on their tertiary structure which can often be maintained by a variety of conserved pairing patterns. 

While pseudoknots are difficult to predict, computational folding algorithms are improving the 

accuracy of pseudoknot prediction55. Atomistic molding methods like RNA As a Graph are 

successful at predicting pseudoknots because it employs topological constraints in addition to 

energy minimization70.  

In viral RNAs pseudoknots enable RNA elements to fold into a highly diverse set of tertiary 

structures, which conduct a large array of functions5. Pseudoknots are common in IRES elements, 

often creating highly organized structural cores that position helices to form recognition motifs for 

the ribosomal subunits5. For example, the cricket paralysis virus IRES contains three H type 

pseudoknots called PKI, PKII and PKIII, making up the three structural domains of the IRES. PK 

III is nested within PKI and forms interactions with PKII, creating a dense, complex fold (Figure 

1.2 C)41, 35. Cryo-EM combined with x-ray crystallography revealed that this highly knotted fold 

ultimately projects two stem-loops that form crucial interactions with rpS5 41, 35. These helices are, 

in part, positioned by loop helix interactions in PK III, where L1 interacts with S2’s major groove 

to position the solvent exposed stem-loops SL2.1 and SL2.3 for rPS5 binding41,35.  

Pseudoknots can also partake in autoregulation mechanisms; because these structures are 

dynamic and conditional, they can act as switches or as semi-passable barriers during translation9. 

Frameshifting pseudoknots are among the most well studied pseudoknot structures19,46. However, 

the mechanism of -1 frameshifting is unknown despite its ubiquity in viral genomes15. These 

pseudoknots form in the middle of open reading frames and block ribosome translocation along 

the mRNA9. The stall and the tension this blockage creates in the codon recognition sites of the 

ribosome then causes the tRNAs in the A and P sites to slip backwards by one position, altering 

the reading frame of the transcript9. The -1 frameshifting pseudoknot of the mouse mammary 
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tumor virus was solved by NMR43. This 34 nucleotide-long RNA element forms two GC-rich 

stems connected by two compact loops43. An intercalated adenine between the two helices at their 

junction interferes with helical stacking and induces a 60-degree bend43. This bend is further 

stabilized by a short two nucleotide loop connecting the junction to the base of stem 243. These 

structural features enable the pseudoknot to bend at the intercalated hinge point43. This dynamic 

nature of the pseudoknot is a critical feature required to induce frameshifting19,43.    

1.3.4 Kissing loop interactions  

A kissing loop is formed when two complementary single stranded loops pair with one 

another. This can also be considered an HHH-type pseudoknot1. Kissing loop interactions can form 

intra or intermolecularly. Kissing loop interactions often facilitate long distance interactions in 

structured RNAs and play a major role in stabilizing folds due to the strong energetic contributions 

of base pairing32. Kissing loop interactions can also contribute to forming catalytic sites as in the 

case of the Varkud Satellite Ribozyme4,73. In this case a SLV forms a kissing loop interaction with 

SLI, which alters the conformation of SLI to form the cleavage site (Figure 1.2 D)4,73. 

 The T shaped structure (TSS) element of Pea Enation Mosaic Virus 2 (PEMV2) also forms 

a long-distance kissing loop interaction with hairpins located within a viral ORF and at the 5’ 

UTR13. The TSS element adopts a three stemmed T shaped structure. Within the TSS, the 5’ 

hairpin contains highly flexible loop residues that protrude into solution13. These residues base 

pair with a complementary stem-loops found both in the 5’ UTR and within an ORF thereby 

circularizing the RNA for translation of each downstream region13. Although this interaction only 

consists of four base pairs it is sufficient to circularize the viral genome and recruit the 80S or 60S 

ribosomal subunit to the translation start site.  
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1.3.5 Three- and four-way junctions 

Junction loops are defined as the single stranded regions connecting three or more 

continuous paired regions16. The orientation of the paired regions is in part determined either by 

interactions between the junctions and the paired regions’ major or minor grooves or through 

packing between the paired regions themselves16. When there are three paired regions a three-way 

junction is formed. These junctions can be further classified as A-type, B-type, or C-type 

depending on the length of the junction regions between the paired regions and the orientation of 

the paired regions relative to each other26. The paired regions of a three-way junction are denoted 

P1, P2 and P3 with P1 and P2 stacked on top of one another26. A-type three-way junctions tend to 

have shorter junctions with P3 oriented in any position but most often perpendicularly to the P1, 

P2 stack26. B-type junctions form a lambda shape with the P3 region associating with the P1 

region26. C-type junctions form a Y shape with P3 associating with P226.  

When there are four paired regions in a junction, the resulting four-way junction can be 

divided into nine families25. Four-way junctions with two sets of stacked helices fall into the H, 

cH and cL, families. If there is only one coaxial stack of helices then they are either cK or π25. 

Junctions with no stacking belong in cW, ψ, X or cX families25. The subdivisions are determined 

by the parallel or antiparallel orientation of the helices relative to the continuous strands25.  

The HAV viral IRES is believed to use its domain V to recruit eIF4E to the IRES22. This 

domain forms a C-type three-way junction with P2 and P3 coaxially stacked and P1 protruding 

perpendicularly from that axis (Figure 1.2 E)22. The junction between P1 and P2, J12, consists of 

an A-rich bulge which forms a lonepair triloop (LPTL) structure22. LPTL motifs contain one base-

pair followed by a three-nucleotide long hairpin22. LPTL motifs have been observed in other type 

II picornaviral IRES domain V regions22. The LPTL structure forms interactions with the minor 
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grove of P3 creating two A minor interactions in two base triples22. These interactions likely orient 

the P3 relative to P122. The structural similarity of this three-way junction to other domain V 

structures from this class of IRESes implies that these motifs use this structure to bind eIF4E, 

although, currently no structure of an IRES bound to eIF4E yet exists, so the nature of this 

interaction remains unknown22.  

1.4 Tying it back together: Knowledge gap in RNA structural biology due to a lack of 

experimentally determined high resolution RNA structures 

RNAs are highly multifunctional molecules, their flexible monomeric units enable the 

polymers they form to adopt a wide variety of structural elements, which combine to form unique 

motifs. Viruses in particular make excellent use of this potential for diverse three-dimensional 

arrangements. Over millions of years viruses have evolved RNAs to hijack host cell targets through 

the use of highly adaptable and varied structured RNA elements. We are faced with a combinatorial 

problem when predicting a RNA’s fold via an algorithm. Our technologies are only just beginning 

to catch up with evolution, as our understanding of RNA structure has improved enough to allow 

for initial pharmaceutical interventions against structured RNA targets. A way forward in this 

frontier is to simultaneously advance each of the fields that build into the interdisciplinary field of 

RNA structural biology. RNA crystallography is among the more time-consuming disciplines in 

this modern rush, which leaves the reference data sets crystallography generates to guide molecular 

modeling programs precariously small. The examples of viral RNA structures presented here are 

only a tiny subset of the diversity of structures actually at play in nature. RNA functions in large 

part due to its flexibility and existing structure determining methods are hampered by the structural 

inconsistency and heterogeneity that are often intrinsic to RNA function. Technologies like 

chaperone assisted crystallography may provide one way around the problem this inherent 
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flexibility presents to crystallography. Additionally, by generating raw structures more rapidly, 

advances in RNA crystallography are poised to improve the computational modeling of structure 

and dynamics.  

Chaperone-assisted RNA crystallography is a tool we are developing and refining into a 

broadly applicable strategy to improve RNA crystallization. In this work I present two new viral 

RNA structures solved to 2.09Å and 2.75Å resolution using the grafting approach to chaperone 

assisted RNA crystallography. While these structures only represent two single RNA’s each has 

revealed important new information about the potential mechanisms these viral RNA’s use to 

regulate critical functions in viral replication. One structure is the first to identify a new 

conformation of the SARS-CoV-2 programmed ribosomal frameshifting element, which is known 

to operate though conformational switching. This structure presents a new opportunity to model 

the mechanism of -1 ribosomal frameshifting in SARS-CoV-2. The other characterizes a new fold 

and set of motifs that may be commonly used by cap intendent translation enhancers found broadly 

throughout plant viruses. This work demonstrates the potential chaperone assisted crystallography 

presents to studying viral RNA structural biology.  
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2. Chapter 2 The Crystal Structure of the SARS CoV 2 Programmed Frameshifting Element Solved 

to 2.09Å 

2.1 Introduction 

The historic and deadly COVID-19 pandemic is caused by the Severe Acute Respiratory 

Syndrome Coronavirus 2 (SARS-CoV-2). Researchers around the world are searching for 

treatments for this catastrophic disease, in part by targeting drug design efforts towards the 

structured RNA elements in the nearly 30 kb RNA genome of the virus. However, a lack of high-

resolution, three-dimensional structural information about structured regions of the genome make 

development of drugs to target them difficult. Computational modeling and structural probing 

techniques are able to identify structured regions within RNAs and can suggest whether an RNA 

element might contain a pocket sufficient for ligand binding but, these estimations often lack 

certainty about the chemical arrangement of binding pockets.1,2 By contrast, broad screens of RNA 

binding chemicals do not require high resolution structural information as starting point and can 

yield lead molecules, but these chemicals are rarely drug-like due to their toxicity, lack of cell 

permeability or lack of bioavailability.1 Experimentally derived structures of viral RNA elements 

can provide another route to drug discovery. Existing drugs can be screened against experimentally 

determined structural models using structural dynamics simulations to identify potential binders.3 

One potentially druggable RNA target in the SARS-CoV-2 genome is the programmed -1 

ribosomal frameshifting element (PFSE). Thus far it has been shown to bind the ligand 2-{[4-(2-

methyl-thiazol-4ylmethyl)-[1,4]diazepane-1-carbonyl]-amino}-benzoic acid ethyl ester (MTDB) 

and in cell culture this ligand can compromise ribosomal frameshifting and inhibit viral replication 

by three orders of magnitude.3-8 Chemical probing and homology modeling consistently predict 

this programmed frameshifting element to form a stable and well-ordered three stemmed H-type 
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pseudoknot.8-14 For structural biologists, its small size also makes it a promising candidate for x-

ray crystallography. Thus, we saw an opportunity to support the drug design process and 

mechanistic investigations by generating a high-resolution structure of the programmed 

frameshifting element using our lab’s method of chaperone assisted RNA crystallography. 

Ribosomal frameshifting from Orf1a to Orf1b is a critical step in coronavirus 

propagation.15,18 Orf1a and its out-of-frame continuation Orf1b, are the first open reading frames 

to be translated directly from the SARS-CoV-2 RNA genome upon infection and disassembly (Fig. 

1A). They encode the nonstructural proteins (NSPs) 1-16, which are involved in evading the host 

immune response, replicating the genomic RNA, and producing the sub-genomic mRNAs that 

encode the structural proteins. NSPs 1-10 are produced from Orf1a as the self-cleaving polypeptide 

pp1a.13,16 As the ribosome approaches the stop codon of Orf1a the programmed frameshifting 

element pseudoknot can cause the ribosome to slip backwards by one position.16-18 If frameshifting 

occurs the ribosome will continue translating into Orf1b, producing pp1ab, which comprises NSPs 

1-16.  Known as the golden mean hypothesis of ribosomal frameshifting, incorrect stoichiometry 

of early replication products, in this case pp1a and pp1ab, disrupts the replication cycle and reduces 

virus propagation.4,13,19 

The basic mechanism of -1 ribosomal frameshifting is known, although there are many 

levels of regulation at play that are not understood.17,20-22,46 Generally, a structured region of the 

RNA causes a translating ribosome to pause over a so-called slippery site with a nucleotide 

sequence pattern of X XXY YYZ composition.16,18,23,24 This structured region is most often a 

pseudoknot, which forms 6 – 8 nts downstream of the slippery site. The pseudoknot structure 

opposes the translocating ribosome, which creates tension that causes the slippery site codon 
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interactions with P- and A-site tRNAs to slide backwards by one nucleotide from X XXY YYZ to 

XXX YYY Z, resulting in a -1 shift in the reading frame.16,18,23-25 

When incorporated into luciferase reporter mRNA constructs, the minimal sequence of 

frameshifting pseudoknots from different viruses induce frameshifting at an internally consistent 

frequency, but this frequency varies widely from virus to virus.27 For example, the programmed 

frameshifting element from West Nile virus induces frameshifting around 70  to 80% of the time 

while the SARS-CoV-1 PFSE induces frameshifting around 15 to 30% of the time.5,27,28 Force 

extension curves of the different pseudoknots in an optical trap reveal that those elements 

populating more conformations induce frameshifting more frequently.5,27,28 A linear correlation 

between the rate of frameshifting in vitro and the number of conformations a pseudoknot can adopt 

can be drawn using the calculated Shannon entropy of each pseudoknot.29 The SARS-CoV-1 and 

SARS-CoV-2 PFSEs adopt only two conformations under tension, consistent with other 

pseudoknots that induce comparable rates of frameshifting.5,28,29,50 The conformational dynamics 

of frameshifting pseudoknots are clearly one important component of this highly regulated 

mechanism. An experimentally determined tertiary structure may help to illuminate how these 

conformations contribute to the regulation of frameshifting. 

In SARS-CoV-2, the PFSE encompasses the roughly 80-nt long sequence (residues 13462-

13542 in the HB01 strain gen bank number NC_45512.2) that includes a hepta-nucleotide slippery 

site, nucleotides 13462 – 13468 in the genomic numbering, and a spacer region followed by the 

proposed RNA pseudoknot structure in positions 13474 - 13542 in the genome (Fig. 1A).30 

Interestingly, this pseudoknot sequence is nearly perfectly conserved from SARS-CoV-1, the 

etiological agent of the 2003 coronavirus pandemic, with the exception of a single point mutation 

at position C 13444 in SARS-CoV-1 (Gen bank number AY278488.2) which corresponds to an A 
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in position 13533 in SARS-CoV-2 12,33,59. The pseudoknot structure of the frameshifting element 

from SARS-CoV-1 has been well-characterized previously by chemical probing, mutational and 

NMR studies of minimal constructs.12,14,21 The secondary structure of the SARS-CoV-1 PFSE 

derived from these studies (Fig. 1B) has been used to guide molecular dynamics and tertiary 

structure prediction models.8-10,32 Briefly, the PFSE’s secondary structure comprises Stem 1 

(labeled S1 in Fig. 1) at its 5’ end, which leads into Loop 1 (L1) followed by Stem 2 (S2) (Fig 1B). 

Stem 3 (S3) forms below Stem 1 and folds the RNA structure back on itself by forming the twelve-

nucleotide long Loop 2. Stem 3 leads into Loop 3 (L3) which spans the gap between the end of 

Stem 3 and the start of Stem 2. Stem 2 forms the long-distance interactions in the pseudoknot, 

which defines it as an H-type, and ties the 5’ end of the RNA to the 3’ end (Fig. 1B).12,31 

Despite the one nucleotide substitution, the SARS-CoV-2 PFSE likely adopts the same 

conformation as the SARS-CoV-1 PFSE. Computational modeling predicts similar structures for 

both sequences and NMR studies show close agreement with the predicted three stem structure in 

both cases.8-10,31,33-35 Small-angle x-ray scattering diffraction analysis by Kelly et al. has shown 

that the SARS-CoV-1 frameshifting pseudoknot and the SARS-CoV-2 frameshifting pseudoknot 

have nearly identical topology.33 Functionally, both SARS-CoV-1 and SARS-CoV-2 pseudoknots 

frameshift to appreciable rates in vitro and in cells.33 Likewise, in both cases frameshifting is 

inhibited in the presence of the ligand MTDB, which implies both PFSEs bind the ligand.7,33 This 

evidence allows us to apply the established research on the SARS-CoV-1 PFSE to this new SARS-

CoV-2 PFSE in our investigation of the structure.  

To contribute higher resolution information about the SARS-CoV-2 PFSE structure, we 

have applied the chaperone assisted RNA crystallography method to the PFSE. We created a 

modified construct of the PFSE lacking the upstream slippery site and spacer region. This 
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structured RNA was then bound to an engineered humanized murine antibody fragment to 

facilitate co-crystallization. Using iridium hexammine, we solved the structure using a 

combination of single angle anomalous diffraction phasing and molecular replacement. Here we 

report the structure of the SARS-CoV-2 programmed frameshifting element pseudoknot solved by 

x-ray diffraction to 2.09 Å.  

 

Figure 2.1 Overall structure of SARS-CoV-2 programmed -1 ribosomal frameshifting element 

pseudoknot. (A) Diagram of frameshifting element relative to SARS-CoV-2 genome. AH indicates 

the attenuator hairpin, SS indicates the slippery site and PK indicates the pseudoknot structure.6 

(B) Predicted secondary structure of the programmed frameshifting element.6 (C) Secondary 

structure derived from the crystal structure; Stem 1 colored green, Loop 1 colored cyan, Stem 2 

colored navy, Loop 3 colored magenta with nucleotides lacking density colored grey, Stem 3 

colored orange, Loop 2 mutant pentaloop colored black, nucleotide 13542 shown in red was added 

via nonspecific addition in in vitro transcription reaction. 
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Fig. 2.1 Continued (D) Crystal structure of the SARS-CoV-2 frameshifting element bound to Fab 

BL3-6 through its mutated loop structure shown as cartoon and transparent surface; surface 

excluded for nucleotides with no electron density in Loop 3. Color scheme of crystal structure 

matches that of the secondary structure in (C). 

2.2 Results 

2.2.1 Design and characterization of crystallization construct.  

The PFSE region comprises the so-called the slippery site (13462 – 13468) followed by a 

spacer region and finally the core pseudoknot spanning nucleotides 13474 to 13542 in the genomic 

numbering for strain HB01 (Fig. 1A).12,15,30 Our crystallization construct includes only the minimal 

sequence for the pseudoknot (13474 - 13541). We omitted the spacer and the slippery site 

sequences from the crystallization construct due to the high flexibility expected for single-stranded 

regions at the ends of RNAs, which can reduce crystallization efficiency. In this construct the 

starting residue, nucleotide 13474, was mutated from U to G to enhance in vitro transcription 

efficiency. This residue is predicted to be unpaired and is not considered essential for pseudoknot 

formation. It was unclear whether the final uridine of the pseudoknot sequence (residue 13542) 

would be paired.9 To avoid a dangling nucleotide in the construct, which can compromise the 

crystallization construct rigidity, this nucleotide was excluded from the template sequence. 

However, upon sequencing RNA extracted directly from the crystal, we found that the construct 

that crystallized had an untemplated G added to the 3’ end (See below and Supplementary Figure 

S3). We refer to this minimal version the PFSE as the wild type PFSE construct.  

RNA elements often resist forming well-diffracting crystals due to their biophysical 

properties such as instability, negatively charged backbone, conformational heterogeneity, and 

limited functional group diversity for mediating specific lattice contacts.  Our lab has found that 

antibody fragment (Fab) RNA complexes crystallize more readily than RNA alone. In previous 
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work we reported developing a suite of humanized murine antibody fragments and their cognate 

RNA motifs, which can be grafted into structured RNA targets to create a Fab binding site.36,37 

Among these, Fab BL3-6 binds to hairpins with the loop sequence (AAACA) closed by a GC pair, 

which we call the BL3-6-binding epitope. The most suitable location to graft the BL3-6-binding 

epitope into the PFSE was Loop 2, at the base of Stem 3. The SARS-CoV-1 PFSE has been shown 

to retain wild type levels of frameshifting activity in-vitro when Loop 2 was replaced with a GUUG 

tetraloop, therefore we expected that the PFSE structure could tolerate a AAACA pentaloop in the 

Loop 2 position14. We refer to this Fab-binding PFSE construct as PFSE BL3-6. In an 

electrophoretic mobility shift assay (EMSA) the PFSE BL3-6 construct formed a mobility shifted 

species in the presence of Fab BL3-6, suggesting that the grafted sequence formed the expected 

loop and had not altered the predicted RNA secondary structure as shown in supplementary Figure 

2.4 (Fig B.4).  

2.2.2 Crystallization and structure determination. 

RNA, in the complex with antibody fragment, was concentrated to 6 mg mL -1 and crystallized in 

2 % v/v tacsimate pH 4; 0.1 M sodium acetate trihydrate pH 4.6; 16 % w/v polyethylene glycol 

3,350 (which has a final a measured pH of 4.8) and were further optimized with the addition of 

either 0.01 M sarcosine or 0.01 M betaine hydrochloride. Some crystals were soaked in cryogenic 

protectant containing iridium hexammine to aid in phasing using anomalous dispersion. These 

crystals, with and without heavy metal soaking, yielded multiple data sets with the best diffracting 

to 2.09 Å. To solve the structure, data sets with strong anomalous signal and low resolution were 

phased in Phenix using a combination of single-wavelength anomalous diffraction (SAD) 

experimental phasing and molecular replacement using the Fab BL3-6 model.36,38-40 An initial 

electron density map was generated, and a partial model of the RNA was then built-in coot.41 This 
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partial RNA model and the Fab model were then used to find a molecular replacement solution for 

a separate high resolution native diffraction data set. This solution gave complete electron density 

maps. Iterative rounds of building and refinement in this high-resolution data set yielded a 

complete structure for the PFSE pseudoknot at 2.09Å with an Rwork of 19.93% and an Rfree of 

23.08% (additional statistics reported in Table 1). The coordinates for this structure have been  

deposited in the PDB under accession code 7MLX.  
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Table 2.1 SARS-CoV-2PFSE  X-ray crystallography data collection and refinement 

statistics. 

 

 

 

 

 

 

Data collection  

Space group C 2 2 21 

Resolution range 67.71 - 2.09 (2.17 - 2.09) 

Cell dimensions  

a, b, c (Å) 76.83, 143.24, 133.64  

α, β, γ (◦) 90, 90, 90 

R-merge  0.083 (0.730) 

 I/ σ (I) 15.98 (2.50) 

CC1/2 0.99 (0.80) 

CC* 1 (0.94) 

CC work/CC free 0.95(0.87)/0.88 (0.78) 

Completeness (%) 99.89 (99.93) 

Multiplicity 6.8 (6.7) 

Refinement  

No. Unique reflections 43945 (4321) 

Rwork/ Rfree (%) 0.1993 (0.2550)/0.2308 (0.2886) 

RMS deviations  

    Bond lengths (Å) 0.007 

    Bond angles (◦) 0.97 

Average B-factor all atoms (Å2) 40.78 

Ramachandran plot of all protein residues  

                favored (%) 97.64 

                allowed (%) 2.36 

Number of residues  

       RNA 65 

       Protein residues 430 
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2.2.3 The global structure reveals a three-stemmed pseudoknot matching previous predictions. 

The SARS-CoV-2 PFSE forms a three-stemmed H-type pseudoknot structure with 3 loops, 

consistent with original predictions for the SARS-CoV-1 PFSE by Plant et al. 2005 and confirmed 

as the general secondary structure for the SARS-CoV-2 PFSE more recently.12,14,31 In our structure 

(Fig. 1C and 1D) Stem 1, shown in green in all figures, begins at the 5’ end and forms between 

nucleotides 13474 - 13484 on the 5’-side and nucleotides 13493 – 13504 on the 3’-side (Fig. 1C). 

Interestingly, the 5’ end of Stem 1 threads through the ring created by Loop 3 (Fig. 2.4E and Fig 

B.2), a feature inferred from mid-resolution cryo-EM models (see discussion). 4,43 The 5’ strand of 

Stem 1 leads into Loop 1, colored cyan in all figures, which encompasses nucleotides 13485 – 

13488. Within Loop 1, nucleotides 13485 and 13486 form interactions with nucleotides 13494 and 

13493 of Stem 1, respectively. The Loop 1 interactions position G13489 for pairing with the 3’ 

end of the RNA to form Stem 2, shown in navy in all figures. Stem 2 is G-rich and comprises 

nucleotides 13489 – 13492 pairing with nucleotides 13541 – 13537, respectively. The 5’ end of 

nucleotide 13538 connects to Loop 3, shown in magenta or grey when residues lack electron 

density. Loop 3 encompasses nucleotides 13533 - 13537 and connects the end of Stem 2 with Stem 

3. Stem 3, colored orange in all figures, coaxially stacks below Stem 1. Stem 3 encompasses 

nucleotides 13505 - 13513 which pair with nucleotides 13523 to 13532 with residue 13526 

unpaired. This helically stacked three-stemmed structure approximately matches the predicted 

secondary structure of the PFSE (Fig. 1B).12 Nevertheless, we observe several base pairing 

differences, detectable because of the high-resolution data.  

2.2.4 Loop 1 organization facilitates formation of the pseudoknot in Stem 2. 

In the helically stacked conformation of the PFSE, Loop 1 forms interactions that position 

the descending strand (in our illustrations) of Stem 2 to form the long-distance H-type pseudoknot 
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interaction. Starting from the 5’ end of Loop 1, nucleotide U13485, which was predicted to be 

unpaired (Fig. 2.2A), forms a water-mediated base-pairing interaction with U13494 in Stem 1 

involving the O2 keto group and N3 imino group, respectively (Fig. 2.2D). Additionally, the N3 

imino NH of U13485 donates a hydrogen bond to the O4 keto group of U13494. While U13485 

was predicted to be unpaired, nucleotide U13494 was predicted to pair with A13535 as part of 

Stem 2.  However, in our structure U13494 faces inwards towards Stem 1, and is sandwiched in 

place by base stacking interactions with G13493 and C13495 (Fig. 2.2F). The base pairing between 

U13494 and U13485 keeps the Loop 1 strand close to the core of Stem 1, which helps position 

G13486 to form its interactions. 

 

Figure 2.2 Organization of Loop 1 (indicated as L1 in figures). (A) Predicted secondary structure 

interactions of Loop 1; some secondary structure models predict that A13488 forms a base pair 

with U135419,12 (B) Crystal-structure-derived secondary structure of Loop 1 colored cyan as 

defined in Fig. 1. (C) Crystal structure model of Loop 1 (cyan). (D) Noncanonical pairing between 

U13485 (cyan) and U13494 (green) mediated by an ordered water molecule. (E) G13486 - G13493 

- A13537 base triple at the Stem 1 (green) - Stem 2 (blue) junction. G13486 (cyan) from L1 

interacts with the phosphate oxygen of A13537 (magenta) and forms a Hoogsteen base pair with 

G13493 (green). (F) Base stacking interactions holding U13495 in the Stem 1 helical stack. 

G13486 engages in a base triple interaction with G13493 and A13537. G13486 uses its 

Hoogsteen face to interact with the Watson-Crick face of G13493 and uses its exocyclic keto group 
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to accept a hydrogen bond from A13537’s 2’ hydroxyl group (Fig. 2.2E and Fig. 2.3F).   We 

consider this G13486-G13493-A13537 base triple the transition between Stem 1 and Stem 2 

because G13486 is no longer stacking on the Stem 1 helical axis. Above this point C13487 twists 

away from G13486 leaving C13492 to base pair with G13538 (Fig. 2.2C).  C13487’s nucleobase 

plane has rotated relative to the base planes of G13486 and A13488 to run parallel to the helical 

axis of Stem 1 (Fig. 2.2C). After the turn at C13487, the ribose-phosphate backbone reverses 

direction again to allow A13488 to engage in a non-canonical pairing interaction with the 3’-

terminal G13542, forming the uppermost base pair of the pseudoknot duplex, Stem 2. This 

positions the nucleotides that follow, G13489 and C13490 - C13492 to base pair with the opposing 

G rich strand at the 3’ end of the RNA, G13538 - 13540 and C13541.  

2.2.5 Stem 2 is shorter than predicted. 

Stem 2 was originally predicted to consist of six base pairs between nucleotides 13488 - 

13494 and nucleotides 13542 - 13535 with A13537 bulged out from the helix (Fig. 2.3A). 

However, our structure shows that Stem 2 consists of Watson-Crick base pairs between nucleotides 

13488 - 13492 and nucleotides 13542 - 13538, (Fig. 2.3B) with A13488 ’s Watson-Crick face 

forming a Hoogsteen interaction with G13542 and capping the helix from the top (Fig. 2.3E).  

Residue A13537, ends the Stem 2 stack and forms an A-minor interaction with the aforementioned 

G13486 - G13493 Hoogsteen pair at the base of Stem 2. In this base triple A13537 forms two 

hydrogen bonds: one involves its N6 amine, and the 2’OH of G13493, and the other involves N3 

and the exocyclic amine of G13493 (Fig. 2.3F). A hydrogen bond between G13538’s nonbridging 

phosphate oxygen and the imino NH of G13486 further stabilizes the base triple, in addition to the 

2’ OH and G13486 keto group hydrogen bond mentioned previously (Fig. 2.2 E and Fig. 2.2F). A 

key difference between the predicted Stem 2 and the crystal structure is that nucleotides C13536 
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and A13535 do not form the predicted base pairs with G13493 and U13494, respectively.  Instead, 

there is clear density showing that G13493 and U13494 direct their Watson-Crick faces away from 

the central axis of Stem 2, leaving C13536 and A13535, which lack clear density, without their 

predicted pairing partners (Fig. 2.3D). We conclude that in this conformation, Stem 2 is shorter 

than predicted.   

 

Figure 2.3. Stem 2 (labeled S2 and colored navy) and Loop 3 (labeled L3 colored magenta for 

residues with density and grey for residues without density) differ from predictions. (A) Predicted 

secondary structure of Stem 2.12 (B) Secondary structure derived from the crystal structure. (C) 

Stem 2/Stem 1 junction showing inflection point at G13493 and C13492. (D) Crystal structure 

displaying electron density for Stem 2 and Loop 3; electron density map displayed as mesh. (E) 

A13488 - G13542 Hoogsteen interaction with the electron density map displayed as mesh. (F) 

A13537, G13493 and G13486 base triple with electron density map displayed as a mesh. 

Although the DNA template used for transcription of the PFSE construct was designed to 

terminate transcription at nucleotide 13541, the electron density map showed density for an 
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additional 65th nucleotide. As T7 RNA polymerase is known to add untemplated nucleotides to 

the 3’ terminus of transcripts we used a simple method to sequence the 3’ ends of in vitro 

transcribed RNAs extracted from crystals to confirm the presence of an additional nucleotide and 

reveal its identity.42 Briefly, the RNA was poly-adenylated to create a primer binding site for a 

poly(T) reverse primer for reverse transcription into cDNA. The resulting cDNA was amplified 

and sequenced. This not only revealed the identity of the terminal residues but also quantitatively 

measured the enrichment for each of the four nucleotides randomly added by T7. RNA extracted 

from washed crystals shows a G predominating after C13541 (Fig B.3). By contrast the mother 

liquor contains transcripts with a mix of G and C (Fig B.3). The enrichment for G over C in the 

crystal may be due to the crystal contact involving stacking of G13542 with a mirrored symmetry 

mate of the RNA. Whether the native U in position 13542 forms a base pair with A13488 remains 

unclear.9 

2.2.6 The C56A point mutation between SARS-CoV-1 to SARS-CoV-2 PFSEs forms a base triple.   

Secondary structure predictions and computational models of the PFSE vary in the 

arrangement of A13533.9,10,34,35 This residue is often modeled as unpaired in Loop 3 or paired to 

U13504 in Stem 3. However, in this structure we see clear density for a triple base pair involving 

G13475, U13504 and A13533 at the S1/S3 junction (Fig. 2.4C). Stem 3 ends at a wobble base pair 

between G13505 and U13532; above this, A13533 breaks away from this helical stack to form a 

Watson-Crick sugar-edge interaction with G13475, which forms a wobble pair with U13504 (Fig. 

2.4C and 2.4E). This base triple interaction may help stabilize the vertical/stacked/co-axial 

arrangement of Stem 1/Stem 3.   

Compared to the PFSE of SARS-CoV-1 the PFSE of SARS-CoV-2 has a single C to A 

substitution at residue 13533 in SARS-CoV-2 which corresponds to 13444 in SARS-CoV-1.  The 
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C to A mutation itself seems to have no effect on frameshifting efficiency as both frameshift to 

appreciable extents, although the in vitro and in vivo efficiencies vary significantly.33 When 

position 13533 is modeled as a C in our structure, we see that the guanidinium group is poised to 

make the same Watson Crick sugar edge hydrogen bonding interactions that the guanidinium 

group of A makes (Fig B.1). Thus, the SARS-CoV-1 PFSE also appears capable of forming a triple 

base interaction at the S1/S3 junction, supporting the functional relevance of the base-triple.  

 

 Figure 2.4. Stem 1 and Stem 3 junction. (A) Predicted secondary structure of the Stem 

1/Stem 3 junction.12 (B) Crystal structure derived secondary structure of the Stem 1/Stem 3 

junction. (C) Stem 1/Stem 3 base triple formed between A13533 (pink), G13475 (green) and 

U13504(green). G13505 – U13532 (orange) wobble pair that ends the Stem 3 helical stack. 

C13476 – G13503 (green) base pair illustrating the start of the Stem 1 helical stack. Electron 

density for this region displayed as mesh. (D) Unpaired nucleotide A13526 does not bulge from 

the helix as predicted and resides within the helix via stacking interactions with nucleotides 

U13527 and G13525; electron density displayed as mesh. (E) Locations of these regions in the 

PFSE structure.  

The S1/S3 junction is also the site of the 5’ end threading though the ring created by Stem 

1 and Loop 3, consistent with observations from other structural studies of the PFSE.4,43 Our 

structure shows that threading is due to the twist of the Stem 1 helix holding the first 5 nucleotides 

in place as Loop 3 and the 3’ end of the RNA fold over top (Fig B.2). Here we also find that 
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G13475, included at the 5’ end for transcriptional efficiency in place of the native U, interacts with 

the G13505 – U13532 wobble pair of Stem 3 (Fig. 6.2). In this base triple, the N1H imino group 

and N2H2 exocyclic amine of G13474 donate hydrogen bonds to N7 and the O6 keto group of 

G13505, respectively (Fig. 6.2). The native U nucleotide in position 13474 would not be able to 

make the analogous interactions. While the nonnative interaction of G13474 may stabilize the 

vertical conformation, its absence in the native structure would not preclude formation of the 

vertical conformation.  

2.2.7 Geometric constraints restrict the conformation of nucleotides with missing density. 

Loop 3, which connects Stems 2 and 3, consists of nucleotides 13533, 13534, 13535, 

13536, 13537 in our structure. Density for residues 13534, 13535, and 13536 is missing from the 

data sets, suggesting this loop is flexible and not well organized in the crystal (Fig. 2.3D). 

Nevertheless, the 3’ end of A13533 and the 5’ phosphate of A13537, which are well-defined by 

the electron density, are separated by 17.4 Å. The length of one fully extended nucleotide of 

ssDNA is 6.7 Å.44 Single-stranded RNA is expected to be more compact than ssDNA due to steric 

restraints imposed by the 2’OH on the sugar pucker conformations. If nucleotides 13534, 13535, 

and 13536 in Loop 3 were fully extended, they would span a maximum distance of 20.1 Å, leaving 

only ~2.7 Å of slack for bending. In a study of a forty-nucleotide strand of poly(U) RNA a total 

contour length was 196 Å was measured, giving 4.9 Å as the average length of each nt.44 In a 

relaxed state we would therefore expect three nucleotides to span 14.3 Å meaning that in spanning 

17 Å the nucleotides in Loop 3 are likely extended and less flexible than they would be if their 

ends were free. We anticipate that the residues in this region likely possess enough flexibility to 

wiggle back and forth like a short string held at both ends but must maintain a relatively extended 

backbone conformation to bridge the distance between residues 13533 and 13537. 
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2.2.8 Stem 3 organization matches predictions. 

The base pairing for Stem 3 observed in our structure agrees with the predicted pairing. In 

previous work A13526 frequently exhibits sensitivity to chemical modification indicative of a 

single-stranded nucleotide.14 We find this residue unpaired and stacked within Stem 3 (Fig. 2.4D). 

Previous mutational studies have shown that deletion of A13526 or insertion of a corresponding 

U to form a base pair both reduce frameshifting efficiency in the SARS-CoV-1 PFSE, suggesting 

that this residue’s unpaired state contributes to the frameshifting mechanism.  Nevertheless, 

complete deletion of Stem 3 rescues frameshifting.14 Often computational modeling predicts that 

the PFSE is bent at the junction between Stem 1 and Stem 3, and cryo-EM structures exhibit this 

bend.4,8,9,10,32,35,43 Having A13526 unpaired could contribute to the dynamic character of Stem 3, 

facilitating sampling of the bent conformation.   

2.3 DISCUSSION 

2.3.1 Comparing existing structural probing data with our crystal structure. 

It is possible that our Fab-hairpin crystallization module and crystal packing forces 

facilitated formation of the linear conformation we observe in this crystal structure. However, at a 

minimum, the secondary structure shows close agreement with the base pairing pattern inferred 

from chemical probing, mutational analysis and NMR11,34,35,43,45. Nevertheless, the biological 

relevance of the linear conformation and associated base triples observed in this high-resolution 

structure await further investigation either in the context of frameshifting or another stage of the 

viral lifecycle. We note that alternate orientations of Stem 3 relative to Stem 1 and Stem 2 do not 
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seem to require major rearrangements to the secondary structure as illustrated in Figure 2.5, 

suggesting that the PFSE potentially samples the linear conformation in solution.  

Analysis of the SARS-CoV-1 PFSE by chemical and enzymatic probing and NMR, 

supported by mutational studies, indicate that frameshifting depends on the PFSE adopting a three 

stemmed H-type pseudoknot like structure.12,14,31 Recent DMS and SHAPE probing performed on 

minimal constructs of the highly homologous SARS-CoV-2 PFSE implicate an analogous three 

stemmed structure.11,34,35,43,45 NMR analysis detected base pairing interactions consistent with the 

same three stemmed arrangement of the SARS-CoV-2 PFSE in solution as well.31 SAX data 

collected on the SARS-CoV-1 and SARS-CoV-2 PFSE in combination with in vitro translation 

assays in the presence and absence of the frameshifting inhibitory ligand MTDB all support the 

conclusion that these SARS-CoV’s PFSEs adopt the same structure and perform frameshifting 

through the same mechanism.5,33  

This first experimentally determined high resolution structure of a SARS-CoV PFSE has 

revealed interactions that were not identified via chemical probing and NMR assays previously 

applied to CoV-1 or CoV-2 PFSE. These new interactions provide a structural hypothesis that may 

explain the C to A variation at residue 13533 in SARS-CoV-2 and 13444 in SARS-CoV-1, which 

are otherwise absolutely conserved within the PFSE. While the secondary structure closely 

matches predictions for both SARS-CoV-1 and SARS-CoV-2 PFSEs, the base triple interactions 

detected at the S1/S2 and S1/S3 junctions in our 2.09 Å resolution data set may contribute to 

conformational sampling, a process critical for frameshifting in cells or influence interactions with 

cellular factors.27,29 The roles that the vertical conformation and the accompanying base triples 

play in the mechanism of frameshifting can now be investigated with directed tests informed by 

the structure.  
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The PFSE region may only sample this three stemmed arrangement occasionally, as the in 

vivo probing reactivities of the PFSE in its genomic context exhibit differences compared to in 

vitro chemical probing reactivities of minimal constructs.11,34,43,47 Lan et al. showed that the in vitro 

DMS reactivities of the PFSE become more similar to those observed in vivo as the construct is 

elongated to include more of the genomic sequence.11 This suggests that the PFSE region likely 

samples different or additional conformations in its genomic context, potentially forming long 

distance interactions. However, during translation with translocating ribosomes upstream and 

downstream, the PFSE region would be unfolded and isolated from the rest of the genomic RNA 

enabling formation of the frameshifting structure.4,17,46 Additionally, the finding that the MTDB 

can inhibit viral replication and alters the ratios of the conformations the PFSE can adopt suggests 

that structures adopted by the minimal PFSE element have relevance for viral function.4,5 

 

Figure 2.5. SARS-CoV-2 PFSE cryo-EM structure solved by Zhang et al. 43 overlaid with crystal 

structure reported here. (A) Secondary structure model Zhang et al.43 cryo-EM reported 

renumbered to correspond to our numbering for comparison; Stem 1 colored green; Loop 1 colored 
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Figure 2.5 continued from previous page: cyan; Stem 2 colored navy; Loop 3 colored magenta; 

Stem 3 colored orange; Loop 2 colored black; nucleotides present in this cryo-EM structure but 

not in our structure are colored grey. (B) cryo-EM model (PDB code: 6XRZ) displayed as a cartoon 

colored as in A. (C) Stem 1/Stem 2 base triple residues, G13486, G13493, A13537 displayed as 

sticks in the cryo-EM structure; measurements display distance between atoms that interact in the 

crystal structure. (D) Stem 1/Stem 3 base triple residues G13475, U13504, A13533 displayed as 

sticks in cryo-EM structure. (E) Secondary structure map derived from the crystal structure colored 

to match A. (F) Crystal structure displayed as a cartoon colored as in B. (G) Overlay of cryo-EM 

model (B) and our crystal structure (F). 

2.3.2 Comparison of our crystal structure to cryo-EM structures.  

Currently two mid-resolution cryo-EM models exist for the PFSE. Both share important 

features with our model, and the differences may provide hints as to the mechanism of ribosomal 

frameshifting. Zhang et al. used cryo-EM data at 6.7 Å - 6.9 Å resolution as a constraint for the 

Ribosolve pipeline to model the structure of the PFSE and slippery site (nt 13,459 - 13,548 in 

NC.045512.2).43 The second cryo-EM structure was reported by Bhatt et al.4 In this case the PFSE 

pseudoknot is present in the context of the genomic mRNA encoding NSP 10 - 12 bound to a 

ribosome paused over a mutated slippery site.4 Here the PFSE region is solved to 5 Å - 7 Å.4 The 

coordinates for the ribosome bound structure have not yet been deposited, so making direct 

comparisons between this structure and our crystal structure is not yet possible. 

Both cryo-EM structures find the PFSE in a “bent” arrangement, where Stem 1 and Stem 

2 are helically stacked while Stem 3 bends perpendicularly away from Stem 1.4,43 Figure 2.5 

illustrates the similarities and differences between the Zhang et al. structure (PDB code: 6XRZ) 

and our crystal structure.43 Our 2.09 Å structure confirms many of the base pairing interactions 

that remained ambiguous at 6.7 Å. The secondary structures reported by each work identify the 

same differences from the ‘literature’ secondary structure as we have found. The structures agree 

that Stem 2 ends at A13537, and the crystal structure reveals additional details about the specific 

base pairing interactions at the S1/S2 helical junction. Our structure also shows the same 5’ end 
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threaded topology first identified in these cryo-EM structures. In contrast to the cryo-EM 

structures, our crystal structure adopts a vertically stacked conformation, which has been 

consistently predicted by computational modeling but not yet observed experimentally.9,10,34 This 

structure could represent the second SARS-CoV-2 PFSE conformation. 

  Curiously, neither of the base triple pairing interactions we report are present in the cryo-

EM models, although this may be due to the limited resolution of these structures. The bent 

conformation of the PFSE and slippery site observed in the solution cryo-EM model (PDB code: 

6XRZ), positions the S1/S2 base triple nucleotides (G13486, G13493  and A13537) too far apart 

to form the base triple (Fig. 2.5C).43 Additionally, in the ribosome-bound structure G13486 forms 

direct interactions with the N-terminal domain of US3 while A13537 remains unpaired in the J2/3 

region.4 Therefore, the S1/S2 base triple we observe would have to be dissolved in the bent 

conformation and in the ribosome bound state. Interestingly, mutations to G13486 or A13537 in 

isolation were shown to reduce frameshifting frequency markedly, although the role of A13537 is 

unknown.4 The PFSE’s intolerance to A13537 mutations combined with these structural 

observations suggest that G13486 may serve an additional structural role to orient G13493’s sugar 

edge to interact with A13533’s WC face.  In other -1 frameshifting pseudoknots elimination of 

known base triple interactions does reduce frameshifting efficiency by destabilizing the 

pseudoknot.48 These observations suggest that the S1/S2 base triple may act as a conformational 

switch or decision point between the bent conformation and the vertical conformation.  

The base triple involving G13475, U13504 and A13542 at the S1/S3 junction may further 

stabilize the vertical conformation as it cannot be fully formed in the bent or ribosome-bound cryo-

EM structures. In the ribosome bound structure G13475, of the S1/S3 base triple, is inside the 

mRNA entry channel but A13533 and U13504 are modeled as paired.4 In the cryo-EM structure 
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of the element in isolation (PDB code: 6XRZ) G13475 and U13504 are close enough to base pair 

while A13533 is more than 10 Å away (Fig. 2.5D).43 Unfortunately, we lack mutational 

information for this region of the PFSE to illuminate the contributions of these nucleotides to 

frameshifting. In nature, however, the residue corresponding to A13533 in SARS-CoV-2 is a C 

(13444) in SARS-CoV-1. The role of this C to A substitution is not yet understood, but when 

A13533 is modeled as a C, the hydrogen bonding interactions with G13475 can still be formed 

(Fig B.1).33 The role of this S1/S3 junction region now warrants deeper investigation as it could 

dictate a dynamical relationship between bent and linear conformations and thereby influence 

frameshifting efficiency.   

Our crystal structure, the cryo-EM structure of the free PFSE with the slippery site and the 

ribosome-bound PFSE-containing gRNA fragment have similar topology and differ only at 

junctions where alternate pairing interactions or ribosomal interactions can occur. The crystal 

structure model represents a vertically stacked conformation and the cryo-EM structures represent 

a bent or wedged conformation. Modeling of the PFSE by Omar et al. and Rangan et al. 

demonstrated that the arrangement of Stem 1 and Stem 2 relative to Stem 3 can be flexible.9,10 

Indeed, substantial data exist that support the hypothesis that the frameshifting element populates 

two distinct conformations that govern the efficiency of PFSE frameshifting27,28,29,50. 

We caution, however, that conformational differences detected across the various models 

of the PFSE may be due to differences in RNA construct design and or ribosomal interactions. For 

example, our construct lacks the 5’ slippery site sequence, which forms a helix that coaxially stacks 

beneath stem 1 in the cryo-EM model. The slippery site helix could preclude formation of the 

vertically stacked conformation just as the ribosome does. Additionally, recent investigation of the 

SARS-CoV-2 RNA genome both within the cytoplasm and the virion infers entirely new 
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secondary structures for the PFSE.11,47,58 Rather than frameshifting itself, the vertical conformation 

observed here could have significance for PFSE structural rearrangements that occur during other 

stages of the virial lifecycle. Moreover, as there are limited structures available for RNA 

pseudoknots, the high-resolution structure data presented herein have intrinsic value for structure-

based design of small molecule binders, as a starting point for molecular dynamics simulations, 

and as a framework for testing the relationship of the RNA structure to its function. 

2.3.3 Correspondence of this structure with PFSE dynamics and folding data. 

In programmed ribosomal -1 frameshifting pseudoknots, helical stacking is often a required 

feature to induce frameshifting, and tertiary interactions have been shown to stabilize frameshifting 

pseudoknots and promote efficiency.48,49 Frameshifting pseudoknots must also be 

conformationally dynamic to function, refolding into one among multiple conformations each time 

the ribosome reads through the mRNA.28,49 Optical tweezers can be used to both unfold the 

pseudoknot and mimic the tugging forces the ribosome would apply to a pseudoknot during 

translation.17,29 In reporter assays, the rate of frameshifting of any given pseudoknot correlates 

linearly with its conformational Shannon entropy, a statistical metric for conformational 

plasticity.29 Pseudoknots that occupy two conformations often induce frameshifting on the order 

of 20% efficiency.27 Nevertheless, frameshifting rates measured in-vitro can be different than those 

measured in vivo or in infected cells due to additional interactions with proteins and the gRNA. 

Unfolding force extension curves show that the SARS-CoV-2 PFSE can adopt two distinct 

conformations of roughly similar stability, falling in line with expectations given a frameshifting 

frequency in the 15% - 30% range. 50 The more stable form (N), which unfolds at an average force 

of 30 pN and the slightly less stable form (N’) unfolds at an average force of 16 pN. Possibly the 

two states correspond in part to the vertical and bent conformations, although we emphasize that 
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this awaits careful validation. The base triples in the vertical conformation would be expected to 

provide additional stability and rigidity relative to a conformer lacking them. In line with this 

possibility, another H-type pseudoknot found in human telomerase RNA (ΔU177) was found to 

lose ~16 pN of unfolding force upon elimination of two minor grove triple bases, which is a similar 

difference in unfolding force between N and N’.48,50 It will be important to address whether the 

vertical conformation corresponds to one of the states in the unfolding experiments, and our 

structure will inform design of atomic mutations for these tests. 

2.3.4 Ongoing work to validate the presence of the linear conformation in solution 

 

To determine if the PFSE adopts a linear and bent conformation we collected SAXS 

profiles on wild type PFSE, PFSE BL3-6 and versions of these constructs with A13533U and 

A13537U mutations. The p(r) function was calculated from the merged images and a low-

Figure 2.6. SAXS p(R) functions plotted as a distance distribution PFSE BL36 

monomer shown in red with A13533U PFSE BL36 mutant shown in orange and 

A13537U shown in yellow. PFSE WT shown in green, the absence of a compact bell 

shape plot is indicative of an extended possibly aggregated structure mutants in the wily 

type background shown in blue and purple amplify this aggregation.  
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resolution envelope was then calculated DAMIF program in the RAW program suite. This work 

was supported by collaborations with Dr. James Fuller and Dr. Sichun Yang who aided in the 

SAXS data processing and analysis respectively.  

Because of the degeneracy in RNA pairing, the SAXS profiles of the PFSE constructs 

with mutated base triples are likely to be ambiguous due to the possibility of alternate secondary 

structures forming. Therefore, the initial experiments reported here will need to be repeated with 

atomic mutagenesis. Nevertheless, as described below we do have preliminary SAXS data that 

suggest structural contributions from the base triples.  

The PFSE wild type construct has been shown to dimerize with its self, this dimerization 

seems to play a functional role in packing the gRNA into the viral capsid21. Unfortunately, that 

made the construct adopt the dimer form in solution, detectable as a radius of gyration that is 

twice the molecular weight of the construct (46kDa vs 22kDa)(Figure 2.6). This occluded 

information about a bent or linear conformation. The PFSE BL36 construct however maintained 

its monomer form in solution and its experimental SAXS data fits reasonably well with the linear 

structure (up to q = 0.2 A-1).  To get a better fit of this data to both the bent and linear 

conformations and to calculate the proportion of each in the envelope Dr. Yang plans to use MC-

Fold and MC-Sym to modify the starting models to represent states between these two extremes. 

In the BL3-6 background A56U and A60U SAXS profiles are nearly identical to each other but 

are dramatically different from the unmutated PFSE BL3-6 (Figure 2.6). Neither profile matches 

either the linear nor the bent model of the PFSE. The p(r) function of the mutants has an 

unusually large Dmax that cannot be fit to zero which is indicative of a more expanded structure 

(Figure 2.6). It may be that if L3 loses its interactions with S1 and S2 the strand may become 

loose enough to allow for additional structural flexibility which could account for the extended 
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conformation detected with SAXS. From this we surmise that the conformational ensemble has 

indeed been changed and that these residues do play a role in that conformational ensemble.  

 

2.4 Methods 

2.4.1 Construct Design. 

Our crystallization target was based on nucleotides 13475 – 13541 in the SARS-CoV-2 

genome gen bank number NC_045512.2; these are the minimal residues predicted to form base 

pairs.30 We chose to exclude nucleotide 13542 in this crystallization construct because its binding 

to A13488 was unclear, and incorporating an unpaired nucleotide at the 5’ end could compromise 

the structural integrity of the crystallization complex. Typically, the PFSE is defined as this region 

as well as the 14 nucleotides upstream, which include the slippery site; these were excluded from 

the crystallization construct because long single-stranded regions of RNA can disrupt folding and 

crystallization of the RNA. This truncated construct we refer to as the wild type PFSE construct.  

To enable binding to antibody fragment, Fab BL3-6, we mutated the nucleotide 

corresponding to Loop 2 (13514 to 13522) to the sequence AAACA. This crystallization construct 

is referred to as the BL3-6 PFSE construct. We chose to mutate these residues because mutational 

studies have shown that Loop 2 can be mutated to a common RNA tetraloop without altering the 

ratio of frameshifting in the SARS-CoV-1 PFSE, which is believed to be structurally identical to 

the SARS-CoV-2 PFSE.  

V-fold51 predictions suggest that the BL3-6 PFSE does not contain non-native regions of 

complementarity that might be prone to disrupt the native secondary structure. A gel shift assay 

was performed on refolded PFSE RNA constructs and antibody fragment BL3-6 to show that the 
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grafted nucleotides still form the expected solvent-exposed loop, and that Fab binding was only 

observed for the mutated construct.  

2.4.2 RNA Transcription and Purification.  

Single stranded DNA templates and primers for PCR and transcription were ordered from 

IDT encoding the transcription template for each RNA construct with a T7 promoter. Forward 

primers were ordered matching the T7 promoter region and reverse primers contained a single 

2’O-methyl modification at the 3’ end to avoid untemplated additions by T7 polymerase.52 

Transcription template DNA was amplified into double stranded DNA using PCR. RNA was 

transcribed from the purified PCR product using an in vitro transcription reaction as follows 50 

pmol mL-1 DNA template was incubated for 3 h at 37 °C in buffer containing 40 mM Tris-HCl, 

pH 8.0, 2 mM spermidine, 10 mM NaCl, 25 mM MgCl2, 10 mM DTT, 40 U mL-1 RNase inhibitor, 

5 U mL-1 thermostable inorganic pyrophosphatase, 5 mM of each NTP, and 50 μg mL-1 T7 RNA 

polymerase. Reactions were halted by addition of RNase free DNAase1 at 5U mL-1 and incubation 

at 37 oC for 30 minutes. RNA was purified on a 10% denaturing polyacrylamide gel in 0.5x TBE 

running buffer. The RNA was visualized with UV shadowing, extracted and eluted into 10 mM 

Tris, pH 8.0, 2 mM EDTA, 300 mM NaCl buffer via overnight incubation at 4 oC.  The eluted 

RNA was then concentrated and exchanged into double distilled H2O using a 10K Amicon filter 

and stored at -80 oC until further use.  

2.4.3 Fab Purification. 

The BL3-6 Fab expression vector (available upon request) was transformed into 55244 

chemically competent cells (www.atcc.org) and grown on LB plates supplemented with 

carbenicillin at 100μg mL-1. Nine colonies from the plates were chosen and inoculated to a starter 
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culture with 100 μg mL-1 carbenicillin, which was grown at 30 oC for 8 hours. Once the starter 

culture reached an OD 600 of 8, 15mLs of starter culture was used to inoculate 1L of 2×YT media 

and grown for 24 h at 30 °C. The cells were then pelleted via centrifugation at RT, and the cell 

pellet was resuspended in 1L of freshly prepared CRAP-Pi media supplemented with 100 ug mL-

1 carbenicillin. The cells were set to grow for 24 h at 30 °C, harvested via centrifugation at 4oC 

and frozen at -20 oC. Frozen cell pellets were lysed in PBS buffer supplemented with 0.4 mg mL-

1 of Lysozyme and 0.01 mg mL-1 of DNase I. After 30 minutes PMSF was added to a final 

concentration of 0.5 mM. After 30 minutes, the cells were centrifuged, 45 min, 12000 rpm, at 4 

oC. Lysate was transferred to new sterile bottles and centrifuged again for 15 minutes, 12000 rpm, 

at 4 oC. Supernatant was filtered through 0.45 μm filters into a sterile bottle (Millipore Sigma, 

www.sigmaaldrich.com), and Fab proteins were purified using the AKTAxpress fast protein liquid 

chromatography (FPLC) purification system (Amersham, www.gelifesciences.com) as described 

previously.37 The lysate in PBS buffer (pH 7.4) was loaded into a protein A column, and the eluted 

Fab in 1 M acetic acid was buffer exchanged back into the buffer PBS (pH 7.4) using 30kDa cutoff 

Amicon filter and loaded into a protein G column. The Fab was eluted from protein G column in 

0.1 M glycine (pH 2.7) and then buffer-exchanged into 50 mM NaOAc, 50 mM NaCl buffer (pH 

5.5) and loaded into a heparin column. Finally, the eluted Fab in 50 mM NaOAc, 2 M NaCl (pH 

5.5) was dialyzed back into 1× PBS (pH 7.4), concentrated, and analyzed by 12% SDS-PAGE 

using Coomassie Blue R-250 staining for visualization. Aliquots of Fab samples were tested for 

RNase activity using the RNaseAlert kit (Ambion, www.thermofisher.com). The aliquots of Fab 

samples were flash frozen in liquid nitrogen and stored at −80 °C until further use. 
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2.4.4 Electrophoretic Mobility Shift Assay (EMSA). 

To validate Fab binding to the BL3-6 PFSE RNA construct, purified RNA constructs in 

double distilled H20 were heated to 90 oC for 1 minute, then cooled on ice for 2 minutes then held 

at room temperature for 3 minutes. Refolding buffer (50 mM HEPES pH 8, 5mM MgCl2, 100 mM 

KCl) was added, and the RNA was then incubated at 50 oC for 10 minutes to facilitate refolding. 

RNA was then mixed with either PBS as a negative control or a 1.1 M ratio of RNase-free Fab 

BL3-6 and incubated at room temperature for 30 minutes to establish equilibrium binding. Fab 

RNA complexes were separated by gel electrophoresis in a 12% polyacrylamide gel made in 0.5x 

TBE buffer supplemented with 5mM MgCl2. The gel was stained with ethidium bromide and 

visualized via UV light and photographed (Fig B.4).  

2.4.5 Sequencing Reactions. 

To determine the identity of the untemplated nucleotide observed in the electron density 

map, we sequenced the RNA from three sources: the transcription product, the mother liquor of 

the crystal drop and from the crystal itself. For the transcribed RNA we followed the standard 

procedure for poly(A)-tailing (NEB) using 3 μg of RNA in reaction with E. coli poly(A) 

polymerase. For the mother liquor-derived RNA samples: mother liquor was harvested from a 200 

nL drop of crystallized complex. To ensure all the mother liquor solution was harvested, 0.5 μL of 

well solution was added to the drop prior to transferring the samples to an eppendorf tube. For the 

crystal-derived RNA samples: after the mother liquor was harvested from the drop, the remaining 

crystals were washed 3 times with well solution. Then the crystals were transferred to an eppendorf 

tube with 2 μL of RNase free water and crushed via pipetting. Samples with transcribed RNA, 

mother liquor- and crystal-derived RNA were denatured for 1 minute in 90 °C. Then cooled down 

on ice for 2 minutes and incubated for 3 minutes at room temperature. Denatured RNA samples 
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were elongated with E. coli poly(A) polymerase 1μL of 5000 U mL-1 (NEB), and 2 μL of 10x E. 

coli Poly(A) Polymerase Reaction Buffer with addition of 2 μL of 10 mM ATP and RNase free 

water up to 20 μL as per manufacturer’s instructions.  Reaction was incubated at 37 oC for 30 

minutes in water bath. Reaction was halted by addition of EDTA to a final concentration of 10 

mM. RNA was ethanol precipitated and checked for poly(A) elongation on a 10% polyacrylamide 

gel stained with Ethidium Bromide. Polyadenylated RNA was used as the template in a reverse 

transcription reaction using SuperScript III (Invitrogen) according to manufactures instructions. 

cDNA was amplified using end specific primers and PCR with 30 cycles of amplification using an 

annealing temperature of 52 oC and Taq DNA polymerase (NEB). The double stranded DNA 

products where then submitted for sequencing.  

2.4.6 Crystallization. 

PFSE BL3-6 RNA was denatured in water by incubation at 90 oC for 1 minute, ice for 2 

minutes and room temperature for 3 minutes. The RNA was then refolded by addition of refolding 

buffer (50 mM HEPES pH 8, 5mM MgCl2, 100 mM KCl) and incubated at 50 oC for 10 minutes. 

Fab was added to the RNA at a 1:1.1 molar ratio of RNA:Fab and incubated at room temperature 

for 30 minutes before concentrating the complex to 6mg mL-1 RNA via centrifugal filtration in a 

10 kDa cutoff Amicon Centrifugal Filter Unit. Concentrated complexes were then filtered using 

0.2 μm cutoff Millipore centrifugal filter units and used to set high-throughput hanging-drop 

vapor-diffusion crystallization screens at RT using commercially available screening kits from 

Hampton Research and Jena Bioscience using the Mosquito liquid handling robot (TTP Labtech). 

Crystals grew in of 2 % v/v tacsimate pH 4; 0.1 M sodium acetate trihydrate pH 4.6; 16 % w/v 

polyethylene glycol 3,350, and were further optimized with the addition of either 0.01 M sarcosine 

or 0.01 M betaine hydrochloride. Crystals appeared and grew to full size within a week at 21 oC.  
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Some crystals were looped and transferred to new drops of a solution containing 80% 

glycerol and 3 mM MTDB in addition to the original crystallization conditions to incorporate the 

PFSE ligand. Other crystals were grown in the presence of 10 molar equivalents of ligand for each 

mole of RNA-Fab complex. In neither case was density for the ligand detected in the electron 

density map. Other crystals were looped and transferred to new drops containing the original 

crystallization conditions with added 20 % glycerol (v/v) and 3 mM iridium hexammine as cryo-

protectant and to incorporate iridium hexammine into the crystal lattice. Iridium hexammine was 

synthesized in house following the protocol established by Batey et al.53 A set of crystals were 

allowed to incubate for 24 hours while another set of crystals were only allowed to incubate for 2 

hours before looping and freezing. The crystals incubated with iridium hexammine for only two 

hours diffracted to higher resolution than those soaked for 24 hours.  

2.4.7 Crystal Diffraction Data Collection Processing and Analysis.   

The X-ray diffraction data sets were collected at the Advanced Photon Source NE-CAT 

section beamline 24-ID-C and 24-ID-E. Crystals soaked with iridium hexammine were shot with 

both the default wavelength of 0.979180 and a wavelength of 1.04040 to illicit anomalous 

diffraction of the iridium. All the data sets were then integrated and scaled using its on-site RAPD 

automated programs (https://rapd.nec.aps.anl.gov). Initial SAD-MR phases were obtained from a 

data set which diffracted to only 3.27 Å using a partial molecular replacement (MR) solution of 

the Fab (PDB code: 6DB8) in Phenix Autosol38,40. A low-resolution election density map was able 

to be calculated for a portion of the RNA from which a partial model of the FSE was built. This 

partial RNA model was used in addition to the fab model (PDB code: 6DB8) to find a molecular 

replacement solution for a higher resolution (2.09Å) data set collected from a native unsoaked 

crystal.  The electron density map using the MR phases of the partial RNA-Fab model were vastly 
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improved and allowed for unambiguous model building nucleotide by nucleotide. 26,38 The model 

was iteratively built and refined in coot and phenix refine until the Rwork and Rfree could not be 

further improved. 39-41 Water was automatically added during refinement and later validated 

visually in COOT41 according to the electron density map and difference map and potential 

hydrogen bonding interactions.  All structure related figures were made in PyMOL54 

(www.pymol.org), and figures labels were edited in Microsoft PowerPoint. 

2.4.8 SAXS Sample prep data collection and analysis  

PFSE RNA constructs were denatured in water by incubation at 90 oC for 1 minute, ice for 2 

minutes and room temperature for 3 minutes. The RNA was then refolded by addition of refolding 

buffer (50 mM HEPES pH 8, 5mM MgCl2, 100 mM KCl) and incubated at 50 oC for 10 minutes. 

RNA was concentrated to 4mg/mL using filter centrifugation and 30uL samples were prepared at 

4mg/mL, 2mg/mL and 1mg/mL concentrations by diluting with flow through. Flow through for 

each refolded construct was submitted along side each concentration series as a blank. The buffer 

blank signal were averaged and subtracted from the data by the ALS beamline hosts. Buffer 

subtracted images were merged into raw data files from which the p(r) functions were calculated. 

P(r) profiles were then used to generate a three-dimensional bead model using DAMIF.  

2.5 Additional Details  

2.5.1 Accession Numbers  

Atomic coordinates and structure factors for the reported crystal structures have been 

deposited with the Protein Data Bank (PDB, https://www.rcsb.org/) under accession number 

7MLX. 

 

https://www.rcsb.org/
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3. Chapter 3: The Crystal Structure of The Cap-Independent Translation Enhancer PEMV2 PTE 

solved to 2.75Å 

3.1 Introduction 

In eukaryotes, processed mRNA is covalently modified with an inverted 5’ N7 methyl 

guanine triphosphate cap and 3’ poly A tail, which serve to identify the mRNA to the eukaryotic 

translation initiation factors3. Protein translation begins when eukaryotic initiation factor eIF4E 

recognizes the 5’ cap structure3. From there, eIF4E recruits eIF4G forming the eIF4F complex 

which in turn binds the poly A binding protein3. The poly A binding protein then binds the poly A 

tail and circularizes the mRNA3. The circularized mRNA with the eIF4F complex is bound such 

that the 5’ end is now recognizable to the 43S pre-initiation complex, which subsequently 

assembles the Ribosome at the AUG start site3. The 5’ M7GpppN cap is a crucial beacon that 

distinguishes mRNA from other cellular RNAs and is only added to the mRNA during post-

transcriptional processing in the nucleus3. This presents a problem for parasitic viruses, whose 

mRNA is generated in the cytoplasm4,11. These viral mRNAs necessarily lack the 5’ cap structure 

needed for cap-dependent translation4,11. Instead of encoding capping enzymes in their small 

genomes, viruses have evolved cap-independent translation mechanisms4,11. In some cases, this 

cap-independent transition mechanism involves covalently modifying viral RNAs with the Viral 

Protein genome-linked protein (VPg)15. In other cases, structured RNA elements in the 5’ or 3’ 

UTR bind and hijack the host cell translation initiation machinery 4,11.  

Internal Ribosome Entry Sites (IRESs) are perhaps the most common example of cap-

independent translation elements found in viral RNAs. IRESs are large multi-domain structured 

RNAs located within the 5’UTR of viral genomes13. IRESs function as cis-acting elements that 

recruit the initiation factors and/or the ribosomal subunits directly to the start of the open reading 
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frame13. They do this by using structural motifs that often mimic the host’s factors native binding 

targets13. In isolation from their viral 5’ UTRs, IRES elements act as autonomous elements capable 

of inducing translation of any downstream open reading frame13. The mechanisms and structures 

of IRESs are well characterized compared to other classes of functional RNAs, in part due to their 

prevalence in well studied animal and human viruses such as Human Immune Deficiency Virus 

(HIV) and Hepatitis C Virus (HCV)13.  IRESs are notably less common in plant viruses, instead 

these viruses more often deploy an alternative cap independent translation mechanism13. 

Recently, structured RNA translation elements were discovered in the 3’ UTRs of plant 

viruses19. These 3’ Cap Independent Translation Enhancers (CITEs) are still being identified in 

plant viruses through deep sequencing and phylogenetic analysis. Although they are expected to 

be utilized more broadly, so far CITEs have only been identified in viruses belonging to the 

Tombusviridae Family and the Luteovirus genus24. While it is possible that 3’ CITEs could exist 

in other viruses or even in cellular RNAs so far none have been identified outside of plant viruses24.  

Like IRESs, CITEs are also structured, cis-acting, autonomous RNA elements that induce 

translation of viral RNA genomes by recruiting various host translation initiation factors or 

components. However, CITEs are generally smaller than IRESs, usually only spanning 100-200 

nucleotides in length and generally only encompassing a single domain24. Their complex tertiary 

structures are capable of both binding host translation factors and circularizing the RNA to bring 

the ribosome to the 5’ end of the RNA to scan for the AUG start site24. CITEs often operate 

independently, with one CITE per 3’ UTR. However, two instances of virus harboring multiple 

CITEs have recently been discovered24. In the first case of this phenomena Pea Enation Mosaic 

Virus 2 (PEMV2), was found to use three cites at once one to bind eIF4E, another to recruit the 

80S ribosomal subunit and a third to circularize the RNA7. Each of these CITEs functions 
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independently of one another7. In the second case of a virus harboring multiple CITEs, horizontal 

gene transfer between two coinfecting viruses lead to the acquisition of a second functional, and 

resistance breaking, CITE. This finding raises the possibility that CITEs are readily exchanged 

between viruses, enabling rapid viral evolution and immune evasion4,14.   

Viral epidemics and pandemics have always threatened food security and a growing global 

population only magnifies their devastating effects11. Additionally, the proliferation of genetically 

modified crops drives mono-culture farming, a practice that leaves crops particularly susceptible 

to disease due to an absence of natural genetic variation11. Climate change also increases plant’s 

susceptibility to viral infection by upregulating abiotic stress response gene expression pathways10. 

Despite the increasing threat plant viruses pose, study of their molecular biology lags behind that 

of human pathogens, which leaves society less prepared to respond to agricultural disasters11. As 

crucial components to many plant viral replication mechanisms, CITEs are an excellent target to 

study using structural biology with the long-term goal of developing drugs to target them or 

biotechnologies to evade them and improve agricultural resilience18,24,25. Understanding the 

structural mechanism of translation factor recruitment of each CITE could guide the development 

of genetically modified crops that use mutant transcription factors resistant to CITE hijacking 

18,24,25.  

There are seven distinct classes of CITEs; each adopt different well conserved structures 

and employ different mechanisms of host factor recruitment24. The first CITE was identified in 

Satellite Tabaco Necroses Virus (STNV) and represents the Translation Enhancer Domain (TED) 

class. TED CITEs form a long stem loop structure with several internal bulges and terminal loops5. 

This class binds eIF4F with its main contacts forming with eIF4E5. The Barley Yellow Dwarf 

Virus Translation Enhancer (BTE) class is found in the genera Luteovirus (Family Luteoviridae), 
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Necrovirus, Dianthovirus, Alphanecrovirus, betanecroviruses, and Umbravirus (Family 

Tombusviridae). BTE CITEs adopt a cloverleaf or cruciform structure with two to four helices 

branching from a central stem26. The sequence of this central stem is critical to binding eIF4G to 

recruit the eIF4F complex26. BTE’s also bind the 18S rRNA through sequence complementarity26. 

The Y-Shaped Structure (YSS) CITE class is exclusive to tombusviruses2. YSS CITEs bind eIF4F 

or eIF4(Iso)F and form a three stemmed structure with one base stem and two branches of roughly 

equal length2. The T-Shaped Structure (TSS) CITE resembles a tRNA and is found in Carmovirus 

and Umbravirus viruses of the Tombusviridae family22. TSS CITEs recruit the 60S or 80S subunit 

of the ribosome by mimicking a tRNA and interacting with the P-site in the ribosome22. They are 

also capable of circularizing the gRNA. This is the only CITE with an experimentally determined 

representative structure. This TSS structure closely matched secondary structural predictions and 

was solved using solution NMR (PDB accession code 2KRL)30. There are two TSS CITES found 

along site a PTE class CITE in the PEMV2 virus 3’ UTR 4,6,7. The most newly discovered CITE 

CABYV-Xinjiang-like translation element (CXTE) was discovered in a resistance breaking strain 

of the Melon Necrotic Spot Virus14. This CITE adopts an I-shaped secondary structure with two 

helices emerging from a central bulge and binds both wild type eIF4E and a CITE resistant eIF4E 

mutant12.   

The seventh class of CITE is the Panicum Mosaic Virus Translation Element or PTE, first 

identified in Panicum Mosaic Virus and then identified in PEMV21,28. PTEs have been discovered 

in Panicoviruses, Aureviruses, Carmoviruses and Umbravirsues24. They adopt a T-shaped 

structure which binds plant, and in one case mammalian, eIF4E12. PTEs cannot bind any other 

eIF4 proteins like eIF4G or eIF4(Iso)E, but PTE affinity for eIF4E is enhanced in the presence of 

eIF4G (Figure 3.1)28. These PTE elements are among the most well biochemically characterized 
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CITE, making them an ideal target for structural studies. A PTE’s ability to induce cap independent 

translation, or compete with the native cap structure relates directly to its affinity for eIF4E as 

determined by Wang et al. 2009 28. PTE activity can therefore be detected and characterized 

through a translation inhibition assay, where increasing concentrations of an isolated PTE 

construct competes for eIF4E against a PTE-regulated luciferase reporter in wheat germ 

extract27,28.  

Chemical structure probing with SHAPE and homology analysis showed that PTEs adopt 

a T-shaped secondary structure27. A basal stem is made up of three coaxially stacked helices, Helix 

1 (H1), Helix 2 (H2) and Helix 3 (H3), separated by small internal bulges (Figure 3.1A)27. Between 

H2 and H3 there is an approximately 10 nucleotide long asymmetrical G rich bulge on the 5’ side 

known as the G-domain27. At the top of H3 a three-way junction branches the structure into stem-

loop1 (SL1) and stem-loop 2 (SL2). SL1’s 3’ end is connected to SL2’s 5’ end by a C rich bulge 

known as the C-domain27. The length of SL1 and SL2 vary across PTEs27. In almost all PTEs, with 

the exception of PEMV2, Loop 1 shares sequence complementarity with a hairpin (5H2) in the 5’ 

Figure 3.1. A. General secondary structure of PTE class of CITEs using nomenclature 

established in previous literature, regions colored to match coloring of regions used 

throughout. B. Genomic organization of Pea Enation Mosaic Virus 2 illustrating the 

relative positions of the 3’ UTR CITEs, their binding partners, and the 5’ SH2 hairpin 

structure used for circularization. 
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UTR27. The interaction between L1 and 5H2 circularizes the RNA and helps recruit the 

preinitiation complex in the same way as eIF4E and poly-A binding protein19. 

Generally, the G-domain bulge contains a poly G tract that exhibits complementarity to the 

poly C tract in the C-domain; mutations to either of these tracts eliminate or severely reduce PTE 

induced translation, translation inhibition, and eIF4E binding (Figure 3.1A)27,28. The C-domain is 

largely unreactive to SHAPE structure probing27. It was then hypothesized that the G- and C-

domains form a pseudoknot in the PTE27. Curiously, the C- and G-domains from different PTEs 

cannot be mutationally transferred into new PTEs and retain their function, suggesting their eIF4E 

binding activity is dependent on the structural context of their respective PTEs27. The G-domain 

of every PTE examined by SHAPE probing contains a single G which is “hyper-modified” in the 

presence of magnesium, suggesting it is in a solvent exposed position along the structure27. This 

so called hyper-modified G is also protected from modification in the presence of eIF4E, 

suggesting that this residue is the site of eIF4E binding. Using this assumption, a tertiary model of 

the PEMV2 and PMV PTEs were made with a single G of the G-domain flipped out and docked 

inside eIF4E’s cap binding pocket26.  

Pea enation mosaic virus 2 (PEMV2) has three CITEs in its 3’ UTR; one PTE and two TSS 

elements (Figure 3.1 B)6,7. The ks-TSS element contributes to genome circularization during 

translation by binding a small hairpin structure in the 5’ UTR, thus alleviating the PEMV2 PTE’s 

role of genome circularization6,7. Interestingly, PEMV2 PTE is the only PTE which does not use 

its L1 to hybridize with the 5’ UTR to circularize the RNA19. The other TSS element in the PEMV2 

3’ UTR binds the 60S ribosome subunit. Even in the context of the full length 3’ UTR containing 

all three CITEs, mutations to critical regions of the PTE element reduce translation efficiency, and 

eliminate PTE eIF4E’s 58nM binding affinity 27,28. Mutations to alter the sequence of either loop 
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1 or 2 do not alter eIF4E affinity or translation inhibition, however, mutating residues in the G- 

and C-domains reduce translation efficiency by 95%28. In addition, extensive chemical probing 

identifies a homogeneous monodisperse conformation for this element27,28.  

Using the extensive biochemical characterization as a guide, we are able to generate a 

crystallization construct of the PEMV2 PTE to determine its structure experimentally. To 

crystallize RNAs which are usually recalcitrant to crystallization, we apply chaperone assisted 

RNA crystallography9. By mutating a solvent exposed loop to a Fab-binding epitope, we can create 

a complex of antibody fragment and RNA element which is much more crystallizable than RNA 

alone9. The antibody fragment not only stabilizes the RNA, but also serves as a model for 

molecular replacement phasing. While considerable evidence exists to support the PTE secondary 

structure and the C- and G-domain pseudoknot, we do not know how the PTE forms a structure 

that eIF4E can bind with such high affinity to compete with the native 5’ cap structure. This crystal 

structure of the PTE has now revealed a novel fold that creates an eIF4E binding site with a single 

solvent exposed G flipped out from the G-domain.  

3.2 Results 

3.2.1 Construct design and validation 

 To create a version of the PEMV2 PTE element, that was most likely to crystallize in the 

native conformation, we began with a construct that represented nucleotides 3820-3907 in the 

PEMV2 viral genome28. This region was identified as the minimal sequence necessary to induce 

cap independent translation 27. To create continuous helix at the base of the construct, residue 

C3822 was mutated to a U to create a pair with the opposite A3906. This construct was also 

designed to contain an extra G at the 5’ end to improve transcriptional efficiency in an in vitro 
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transcription reaction. Additionally, in our hands, RNA constructs with a 5’ overhang G can 

crystalize more efficiently than constructs which end in a pair because the overhanging G can form 

a crystal packing interaction with a mirrored copy of the RNA element.  

To create a version of the PEMV2 PTE element which can bind our Fab-crystallization 

chaperone, one of the solvent exposed loops needed to be mutated to the Fab-binding sequence in 

such a way that it did not disrupt the native fold or function. Previous mutational assays have 

determined that eIF4E binding activity is independent to loop 1 sequence, therefore loop 1 can 

tolerate a mutation to our BL3-6 Fab-binding epitope, the AAACA penta-loop closed by a GC 

pair28. Similarly, loop 2 was also shown to tolerate mutations without altering PTE function, 

however mutating loop 2 to the fab binding epitope resulted in a construct which could not bind 

Fab efficiently. Therefore, crystallization trials were only attempted using the mutated L1 

construct, this construct is hence forth referred to PEMV2 BL3-6.  

The PEMV2 BL3-6 construct was confirmed to retain the same fold as the wildtype 

construct using an EMSA gel shift assay under non-denaturing conditions. Refolded wild type and 

BL3-6 minimal RNA constructs ran at the same positions in the native gel supplemented with an 

effective concentration of 10 mM Magnesium Chloride. In the presence of a molar equivalent 

amount of eIF4E both constructs shifted quantitatively to the bound state. The same shift did not 

occur for a non-PTE RNA construct, indicating this interaction is not the result of non-specific 

RNA binding activity of eIF4E. From this one can conclude that the BL3-6 construct folds and 

functions in a way that closely resembles the wild type PEMV2 PTE such that it retains the native 

eIF4E binding activity.  
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3.2.2 Crystallization and model building 

PEMV2 BL3-6 was refolded and incubated with a 1.1 molar equivalent of a mutant Fab 

BL3-61 to forma complex of RNA and Fab. The complex was then concentrated to a final 

concentration of 6 mg/mL RNA. Four sets of 96 well screens (Hampton PEG Ion, Natrix, Index, 

Jena Bioscence Nuc-Pro) were set using a 1:1 ratio of complex to well solution in the hanging drop 

format. After two weeks at room temperature crystals grew in 5mM MgCl2, 50mM HEPES pH 

7.0 25% PEG 550. These crystals were further optimized with an additive screen and the final 

crystals grew with 2% Benzamidine Hydrochloride. Crystals were looped and cryo-protected with 

well solution containing 50% glycerol and frozen in liquid nitrogen. A data set was collected out 

to 2.1 Å, but the data were highly anisotropic. After anisotropy correction, the data set was usable 

out to 2.5 Å, but concerns about the low figure of merit for the highest resolution shells justified 

truncating the data further to 2.75 Å. The structure was solved using molecular replacement of the 

Fab model in Phenix. Only one copy of the RNA and Fab were discovered in the P1211 space 

group. Using the initial phases from the molecular replacement solution, the RNA was able to be 

built into the emerging density after multiple rounds of refinement. Simulated annealing and 

composite omit maps were applied to the model during refinement and building to combat 

accumulating model bias as identified by a growing gap between the Rwork and Rfree values. The 

final structure was solved to 2.75 Å with an Rwork of 25% and an Rfree of 29%. Additional statistics 

reported in Table 3.1. 

                                                           
1 Crystal trials were set with wild type BL3-6 and mutants with surface entropy reducing point 

mutations as well. The crystal which gave the highest resolution diffraction presented here 

actually contained a point mutation at residue 170 form lysine to alanine however this mutation 

is not believed to have contributed to the crystal packing. Despite this, crystals of PEMV2 with 

wild type Fab BL3-6 typically do not diffract below 3Å 
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Table 3.1. PEMV2 PTE Structure X-ray crystallography data collection and refinement statistics 

Table 1 PEMV2 PTE and Fab BL36 

Data collection 

Wavelength 0.9792 

Resolution range 44.08  - 2.75 (2.848  - 2.75) 

Space group P 1 21 1 

Unit cell 63.4924 65.579 90.1035 90 110.347 90 

Total reflections 69577 (6704) 

Unique reflections 18179 (1194) 

Multiplicity 3.8 (3.7) 

Completeness (%) 88.41 (65.75) 

Mean I/sigma(I) 14.37 (2.36) 

Wilson B-factor 32.90 

R-merge 0.1921 (0.5634) 

R-meas 0.2195 (0.6542) 

CC1/2 0.978 (0.821) 

CC* 0.994 (0.95) 

Refinement 

Reflections used in refinement 16141 (1194) 

Reflections used for R-free 1464 (113) 

R-work 0.2574 (0.4900) 

R-free 0.2954 (0.5550) 

CC(work) 0.806 (0.344) 

CC(free) 0.748 (0.240) 

Protein residues 440 

RMS(bonds) 0.002 

RMS(angles) 0.59 

Ramachandran favored (%) 96.33 

Ramachandran allowed (%) 3.67 

Ramachandran outliers (%) 0.00 

Rotamer outliers (%) 0.27 

Clashscore 8.64 

Average B-factor 91.71 
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3.2.3 Structural Analysis 

 The predicted secondary structure of the PEMV2 PTE is shown in Figure 3.2A while our 

crystal structure derived secondary structure is shown in (Figure 3.2 B). Given the complex 

architecture of the tertiary structure a new naming system for the helices was required. The P, 

which stands for paired regions and J which stands for Junctions is the nomenclature used to 

categorize three way and four-way junctions29. Reframing our understanding of the PTE fold using 

the framework of junctions helps clarify this potentially novel motif. H3 is at the center of the 

junction with all other helices stacked above or below it27. This helix defines the central axis of 

the junction core. Going by nomenclature standards, H3 therefore becomes P1 because stacked 

above P1 is P2, in this case S127,29. P2 leads into J2/3 which in this case is the C domain bulge 

Figure 3.2. A) PEMV2 PTE secondary structure determined by Wang et al 2009 with helix 

and stem nomenclature established therein. B) PEMV2 PTE secondary structure determined by 

the crystal structure, interactions denoted using the Westhof notation31 and illustrations Pair 

and Junction nomenclature revision illustrated. C) Zoom in on P4 P1 helical stack region 

illustrating the relative rotation of P1(green) to P4(yellow) D) Zoom in on P5 P4 helical stack 

region including the small bulge created by the AG pair E) Overall arrangement of PEMV2 

PTE and Fab BL3-6 in the crystal structure note loop 2 showed no density and was not 

modeled in the final solution.  
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which then leads into P3, formerly S227,29. So, at the core of the junction H3 is P1, S1 is P2 and S2 

is P327,29. There are two other helices or paired regions outside the three-way junction. Following 

the 3’ end of P1 we find P4, formerly H2 and below that P5, formerly H127,29. P4 is connected to 

P1 through junctions of its own27,29. What was referred to in previous literature as the G-domain 

is now J4/1 as it connects the 5’ end strand of P4 to P127,29. On the opposite strand to the G-domain 

bulge J4/1, we have opposite junction, J1/4, connecting the 3’ end strand of H1 to H427,29.  

 The global architecture of the PEMV2 BL3-6 crystal structure shown in Figure 3.2B 

matches the predicted secondary structure shown in Figure 3.1A27,28. Beginning at the 5’ end, P5 

forms though pairing between residues 2-9 and residues 80-86 in our numbering, with the first G 

of the construct numbering position 1. P5 ends in an uncommon A-G Watson-Crick pair, unaided 

by waters or ions (Figure 3.2 D). The exocyclic amine of G9 forms a hydrogen bond with the N1 

imine group of A81, while G9’s N1 imine forms a hydrogen bond with A81’s exocyclic amine. 

This purine-purine pair widens the helical diameter and leaves the following A80 and C10 residues 

unpaired and spaced 4.1 angstroms apart (Figure 3.2 D). This space contains no ordered waters or 

ions therefore we can conclude that these residues are not interacting with each other but remain 

facing one another through stacking interactions of the helices (Figure 3.2 D).  

 Stacked above P5, P4 forms between residues 11-16 and 47-79. J4/1, otherwise known as 

the G-domain bulge in previous literature, was predicted to include eleven residues on the 5’ end 

(residues 16-26) and two residues on the 3’ end in J1/4 (residues 72-73) 27,28.  However, in the 

structure, both of the J1/4 residues engage in pairing interactions with residues at both ends of the 

predicted J4/1 (Figure 3.2 B). G74 forms a purine-purine Watson-Crick pair with A16 to extend 

and widen P4 at the top. C73 forms a WC pair with G25, which extends P1 at the bottom and 

consequently subsumes A26 into P3 as a bulged nucleotide (Figure 3.2 C). These interactions leave 
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no unpaired nucleotides in J1/4 and effectively truncate the G-domain bulge by three nucleotides. 

P1 is stacked on P4 with the base plane remaining consistent between the two, however the first 

pair of P1, C73 G25, are oriented perpendicularly to the final pair of H4 (Figure 3.2 C). The P1 P4 

stacking forces the 3’ and 5’ end of the J4/1 G-domain bulge close together with the backbones of 

each end crossing over each other.  

The remainder of the structure matches the biochemically derived secondary structure aside 

from the slight elongation of P1. P1 was originally thought to begin at residue 27 and 72 but our 

structure reveals that P1 actually begins at residue G25 which pairs with C73 (Figure 3.2 C), 

originally thought to be unpaired in J3/2 (Figure 3.2 A) 27,28. The top of P1 leads into P2 and P3 

which form the top of the T-shaped structure (Figure 3.2 B). P2 encompasses nt 34-38 and 44-48 

with loop 1 (L1) forming between 39-53. P3 encompasses nt 53-56 and 61-64 with loop 2 (L2) 

forming between 57-60. It should be noted that the density for the residues in L2 is missing so 

these have been excluded from our model (Figure 3.2 E). The 3’ end of P2 and the 5’ end of P3 

are bifurcated by J2/3, otherwise known as the C-domain bulge in previous literature, which 

encompasses residues 49-52. The J3/1 region contains a single residue U65, as predicted27,28.  
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3.2.4 The P1, P2, P3 three-way junction 

 

 

The lengths of the junctions connecting P1, P2 and P3 and the orientation of the helices 

define this region as an atypical A type three-way junction29. In a three-way junction with the two 

Figure 3.3. A) A type three-way junction diagram illustrating the arrangement 

of P1, P2 and P3 and the observed lengths of Junctions found in the A type29. 

B) Crystal structure derived secondary structure focused on the long-distance 

interactions between J4/1 (the G domain) and J2/3 the C domain showing that 

J2/3 makes long distance interactions outside of the junctions J2/3 would 

normally interact with in other A type junctions C) Three-dimensional 

illustration of the three-way junction region with loop 2 included for clarity D) 

the image shown in C but rotated by 180 degrees. 
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longest coaxially stacked paired regions forming P1 and P2 respectively, the J1/2 is typically 0 to 

2 residues long (Figure 3.3A). In the case of PEMV2 J1/2 contains no residues (Figure 3.3B). In 

an A type junction J2/3 is generally 3 to 6 residues long and J3/1 is one or two residues long29. In 

PEMV2 J2/3 is four residues long and J3/1 is one residue long. The orientation of P3 relative to 

P1 and P2 is also a defining feature of an A type junction29. In B type junctions P3 is associated 

with P1 forming a lambda like conformation and in a C type junction P3 is associated with P2 

forming a Y like conformation. The P3 of A type junctions is usually not associated with either 

helix, and can often be found oriented perpendicularly to the central axis, this is the case for 

PEMV2 (Figure 3.3C & D). PEMV2’s A type junction notably atypical because the junction 

regions residues do not associate with any part of the junction. Instead J2/3 and J31 make long 

distance interactions with J4/1, otherwise known as the G-domain (Figure 3.3B, C, D). The 

arrangement of this junction is essential to forming the eIF4E binding site in the PEMV2 structure 

as it positions its junction residues to form a stabilizing lattice that allows J2/3, the C-domain, to 

form an unprecedented parallel strand pairing with J4/1, the G domain.  
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3.2.5 G- and C-domain interactions form a C-turn structure 

 

 

The 5’ ends of the C- and G-domain begin 18.3 Å apart because they emerge from opposite 

ends of the P1, but the arrangement of the three-way junction positions these regions close together 

so these distal bulges can interact. At the 5’ end of the G-domain U17 and A18 are flipped out into 

solution (Figure 3.4B and E). These residues’ base faces lack clear electron density, suggesting 

disorder in the crystal potentially due to flexibility in the position of these bases. However, the 

electron density for the backbone atoms of these residues is clearly defined, as illustrated in the 

electron density map of Figure 3.4E. We observe A18’s non bridging phosphate oxygen forming 

a hydrogen bond with A23’s 2’OH. Additionally, A18’s 2’OH forms a hydrogen bond with A23’s 

nonbridging phosphate oxygen. These bonds not only restrain the flexibility of the backbone for 

A18 and U17 but also define J4/1 as a ribose zipper (Figure 3.5C)23.  

Figure 3.4. A) Crystal structure derived secondary structure with Westhof31 

interaction illustrations. B) G domain ribose zipper shown as cartoon in red 

and its position relative to the C domain, we propose calling this motif a C-

turn structure. C) Ladder like position of the G domain residues each held in 

place by long distance interactions with the three-way junction, ribose zipper 

hydrogen bonds shown as dotted yellow lines D) C and G domain positions to 

highly the solvent exposed residues. E) C and G domains alone shown as 

sticks with electron density map shown as mesh.  
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Moving through the G-domain from 5’ to 3’, after A18, G19 and G20 form the first two 

base pairs with the C-domain’s C49 and C50 (Figure 3.4B and E). Instead of forming a standard 

antiparallel A form helix where G19 pairs with C50 and G20 pairs with C49, we observe unusual 

parallel cis Watson Crick pairs between G19 and C49 followed by G20 and C50. The parallel 

pairing of this region may preclude it from meeting the definition of a pseudoknot, therefore we 

have chosen not to refer to the G- and C-domain structure as a pseudoknot in this work21. To 

achieve the unusual parallel cis Watson Crick pairing, the backbone is flattened and extended 

creating a wider minor grove into which lower residues pack and stack (Figure 3.4B and E). 

Together G19-C49 and G20-C50 pairs are nearly adjacent to one another and form the uppermost 

level of the scaffold structure created in the RNA’s structural core (Figure 3.5A).   

Following G20, the G-domain strand inverts on its self, folding back over so that the O4’ 

of the ribose’s of G20 and G22 point towards one another (Figure 3.4C). This creates an abrupt 

turn at G21, flipping the G21 base out of the core and into solution (Figure 3.4B, C, E). Taking the 

three points of the ribose C1’ atoms of G20, G21 and G22 we see that this turn creates a 53-degree 

angle. Curiously, despite being so highly solvent exposed, the density of G21 is clearly defined 

(Figure 3.4E). Although its SHAPE sensitivity implied a high degree of flexibility, it is possible 

that the strain of this turn holds G21 firmly in place away from the core of the PTE element. The 

order of G21 in the crystal may be additionally aided by a crystal packing interaction with the Fab 

surface.  

Below G21, G22 and C51 tuck back into the space underneath G20 and C49. In Figure 

3.5B a top-down view of this region is shown; C50 and C49 G20 and G19 are shown as a 

transparent layer above G22 A23 C51 and U65 which are shown as opaque. Compared to C50 

which faces the opposing G-domain strand, C51 turns inward to the RNA’s structural core such 
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that its base face is directly below C50. Opposite C51, G22 tilts upward to form a cis WC sugar 

edge interaction with C51 where G22’s keto group and imine group form hydrogen bonds with 

C51’s 2’OH and keto group respectively. G22 and C51 also form additional hydrogen bond 

interactions with nearby residues. This complex network of hydrogen bonds between the upper 

and lower levels are shown as dotted yellow lines in Figure 3.5B. We observe G22’s exocyclic 

amine hydrogen bonding to the above G19 N3 imine while its N3 imine hydrogen bonds with 

G19’s 2’OH (Figure 3.4B). On the same base plane, C51’s imine bonds with G19’s exocyclic 

amine and C51’s exocyclic amine bonds to U65’s C4 keto group (Figure 3.5B). However, the 

interactions which stabilize this unique new turn structure do not stop at the C-domain. Our 

structure reveals a complex network of multi-base interactions that serve as a stabilizing scaffold 

structure anchoring the G-domain to the core of the RNA’s three-way junction.  
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3.2.6 Scaffold structure created in the atypical A-type three-way junction long distance 

interactions. 

 The arrangement of the C- and G-domains can also be considered as a scaffold structure 

divided into levels of stacked base planes. Figures 3.5 E and F illustrate the arrangements of the 

levels we observe in this scaffold core. If we consider the first two G-C pairs of the scaffold the 

Figure 3.5. The scaffold core’s organization A) G20 paired with C50 and G19 

paired with C49 shown as opaque with the level below this shown as translucent 

illustrating the relative positions of G22 and C51 B) G22 paired with C51 SE and 

A23 paired with U65 in tetra base interaction hydrogen bonds between this tetra base 

level and the translucent level above it illustrated as dashed lines. The opaque bases 

in panel A are now illustrated as translucent to retain the relative position 

information between the two levels. C) The triple base interaction between U52 U24 

and A26 shown as opaque with the tetra base interaction above it between G22 A23 

C51 and U65 shown as translucent. D) The Di-nucleotide platform at the base of the 

scaffold between G53 and C64 shown as opaque with the triple base interaction 

above it shown as translucent. E) The scaffold core formed between the three-way 

junction and the G domain as viewed from the side illustrating the relative positions 

of the levels in three dimensions. F) A two-dimensional illustration of the scaffold 

indicating strand direction, pairing interactions and relative base planes staggered 

across a 45-degree angle.   
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top level shown as opaque in Figure 3.5 A, the second level below contains G22, A23, C51 and 

U65 shown as opaque in Figure 3.5 B. If we frame this region as a scaffold, we can conclude that 

the G23-C51 and A23-U65 pairs form a tetra base interaction stacked below and oriented by 

interactions with the G19-C49 G20-C50 pairs above it.  

U65’s involvement in this tetra base network is interesting. We observe U65 stacking 

below C49 and forming a cis WC interaction with A23 (Figure 3.5 B). In former models U65 was 

thought to be an unpaired junction between Stem 2 (P3) and H3 (P1). Now we can see how the 

three-way junction structure has placed these distal residues in close three-dimensional proximity. 

If we consider U65 as J3/1 of the three-way junction its interactions with the G-domain follow the 

pattern of interactions observed between J2/3 and the G-domain. In this frame we can say that the 

all of the junctions’ residues pair with residues in the G-domain ribose zipper. Structurally, U65 

may serve as an anchor point in this scaffold, but without a measure of the energetic contribution 

this residue makes to the overall structural stability, we cannot confirm that this is J3/1’s role in 

the structure.  

In the layer below the G22 A23 C51 U65 tetra base interaction there is a triple base pair 

formed between U52, A26, and U24 (Figure 3.5 C). In this level, A26 forms a WC pair with U52, 

the final residue of J2/3. The final residue of J4/1, U24 forms a Watson-Crick sugar edge 

interaction with A26. After U24, G25 actually turns away from the J4/1 to begin P1 and pairs with 

C73 (Figure 3.5 F, Figure 3.2 C). Thereafter, A26 flips back out of P1 to intercalate itself between 

U65 and U64 to once again pair with U52 and U24. This flipped intercalation of A26 knots the 

backbone back and forth between the start of P1 and S3 by this base triple interaction flanking 

either side of G25’s pairing in P1. 
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Beneath the base triple P2 forms a platform for the scaffold stack starting with a simple 

GC pair between G53 and C64 (Figure 3.5D). This base pair helps orient the base planes of all the 

layers that stack above it. Determining how this complex network of interactions each contribute 

to the stability of the PTE fold will require careful investigation and potentially atomic mutations 

along the hydrogen bond donors and acceptors along each of the bases. However, an initial attempt 

to disrupt and reestablish the network helps illustrate how essential and complex each of these 

residue’s roles are for PTE fold and function.  

3.2.7 Probing the role of the scaffold residues in the PTE structure and eIF4E binding with 

mutations 

 

Figure 3.6. Native EMSA with 10 mM MgCl2 effective concentration in the gel and 

running buffer stained for RNA using Ethidium Bromide and for protein using 

Coomassie staining. Mutations present in each tested construct listed above their 

respective lanes. Lanes labeled with a “-“ contain only RNA alone while Lanes 

labeled with a “+” contain 1.5 Molar equivalents of recombinantly expressed wheat 

eIF4E in addition to the refolded RNA.  
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PEMV2 PTE function correlates directly with EIF4E binding activity; When refolded PTE 

is added to the luciferase reporter construct with the 3’ and 5’ UTRs of the virus enabling 

translation in wheat germ extract. The affinity the PTE has for eIF4E determines the magnitude of 

translation inhibition because it competes for the available eIF4E 27,28. Therefore, we can use 

EIF4E binding, as detected by a gel shift in an Electro Mobility Shift Assay (EMSA), as a proxy 

to measure the effect mutations have on PTE function. PEMV2 constructs’ scaffold residues were 

mutated to break and potentially restore the scaffold interaction networks. The effects of these 

mutations are detected as a shift in the position of the free RNA band in an EMSA which is 

indicative of an alteration from the native fold, as well as alterations to eIF4E binding capacity. 

Previous studies have revealed that mutations to crucial residues in the C- and G-domains often 

eliminate eIF4E binding capacity entirely, instead of simply reducing affinity27,28. Therefore, in 

this assay a 1.5 molar excess of eIF4E was used to generate a quantitative shift in any construct 

that retains any amount of affinity for the protein.  

 To determine if the identity of first two residues of the G-domain U17 and A18 contribute 

to eIF4E binding these residues were mutated to C and U, respectively, in a double mutant 

construct. This U17C A18U double mutant PEMV2 PTE RNA in the absence of eIF4E had the 

same electrophoretic mobility as wild type, suggesting that the native fold was not altered by these 

mutations (Figure 3.6 lane U17CA18U “–“). This mutant also retains eIF4E binding capacity 

(Figure 6 U17CA18U “+”). These results suggest that the residue identities of U17 and A18 do 

not play a role in eIF4E recruitment. Nevertheless, interactions with their backbone atoms may 

help to position G19 to interact with C49.  

Judging by electrophoretic mobility, the C50U mutant seems to retain the native fold 

(Figure 6 lane C50U “-“). However, in the presence of eIF4E there is no observable shift, 
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indicating that this mutation eliminates eIF4E binding activity (Figure 6 lane C50U “+”). The 

compensatory G20A mutation also retains the native fold but does not recover eIF4E binding 

(Figure 6 lane C50UG20A “+”). This result suggests that eIF4E recruitment may be more complex 

than simply recognizing the native folded PTE structure. G20 may serve an additional role, 

creating interactions with eIF4E using its solvent exposed major groove face that cannot be created 

without C50’s positioning or as an A. Further experiments will be needed to clarify these less 

obvious interactions.  

To perturb the tetra base interaction, U65 was mutated to a C and its partner A23 was 

mutated to a G, as both of these mutations should eliminate the same pair (Figure 6 lanes U65C ”-

“, A23G “-“). The U65C mutant runs as a single slower migrating band compared to wild type, 

presumably representing an “open” conformation with the G-domain released from the core. 

Interestingly however, an A23G runs as two bands one at the height of the native conformation 

and one at the height of the open conformation. Neither construct or conformation binds eIF4E, as 

anticipated (Figure 6 lanes U65C “+”, A23G “+”). The U65C mutation cannot be rescued by the 

corresponding A23G mutation, and yields the same monodisperse open conformer as the U65C 

point mutation (Figure 6 lanes U65CA23G “-“). These results establish the crucial nature of the 

U65 A23 pair. When compared to PTE homologs from other viruses this unpaired U65 residue is 

well retained in each of the sequences and SHAPE derived secondary structure models. 

To perturb the base triple at the base of the scaffold structure, U52 was mutated to a C. 

This mutation would be expected to disrupt the U52 A26 pair. Curiously however this construct 

migrates marginally faster through the gel compared to wild type, possibly indicating an even 

greater degree of compaction, or an altered fold (Figure 6 lane U52C “-“). Despite the apparent 

enhanced compaction, we observe no mobility shift in the presence of eIF4E, suggesting that some 
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feature required of the eIF4E binding interface has altered even with the compensatory mutation 

(Figure 6 lane U52C “+”). Much like in the case of U65C, the compensatory A26G mutation yields 

the same results as the U52C mutation alone (Figure 6 lane U52CA26G “-“, “+”). Considering 

that both constructs run as though they are slightly more compact than wild type, it is possible that 

allowing the final residue of the C-domain, U25, to exist as a C may allow all four G’s from 19 to 

22 to pair with the matching C’s. In three-dimensional space U52 is near enough to either G21 that 

it could form a GC pair.  This alternate pairing mode would be expected to retain and possibly 

enhance compaction and eliminate eIF4E binding through sequestration of the critical G21 residue. 

The loss of the U52 A26 pair may not necessarily eject A26 either even when mutated to a G. As 

an A or a G, A26 could still be held in place by pi stacking between U65 and U64. Additionally, 

U24 can form the same sugar edge interactions with either residue.  

To disrupt the U24 A26 Watson Crick sugar edge interaction, U24 was mutated to a C. In 

the EMSA, this mutation drastically alters the electrophoretic signature of the PTE, creating three 

conformers, one migrating close to the native conformation, one migrating like the open 

conformation observed with other mutants, and one significantly slower migrating conformation 

that could involve multimerization (Figure 6 lane U24C “-“). The U24C mutant is unable to bind 

eIF4E likely due to its altered structure (Figure 6 lane U24C “+”). It is particularly interesting that 

disrupting different residues within the same base triple has drastically different effects on the fold 

of the RNA, while each eliminates eIF4E binding activity. These results suggest that the RNA 

structure and its eIF4E binding function should be considered more separately than initially 

anticipated.   

To probe the role of the first two pairs of the C- and G-domains, each C was mutated to a 

U individually and the corresponding compensatory G to A mutations were made in double 
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mutants. In the absence of eIF4E, C49U migrates as two bands, suggesting two conformations 

(Figure 3.6 C49U “-“). One band has a similar mobility to the wild type native fold and the other 

runs as the open conformation. Despite the misfolded fraction of the C49U mutant, in the presence 

of eIF4E the RNA-protein complex migrates as a single band, and Coomassie staining of the gel 

shows eIF4E co-migrating with the RNA (Figure 6 C49U “+”). Possibly, eIF4E can bind to both 

conformations and the respective complexes migrate as a single species. Alternatively, the two 

RNA conformations may interconvert and bind eIF4E only in the compact conformation, thereby 

shifting the equilibrium between the two states to favor the compact conformation. These 

observations suggest that C49U may form a favorable interaction with G19 thorough formation of 

a wobble pair. If this occurs G19 could maintain the correct position to retain its native interactions 

with G22 and C51 below it. Making the compensatory G19A mutation in the C49U background 

more strongly favors the open conformation represented by the upper band. This construct and 

conformation are no longer capable of binding eIF4E. These effects most likely reflect disruption 

of the hydrogen bonding interactions between the G19 exocyclic amine and C51.  

While many of these results were unexpected, they raise interesting questions about the 

actual mechanism of eIF4E recruitment. eIF4E recognition of G21 is likely dependent on the PTE 

adopting the solvent exposed G conformation, but additional interactions with the core may also 

play a role. The PTE core may also be more dynamic and flexible than anticipated and capable of 

adopting multiple functional arrangements. Collectively, the current mutational analysis supports 

the functional relevance of the crystal structure and illustrates the specific and complex network 

of hydrogen bonds at work stabilizing the G-domain’s unusual fold. A more in-depth investigation 

of the PTE biochemistry is needed to relate the crystal structure back to the precise mechanism of 

eIF4E recruitment.  
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3.3 Discussion 

3.3.1 How the PTE creates the eIF4E binding surface 

Our structure shows the PEMV2 PTE’s hypermodified G is flipped out into solution, as 

predicted by SHAPE reactivity and computational modeling. This structure reveals a complex 

network of interactions with the three-way junction core that pinch and flip the G-domain bulge. 

The clear and complete density for this G21 residue suggests that this position is well ordered and 

stable in the crystal. It is possible that the sharp turn at position 21 could keep the exposed G rigid 

in solution as well. Alternatively, the dense packing of interactions in the scaffold core may leave 

no space for G21 to dock back into the RNA, forcing it to remain flipped out into solution. G21’s 

2’OH may also be especially reactive with the SHAPE reagents in part due to its endo sugar pucker 

conformation, which reduces the steric hinderance of its environment 6,15. 

The flipped position of G21 also closely matches predictions made in computational 

modeling of the PTE structure bound to eIF4E. It has been shown, that mutating either of the two 

tryptophans (W62 and W108) in the cap-binding pocket of EIF4E drastically reduces EIF4E’s 

affinity for the PTE27,28. This observation is consistent with the hypothesis that EIF4E binds the 

PTE using its cap-binding pocket. It is likely that G21 is the site of eIF4E interactions because 

eIF4E only protects the G-domain from SHAPE modifications, all other regions of the RNA retain 

the same reactivity observed in the absence of eIF4E. Currently our collaborators are using this 

crystal structure with existing biochemical data to model the molecular dynamics of the wheat 

eIF4E cap binding pocket and PTE G21 interactions. While this work is not complete, initial results 

converge on a docking model in which the exposed G21 intercalates between the eIF4E’s binding 

pocket tryptophans analogous to eIF4E’s interaction with the native M7G ligand.  
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Mutations that alter the PTE fold to the open conformation abolished eIF4E binding 

presumably by altering the position or stability of the flipped out G21. Curiously these mutations 

could not be recovered by compensatory mutations, suggesting the complex network of hydrogen 

bonds creates site-specific requirements for residue identity. Even constructs that migrate with a 

degree of compactness analogous to wild-type can lose eIF4E binding capacity as a result of these 

mutations, indicating that a compact fold, while necessary, is not sufficient to create a productive 

eIF4E binding site in the G-domain. Therefore, it may be that the exposed G docking into the cap 

binding pocket is not sufficient for EIF4E binding and additional interactions between the G-

domain surface and eIF4E are necessary. 

 How eIF4E binds its native M7GpppG structure has been biophysically characterized by 

measuring affinity and free energies of eIF4E binding various cap analogues17. When binding 

M7Gppp, π stacking interactions between the base and the two tryptophans above and below the 

base contribute the majority of the free energy accounting for -4.9 kcal/mol of roughly the total -

10.8 kcal/mol of the interaction17. This interaction is positioned by additional hydrogen bonds 

between the binding pocket and the with the guanine WC face. The methylation mark helps to 

orient the base face and adds additional positive charge character to N7 strengthening the stacking 

interaction by roughly -3kcal/mol compared to un-modified cap analogs. The total free energy of 

eIF4E’s interaction with M7GpppG structure is -10.8 kcal/mol, the remaining free energy 

contributions come from amino acid interactions with the three phosphates17. Studies demonstrate 

that this stability is reduced by increasing mono-valent ion concentration and is improved when 

the cap structure is covalently attached to an RNA oligonucleotide120. Free GTP, GDP, and GMP 

are poor cap analogues and have binding free energies of -5.808 kcal/mol, -4.950 kcal/mol, and -

3.09 kcal/mol respectively, which correspond to the following Kd’s 46.7 uM, 204 uM, 5000 uM17.  
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PEMV2 PTE binds wheat eIF4E with 58 nM affinity which is even higher than GTP’s 

affinity for eIF4E27. If PEMV2’s interaction with eIF4E were solely mediated by G21 insertion 

into the binding pocket, its affinity would likely most closely resemble that of GMP. Therefore, 

considering the biophysical properties of eIF4E cap-analog interactions, it is likely that PEMV2 

creates additional interactions analogous to the triphosphate element of the GTP binding event. 

These additional interactions could consist of hydrogen bonding or salt bridging between the 

solvent exposed base faces of the surrounding guanines or interactions between the sugar their 

phosphate sugar backbones of these G-domain residues. If these unanticipated interactions are 

present, they may have been unintentionally disturbed by the structural changes induced by the 

compensatory mutations to the scaffold structure.   

To determine if this is in fact the case, the residues of eIF4E that interact with the 

phosphates of the GTP dinucleotide can be mutated and PEMV2 PTE’s affinity for these mutant 

eIF4E constructs can be measured. If we observe a loss of PEMV2 PTE affinity for eIF4E, we can 

conclude that these residues are forming additional unanticipated interactions with the G-domain 

scaffold structure. From there, the hydrogen bonding groups of each solvent exposed base surface 

could be mutated through the use of artificial base analogues and assayed for their individual 

contributions to eIF4E binding affinity. Alternatively, NMR profiles of wild type and mutant 

eIF4E binding labeled PEMV2 constructs may reveal which atoms of the G-domain are forming 

hydrogen bonding interactions with the eIF4E binding interface through changes in peak shifts in 

wild type compared to mutant.  

The relative position of eIF4E bound to the PTE may also be informative to identify 

potential additional interaction sites. This could be determined using low resolution Small-angle 

X-ray scattering (SAXS) envelopes of the complex combined with this high-resolution model of 
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the RNA and existing crystal structures of eIF4E. Currently, no structures exist of eIF4E bound to 

an RNA through this unusual single nucleotide interaction, so much remains to be understood how 

this interaction can be established sufficiently stably to tolerate the circularization necessary to 

induce translation of the viral mRNA. This presents a very exciting opportunity to study how these 

viral RNAs evolved to bind eIF4E with such an unusual structural strategy that relies on mimicking 

the 5’ cap structure itself instead of binding the protein through other interactions along its surface.  

3.3.2 An overarching PTE fold is detectable in homologues PTE sequences.  

Looking at the secondary structure of the PTE homologs of other viruses we can identify a 

general strategy that PTEs may employ to create this C-turn motif to present the eIF4E binding 

G21. Here I have hypothesized a definition of this architectural strategy as a series of rules that 

PTEs may follow to organize the G-domain into the C turn and scaffold. Since the C- and G-

domains run in parallel, the 5’ end of the G-domain must stretch up across the length of H3 to 

begin pairing with the 5’ end of the C-domain, which stretches down to meet it. Therefore, the 

length of P1 should be fairly consistent or shorter to accommodate G-domains with fewer unpaired 

residues at the 5’ end. Additionally, the lengths of each of the junctions should be similar if the 

homologs are folding into the same tertiary arrangement. Many of the secondary structure models 

for the PTE homologs can be adjusted to match the changes we observe in the PEMV2 model27. 

However, some homolog’s secondary structure models required additional rearrangements to 

create junction and paired region lengths that match PEMV2’s atypical A type junction structure. 

A table comparing the lengths of P1, J1/2, J2/3 and J3/1 of the revised secondary structures of each 

of the biochemically characterized PTE homologs is shown below (Table 3.2). 
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Table 3.2: PTE homolog revised A-type junction motif comparison   

 
P1 J1/2 J2/3 J3/1 

PEMV2 8 0 4 1 

PMV 8 0 4 1 

CMMV 8 0 4 1 

TPAV 8 0 4 1 

CaRMV* 8* 0 4 1* 

PFBV* 8 1 4* 1* 

JINRV 7 0 6 1 

SCV 7 1 6 3 

*Indicates that the length of this region was altered from the predictions made in Wang et al. 201127 

The paired regions and junctions of PTEs belonging to PMV, CMMV, and TPAV easily 

accommodated the changes applied to the original PTE secondary structure with no additional 

adjustments needed to match the conditions of the PTE three-way junction (Table 3.2)27.  For 

CARMV PTE, the final base pair (C3748 and G3613) of H2 (P4) was eliminated and G3613 was 

instead made to pair with C3754. Other PTE’s required larger rearrangements to make the PEMV2 

fold. PFBV was altered by pairing U3718 with A3703 and breaking the C3722-G3742 base pair 

so that J2/3 now consists of the sequence UCCC and leaving G3781 as the single residue in J3/1. 
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At the base of P1, the G3695-U3790 pair was broken so that U3790 could pair with A3694. It is 

impossible to know if these revised secondary structures reflect the actual structures without 

further data, but these changes do not disagree with the chemical probing sensitivity observed for 

these residues. 

 

 However, three of the biochemically characterized PTE homologs were too different to 

create a secondary structure that matches PEMV2’s three-way junction components, which may 

suggest that these PTEs adopt a different fold from PEMV2. HCRSV contains an additional bulge 

in J1/4 not present in any PTE so it was excluded from this analysis. JINRV has a shorter P1 and 

a longer J2/3 which makes the sites of G- and C-domain interactions more ambiguous. SCV PTE 

is even more divergent from the PEMV2 structure with a 7 bp long P1, a 1 residue long J1/2, a 6-

residue long J2/3 and a 3-residue long J3/1. Each of these changes could substantially alter the 

alignment of the G- and C-domain pairing residues from the PEMV2 structure model, making this 

set of interactions difficult to infer from the PEMV2 structure. Therefore HCRSV, JINRV and 

SCV were excluded from the co-variation analysis that follows to avoid inappropriate speculation.  

To determine if the C-turn and scaffold structure could also be conserved in the homologs 

we looked for co-variation between the interacting positions along the revised secondary 

structures. We found that the PTEs which could adopt a PEMV2 style three-way junction also 

show covariation between interacting residues consistent with this PEMV2 model. This includes 
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the previously un-anticipated parallel base pairing between J4/1 and J2/3 as well as between J4/1 

and J3/1. 

 

 

Figure 3.7: PEMV2 long distance interaction network super imposed on the 

PTE homologs’ revised secondary structures.  
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To create the eIF4E binding site, the central G of the G-domain must be held in place by a 

sharp turn at either end of the inflection point. In PEMV2 there are two G-domain-C-domain pairs 

5’ of the EIF4E-binding G and two pairs 3’ of the EIF4E binding G. In each of the PTE homologs 

we see that the first two residues of the C-domain co-vary with the first two residues of the G-

domain. These pairs are therefore likely retained in each of the five PTE’s capable of forming the 

same three-way junction as PEMV2. In some cases, the position of the eIF4E binding G had to be 

adjusted, based on the ambiguity of the band’s identity in the SHAPE gels reported by Wang et al. 

201126. In these cases, moving the hypermodified G one position more 3’ than initial predictions 

to create two positions 5’ of the inflection point. PTEs with longer C-domain bulges like SCV may 

use different residues in the C-domain to make these pairs depending on where the C-domain is 

located in three-dimensional space.  

Working off of the PEMV2 structure as though it represents a general arrangement of 

PTEs, the first residue 3’ of the bulged G must make an interaction with the third residue of the C-

domain. This interaction does not have to be a WC interaction if the residue in the third position 

of the C-domain turns inward, as C51 does, to form a sugar edge interaction with the first residue 

3’ of the exposed G. In this position the base pairs are as follows for each homolog forms a GC 

pair (Figure 3.7). Therefore, the GC WC sugar edge interaction observed in PEMV2 may be 

present in all of these homologs.  

The second residue 3’ from the hyper modifiable G should form a WC pair with the J3/1 . 

These two residues should also co-vary if this interaction is retained. In these positions the base 

pairs are as follows for each homolog: PMV AU, CMMV AU, TPAV AU, CarMV AU, PFBV CG 

(Figure 3.7). The fact that each homolog has a standard WC pair at the second residue 3’ of the 
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hyper modifiable G and at J3/1 suggests that the U65 anchor we observe in the PEMV2 structure 

is a conserved feature of these PTEs.  

The final residues of the G-domain knot back and forth between P1 and the scaffold 

structure. U24 forms a sugar edge interaction with A26 which intercalates into the stack and pairs 

with the last residue in J2/3. Simultaneously G25 forms the first pair of P1 with the residue 

originally attributed to J1/4. The PMV, CMMV, TPAV, and JINRV J1/4 residues can each pair 

with their respective second to last residue of the G-domain, leaving the last residue of the G-

domain free to pair with the final residue of J2/3.  For PFBV, G3695 can be unpaired from U3750 

which can then pair with A3694 and G3695 able to pair with C3721 in J2/3 (Figure 3.7). In 

CarMV’s secondary structure map the bulged G3746 was made to pair with the proximal C3810 

which then leaves G3747 and C3748 into the G-domain. This also leaves G3811 free to serve as 

J1/4 which then pairs with C3754 in P1. Revising the secondary structures of the PTE homologs 

to match the restraints of the three-way junction and of the C-turn structure reveals a conserved 

pattern of long-distance pairing interactions. However, this re-organization of the predicted 

secondary structure of these PTEs is only a hypothesis to present the opportunity to probe for these 

interactions using mutations and biochemistry.  

3.4 Conclusions  

Presented here is the first high resolution crystal structure of any 3’ CITE. Here we have 

discovered what is believed to be a new structural motif which we have named a C-turn. While 

this structure supports the hypothesis that the PEMV2 PTE uses a flipped G in the G domain to 

bind eIF4E the precise mechanism of binding remains unclear; biochemical mutations suggest that 

more than the flipped G architecture is required for forming stable eIF4E interactions. Our 

structure supports the hypothesis for a general architecture through covariation present in PTE 
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homologs at crucial sequence positions. By forcing a single G to flip out from the core RNA 

structure this residue may act as a 5’ cap structure mimic and bind the EIF4E cap binding pocket. 

Many of the PTE homologs have the necessary sequences to create a similar three-way junction, 

scaffold structure and C-turn, so they may adopt a similar fold to present a flipped G for eIF4E 

binding. However, whether they actually do remains to be determined. Notably, this pattern of 

conservation would have been impossible to identify with phylogeny and chemical probing data 

alone. The three-dimensional orientation of the components of the three-way junction would only 

be detectable using a direct structural determination method like crystallography SAXS or Cryo-

EM. Using RNA crystallography to study structured RNAs is therefore a powerful tool to discover 

new RNA structural motifs and general viral strategies to hijack host cell machinery. Living in a 

world trapped by a rapidly evolving RNA based virus underscores the importance of 

experimentally determined three-dimensional RNA structures.  

3.5 Methods 

3.5.1 RNA Transcription and Purification.  

Single stranded DNA templates and primers for PCR and transcription were ordered from 

IDT encoding the transcription template for each RNA construct with a T7 promoter. Forward 

primers were ordered matching the T7 promoter region and reverse primers contained a single 

2’O-methyl modification at the 3’ end to avoid untemplated additions by T7 polymerase. 

Transcription template DNA was amplified into double stranded DNA using PCR. RNA was 

transcribed from the purified PCR product using an in vitro transcription reaction as follows 50 

pmol mL-1 DNA template was incubated for 3 h at 37 °C in buffer containing 40 mM Tris-HCl, 

pH 8.0, 2 mM spermidine, 10 mM NaCl, 25 mM MgCl2, 10 mM DTT, 40 U mL-1 RNase inhibitor, 

5 U mL-1 thermostable inorganic pyrophosphatase, 5 mM of each NTP, and 50 μg mL-1 T7 RNA 
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polymerase. Reactions were halted by addition of RNase free DNase1 at 5U mL-1 and incubation 

at 37 oC for 30 minutes. RNA was purified on a 10% denaturing polyacrylamide gel in 0.5x TBE 

running buffer. The RNA was visualized with UV shadowing, extracted and eluted into 10 mM 

Tris, pH 8.0, 2 mM EDTA, 300 mM NaCl buffer via overnight incubation at 4 oC. The eluted RNA 

was then concentrated and exchanged into double distilled H2O using a 10K Amicon filter and 

stored at -80 oC until further use.  

3.5.2 Fab Purification. 

The BL3-6 Fab expression vector (available upon request) was transformed into 55244 

chemically competent cells (www.atcc.org) and grown on LB plates supplemented with 

carbenicillin at 100 μg mL-1. Nine colonies from the plates were chosen and inoculated to a starter 

culture with 100 μg mL-1 carbenicillin, which was grown at 30 oC for 8 hours. Once the starter 

culture reached an OD 600 of 8, 15mLs of starter culture was used to inoculate 1L of 2×YT media 

and grown for 24 h at 30 °C. The cells were then pelleted via centrifugation at RT, and the cell 

pellet was resuspended in 1L of freshly prepared CRAP-Pi media supplemented with 100 ug mL-

1 carbenicillin. The cells were set to grow for 24 h at 30 °C, harvested via centrifugation at 4 oC 

and frozen at -20 oC. Frozen cell pellets were lysed in PBS buffer supplemented with 0.4 mg mL-

1 of Lysozyme and 0.01 mg mL-1 of DNase I. After 30 minutes PMSF was added to a final 

concentration of 0.5 mM. After 30 minutes, the cells were centrifuged, 45 min, 12000 rpm, at 4 

oC. Lysate was transferred to new sterile bottles and centrifuged again for 15 minutes, 12000 rpm, 

at 4 oC. Supernatant was filtered through 0.45 μm filters into a sterile bottle (Millipore Sigma, 

www.sigmaaldrich.com), and Fab proteins were purified using the AKTAxpress fast protein liquid 

chromatography (FPLC) purification system (Amersham, www.gelifesciences.com) as described 

previously.37 The lysate in PBS buffer (pH 7.4) was loaded into a protein A column, and the eluted 
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Fab in 1 M acetic acid was buffer exchanged back into the buffer PBS (pH 7.4) using 30kDa cutoff 

Amicon filter and loaded into a protein G column. The Fab was eluted from protein G column in 

0.1 M glycine (pH 2.7) and then buffer-exchanged into 50 mM NaOAc, 50 mM NaCl buffer (pH 

5.5) and loaded into a heparin column. Finally, the eluted Fab in 50 mM NaOAc, 2 M NaCl (pH 

5.5) was dialyzed back into 1× PBS (pH 7.4), concentrated, and analyzed by 12% SDS-PAGE 

using Coomassie Blue R-250 staining for visualization. Aliquots of Fab samples were tested for 

RNase activity using the RNaseAlert kit (Ambion, www.thermofisher.com). The aliquots of Fab 

samples were flash frozen in liquid nitrogen and stored at −80 °C until further use. 

3.5.3 Wheat eIF4E Expression 

The gene for wheat eIF4E (gene bank Z12616.2) was cloned into a pET21a vector to 

include an N-terminal histidine tag. The resulting plasmid sequence was verified and transformed 

into BL21 rosetta DE3 E.coli. Cells were grown in LB supplemented with 100 μg/mL Carbanicilin 

at 37 oC first in a 50 mL small scale culture overnight which was then used to induce a 1L culture. 

The 1L culture was grown at 37 oC, until log phase was achieved. Cells were induced for protein 

expression using 100 mM IPTG and grown for 3 hours before harvesting through centrifugation 

at 6000 rpm for 10 minutes at 4◦C in 1L batches.  

3.5.4 Wheat EIF4E Purification 

Cell pellets were lysed using lysis buffer (25mM HEPEs pH 7.6, 100mM KCl, 2mM 

MgCl2, 10% glycerol), 0.4 mg/mL Lysozyme, 0.1 mg/mL DNAase, 1 mM PMSF, 0.5% Triton-

100) and a single freeze thaw cycle followed by an incubation at room temperature for 1 hour with 

0.4 mg/mL lysozyme and 0.1 mg/mL DNase. Cell debris were removed from the lysis by a 45 min 

centrifugation at 12,000 rpm. Clarified lysate was filtered and applied to a Qiagen His trap column, 
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washed with 5CV running buffer (50mM HEPES pH 7.6 2mM MgCl2 10% Glycerol 10mM 

Imidazole 100mM KCl pH 7.5) and eluted with running buffer supplemented with 250 mM 

imidazole. Fractions containing high UV absorbance were pooled and buffer exchanged into 

running buffer and applied to the Ni+ column once more. The column was then washed with 

running buffer supplemented with additional 20 mM imidazole and 500 mM NaCl for 30 CV 

followed by a second wash with 30 mM imidazole and 1 M NaCl for 40CV. Finally, protein was 

eluted using running buffer supplemented with 250 mM Imidazole. Fractions with a high UV 

absorbance were collected and pooled, the purified protein was then buffer exchanged into storage 

buffer containing (50mM HEPES pH 7.6 2mM MgCl2, 10% Glycerol, 100mM KCl pH 7.5) and 

flash frozen with liquid nitrogen in low concentration aliquots for further use in EMSA assays.  

3.5.5 Electrophoretic Mobility Shift Assay (EMSA). 

Purified RNA constructs in double distilled H2O were heated to 90 oC for 1 minute, then 

cooled on ice for 2 minutes then held at room temperature for 3 minutes. Refolding buffer (10mM 

Tris pH 7.5, 10mM MgCl2, 100mM KCl) was added, and the RNA was then incubated at 50 oC 

for 10 minutes followed by a 5-minute incubation on ice to facilitate refolding.  

Refolded RNA was then mixed with either eIF4E storage buffer as a negative control or a 

1.5 M ratio of RNase-free eIF4E and incubated on ice for 15 minutes to establish equilibrium state 

binding. eIF4E RNA complexes were separated by gel electrophoresis in a 10% polyacrylamide 

gel made in 0.5x TBE buffer supplemented with 11 mM MgCl2. The gel was loaded while running 

to avoid complex dissociation and was run at 4 oC for 1hr. The gel was stained with ethidium 

bromide and visualized via UV light and photographed then stained in Coomassie and de-stained 

and photographed a second time.  
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3.5.6 Crystallization 

Purified RNA constructs in double distilled H2O were heated to 90 oC for 1 minute, then 

cooled on ice for 2 minutes then held at room temperature for 3 minutes. Refolding buffer (10mM 

Tris pH 7.5, 10mM MgCl2, 100mM KCl) was added, and the RNA was then incubated at 50 oC 

for 10 minutes followed by a 5-minute incubation on ice to facilitate refolding. 480 μg of refolded 

RNA was mixes with a 1.1 Molar equivalent of Fab BL3-6 in buffer (10mM Tris pH 7.5, 10mM 

MgCl2, 100mM KCl). The complex was then concentrated to 6 mg/mL final concentration of RNA 

(80 μL). 100 nL + 100 nL hanging drop crystal trials were set in various crystallization kits and 

allowed to grow for two to three weeks at room temperature. Crystals grew in (5 mM MgCl2, 50 

mM HEPES pH 7.0, 25% PEG 550) and were further optimized with an additive screen resulting 

in a final condition of (5 mM MgCl2, 50 mM HEPES pH 7.0, 25% PEG 550, 2% Benzamidine 

hydrochloride). Crystals were then looped and frozen in liquid nitrogen.  

3.5.7 Diffraction Data Collection 

 Diffraction data was collected at APS beam line 24-ID-E. Crystals of PEMV2 and fab were 

small so data was collected in two 180-degree halves with a pause between the two to take a snap 

diffraction to confirm that the crystal was still in the beam. The last 300 images from the diffraction 

set were removed due to radiation damage and the remaining images were merged together into a 

final data set which was then processed in the Phenix software suite.  

3.5.8 Crystallographic Data Processing 

 An initial molecular replacement solution was generated by searching for the Fab-model 

bound to the BL3-6 penta loop. The RNA of the model was then built into the resulting electron 

density map and the model was built and refined iteratively. To combat the accumulating model, 
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bias a composite omit map was generated with simulated annealing. Anisotropy in the data set was 

removed using the Xia2 dials server. The data was finally truncated to 2.75 Å out of an abundance 

of caution to avoid incorporating noise into the highest resolution shells.  
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C.R. and A.L. performed the final crystallization trials and data collection together. C.R. cloned, 

expressed and purified the wheat eIF4E recombinant protein with assistance from her mentees S. 
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4. Chapter 4 Thesis Conclusions 

4.1 PFSE Conclusions 

In 2020, the Programmed Frameshifting Element of SARS CoV-2 was a rigorously studied 

structured RNA element. Simultaneously, many groups attempted to resolve its structure and 

mechanism using a variety of methods, which makes putting the structure reported in this work 

into the context of the field at large an interesting exercise illustrating the strengths and limitations 

of each method.  

The high-resolution frameshifting element crystal structure reported here found the PFSE 

in a 5’ end threaded, three stem H-type pseudoknot with all three stems helically stacked on one 

another in a vertical conformation. S1 and S3 matched previous predictions but S2 was determined 

to contain only four base pairs with the final two residues forming interactions in S1 instead10. 

Another important observation gleaned from this structure is the fact that L3 begins after A13533 

and ends at A13537 and contains three flexible residues in this linear conformation. The helical 

stack contains two triple base interactions at each helical junction. At the S1 S2 junction G13486’s 

WC face pairs with A13537’s 2’OH and the next phosphate group while A13537’s WC face pairs 

with G13493’s sugar edge. The circle is closed by G13493’s WC face pairing with G13486’s 

Hoogsteen edge. This interaction is enabled by positioning of L1 close to the center of the helix 

by an unanticipated water mediated U-U pair between U13494 and U13485. At the S1 S3 junction, 

a triple base forms when A13533 forms a WC sugar edge interaction with G13475 while it forms 

a wobble pair with U13504 at the start of S1. In SARS CoV-1 A13533’s position is a C, which, 

interestingly, can form the same WC SE interaction with the G. In addition to potentially 

stabilizing the helical stacking of S3 and S1 this base triple may tie L3 down over the 5’ end, 

creating the treaded conformation observed in all experimentally determined structures of the 
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PFSE 1,18.  We can compare these findings to the computational predictions which proceeded it to 

illustrate into the limitations of computational RNA modeling.  

 Schlick et. al. applied the RNA as a Graph framework to model the PFSE as a pseudoknot 

to determine the likely impact of mutations on the structure14. In this work, they generated a model 

with S1 and S2 helically stacked and S3 bent at a roughly 90-degree angle, which contained no 

base triples or major/minor groove interactions14. In this RNA graph model, L3 contained only 

two unpaired residues while L1 contained three unpaired residues14. These features are some of 

the key differences between the literature secondary structure and the PFSE crystal structure 

reported here and may have favored the bent arrangement11.   

 Rangan et. al. applied the energy minimization folding strategy in the Rosetta FARFAR 2 

program to fold the PFSE12. They report ten clusters of lowest energy PFSE structures. All ten 

clusters were reported because there was not enough information to differentiate which would be 

most likely to represent the two conformations identified by force unfolding experiments12.  Some 

of the clusters have all three helices vertically stacked and some show S1 and S3 stacked with S2 

bent at various orientations away from the helical axis12. Further, some models contained 

interactions between L3 and S1 or S2 of these a portion had a 5’ end threaded arrangement, while 

others did not12. Each of the models differed in these finer details but all have similar free energies, 

which may reflect the dynamic nature of this structure. This highlights the limitations of energy 

minimization when modeling an RNA with multiple conformations. 

 Omar et. al. modeled the PFSE using multiple energy minimization programs in parallel 

SimRNA, Rosetta FARFAR2, RNA composer, RNAvista, MC-Sym, RNA2D3D and V fold9. 

They then performed molecular dynamics (MD) simulations on each of these blind structure 

predictions 9. In the molecular dynamics simulations, explicit solvent conditions were modeled in 
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Amber 18 9. The seven folding programs generated seven different PFSE structures with the 

FARFAR2 and V fold structures most closely resembling the cryo-EM and crystal structures1,9,18. 

The molecular dynamics simulations were successful in predicting the potential presence of triple 

base pairs at the helical junctions although precisely which residues participated in these triple 

base and minor grove interactions varied9. When the 5’ end threading is modeled in these MD 

simulations, the PFSE adopts a more linear conformation with many interactions forming between 

L3 and S29. 

 Many of these models share the same inaccuracies, most prominent of which is an 

elongated S2 which then shifts and truncates L3. These errors were shared across models likely 

because each used the literature secondary structure as the starting point, which contains these 

features10. Therefore, these small errors may have propagated through each of the tertiary models 

and contributed to their own inaccuracies compared to experimentally determined structures. For 

example, a shortened L3 has a substantial influence on the potential orientations of the helices. 

Without the experimentally determined structures, there would have been no way to determine that 

S2 was only four residues long instead of the predicted six.   

 When the 5’ end threading feature of the PFSE was first observed in both low resolution 

cryo-EM structures, this led to a hypothesis that this unusual threaded topology was part of the 

ribosomal pausing mechanism18. It was initially thought that perhaps threaded structure is more 

energetically challenging to unwind than an unthreaded one and therefore the two predicted 

conformations could be threaded and unthreaded18. To address this hypothesis, unfolding force 

extension curves were measured for the PFSE by another group. In these experiments, a six-residue 

long spacer extension of the 5’ tail of the PFSE was used to hybridize the DNA handles in atomic 

microscopy force extension curve experiments. It was found that extending the DNA handles to 
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pair further and further up the strand shortening the spacer to a single nucleotide altered the ratio 

of the two conformations, suppressing the conformation with a 30pN unfolding force and favoring 

the conformation with a 15pN unfolding force5. Given that triplex structures in H-type 

pseudoknots have been measured to contribute roughly 15pN of unfolding force to a structure, we 

can now postulate that the vertical conformation may represent the 30pN conformation, and the 

bent conformation may represent the 15pN conformation3. To determine if both the bent and linear 

conformations of the PFSE are present in solution we measured the SAXS profiles of the PFSE 

BL3-6 construct. Unlike the wild type construct, whose SAXS profiles clearly represented a dimer 

of PFSEs, the PFSE BL3-6 construct is incapable of dimerizing. The SAXS profile of the PFSE 

BL3-6 construct suggests the presence of both linear and bent character, further supporting the 

idea that our linear structure could represent the second PFSE conformation not yet observed 

experimentally.   

 The crystal structure reported here helped to fill the gaps between the cryo-EM structures, 

which observed only a bent threaded conformation, and the biophysical characterization, which 

identified a second yet unknown conformation of the PFSE 1,18,5. This structure has provided an 

alternative explanation to the identity of the second PFSE conformation observed in force 

unfolding extension curves4,5. As the first high resolution coronavirus frameshifting element 

structure, this structure provides an important avenue to begin more direct experiments, which will 

guide investigations of the precise mechanism of -1 frameshifting in coronaviruses. When the 

residues in the S1 S2 triplex have been mutated, and each has been shown to compromise 

frameshifting and viral replication. However, the residues in the S1 and S3 triplex were not 

expected to interact and as a result have not yet been explored through mutational analysis1, 8, 11.  

It has also provided a model onto which molecular dynamics simulations may be applied to 
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determine the site of MTDB binding6. Identifying the site of MTDB binding will allow studies in 

which this ligand can be modified and refined into a pharmaceutical capable of inhibiting SARS 

CoV replication in the cell6.  

 Because of the work described here, the PFSE structure and function relationship can now 

be probed using a combination of biochemical and structural techniques. Currently our lab is 

collaborating with other groups that specialize in SAXS and atomic force microscopy to measure 

the contributions the base triples make to the formation of the bent versus linear conformations in 

solution. Relating this to the effect mutations to the base triples have on frameshifting frequency 

will help to characterize their roles. It is likely that these base triples stabilize the vertical 

conformation and/or regulate conformational switching.  Probing the roles of these interactions 

directly through mutagenesis, frameshifting assays, force unfolding experiments and SAXS in 

combination may reveal how the conformational dynamics of this structure contribute to the 

regulation of -1 ribosomal frameshifting in SARS CoV-2.  Additionally, other lab members are in 

the process of crystalizing the SARS CoV-1 programmed frameshifting element to determine the 

effect that the A to C substitution has on the overall structure. Crystals of this element diffract 

more poorly than the SARS CoV-2 PFSE, so it may be that the vertical conformation which 

crystalized for SASR CoV-2 is less stable in this SARS CoV-1 mutant. Further, SAXS profiles of 

the SARS CoV-1 element are being generated to be compared against with those already collected 

for SARS CoV-2.  

4.2 PEMV2 PTE Conclusions 

The PEMV2 PTE is a cap-independent translational enhancer, an RNA element found in 

the 3’ UTR of the Pea Enation Mosaic Virus 2. PEMV2 PTE serves as a structural representative 

of the PTE class of CITEs. Computational modeling predicted the PEMV2 PTE to adopt a T-
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shaped structure with a central pseudoknot17. The crystal structure I report here of the PEMV2 

PTE element agrees with these predictions broadly, and added finer details to the complexity of 

this fold as a result of the high resolution of this structure. For example, this structure is the first 

containing a parallel strand pairing pseudoknot-like structure. Additionally, this structure contains 

an atypical A-type three-way junction which forms a scaffold structure at its core that stabilizes 

the C-turn created by the C and G domain pairing.  

Specifically, we find that the A type three-way junction formed by P1 stacked beneath P2 

and P3 oriented perpendicularly to this axis. The junction positions residues C49, C50 C51 and 

U52 in the J2/3 C- domain bulge to pair with G19, G20, G22 and A26 respectively with U23 

forming a triple base pair with A26 and U52. Meanwhile U65 in J3/1 pairs with A23 forming a 

lattice of hydrogen bonds in a tetra-base interaction with G22 and C51. these interactions create a 

scaffold structure that stacks upon a dinucleotide platform created at the base of P3 by residues 

G53 and C64. The parallel stranded pairing between the C and G domain stabilizes the ribose 

zipper of the G domain and the sharp turn at G21, which flips this residue out into solution for 

eIF4E recruitment. Not all PTE homologues can form this base pairing pattern, but among the 

PTEs whose sequences can form the same A-type three-way junction we find that the base pairing 

pattern does co-vary, suggesting that this structure could be a general architecture among some 

PTEs.  

Molecular dynamics simulations using the predicted tertiary structure of the PTE and 

biochemical restraints modeled the hypermodified G of the G domain as flipped out into solution 

and docked in the cap binding pocket of wheat eIF4E17. Our structure indeed identifies this very 

conformation of the PTE, supporting the previously proposed mechanistic hypothesis. However, 

our own biochemical assays suggest that the binding mode of the PTE with eIF4E may be more 
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complicated than docking and π stacking interactions alone. Each mutation intended to disrupt this 

scaffold structure entirely eliminated eIF4E binding, though not all of them disrupted the PTE fold. 

The majority of corresponding compensatory mutations which were expected to restore the fold 

failed to recover eIF4E binding activity, which suggests that eIF4E binding is more complex than 

simply docking the flipped-out G into the cap binding pocket within eIF4E.  

To determine the mechanism of PEMV2 PTE eIF4E binding, we now turn our attention to 

wheat eIF4E. Mutating the polar residues in and around the binding pocket and measuring their 

effect on PTE affinity may identify the locations of the additional interactions that stabilize the 

PTE eIF4E interface. Combined with molecular dynamics simulation on the PTE structure binding 

eIF4E, this data will provide much needed restraint parameters to most accurately simulate the 

interaction in solution. The resulting model of the PTE eIF4E complex may identify which atoms 

along the G and C domains form the additional stabilizing interactions. Simultaneously, we plan 

to characterize the PTE homologs’ structures by mutating the residues we identified as likely to 

form analogous scaffold structures and measure their effect on the compactness of their folds and 

their capacity to bind eIF4E.  These experiments will help to determine if the revised PTE homolog 

architectures are, in fact, accurate.  

4.3 A larger scope and the significance 

 At the start of this thesis, I discussed the advances and limitations of computational 

modeling of RNA structures. The two projects presented in this dissertation both highlight the 

strengths and limitations of these methods and the important role RNA crystal structures play in 

the field. Sometimes, we focus specifically on the RNA target at hand and forget to consider 

unrelated but similarly structured RNAs to guide our investigations. In the case of the PFSE, 

triplexes have been shown to stabilize an H-type pseudoknot and increase frameshifting efficiency, 
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as observed by Chen et al, or use bending at helical junctions to adopt the two conformations 

needed for frameshifting, as observed in the Mouse Sarcoma Virus frame shifting element3,19. 

However, making these apparently unrelated connections can be challenging due to a lack of RNA 

structure databases and diverse structure classification schemes14. Similarly, computational 

folding algorithms also rely on existing structures to interpret the possible RNA elements, motifs, 

and non-canonical pairing interactions, which they build into the new models they generate14. 

Other PTE or CITE structures may employ a similar flipped G turn structure to create an eIF4E 

binding site. However, if this is achieved through the unusual tertiary arrangement of the PEMV2 

PTE, it is unlikely blind folding simulations would be able to make such unconventional 

predictions. The PTE structure provides information about a new motif that can now be used as a 

template for other three-way junctions in future computational modeling studies. However, neither 

of these structures would have been able to be crystalized without the extensive structural 

predictions applied to each of them. The feedback loop between RNA crystallography and 

computational structure modeling allows both fields to advance in parallel, supported by one 

another.  

Viral RNA crystal structures will continue to reveal new folds, motifs, and structural 

strategies to manipulate host cell biology. It is imperative that our representative RNA structures 

broaden and deepen to improve the detection and modeling mechanisms that enable rapid response 

to emerging pathogenic threats. To draw an analogy to the world beyond biology, hackers are 

constantly breaking through the latest computer security measures forcing technologies like 

encryption and two-factor authentication to proliferate and advance. Even then, eventually, those 

measures will become obsolete as well. Viral RNA elements evolve more rapidly than their protein 

counterparts because their randomly accumulated point mutations are able to directly alter the 
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structure and function of the molecule. As we watch the coronavirus mutate through billions of 

human and animal hosts, it is altering not only its spike protein but other components of its genome. 

As Covid variants are sequenced from infected patients, the frameshifting element region itself has 

been found to contain mutations across its structure. Although these mutations are infrequent and 

generally detrimental to viral replication, eventually a productive set of mutations could emerge 

that may alter the PFSE structure8,13. Similarly, the observation of a resistance breaking CITE 

being horizontally exchanged between viruses underscores the potential for this viral RNA element 

to rapidly enhance previously impotent agricultural pathogens7. For example, the Maize Cholortic 

Virus , which infects corn, one of the two most dominant crops in the United States, was discovered 

to contain a PTE element in its 3’ UTR in 20192. Only a subset of existing PTEs are known, so the 

emergence of a resistance breaking PTE, like the CXTE, is a distinct possibility as more plant viral 

RNA genomes are analyzed for these elements16. To minimize the response time research requires 

to these viral threats, RNA structural biology must employ more interdisciplinary approaches to 

studying and characterizing RNA structure and function. RNA crystallography is a critical source 

of information in this mission and developing technologies, such as chaperone assisted 

crystallography, is a valuable and effective approach to driving advances in our understanding.   
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Appendix A 

A.1 The Orphan yjdF Riboswitch crystallization and Surface Entropy Reduction of the Fab 

Framework Background  

Riboswitches are a class of RNA elements ranging from roughly 50-300 nt in length which 

regulate translation of bacterial mRNAs through ligand binding events4. Phylogenic and homology 

analysis of bacterial genomes have recently identified numerous riboswitch sequences across 

bacteria6. Even when thousands of representatives exist of a given riboswitch across species the 

structure function and role of these riboswitches can remain unknown. Orphan riboswitches 

regulate open reading frames whose protein’s identity and function is yet unknown. One approach 

to identifying these unknown genes is through ligand associations, generally a riboswitch will bind 

a ligand associated with the function of the protein so that translation of said protein can change 

in response to its ligand.  

The yjdF riboswitch is one such orphan riboswitch3. It was first identified in Firmicutes 

and since 1060 representatives have been identified in Fimicutes, Actinobacteria, Fusobactiera, 

Spirochates, and Synergistetes. Homology analysis has generated a secondary structure and 

consensus sequence which was validated by inline probing. This class of riboswitches forms a 

cloverleaf like structure with four stems emanating from a highly conserved set of single stranded 

regions. These single stranded regions have a 90% conservation and in the presence of cognate 

ligand become more protected to inline probing suggesting that this structural architecture is highly 

conserved.  In roughly 40% of the representative sequences an optional paired region follows P1 

and precedes P2 this paired region being denoted P1.5. Nucleotides in P4 are less conserved than 
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other paired regions but contains an 11 nucleotide long stretch that shares complementarity with 

the downstream ribosome binding site suggesting that yjdF operates though ligand-dependent 

modulation of the ribosome-binding site access3.  

In line probing was performed on the 108-nucleotide long B. Subtills riboswitch in the 

presence of a screen of FMN riboflavin like ligands. These screens revealed that yjdF was capable 

of binding a diverse set of compounds with proflavine showing the greatest affinity for yjdF. As 

the ligand screen broadened a reporter assay was used to determine what compounds could cause 

yjdF to induce gene expression within a lacZ plasmid in E. coli. Only five compounds were capable 

of inducing gene expression: chelerythrine, harmine, dequalinium, acrifavine, and aminoacridine 

this nitrogen containing aromatic compounds are known as azzaaromatic compounds. 

Chelerythrine bound with 2.5 nM affinity while proflavine binds with 6.1nM affinity however 

many azzaaromatic compounds were found to bind yjdF with similarly high affinities making the 

natural ligand of this riboswitch impossible to determine. While these compounds are capable of 

intercalating in DNA and RNA the mode of ligand-yjdF binding occurs with equimolar 

stoichiometry implying a single specific binding site in yjdF. To determine the mechanism of 

ligand binding I applied our chaperone assisted RNA crystallography approach to crystalize a 

representative yjdF riboswitch.  

A.2 Results 

A.2.1 Construct design and initial crystallization  

Mutational analysis has shown that the shape and structure of each of the paired regions and their 

hairpin loops is required for ligand binding, with the exception of P1.5 and P4. Crystallization 

constructs were designed for yjdF species for which inline probing had been performed previously. 
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The yjdF from R. Gauvreauii and L. Plantarum loop 1.5 and loop 3 were mutated to contain the 

BL3-6 epitope. Only the R. Gauvreauii loop 1.5 construct was capable of binding Fab. Crystals 

were readily grown of this construct with wild type BL3-6 but diffraction never improved below 

8Å. To address this poor diffraction, I applied a surface entropy reduction strategy to the Fab 

framework.  

A.2.2 The Serine Mutant 

The initial work on surface entropy reduction of our Fab framework was carried out by a 

collaborator (Dr. Jingdong Ye) in the context of Fab2, which binds to the P4-P6 independently 

folding RNA domain. Ye and coworkers mutated six residues located in three distinct patches to 

alanine only and serine only5. Compared to the wild-type Fab2, this new version of the antibody 

fragment improved the resolution of the diffraction obtained from crystals of the complex, but the 

crystals did not diffract beyond four angstrom resolution, precluding structure determination.  

Extending this work, I applied this initial approach to Fab BL3-6, by mutating the same sites in 

BL3-6 all to alanine in an A mutant version of BL3-6 and in a second construct these sites were 

all mutated to serine in an S mutant version of BL3-6. The S mutant crystalized with yjdF bound 

Figure A.1. Partial yjdF structure and corresponding density revealed by density 

modification   
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to chelerythrine in two conditions in a Hampton screen: 100 mM HEPEs pH 7.5, 25% PEG 3350 

and 200 mM Ammonium Acetate and 50mM Bis-Tris pH 6.5, 25% PEG 3350 and 200mM 

Ammonium acetate. Crystals from the former condition gave 3.1Å diffraction with a high degree 

of completeness. Molecular replacement with the Fab-BL3-6 model yielded a solution in the P1 

space group but RNA density was very incomplete. Density modification was performed in an 

attempt to amplify the signal of structured RNA to solvent noise but even after these improvements 

to the map only 30% of the RNA mass had usable density. To improve the phasing power these 

crystals were re-grown and soaked in various heavy metals to collect anomalous signal and 

improve the accuracy of the phases experimentally. 

 

A.2.3 Heavy metal soaking of yjdF S-mutant crystals 

Crystals of yjdF and S-mutant BL3-6 and wild type BL3- were grown in larger 2uL drops screening 

around the initial hit conditions. These crystals were soaked for 24 hours in cryoprotectant which 

matched the well solution but was supplemented with 5% glycerol and 10mM heavy metal 

complex from a Hampton screen. The crystals were then looped and shot using a tunable beamline 

at APS  24-ID-E. Only crystals soaked in Osmium generated a diffraction signal strong enough to 

calculate experimental phases when combined with molecular replacement. However, the 

occupancy of the osmium ions was only 10% so the phasing power they provided was minimal 

and the resulting electron density map was no more complete than the density modified map even 

after density modification.   

A.2.4 The Surface Entropy Reduction Project 

The goal of surface entropy reduction to improve a target’s likelihood of crystalizing is to mutate 

larger flexible residues which would normally be entropically costly to restrain in a crystal contact 
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into patches of short residues like alanine or serine1. These patches can serve as sticky surfaces 

that are particularly amenable to forming crystal contacts with minimal entropic energy expense. 

To enable a more systematic surface entropy reduction engineering strategy, I analyzed the 

existing crystal structures of BL3-6 bound to different RNAs to identify surface residues that I 

could potentially mutate. I used the SERp server to identify sites along both chains that would 

likely be productive for surface entropy reduction mutations2. Comparing the B-factors for each 

of the Fab-RNA structures the Piccirilli lab has solved, I identified regions of structural flexibility 

and inconsistency. When visually scanning the surface for protruding residues I also made note of 

weather any of these residues formed crystal contacts in these structures. Combining these pieces 

of information, I selected patches that were the best candidates for surface entropy reduction. First, 

the highly unstructured C terminal tail of the heavy chain BL3-6 was truncated by four residues as 

in the serine mutant, and all other mutations were installed in this background. Among the selected 

patches were single sites where a lone glutamine or lysine protruded from what otherwise would 

be a flat surface; other patches included series of lysine residues along one edge of the Fab that do 

not engage in crystal contacts. Ultimately, I selected twelve patches to mutate. Previously we found 

that making many mutations to the Fab framework at once is detrimental to Fab expression; 

therefore, each patch was mutated and tested independently of other patches. After successfully 

cloning each of the mutants, Fab expression was verified in a small-scale test. Unexpectedly, all 

twelve mutants were able to express in bacterial cell culture. After large-scale expression and 

purification, I set up crystallization trials using these new surface-entropy-reduced antibody 

fragments and the riboswitch yjdF RNA. Each of the mutant Fabs in complex with yjdF yielded 

visible crystals at rates similar to wildtype.  
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I set up broad crystallization trials of the SER mutants in complex with yjdF in the presence 

of ligand to assesses crystallizability and quality of diffraction. Many of the SER mutants formed 

crystals in new conditions. Upon optimizing these conditions using an additive screen I found that 

SER mutants 200, 170, and 150 yielded crystals that diffracted at or below 4Å. Interestingly, the 

SER Fabs that gave the best diffraction were not the Fabs that crystallized most readily in the broad 

screens. To further investigate the SER mutants’ potential to improve diffraction I set up additive 

screens around the original S-mutant crystallization conditions (100mM HEPES pH 7.5, 25% PEG 

3350, 200mM Ammonium Acetate). I found that SER Fabs 40 and 146 grew multiple large 

crystals, many of which diffracted to at least 5Å; a few diffracted to 3Å and a 146-crystal diffracted 

to 2.75Å with strong signal and completeness. Additionally, SER mutants 191 and 170 diffracted 

to about  4-5Å . These results suggest that SER mutants 200, 170, 150, 40, 146, 141, 191 are worth 

further investigation with additional RNA targets. In the PEMV2 chapter the structure I report was 

solved using SER mutant 170 for instance. 

In solving the diffraction data set of yjdF bound to 146 I found a molecular replacement 

solution using the structure of BL3-6 and the RNA hairpin fragment bound to the Fab’s CDRs. 

Iterative rounds of building the RNA off of the fragment followed by refinement yielded 

increasingly poor Rwork/Rfree ratios, suggesting model bias. To correct for this, I preformed 

statistical density modification to amplify the signal of the RNA phases. The additional density 

revealed a clear set of beta sheets. Upon repeating molecular replacement but searching for two 

Fabs in the asymmetric unit there appeared to be no RNA present in this crystal beyond the small 

RNA fragment containing the BL3-6 hairpin loop. The RNA degraded under the crystallization 

conditions except for the AAACA loop, which appeared to be protected by Fab binding. To 

confirm that the RNA was absent from the crystal I ran the mother liquor of crystallization trays 
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containing yjdF- chelerythrine bound to 146, wt BL3-6 and a few other BL3-6 variants in a 

denaturing PAGE. I found that drops of yjdF 146 mother liquor only contained a small RNA 

fragment and no full length yjdF RNA. I also found that drops of yjdF mother liquor bound to 

other BL3-6 derivatives contained both full length yjdF and partially degraded yjdF RNA. This 

suggests that yjdF has degradation sensitive regions and that Fab 146 may have had RNAase 

contamination.  

A.2.5 Iridium hexamine soaking 

New crystals of yjdF and Fab BL3-6 were grown in the original 100 mM HEPEs pH 7.5, 25% 

PEG 3350 and 200 mM Ammonium Acetate condition in 2uL hanging drops. A subset of these 

crystals were soaked with iridium hexamine following the method established in the Programmed 

Ribosomal Frameshifting element structure chapter. X-ray diffraction data was collected using the 

tunable beam line and strong anomalous signal was detected. SAD-MR phasing was performed on 

a 3.14Å dataset and successfully and found the Fab and 13 atoms of iridium with strong occupancy. 

Resolve density modification was once again applied to this data set and despite the additional 

phasing power from the iridium no new RNA density emerged. Similarly building RNA into the 

density and refining yielded no additional improvements to the electron density map. Interestingly 

the initial MR-SAD generated electron density map closely resembled the final statistical density 

modified map from the first yjdF S-mutant BL3-6 data set suggesting that these regions of the 

RNA are the only portion which are ordered and capable of producing a diffraction pattern. The 

missing density from both the Iridium-soaked crystals and the native data set is more likely the 

result of poorly ordered RNA than a lack of phasing accuracy. If the RNA were well ordered the 

experimentally determined phases contributing to the electron density map should have revealed 
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even partial new density but not only were the maps not improved, they were nearly identical to 

the first density modified maps generated with the S-mutant.  

A.3 Conclusions 

The yjdF riboswitch is too flexible to generate internally ordered crystals. This RNA element may 

be better suited to studies using Cryo-EM where it can remain in solution.  

A.4 Methods 

A.4.1 RNA Transcription and Purification.  

Single stranded DNA templates and primers for PCR and transcription were ordered from 

IDT encoding the transcription template for each RNA construct with a T7 promoter. Forward 

primers were ordered matching the T7 promoter region and reverse primers contained a single 

2’O-methyl modification at the 3’ end to avoid untemplated additions by T7 polymerase. 

Transcription template DNA was amplified into double stranded DNA using PCR. RNA was 

transcribed from the purified PCR product using an in vitro transcription reaction as follows 50 

pmol mL-1 DNA template was incubated for 3 h at 37 °C in buffer containing 40 mM Tris-HCl, 

pH 8.0, 2 mM spermidine, 10 mM NaCl, 25 mM MgCl2, 10 mM DTT, 40 U mL-1 RNase inhibitor, 

5 U mL-1 thermostable inorganic pyrophosphatase, 5 mM of each NTP, and 50 μg mL-1 T7 RNA 

polymerase. Reactions were halted by addition of RNase free DNase1 at 5U mL-1 and incubation 

at 37 oC for 30 minutes. RNA was purified on a 10% denaturing polyacrylamide gel in 0.5x TBE 

running buffer. The RNA was visualized with UV shadowing, extracted and eluted into 10 mM 

Tris, pH 8.0, 2 mM EDTA, 300 mM NaCl buffer via overnight incubation at 4 oC. The eluted RNA 

was then concentrated and exchanged into double distilled H2O using a 10K Amicon filter and 

stored at -80 oC until further use.  
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A.4.2 Fab Purification. 

The BL3-6 Fab expression vector (available upon request) was transformed into 55244 

chemically competent cells (www.atcc.org) and grown on LB plates supplemented with 

carbenicillin at 100 μg mL-1. Nine colonies from the plates were chosen and inoculated to a starter 

culture with 100 μg mL-1 carbenicillin, which was grown at 30 oC for 8 hours. Once the starter 

culture reached an OD 600 of 8, 15mLs of starter culture was used to inoculate 1L of 2×YT media 

and grown for 24 h at 30 °C. The cells were then pelleted via centrifugation at RT, and the cell 

pellet was resuspended in 1L of freshly prepared CRAP-Pi media supplemented with 100 ug mL-

1 carbenicillin. The cells were set to grow for 24 h at 30 °C, harvested via centrifugation at 4 oC 

and frozen at -20 oC. Frozen cell pellets were lysed in PBS buffer supplemented with 0.4 mg mL-

1 of Lysozyme and 0.01 mg mL-1 of DNase I. After 30 minutes PMSF was added to a final 

concentration of 0.5 mM. After 30 minutes, the cells were centrifuged, 45 min, 12000 rpm, at 4 

oC. Lysate was transferred to new sterile bottles and centrifuged again for 15 minutes, 12000 rpm, 

at 4 oC. Supernatant was filtered through 0.45 μm filters into a sterile bottle (Millipore Sigma, 

www.sigmaaldrich.com), and Fab proteins were purified using the AKTAxpress fast protein liquid 

chromatography (FPLC) purification system (Amersham, www.gelifesciences.com) as described 

previously.37 The lysate in PBS buffer (pH 7.4) was loaded into a protein A column, and the eluted 

Fab in 1 M acetic acid was buffer exchanged back into the buffer PBS (pH 7.4) using 30kDa cutoff 

Amicon filter and loaded into a protein G column. The Fab was eluted from protein G column in 

0.1 M glycine (pH 2.7) and then buffer-exchanged into 50 mM NaOAc, 50 mM NaCl buffer (pH 

5.5) and loaded into a heparin column. Finally, the eluted Fab in 50 mM NaOAc, 2 M NaCl (pH 

5.5) was dialyzed back into 1× PBS (pH 7.4), concentrated, and analyzed by 12% SDS-PAGE 

using Coomassie Blue R-250 staining for visualization. Aliquots of Fab samples were tested for 
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RNase activity using the RNaseAlert kit (Ambion, www.thermofisher.com). The aliquots of Fab 

samples were flash frozen in liquid nitrogen and stored at −80 °C until further use. 

A.4.3 Crystallization complex formation 

Complexes of yjdF and the S-Mutant of BL3-6 were generated by refolding 480ug of the 

RNA in buffer containing 50 mM Tris-HCl pH 7.5, 100 mM KCl, 10 mM MgCl2 by heating the 

RNA in water to 90 C for 1 min then adding buffer and refolding the RNA at 50C for 10 mins 

followed by an incubation at 25C for 5 minutes, after which point 2 molar equivalents of 

chelerythrine were added to form ligand bound complex. Then 1.1 molar equivalents of Fab BL3-

6 wild type or their Surface Entropy reduced mutants were added and the complex was incubated 

on ice for 30 minutes before concentrating to 6mg/mL RNA concentration and setting hanging 

drop crystallization trials in pre made screens.  
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Appendix B  

Supplementary Information 

 

Supplementary Fig. B.1 Comparison of position 13533 as an A and as a C. (A) Close up view 

of the SARS-CoV-2 PFSE showing position A13533, modeled as magenta-colored sticks, 

forming hydrogen bonds with G13475, which is paired with U13504 (both green). (B) The image 

displayed in A but with position 13533 mutated to C to show the potential to form the same 

hydrogen bonding interactions as (A).  
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Supplementary Fig. B.2 Observed 5’ end interactions of the PFSE. (A) 5’ end threading of the 

PFSE illustrated by an arrow. (B) Hydrogen bonding interactions of G13474 with G13505-

U13532 wobble pair. (C) Location of panel (B) in relation to the secondary structure map.  
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Supplementary Fig. B.3 Chromatograms of PFSE RNA sequencing. (A) Sequence of the PFSE 

BL3-6 RNA with unknown nucleotide in position 65 flanked by poly(A) tail. (B) PFSE BL3-6 

RNA sequenced after transcription. (C) PFSE BL3-6 RNA sequenced from the crystallization 

drop mother liquor. (D) PFSE BL3-6 RNA sequenced from the crystal. 
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Supplementary Fig. B.4 Construct validation. (A) V-fold2 predictions of the wild type PFSE 

sequence and the PFSE BL3-6 sequence demonstrating that mutating Loop 2 to AAACA would 

not be expected to create new long distance base pairing interactions that could interfere with the 

native structure. (B) EMSA in 10% native gel demonstrating RNA shift in the presence of Fab 

BL3-6. 
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Table B.1 Sequences of RNA Constructs and DNA Oligonucleotides 

 

 

 

 

 

Construct Name Sequence 

WT PFSE RNA 5’ GGC GGU GUA AGU GCA GCC CGU CUU ACA 

CCG UGC GGC ACA GGC ACU AGU ACU GAU GUC 

GUA UAC AGG GC 3’ 

BL3-6 PFSE 5’ GGC GGU GUA AGU GCA GCC CGU CUU ACA 

CCG UGC GGC ACA G   AAACA CU GAU GUC GUA 

UAC AGG GC 3’ 

WT PFSE transcription 

template DNA oligo 

5’ GCG TAA TAC GAC TCA CTA TA GGC GGT GTA 

AGT GCA GCC CGT CTT ACA CCG TGC GGC ACA 

GGC ACT AGT ACT GAT GTC GTA TAC AGG GC 3’ 

WT PFSE transcription 

template DNA forward primer 

5’ GCGTAATACGACTCACTATAGG 3’ 

WT PFSE transcription 

template DNA reverse primer 

5’ (2’O-Me)-GCCCTGTATACGACATCAG 3’ 

BL3-6 PFSE transcription 

template DNA oligo 

5’ GCG TAA TAC GAC TCA CTA TA GGC GGT GTA 

AGT GCA GCC CGT CTT ACA CCG TGC GGC ACA G   

AAACA CT GAT GTC GTA TAC AGG GC 3’ 

BL3-6 PFSE transcription 

template DNA forward primer 

5’ GCGTAATACGACTCACTATAGG 3’ 

BL3-6 PFSE transcription 

template DNA reverse primer 

5’ (2’O-Me)-GCCCTGTATACGACATCAG 3’ 

Reverse transcription reverse 

primer (M13 for + 18 T’s) 

5’ GTAAAACGACGGCCAGTTTTTTTTTTTTTTTTTTT 

3’ 

Reverse transcription forward 

primer (M13) 

5’ GTAAAACGACGGCCAGT 3’ 

Reverse primer (PFSE 

specific) 

5’ GGCGGTGTAAGTGCAG 3’ 
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