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Abstract 

Proton transport (PT) is ubiquitous in aqueous and biomolecular systems. One possible and 

popular simulation method to model PT reactions is ab initio molecular dynamics (AIMD) which 

computes the electronic structure explicitly on the fly. The generalized gradient approximated 

(GGA) density functional theory (DFT) represents a widely used and computationally tractable 

electronic structure method in AIMD, but compromises the accuracy of modeling charge 

delocalization and hydrogen bond strength. A correction built upon the experimental directed 

simulation (EDS) technique to hydrogen bonds of water and hydrated proton was developed and 

used to interpret the long-lived proton anisotropy observed in two-dimension infra-red (2D-IR) 

experiments. Due to the light mass of protons, the nuclear quantum effects (NQEs) are commonly 

thought to be important for describing proton and water solvation structures and dynamics. The 

use of a machine learning (ML) potential in conjunction with the ring polymer contraction (RPC) 

scheme was presented, as a method for achieving accurate and efficient quantum simulation at the 

same computing cost as classical simulations. The method was used to demonstrate that a typical 

approach of increasing simulation temperature in classical AIMD is ineffective in simulating the 

missing NQEs. 

As an alternative approach, the multiscale reactive molecular dynamics (MS-RMD) method 

benefiting greatly from its computational efficiency serves as a powerful simulation tool for proton 

solvation and transport. Constrained DFT (CDFT), a diabatic electronic structure method, was 

used to establish a systematic procedure for parameterizing MS-RMD models. The pKa’s of 

residues in both water and protein environments are reliably predicted by the amino acid models 

that were parametrized to match the CDFT charge transfer behavior. 
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Proton transport reactions usually involve high free energy barriers, and for sufficient sampling 

of such rare events, importance sampling techniques are often required to accelerate key collective 

motions relevant to PT processes. Commonly used enhanced sampling methods achieve the 

acceleration by applying bias potentials on one or more degrees of freedom (DOFs) of the system 

which are referred to as collective variables (CVs). In the context of PT processes, the most 

relevant CVs are indeed the position of the excess proton, as well as the associated hydration 

required for a proton to travel through hydrophobic confined systems. A definition of center of 

excess charge (CEC), the effective position of the excess proton, was proposed based on charge 

transfer calculations from CDFT and the encoded proton collective motions were revealed by its 

IR spectrum. In addition, a differentiable CV was derived to represent the water connectivity in 

confined space allowing for direct quantification of the connecting between PT and water 

networks.  

PT and how it is connected to related collective motions in various complicated systems were 

explored thanks to advancements in simulation models and sampling techniques. The case studies 

include the proton intake mechanism via Sacro/endoplasmic reticulum Ca2+-ATPase (SERCA), 

the proton-hydration coupling in a Cl-/H+ antiporter, ClC-ec1, and the proton-ligand-conformation 

coupling in a member of the proton-coupled oligo-peptide transporters (POTs), PepTSh. 
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1 Introduction 

1.1 Proton solvation and transport 

Protons solvate as hydronium ions (H3O+) by bonding to a water molecule in a simplified diagram 

commonly found in general chemistry textbooks, although they are better described by dominant 

species such as Eigen (H9O4+)1 and Zundel (H5O2+)2. The Eigen cation has a core hydronium that 

is surrounded by three tightly hydrogen-bonded water partners, whereas the Zundel cation has a 

proton shared by two waters. Although their chemical compositions appear to be separate, Eigen 

and Zundel are not structurally distinct in solution. The reason for this is that a Zundel can be 

thought of as a motif of an Eigen (the hydronium plus the strongest hydrogen-bonded water), and 

an Eigen can be thought of as the complex created by a Zundel with the other two hydrogen-

bonded solvation water molecules. Experimental3 and computational studies4 have revealed that a 

geometrically perfect Zundel (with the proton perfectly between the two waters) is rarely found in 

solutions, with the shared proton favoring one of the waters being more common. When only two 

water molecules are considered, the proton preference suggests a distorted Zundel. Eigen has a 

similar asymmetry, in which the three solvation waters are typically not equivalent, meaning that 

one of the waters forms a stronger hydrogen bond with the central hydronium, while the other two 

waters are further away, resulting in distorted Eigen.5 When these distortions are considered, the 

distinction between Eigen and Zundel gets further blurred, and the distorted Eigen and distorted 

Zundel appear to be just two synonyms for the same hydrated proton solvation structure. This 

static, geometric picture, on the other hand, ignores the dynamics of the system. The strongest 

hydrogen-bonded hydronium-water pair (the special pair) in an Eigen cation is dynamically 

rotating among the three waters of the Eigen species, according to computational studies5. While 

there is always only one special pair in a distorted Eigen at a given moment, its identity changes 
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over time, and different waters can be identified as the special partner at various points in time. 

While two additional solvation waters can always be detected for a Zundel (which structurally 

resembles an Eigen), these two waters do not become the hydronium’s special partner, and a proton 

is only rattled between the two core waters. As a result, such Eigen/Zundel dynamics can be used 

to define Eigen and Zundel, resolving the geometrical ambiguity. In the special-pair dance 

dynamics, the special partner is found to rotate among all three first solvation waters of H3O+ in a 

tens-of-fs timescale5, making them undistinguishable in a long time limit. Hence, the three waters 

are better all included in the description of the hydrated proton complex, resulting in the 

conventional Eigen cation formula (H3O+ ⋅3H2O). Because only one special partner is engaged in 

proton rattling, the associated proton species is designated by the Zundel formula (H3O+⋅H2O). 

One long-debated topic in proton solvation is which form of a hydrated proton, the Eigen or the 

Zundel, is the most populated. Early simulations suggested a distorted Zundel picture, in which 

the hydronium structure formed a special pair with a strongly hydrogen-bonded "special partner"6, 

7. Later computational studies discovered a distorted Eigen structure to be dominant in which the 

special partner identity dynamically switches among the three hydrogen-bonded water molecules 

of H3O+5. Recent nonlinear infra-red (IR) spectroscopy experiments, however, revealed the 

possibility of  Zundel to be the dominant species. Thamaer and co-authors8 estimated the 

population of Zundel to be 40% of the total solvated protons in 4 M HCl solution by (1) identifying 

the water/Zundel bending frequency to be 1650 cm-1 and 1760 cm-1 respectively from two-

dimensional IR spectroscopy; (2) computing the IR intensity ratio at Zundel bending frequency to 

the intensity at water frequency in the linear spectrum; (3) converting the intensity ratio to the 

concentration ratio by assuming a 10-fold larger transition dipole of Zundel bending compared to 

water bending. Carpenter and coauthors9, 10 determined the anisotropic decay of the special pair 
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water bending mode using 2D-IR spectroscopy and discovered that the timescales of the decay are 

significantly longer than those of the special pair dance, the characteristic dynamics of Eigen 

cations. The long timescales were used as one of the key pieces of evidence to support the 

dominance of Zundel cations. A follow-up 2D-IR spectroscopy work by Fournier and coauthors3 

examined the lineshape of the stimulated emission of the proton stretching mode and proposed the 

“potential energy surface” for the proton transfer is asymmetric, revealing the distortion in the 

hydrated proton complex. 

There are fewer disagreements over the proton transport (PT) mechanism and the Grotthuss 

mechanism11, which states the excess proton (H+) is transported by breaking and forming O-H 

bonds and rearranging covalent and hydrogen bonds, is widely recognized. However, the precise 

mechanism is dependent on whether Eigen or Zundel is the dominating hydrated proton species. 

Simulations5 suggested an Eigen-Zundel-Eigen (EZE) transport mechanism in which a Zundel-

like configuration serves as the transition structure for a distorted Eigen to transfer the excess 

proton to its neighboring water and produce a new Eigen. The recent 2D-IR experiments3, in 

contrary, supposed a Zundel-Zundel transport mechanism to be consistent with the proposed 

distorted Zundel picture. 

1.2 Proton transport in biomolecular systems 

Protons are transported via water, titratable ligands, and ionizable residues in proteins, and the 

Grotthuss hopping mechanism in water is altered by replacing one or more water molecules with 

titratable moieties that accept and/or donate protons. Due to its ability to alter electrostatic and 

hydrogen bonding interactions, PT is a critical component of the functional cycle of various 

channels, enzymes, and transporters.12-19 
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The Ca2+ pump SERCA transports proton in the opposite direction of Ca2+ to maintain the charge 

imbalance in its Ca2+ binding site.20, 21 This proton flow via SERCA to the cytosol must be 

compensated by a proton flow back to the reticulum lumen for the pH homeostasis of reticulum. 

Previous simulations suggested that a hydrophobic pore connecting the Ca2+ binding site to the 

lumen identified in the regulated state of SERCA provides a potential proton pathway.22 Transient 

hydration with lifetime of ~100 ps is observed in the pore between a binding site residue E908 and 

luminal bulk bypassing the H944 in the middle. These findings shed new light on the proton 

transport from cytosol to lumen, and revealed the possibility that SERCA intakes protons to 

reticulum lumen in additional to the well-known PT to the cytosol. 

As an another example, POT family proteins are oligo-peptide transporters utilizing the cross-

membrane proton gradient as the driving force.23, 24 The transporter features two gates located at 

the extracellular and intracellular side respectively, and their opening and closing are considered 

to be controlled by proton movements. The transport of ligands is achieved by the alternating 

access mechanism25, 26 where the extracellular gate and intracellular gate are opened alternatively 

and allow the incoming of ligand from extracellular side and the release of ligand into the 

intracellular environment. Structural and mutagenesis studies27-29 identified several residues to be 

the proton binding site but how the proton drives the whole functional cycle is not clear yet. 

1.3 Modeling explicit proton solvation and transport 

The many-body interaction between atoms are typically decomposed into bonded and non-bonded 

potentials in conventional molecular mechanics force fields (FF). The bonded interactions include 

bonds, angles, and torsions are modeled by simple energy functions such as springs, sines and 

cosines. The bonding topology is pre-defined and cannot be changed in the course of simulation, 
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and thus excess protons are modeled as classical “hydroniums” but charge delocalization or 

explicit proton transfer cannot be represented appropriately.  

Due to the reactive nature of PT, the ab initio molecular dynamics (AIMD)30 becomes a suitable 

choice since the electronic structure is calculated explicitly and the nuclei are evolved on the 

potential energy surface (PES) formed by the electronic ground state. The adiabatic separation 

between nuclei and electrons is assumed and such treatment is termed as the Born-Oppenheimer 

(BO) approximation. In principle, any electronic structure method that computes the energy 

gradient can be used to drive the MD, while in practice, DFT at the level of generalized gradient 

approximation (GGA) has been the common choice as a reasonable balance between accuracy and 

computational efficiency. The GGA, as an approximation to the exact exchange-correlation 

functional suffers an overestimation of intermolecular charge transfer, resulting into too strong 

hydrogen bonds and underestimated PT barriers.31 One promising solution is to employ a force-

field like correction to the functional that corrects the hydrogen bond strength while introducing 

negligible additional computational cost. Pitera and Chodera32 used the maximum entropy principl 

to demonstrate that a linear form of potentials forms a minimal bias that makes the corrected PES 

reproduces observables of interest to specified reference values. A follow-up work by White and 

coauthors33, 34 utilized the experimental oxygen-oxygen radial distribution function (RDF) as 

reference to determine a correction to a GGA-DFT description of water. The bias scheme and its 

parametrization procedure via stochastic gradient descent was then termed as the experiment 

directed simulation (EDS). Despite of this name, the reference data is not limited to experimentally 

determined quantities. Calio and coauthors35 developed a new correction to DFT water making use 

of the information of oxygen-hydrogen RDF calculated from MB-Pol simulations. The MB-Pol is 

a highly accurate water model parametrized from coupled cluster (CC) theory, and was found to 
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reproduce various water properties.36-38 The correction was found to greatly improve the solvation 

structures such as O-H and O-O RDFs as well as the O-O-O three body correlation, and dynamical 

properties such as the water self-diffusion constant.  

Even at the compromising GGA-DFT level, the high demanding AIMD limits the temporal and 

spatial scales it can be applied to. One useful technique for applying AIMD to large biomolecular 

systems is the hybrid quantum mechanics/molecular mechanics (QM/MM) method, which 

partitions the system into a reactive part treated by quantum mechanics and a non-reactive 

environment treated by classical mechanics. When calculating the Coulombic interaction between 

QM electrons and MM partial charges, the MM charges are typically modeled as a Gaussian 

distributed charge clouds to mimic electron-screened nuclei.39 Conventional QM/MM requires 

QM and MM atom identities predefined and unchanged over the course of MD simulation, making 

it difficult to handle the situations in which the reaction center translocates a long distance beyond 

the ranges of the QM box, which could be the case of PT between two distant ionizable amino acid 

residues in a protein channel.  

As an alternative approach, the MS-RMD method40, 41 developed in the Voth group benefits 

from its computational efficiency, representing a promising way of simulating proton solvation 

and transport in large scales. The basic idea of MS-RMD is to expand the ground state of the 

system on the basis of a number of valence bond (VB) resonance states (diabatic states), and to 

write the Hamiltonian of the system in the VB representation: 

𝐇 =J|𝑖⟩ℎ!"⟨𝑗|
!"

1-1 

Each VB state |𝑖⟩ corresponds to a distinct bonding topology that can be described by molecular 

mechanics, so the diagonal energies ℎ!!’s are computed from a classical FF. The off-diagonal ℎ!" 

is the overlap between two VB states and describes the proton transfer mechanism between the 
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proton donor and acceptor pair in the two states. The ℎ!" is assumed to take a FF-like form, usually 

a physics inspired ansatz, but can also be represented by a flexible neural network (NN). In each 

timestep of the MS-RMD simulation, a state search algorithm is first evoked to find the possible 

resonance states that contribute non-negligibly to the Hamiltonian. This is usually achieved by a 

search of up to three solvation shells of the central hydronium or protonated amino acid and 

rearrange the bonding topology via a chain of proposed proton transfers. The ground-state energy 

of the system is obtained by the eigen-value problem  

𝐇𝒄 = 𝐸𝒄 1-2 

where 𝒄 = {𝑐!} is the ground-state vector in VB representation. The forces acting on atoms (𝑭 =

−∇𝐸) are computed by noting that 𝐸 = ∑ 𝑐!𝑐"ℎ!"!"  and applying the Hellman-Feynman theorem, 

 𝑭 =J𝑐!𝑐"𝑭!"
!"

 1-3 

where 𝑭!" = −∇ℎ!". 

1.4 Enhanced sampling techniques and collective variables 

The classical dynamics of a system with Hamiltonian 𝐻 = 𝒑#𝐌$%𝒑/2 + 𝑉(𝒓)  follows the 

equations of motion 

𝒑̇ = −
𝜕𝐻
𝜕𝒓

1-4 

𝒓̇ =
𝜕𝐻
𝜕𝒑

1-5 

In the case of position-independent, diagonal mass matrix 𝐌, the equations of motion degenerate 

to the Newton’s second law for any atom 𝐼 

𝑚&𝒓&̈ = −
𝜕𝑉
𝜕𝒓&

= 𝑭& 1-6 
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When considering a system embedded in a thermal reservoir, the dynamics of the system is 

affected by the surrounding environment and thus deviated from the above Hamiltonian dynamics. 

One possible way to model the thermostatted dynamics under temperature 𝑇  is the Langevin 

equation 

𝑚&𝒓&̈ = −𝛾𝒓&̇ + 𝑭& + i2𝛾𝑘'𝑇
d𝑩(
d𝑡

1-7 

where 𝛾 is the friction coefficient, 𝑘' is the Boltzmann constant and 𝑩( is the standard Brownian 

motion. The stationary distribution generated by the Langevin dynamics is the Boltzmann 

distribution 

 
𝜌(𝒓) ∝ expq−

𝑉(𝒓)
𝑘'𝑇

r ≡ expt−𝛽𝑉(𝒓)v 
1-8 

With the ergodicity assumption, any thermodynamical observables are approximated by the time 

averages along a MD simulation trajectory {𝒓(𝜏)|0 ≤ 𝜏 ≤ 𝑡}: 

 
⟨𝐴⟩ ≡

∫𝐴(𝒓) expt−𝛽𝑉(𝒓)v d𝒓
∫ expt−𝛽𝑉(𝒓)v d𝒓

≈
1
𝑡 ~ 𝐴t𝒓(𝜏)vd𝜏

(

)
 

1-9 

In particular, when the equilibrium distribution of a collective variable (CV) 𝜉(𝒓) is of interest, 

we have  

𝜌(𝜉*) = ⟨𝛿(𝜉(𝒓) − 𝜉*)⟩ =
∫ 𝛿(𝜉(𝒓) − 𝜉*) expt−𝛽𝑉(𝒓)v d𝒓

∫ expt−𝛽𝑉(𝒓)v d𝒓
1-10 

where 𝛿(𝑥 − 𝑥)) is the Dirca delta function. The free energy, or termed as the potential of mean 

force (PMF) of 𝜉 is defined as  

𝐹(𝜉) = −𝑘'𝑇 lnt𝜌(𝜉*)v 1-11 

In practice, high free energy region precludes a brute-force sampling to quantify 𝐹(𝜉) 

accurately, the sampling time needed in eq 1-9 will far surpass the computation capability of 

modern computers. In such scenario, enhanced sampling techniques become advantageous for 
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bringing down the sampling cost associated with rare events. One major category of enhanced 

sampling is the replica exchange (RE) method.42 The basic idea of RE is to construct a series of 

auxiliary Hamiltonians {𝐻!} with smoother free energy landscapes compared to 𝐻), and to perform 

exchange between the Hamiltonians to assist 𝐻) in overcoming the free energy barriers. The most 

common choice of {𝐻!} is the scaled potential, 𝐻! = 𝛼!𝐻) where 𝛼! < 1, which is equivalent to 

sample Boltzmann distributions in higher temperatures according to eq 1-8. It is clear that the 

exchange between replicas cannot be arbitrary, or otherwise the Boltzmann sampling associated 

with the original 𝐻) cannot be recovered. Commonly, the exchange is performed by a Metropolis 

Monte Carlo to ensure that the replica of 𝐻) samples the correct Boltzmann distribution. In such 

exchange scheme, the more overlap between 𝐻!’s, the higher rate of exchange will be. Because 

the exchange rate is considered to be a crucial measure for RE’s efficiency, the differences between 

𝐻!’s need to be sufficiently small. As a result, RE is powerful if the free energy landscape is 

relatively smoothly varying but may not be very efficient confronted with high free energy barriers. 

Another category is the CV-based methods. The umbrella sampling (US)43, metadynamics 

(MTD)44 and adaptive biasing force (ABF)45 are representatives. These methods employ a bias 

potential or force on some chosen degrees of freedom (DOFs), i.e. CVs, to accelerate the sampling 

along those directions. For the sake of simplicity, we consider the bias is a potential 𝑢(𝜉) instead 

of a force, which is the case of US and MetaD. The basic idea is to construct 𝑢(𝜉) so as to bring 

down the higher free energy region so that the rare but important events are more frequently 

visited. The sampled ensemble with 𝑢(𝜉) is thus deviated from the Boltzmann distribution but a 

simple correction is available as long as 𝑢(𝜉) is additive to the Hamiltonian, 

𝜌(𝒓) ∝ 𝜌+,-./0(𝒓)𝑒1234(𝒓)8 1-12 

If the marginal distribution of 𝜉 is of interest, 
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𝜌(𝜉*) =
∫ 𝛿(𝜉(𝒓) − 𝜉*)𝑒$19(𝒓)$12(4)𝑒12(4)d𝒓

∫ 𝑒$19(𝒓)d𝒓
∝ 𝜌+,-./0(𝜉*)𝑒1234!8 1-13 

The sampling efficiency strongly depends on the choice of CVs. In general, CVs that carry as 

much as information are appreciated, and in this sense, choosing CVs is essentially a dimension 

reduction problem from the full phase space of 𝒓  into a low-dimensional CV space of 𝝃 =

{𝜉%, 𝜉:, 𝜉;, … }. The reduction methods can be linear, such as principal component analysis (PCA) 

46, 47, and time-lagged independent component analysis (tICA)48, 49, as well as nonlinear, such as 

auto-encoders50 and their time-lagged variants51. In the context of PT, rough guesses on the 

required motions to be biased are typically available a priori, e.g. the position of the excess proton 

(H+) is needed to track the PT progress. Since the frequent bond changing for condensed phase 

PT, the excess proton is not associated with any specific hydrogen, so instead of tracking the 

position of a given proton, the center of electron defect introduced by the H+ is a more appropriate 

choice. The latter one is also called the center of excess charge (CEC)52. In the case of PT through 

hydrophobic region, such as a proton channel or synthesized nano-pores, the hydration is clearly 

another DOF crucial to proton solvation and transport, since a naked H+ or H3O+ is by no means 

to travel through vacuum without the assistance of solvation water.  

1.5 Outline of thesis 

The work presented in this thesis continues to develop and use reactive MD approaches, including 

AIMD and MS-RMD, combined with enhanced free energy sampling, to study proton solvation 

and transport in aqueous as well as in biomolecular systems. The remaining chapters are organized 

as follows: 

Chapter 2 summarizes several developments in reaction coordinates that are essential for 

performing enhanced sampling of explicit proton transport simulations. Chapters 3 and 4 include 

advances in methodology of simulating and modelling proton transport. To be more specific, 
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Chapter 3 introduces the EDS correction developed for proton transport in water and presents an 

approach of accelerating path integral methods via machine learning (ML) to include the nuclear 

quantum effects (NQEs). Chapter 4 presents accurate and transferrable MS-RMD models for 

amino acids derived from an ab initio diabatic method. In Chapter 5, the widely used approach of 

elevating simulation temperature in AIMD to model NQEs was examined and benchmarked 

against real quantum simulations. In Chapter 6, I provide the work that used the MS-RMD 

approach and the EDS-AIMD method to simulate solvated excess proton in water with both 

classical and quantized nuclei to interpret the recent 2D-IR experiments. In Chapters 7 and 8, the 

PT-hydration coupling was studied in SERCA, a carbon nanotube (CNT) and ClC-ec1. In Chapter 

9, the proton movement, PT-conformation, and PT-ligand coupling in PepTSh was presented. 
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2 Reaction Coordinates for Tracking the Excess Proton and the Associated Water 

Connectivity 

This chapter was partially adopted with permission from J. Chem. Theory Comput. 2021, 17, 9, 
5759–5765. Copyright 2021 American Chemical Society. 
2.1 Introduction 

In the context of proton transport, a proper reaction coordinate reflecting the position of the 

hydrated excess proton is arguably of central importance. Due to frequent bond breaking and 

forming events in Grotthuss proton shuttling, the identity of the charge carrier species (hydronium-

like or protonated weak acids) is dynamically changing and the excess protonic charge defect tends 

to be distributed among several solvation shells instead of localizing on a central hydronium 

structure or on weak acid. As such, and as discussed in the Introduction Chapter, a CV cannot be 

associated with any specific “proton” in the system but is more appropriately assigned in some 

way to be the charge defect associated with the excess proton, often referred to as the “center of 

excess charge” (CEC). In MS-RMD simulations, due to the available diabatic information, the 

CEC is well-defined as a weighted average of the diabatic “CEC” of each state: 

 𝐫<=< =J𝑐!:𝐫!<><

!

	 2-1 

where the “CEC” in each diabatic state is simply the center of charge (COC) of the moiety that 

carries the excess proton. 

For AIMD simulations, there are several CEC definitions that have been proposed, namely 

mCEC53, the proton indicator54, and the more recent rCEC55. However, a more rigorous definition 

based on ab initio theory is preferred. In this section we present a variant of the CEC definition 

derived from a diabatic electronic structure method, the constrained DFT (CDFT)56 and apply it to 

two case studies: an excess proton in water and glutamic acid in water. We conclude by unraveling 
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the collective motions encoded in the CEC via computing its IR spectrum, as well as illustrating 

its ability to accelerate the sampling of proton transfer when combined with metadynamics.  

Another dimension that is closely related to PT is the water hydration. Stable or at least transient 

“water wires” are believed to be required for proton permeation through confined regions in these 

systems by exploiting the Grotthuss proton hopping mechanism. For many years, PT pathways, 

e.g., in proteins, have been inferred from crystal structures that may show intercalated water 

molecules and/or from MD simulations that study “water wires” in the absence of explicit PT. 

Indeed, MD simulations have been used extensively to provide an atomistic description of water 

permeation and solvation in nonpolar confined spaces. The presence of water alone has been 

commonly used to predict possible PT pathways, but predicting PT behavior based on hydration 

alone in the absence of an excess proton in the water structure can be very misleading as we explain 

below.  

Though the explicit PT process including PT-hydration coupling can in principle be simulated 

in certain cases57-60 using a method such as MS-RMD (and perhaps direct QM/MM with time), we 

are still lacking a proper CV to fully describe the hydration component as directly coupled to the 

PT, which also often involves the formation and breakage of multiple hydrogen-bonded water 

networks. Thus, breakthroughs in computational methodology in addition to the subtle complexity 

of the PT processes as described in the paragraph above presents an opportunity to rigorously and 

quantitatively define a mathematical description of water wire connectivity – and as an excess 

proton is being transported through it – which is continuously differentiable and thus the CV can 

be sampled along with the explicit excess proton translocation via an enhanced free energy 

sampling approach. As such, a proper and general CV can arguably put an end to a great deal of 

speculation about the relationship between PT processes and internal hydration of confined spaces, 
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i.e., various speculations and/or partial or incorrect conclusions that have been omnipresent in 

various fields for many years largely attributable to missing or incomplete information.  

There are several challenges associated with defining and identifying a CV for this purpose 

stated above. In order to ensure the continuous nature of the CV, a smooth transition in its value 

is required when waters are entering and leaving the confined space or channel. This issue can be 

problematic due to the discrete nature of the number of water molecules. Moreover, the CV must 

be invariant to the water molecule identity and thus be unaffected by frequent exchanges of waters 

between confined and bulk-like water, and even among the waters within the channel. While 

systematic CV discovery methods such as PCA , tICA, spectral gap optimization of order 

parameter (SGOOP)61, 62, auto-encoder/decoder, Markov state model (MSM)63, and variational 

approach for learning Markov processes (VAMP)64, 65 all represent possible approaches for 

addressing this problem, each requires an input of possible useful descriptors to be linearly or non-

linearly combined into the output CVs. Identifying such descriptors can be straightforward in some 

instances; for example, in protein dynamics where the protein conformation can be well described 

by dihedral angles and contact maps. In contrast, the analogous approach for water network 

connectivity (especially when it contains an excess proton as is our present focus) is challenging 

given that there are no a priori descriptors available; additionally, the smoothness and identity 

exchange invariance are also requirements for the input descriptors. More importantly, existing 

methods typically seek to identify either the largest fluctuating or kinetically slowest degree of 

freedom, which provide no guarantee for capturing water network formation or breakage. For 

example, CVs representing end-to-end distance or the rotation of the entire water wire can 

potentially be a “learned” output because they are slow motions due to confinement, but they can 

be minimally or not at all related to the PT behavior. 
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Herein, we present two CVs derived from graph descriptions66, 67 of water networks, namely the 

shortest path length (denoted as log(𝑆)) and the principal curve connectivity (denoted as 𝜙). We 

show that log(𝑆), although directly derived from graph theory, is inherently non-differentiable and 

therefore inappropriate for generating free energy profiles. On the other hand, 𝜙, derived from 

“coarse-graining” the water graph (cf. Figure 2-2), can serve as a differentiable alternative of 

log(𝑆) and is able to drive efficient free energy sampling of water connectivity via CV-based 

enhanced sampling methods. In turn, the principal curve connectivity provides the long-sought-

after quantitative measure of the PT “capacity” of a given protonated water wire structure in a 

confined space such as a protein channel or a narrow nanotube. Furthermore, the free energy of 

forming such a structure can now be calculated and thus the facility of a PT process quantified 

(i.e., not just speculated upon), as demonstrated in below and in Chapter 8 through several non-

trivial examples.  

2.2 Methods 

2.2.1 Theory of constrained DFT 

The CDFT framework was proposed for solving the electronic structure of a system subject to the 

following constraint on electron density: 

 ~𝑤(𝒓)𝜌(𝒓)d𝒓 = 𝑁 2-2 

where 𝑤(𝒓) is a weighting function that defines the constraint, and 𝑁 is the constraint target value. 

The constrained lowest-energy state can be obtained from an optimization problem via the standard 

method of Lagrange multipliers: 

 
𝐸(𝑁) = min

?
max
@
q𝐸[𝜌(𝒓)] + 𝜆 �~𝑤(𝒓)𝜌(𝒓)d𝒓 − 𝑁�r 

2-3 
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Herein, 𝐸[𝜌(𝒓)]  is the density functional, which in this Chapter is the Becke-Lee-Yang-Parr 

functional (BLYP)68, 69 and 𝜔B97X70, and 𝜆  is the Lagrange multiplier. The electron density 

determined from eq 2-3 thus deviates from the constraint-free adiabatic ground-state density, 

making it a so-called diabatic state. As molecules in the condensed phase sample more compact 

geometries on average, the promolecule formalism approach56, 71 was employed and the system 

was partitioned into two molecular fragments, A and B. The constraint target value in eq 2-3 was 

then calculated from the total promolecule density by summing the ground-state electronic density 

of the two fragments as if they were independent: 

 𝑁 ≡ ~𝑤(𝒓)t𝜌A(𝒓) + 𝜌B(𝒓)vd𝒓 2-4 

Here, the Becke population72 scheme was used to define the weighting function as  

 𝑤(𝒓) =J𝑤&B/CD/(𝒓)
&

 2-5 

where summation index 𝐼 refers to the atoms of protonated species in each diabatic state, i.e., a 

hydronium or a neutral glutamate. The expected behavior of the promolecule constraint is that the 

resulting diabatic electronic density will resemble as much as possible the superposition of two 

pure fragments, such as, e.g.,  a pure water and a pure hydronium in the case of the Zundel cation  

H5O2+.  

The coupling between two diabatic states is calculated from the integral using the Kohn-Sham 

determinant |Φ!⟩56, 73 

 𝐻%: = ⟨Φ%|𝐻�|Φ:⟩	 2-6 

A 2×2 Hamiltonian can be constructed by using the diabatic energies from eq 2-3 as diagonal 

terms 
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 𝐇 = � 𝐸% 𝐻%:
𝐻:% 𝐸:

�	 2-7 

Similarly, the overlap matrix is defined as  

 𝐒 = � 1 ⟨Φ%|Φ:⟩
⟨Φ:|Φ%⟩ 1 �	 2-8 

Then, the so-called CDFT configurational interaction (CI)56, 71 can be performed by solving the 

generalized eigenvalue problem: 

 𝐇𝒄 = 𝐸𝐒𝒄	 2-9 

The resulting eigenfunctions, 𝒄 = {𝑐%, 𝑐:}, determine the degree to which each of the two diabatic 

states contributes to the CI ground state of the system; we will use the 𝒄 vector to define our CEC, 

as described below. 

2.2.2 Theory of center of excess charge 

The CEC for AIMD can be defined similar to the one in MS-RMD (eq 2-1), with the help of CDFT. 

Assuming that each diabatic state defines a bonding topology, e.g. in Figure 2-1, state |1⟩ defines 

a neutral glutamate and two neutral water molecules, while state |2⟩ defines a hydronium, a 

charged Glu, and a neutral water molecule as two of the possible topologies. Given the bonding 

topology of every diabatic state, the “diabatic” CEC within state |𝑖⟩ is simply the center of charge 

(COC) of the species that carries protonic charges, i.e., the hydronium or protonated weak acid in 

|𝑖⟩ in Figure 2-1, such that 

 𝒓!<>< =J𝑞&!𝒓&
&

 2-10 

Here, we assume that the “diabatic” excess charges are associated with atomic positions 𝒓& and are 

modeled by fixed charges 𝑞&!, the charge of atom 𝐼 in state |𝑖⟩. In diabatic states with well-defined 

bonding topologies, the fixed force field charges are considered to be a reasonable description of 

the system, while the excess charge delocalization and the polarization due to the excess proton 
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are characterized by the 𝒄	vector. Since the coefficient vector 𝒄 obtained from eq 2-9 represents 

the population of each diabatic state in the final CI ground state, the “adiabatic” CEC is naturally 

defined as the weighted average of each “diabatic” CEC (i.e., COC), eq 2-1. In this sense, the 𝑐!’s 

measure the extent of excess charge transfer. Accordingly, we define the charge transfer factor in 

what follows to represent the excess charge distribution between state |𝑖⟩ and state |𝑗⟩ 

 
𝑓<E
!" =

𝑐":

𝑐!:
 

2-11 

 

Figure 2-1. Illustration of CEC calculation for Glu in water. For the sake of clarity, only 
three diabatic states are shown, even though 20-30 states (on average) will be resolved in the 
condensed phase by searching up to three solvation shells of the excess proton.  The COC 
in each state is rendered by an orange sphere. The resulting CEC as a linear combination of 
COCs is rendered in purple in the right panel. The 𝑓<E%: and 𝑓<E:; are computed using eq 2-12 
as a function of 𝛿%: and 𝛿:;, respectively.  

Due to the extended searching space introduced by the multiplier 𝜆, the CDFT calculation (eq 

2-3) is typically more expensive in comparison to the adiabatic electronic structure method used 
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in AIMD. Therefore, we adopted an approximation of the ground state vector 𝒄 in order to compute 

the CEC on-the-fly in the AIMD simulations. It was found that an exponential function of proton 

transfer coordinate 𝛿 can provide a good fit for the charge transfer factor: 

 𝑓<E
!" ≈ exp �−𝑘t𝛿!" + 𝛿)v� 2-12 

The 𝛿!" is defined here as the difference between two O-H distances 

	 𝛿!" = 𝑟!"* − 𝑟!" 2-13 

where 𝑟!" denotes the distance between the shared proton and the proton donor oxygen in state |𝑖⟩, 

and 𝑟!"*  denotes the distance between the proton and the proton acceptor in state |𝑗⟩. The parameters 

𝑘 and 𝛿) were calibrated to match the exact 𝑓<E
!"  from CDFT-CI calculations between protonated 

species and water in the gas phase using BLYP or 𝜔B97X functionals in this case. The list of 

fitting parameters for the CEC is provided in Table 2-1. Further details pertinent to the 

parametrization procedure can be found below. 

Table 2-1. Fitted parameters of the CEC for water and glutamic acid. 

 CDFT Functional 𝑘 (Å$%) 𝛿) (Å) 

H3O+−H2O BLYP 4.234 0 
𝜔B97X 4.898 0 

Glu−H2O BLYP 2.946 0.5361 
 

In order to generalize the CEC to the condensed phase environment, we assume that the solvating 

waters of the hydronium or protonated acid propagates the excess charge to further solvation shells 

following the same exponential rule (eq 2-12) as illustrated in Figure 2-1. After resolving all the 

charge transfer factors between each proton donor-acceptor pair, the approximated 𝑐!: was then 

computed from 𝑓<E
!"  by applying the normalization condition (∑ 𝑐!:! = 1): 
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 𝑐%: =
1

1/𝑐%:
=

1
∑ 𝑐!:! /𝑐%:

=
1

1 + ∑ 𝑓<E%!!F%
 2-14 

 

 𝑐!: = 𝑐%:𝑓<E%!  2-15 

 

In summary, eqs 2-1 and 2-10 define the CEC, while eqs 2-12, 2-14 and 2-15 yield an 

approximation to the exact CDFT-CI 𝒄, thereby facilitating CEC calculations at a reasonable 

computational cost.  

Another way of viewing the CEC is the dipole moment of excess charges. Following eqs. 2-1 

and 2-10, we have  

 
𝒓<=< =J𝑐!:J𝑞&!𝒓&

&

=J�J𝑐!:𝑞&!
!

�𝒓&
&!

=J𝑞&/G
&

𝒓& = 𝝁/G 

2-16 

where we define the excess charge of atom 𝐼 as its weighted average charge ∑ 𝑐!:𝑞&!! . Hence, the 

excess charge contribution to the IR spectrum can be calculated directly from the CEC velocity 

correlation function 

 𝐴(𝜔) ∝ ~⟨𝝁̇/G(0)𝝁̇/G(𝑡)⟩ 𝑒$!H(d𝑡

= ~⟨𝒓̇<=<(0)𝒓̇<=<(𝑡)⟩ 𝑒$!H(d𝑡 

2-17 
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2.2.3 Graph CV to describe water wire connectivity 

 

Figure 2-2. Illustration on the definition of water connectivity and benchmarks in a carbon 
nanotube. (A) An illustration of water connectivity collective variables (CVs). Water 
molecules are represented as red spheres. Dotted blue circles along the path represent the 
“coarse-grained” nodes in the simplified graph. (B) System setup of a sealed carbon 
nanotube containing 4 SPC/Fw waters. (C) Potential of mean forces of log(S) of the sealed 
CNT system computed from metadynamics of log(𝑆)  (green), reweighted from 
metadynamics of 𝜙 (blue) and the reference computed from a long unbiased MD run (red). 

Consider that each water molecule is a node in a graph (Figure 2-2), and that water networks within 

a confined system can be fully described by the adjacency matrix of the graph 𝐴!" = 𝐴"! = 𝑓t𝑟!"v, 

which represents the connectivity between node 𝑖 and node 𝑗 as a function of their distance 𝑟!". 

The switching function used in this work to approximate infinity when two waters are far apart is  

 

𝑓(𝑟) =
1 − � 𝑟𝑟)

�
%:

1 − �𝑟𝑟)
�
I  

 

 2-18 

where 𝑟) = 3	Å as a typical oxygen-oxygen distance of two h-bonded waters. A path on the graph 

is defined as a collection of connected nodes, and thus represents a water chain. We refer to each 

graph path as a microscopic path because of atomistic details it provides. We consider that each 

graph path contributes to the overall connectivity between two given end points via water chains 
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measured by the length of the path74. The overall connectivity can thus be defined in terms of the 

shortest path length, indicating the least effort required to travel via waters from one end to the 

other. Since the range of the shortest path length will vary several orders of magnitude due to the 

nonlinear functions used in 𝐴!", we define the graph connectivity CV as log(𝑆), where 𝑆 denotes 

the shortest path length. 

We now consider the water wires to be fluctuating around a 3D curve within the channel (Figure 

2-2). Representing an average of microscopic water pathways, this 3D curve describes the 

“macroscopic” pathway that water is able to permeate. In this way, we effectively “coarse-grain” 

the atomistic water graph into a simpler graph consisting of a single macroscopic path; 

accordingly, defining the graph connectivity can be simplified as described below. 

We first discretize the curve into a string of equally separated beads {𝒙!}. A smooth water 

coordination number for each bead, 𝑠!, is calculated to reflect the solvation profile of the curve. 

Similar to the approach of using an adjacency matrix to describe an atomistic graph, we begin by 

defining the two-body connectivity in a coarse-grained graph. First, we transform the coordination 

numbers into the occupancies 𝐼! ranging from 0 to 1 using the Fermi function  

 𝐼! =
1

1 + exp �− 𝑠! − 𝑠J𝜎 �
	 2-19 

where parameters 𝑠J and 𝜎 indicate the degree to which a bead along the path is occupied given 

its water coordination number. In this work, 𝑠J = 1.5 and 𝜎 = 1.0 were used for the two CNTs, 

and 𝑠J = 1.25 and 𝜎 = 2/3	were used for ClC-ec1. Two adjacent beads on the principal curve 

are connected when they are both occupied, and thus two-body connectivity 𝑓!,!L% can be defined 

as (𝐼! + 𝐼!L%)/2. The curve is considered to be fully connected only when all pairs are connected, 

meaning that the curve connectivity is a logical conjunction (logical AND) of all the two-body 



 23 

connectivity. Based on this fact, we take the product of all 𝑓!,!L% to represent a smooth version of 

the conjunction to define the final CV as:  

 𝜙 = � 𝑓!,!L%

M$%

!N%

�

%/(M$%)

 2-20 

In cases when there are 𝑛 fabricated water pathways in the system, ¢𝜙" 	|	𝑗 = 1, 2, … , 𝑛£, each 

pathway is represented by a principal curve and is combined by a softmax function to represent 

the connectivity of the best-connected path: 

 𝜙 = softmax({𝜙}) =
1
𝜅 log¦

1
𝑛Jexpt𝜅𝜙"v

"

§	 2-21 

where 𝜅 > 0 to smoothly select the maximum value among ¢𝜙"£. The softmax function here 

works as a smooth version of logical disjunction (logical OR), meaning that the whole system is 

allowed to be passed through when any of the pathways are connected. We note that determining 

an analogous softmin combination of all microscopic path lengths would be computationally 

formidable because an atomistic water graph contains a factorial number of microscopic paths as 

a function of the number of waters. Accordingly, we utilize a coarse-grained graph that contains a 

small number (𝑛) of macroscopic paths to overcome this computational impasse. 

When the connectivity around the hydrated excess proton is of particular interest, a screening 

function 𝑎! = 𝑓P<(|𝒓<=< − 𝒙!|) (eq 2-22) can be applied to each bead as the exponent of the 

occupancy. 
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𝑓P<(𝑥)
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⎪
⎨

⎪
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	q
(𝑥 − 𝑑))
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where 𝑑) = 𝑟) = 5	Å. The exponent 𝑎! will remain at 1.0 within 𝑑) of CEC associated with the 

excess proton charge defect but decays to zero when distant from the CEC, effectively eliminating 

the dependency on those less related beads. The resulting connectivity around the hydrated excess 

proton is denoted as 

 𝜙Q = � 𝑓®!,!L%

M$%

!N%

	�

%/(M$%)

	 2-23 

where 𝑓®!,!L% =
R&"
#"L&"$%

#"$%S

:
. 

2.3 Simulation Details 

2.3.1 CDFT calculations and AIMD setup 

The CDFT calculations were conducted for hydronium-water (Figure 2-3A) and glutamate-water 

(Figure 2-4A); the electronic structure settings were identical to those used for AIMD simulations, 

shown below. Both the 𝜔B97X and the BLYP functionals were used for hydronium-water CDFT 

calculations, while the latter was adopted for the glutamate-water. For hydronium-water, the total 

promolecule density of states |1⟩ and |2⟩ was calculated by adding the ground-state density of the 

hydronium defined in that state plus the water density, i.e., the hydronium and the water were 

chosen to be the fragments A and B respectively in eq 2-4. For Glu-water, the promolecule density 

of state |1⟩ is the sum of neutral Glu density plus the neutral water density, and for state |2⟩, is the 

sum of deprotonated Glu plus the hydronium. Established literature values75 for the atomic radii, 
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including 0.75 Å for carbon, 0.32 Å for hydrogen, 0.63 Å for oxygen, and 0.71 Å for nitrogen were 

used for calculating the Becke population.  The fitting procedure involving the hydronium-water 

molecular pair was based on a training set comprised of a series of fixed values for the oxygen-

oxygen distance, 𝑟>> , including 2.2 Å , 2.4 Å , 2.6 Å , 2.8 Å , 3.0 Å , and 3.2 

Å. For	each	value	of	𝑟>>	in this set, 6 shared proton positions were sampled evenly from 𝑟>T =

0.9	Å to 𝑟>T = 𝑟>>/2, resulting in 6 × 6 = 36 data points. The training set for glutamate-water 

consists of 7 oxygen-oxygen distances evenly distributed from 2.2 Å	to 2.8 Å and 9 oxygen-

hydrogen distance values ranging from 1.0 Å to 𝑟>> − 1.0	Å, resulting in 7 × 9 = 63 data points. 

The CDFT calculations were performed by the CP2K76, 77 implementation of CDFT78 combined 

with Libxc79. 

The AIMD simulation of the excess proton in water was performed for 128 water molecules and 

one excess proton in a 15.64 Å ×15.64 Å ×15.64 Å box. The electronic structure was described by 

the BLYP-D3 density functional80 with Goedecker-Teter-Hutter pseudopotentials.81 The Gaussian 

and plane waves (GPW) method82 was used, and the Kohn-Sham orbitals were expanded using 

Gaussian basis set TZV2P, and the electronic density was expanded in plane waves with a cut-off 

of 400 Ry. An EDS correction33 was also employed as a minimal add-on bias to correct the overly 

strong hydrogen bonding in most DFT functional. It was found that excess proton and water 

diffusion better match experimental values after including the EDS correction. This EDS method 

for excess protons in water, which follows earlier work for  pure water,35 will be discussed in 

Chapter 3.  

The system was first equilibrated in the constant NVT ensemble at 298 K for 30 ps, and then it 

was switched to the constant NVE ensemble for 200 ps for collecting non-thermostatted dynamical 

data. A timestep of 0.5 fs was used to integrate the system MD. All of the AIMD simulations were 
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carried out with the CP2K program package, coupled with a modified version of PLUMED283 for 

the EDS correction. Both the BLYP-fitted and the 𝜔B97X-fitted CEC parameters were employed 

in the analysis of AIMD of proton in water. 

The Glu-water system consisted of 1 neutral glutamate with 110 water molecules in a 16 

Å ×16	Å ×16	Å box. We set up the electronic structure calculation similar to that used for the 

proton-water system, except that no EDS correction was used. The unbiased and well-tempered 

metadynamics84 simulations were conducted with the constant NVT ensemble at 300 K in CP2K 

with PLUMED2 for computing and biasing the CEC. In order to be consistent with the underlying 

density functional used to perform AIMD simulations, the BLYP-fitted hydronium-water and 

glutamate-water CEC parameters were used. The collective variable used in metadynamics was 

the minimum distance between the CEC and the two Glu carboxyl oxygens:  

 𝜉 = softmin(|𝒓<=< − 𝒓>=%|, |𝒓<=< − 𝒓>=:|) 2-24 

where softmin is a smooth version of minimum function 

 softmin(𝑟%, 𝑟:) = −
1
𝜅 ln �𝑒

$U:(V%$V&) + 𝑒$
U
:(V&$V%)� +

𝑟% + 𝑟:
2 	 2-25 

where 𝜅 = 40	Å$%. The Gaussians in metadynamics were deposited every 50 fs with an initial 

height of 0.2 kcal/mol and a width of 0.1 Å. The bias factor of 𝛾 = 12 was used to account for a 

roughly 9 kcal/mol proton dissociation barrier.  

2.3.2 Water connectivity CV benchmarks in carbon nanotubes (CNTs) 

The10-Å-long CNT system consisted of 4 SPC/Fw water molecules sealed in a (6,6) armchair CNT 

by two layers of 16 Å × 16	Å  graphene placed in a 25 Å × 25	Å × 25	Å  simulation box. The 

Lennard-Jones interactions between carbons and hydrogens were set to zero. The LJ parameters 

between the tube carbons and the water oxygens were 𝜖 = 0.1 kcal/mol and 𝜎 = 3	Å. The LJ 
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parameters between the graphene carbons and water oxygens were 𝜖 = 0.4 kcal/mol and 𝜎 = 2	Å. 

All the carbons were fixed at initial positions and the 4 waters were integrated by a Nose-Hover 

chain with a chain length of 3, a timestep of 0.5 fs, and a temperature relaxation time of 250 fs at 

310 K. The long-range electrostatic was computed by the particle-particle particle-mesh method 

(PPPM) with an accuracy of 10$W. The simulations were conducted in LAMMPS patched with 

PLUMED 2. 

The 28-Å-long system setup and simulation details were the same as ref 85, except that the EVB 

3.2 proton-water model 86 was used instead of the original EVB 3 model 40.  

2.4 Results 

2.4.1 CEC derived from CDFT 

The CDFT calculated charge transfer factors 𝑓<E%: and the fitted curves using eq 2-12 are shown 

in  

Figure 2-3. The 𝜔B97X-based value of the charge transfer factor was found to decay more quickly 

compared to that calculated using the BLYP functional. This finding is not surprising because the 

range-separated hybrid functional 𝜔B97X produces less charge delocalization in comparison to 

the GGA BLYP functional. However, for both cases the exponential function (eq 2-12) provides 

a good fit. Given that 𝑐%: = 𝑐:: when the proton is equally shared between two water molecules, 

the 𝛿) parameter was set to be zero. Interestingly, the fitted parameter 𝑘 from 𝜔B97X was found 

to share a similar value with the one used in the rCEC parameters55 (4.898 Å$% vs. 4.984 Å$%), 

which is based on the multi-state empirical valence bond method,40, 86, 87 which better justifies the 

use of the rCEC variable for AIMD simulations. 
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Figure 2-3.  Charge transfer between hydronium and water and the IR spectrum of CEC. (A) 
The charge transfer factor between hydronium and water calculated by CDFT with BLYP 
and 𝜔B97X functional and fitted curves. (B) The calculated AIMD excess charge spectrum 
of a hydrated excess proton in water using the two fitted CECs. The experimental IR 
spectrum is the acid solution spectrum subtracted by the pure water spectrum,  taken from 
ref88.  

As shown in an earlier study,55 the IR spectrum of the excess proton charge provides a systematic 

evaluation of the CEC by revealing the encoded collective motions in that CV. Note that although 

the two functionals exhibited different charge transfer behaviors ( 

Figure 2-3A), the BLYP-fitted CEC and the 𝜔B97X-fitted CEC produced very similar spectra, 

shown in  

Figure 2-3B; this correlation implies that the CEC parametrized by one functional may be 

applied to AIMD simulations using other functionals. Compared to the experimental IR difference 

spectrum, the CEC spectra reproduce the acid continuum 600-3200 cm$%, which is the signature 

feature of the acid solutions that arise from the hydrated excess proton. In particular, the proton 

transfer mode (PTM) at around 1200 cm$% and the flanking water bending at around 1750 cm$% 
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are faithfully reproduced in the excess proton CEC spectra, indicating that these modes are well 

reflected in the encoded collective motions of CEC. It should be noted that the CEC spectrum 

decays in the range of 2300-3200 cm$% , as opposed to the peak present in the experimental 

spectrum. This difference is due to the decaying excess proton charge in outer solvation shells, 

thereby reducing the intensity of this region, which is associated with the red-shifted O-H 

stretching in the second and third solvation shells of the excess proton, as detailed in a prior 

paper.55 Importantly, the CEC spectrum decays to zero at the same position as the experimental 

difference spectrum at around 3200 cm$%, revealing that the CEC excludes any bulk-like water O-

H stretching in its motions. In summary, the CEC mostly represents the inner core motions of the 

protonated water complex, including the PTM and the flanking water bending, smoothly scales 

down its weight in the outer solvation shells, and is completely shut off for the bulk-like waters, 

which is the ideal behavior of a CV to focus only on PT and its related collective motions different 

from bulk water fluctuations. 

We then studied glutamate in water to examine the CEC as a collective variable to be used in 

enhanced free energy sampling. Accordingly, we first parametrized the CEC from CDFT 

calculations of charge transfer between glutamate and water. The 𝛿)  parameter in eq 2-12 is 

needed for this case to account for the asymmetry in the PT between Glu and water. Figure 2-4A 

shows that the exponential function indeed outlines the charge transfer behavior for Glu-water, 

suggesting that this functional form can be applied to PT involving other weak acids. We note that 

other forms of switching functions could also be employed if is eq 2-12 deficient in providing an 

accurate fit to the CDFT behavior for a particular system.  
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Figure 2-4. Charge transfer between Glu and water and the sampling efficiency gain by 
driving CEC. (A) The charge transfer factor between glutamate and water calculated by 
CDFT with the BLYP functional and its fitted curve. (B) The time series of the proton 
disassociation CV 𝜉 in unbiased AIMD (blue) and a metadynamics run (red) of glutamate 
solution. 

The proton disassociation barrier for Glu is large89 given the experimental pKa of around 4.2. 

Thus, dissociation tends to be a rare event compared to the achievable timescale of AIMD 

simulations. In Figure 2-4B, we show the sampling efficiency gained from a metadynamics run 

using the CV 𝜉, representing the distance between the CEC and the closest carboxyl oxygen (see 

section 2.3.1 for the definition). During the 40-ps AIMD run, the unbiased simulation was found 

to sample only the free energy well corresponding a protonated Glu, while the metadynamics 

drives the CEC to easily sample the dissociation of the proton from Glu and almost completes a 

“round-trip”.  
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2.4.2 Efficient free energy sampling of water wire connection by driving principal curve 

connectivity 𝝓  

We first tested our CVs for a model system (Figure 2-2B), wherein 4 SPC/Fw waters 90 were sealed 

in a short CNT by two graphene sheets. The system was designed so that both the connected and 

disconnected water wires could be effectively sampled by long yet affordable unbiased 

simulations. Hence, these unbiased simulations will provide a reference PMF for any CV, 

specifically the log(𝑆) and 𝜙 CVs of interest, by directly making histograms. 

Among the various enhanced free energy sampling methods, metadynamics is known to be a 

robust tool for studying various chemical and biomolecular processes. The well-tempered 

metadynamics (WT-MTD) method, which benefits from its asymptotic convergence properties, is 

one of the most popular variants of the original metadynamics approach 84, 91, and was employed 

as the enhanced sampling method herein.  

Prior to actually running the metadynamics simulations, we noted from its definition that log(𝑆) 

is not strictly differentiable when two or more paths are all the shortest but have the same path 

length. In other words, log(𝑆)	becomes non-differentiable when the identity of the shortest path is 

about to exchange to another path. Since the probability is zero for the system to visit these 

singularities, one may expect that non-differentiability has only a minimal effect on the free-energy 

calculation. However, we found a significant deviation of the metadynamics PMF of log(𝑆) when 

compared to the correct one computed from an unbiased molecular dynamics (MD) run (Figure 

2-2C). We note that the WT-MTD barrier height for connecting water wires for the log(𝑆) CV is 

1.5 kcal/mol, which is 25% higher than the true (unbiased) value and exceeds statistical error. 

Additionally, an artificial “shoulder” appears at the position where log(𝑆) = 1.8, while only a 

smooth single well was observed in the unbiased reference. It is therefore striking that biasing 
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log(𝑆)  resulted in relatively significant errors in such a simple system featuring only 24 

permutations for 4 waters. Based on these findings, we eliminated the possibility of using log(𝑆) 

in biased free energy simulations in any real system where the number of permutations is expected 

to grow factorially as a function of the number of water molecules.  

In contrast, the correct PMF for log(𝑆)  was obtained (Figure 2-2C) by reweighting the 𝜙 

metadynamics data using Tiwary and Parrinello’s time-independent estimator 92. This outcome 

suggests that our new 𝜙 CV is a differentiable collective variable appropriate for enhanced free 

energy sampling, and validates its ability to drive efficient sampling of water wire connectivity. 

2.5 Conclusions 

We developed an appropriate CV to define the charge defect location and transfer properties for 

proton transfer and transport processes, resulting in a more rigorous ab initio definition of the 

center of excess charge. We also showed that the charge transfer behavior of CDFT can be 

approximated by an exponential function. We further examined the encoded collective motions in 

this newly defined CEC via calculating its IR spectrum. The full acid continuum was reproduced, 

suggesting the ability of this new CEC CV for capturing the excess proton motions without any 

contamination from other irrelevant degrees of freedom.  

We also simulated a glutamate-water solution as an example illustrating the use of the new CEC 

in enhanced free energy sampling for amino acid ionization in water. An AIMD metadynamics 

run driving the CEC was found to explore a much larger CV space than an unbiased AIMD run, 

providing efficient sampling of the proton disassociation of Glu.  

We note that the present CDFT formalism is suitable for describing any charge transfer reaction 

in which bonding topology changes between the diabatic states; thus, it is not limited to the proton 
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transfer processes studied herein. Therefore, the method can be generalized to identify appropriate 

CVs for other charge transfer reactions, e.g., ATP or GTP hydrolysis. 

Additionally, we proposed a new measure that provides the long sought-after fully quantitative 

definition of facile water wire connectivity for water-assisted proton transport in confined spaces 

such as proteins and nanomaterials. From graph theory, we have defined a differentiable CV, 𝜙, 

to represent water wire connectivity along a principal curve, and demonstrated its ability to drive 

the efficient sampling of water wire formation and breakage.  
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3 Accurate and Efficient Quantum Simulation of Proton Transport in Water 

3.1 Introduction 

Because of its ability to seamlessly model reactive nature of proton solvation and transport in 

aqueous, the AIMD technique remains one of the most commonly used approaches for modeling 

hydrated excess protons. However, the GGA-level of DFT, which is usually used as the underlying 

electronic structure technique for AIMD, overestimates charge transport and covalency. The 

resulting water model exhibits overly structured solvation, sluggish dynamics, and even glass-like 

behavior. 

Higher-level quantum chemical approaches are one way to improve the AIMD description of 

water and the associated proton solvation and transport, but this comes at the cost of higher 

computational demands and lower scalability to bigger systems. To attain quantitative accuracy 

for structural and spectroscopic properties of pure water, it has been reported that the employment 

of a hybrid functional paired with accurate modeling of NQEs is required.93 The employment of 

computationally more expensive quantum approaches, on the other hand, does not guarantee 

improved physical properties but limits the sufficient sampling of the condensed phase water and 

hydrated proton. As an example, the second-order Møller-Plesset perturbation theory (MP2) has 

been employed to simulate pure water, but an apparent discrepancy was seen in the first solvation 

peak of O-O RDF compared to the experimental one.94  

An alternative approach is to elevate the simulation temperature of water and interpret the 

observations in a higher temperature as if they were observed at ambient conditions to “mimic” 

the missing NQEs for treating nuclei as classical particles in AIMD.95 As we will discuss in 

Chapter 5, the elevated temperature does alleviate the over-structuring and slow diffusion issues, 

but only inadvertently, rather than because of proper modeling of the missing NQEs. 
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Another approach is to add some force-field-like corrections to the ab initio PES. The introduced 

correction can be evaluated quickly, adding little to the computing cost of the original method. 

One successful example is the Grimme’s D3 dispersion correction for DFT80. The inclusion of the 

correction was found to significantly improve the solvation structures, equilibrium density, and 

diffusion coefficient of DFT water.31 Despite the improvements, the corrected DFT functional, 

such as BLYP-D3, still overestimates the hydrogen bond strength and results in slow diffusion of 

water.  

The recently developed EDS approach, represents another way of parametrizing a force field 

correction to the density functional used in AIMD. The EDS was built upon the work by Pitera 

and Chodera that uses a maximum entropy approach to derive an addictive energy bias. Among 

the infinitely many bias potentials that would correct the original Hamiltonian to reproduce 

experimental observables, the derived addictive energy bias is the closest one to the original 

Hamiltonian in the sense that the biased ensemble carries the least excess entropy compared to the 

unbiased one. The EDS method was applied to pure water to correct the overly strong hydrogen 

bonds of BLYP and BLYP-D3 water using the highly accurate MB-Pol water model as the 

“experimental” reference. The corrected BLYP-D3 functional (termed as EDS-BLYP-D3) was 

found to better reproduce the water RDFs, three-body correlations, as well as dynamical properties 

such as self-diffusion and hydrogen bond dynamics.35 

Even with the less expensive GGA level DFT, the AIMD is still inefficient for large-scale 

simulations over long time scales, and the issue worsens if one wants to model the NQEs 

appropriately. Feynman’s imaginary time path integral approach 96 has been adopted widely to 

compute the quantum statistics by mapping the sampling of quantum partition function to fictitious 

beads (replicas) of the corresponding classical nuclear system. The energy and force calculations 
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must be performed for all such replicas of the system, which typically increases the computational 

cost by an order of magnitude depending on the number of beads required to converge the path 

integral, limiting its pervasive use until the recent developments of some computational 

approximations.97. Representative work includes the ring-polymer contraction (RPC)98, the ring-

polymer interpolation99, and combined path integral and generalized Langevin equation (PI+GLE) 

approach100. The system Hamiltonian is divided into two terms in RPC: a dominant term and a 

slowly varying term. This partitioning can be accomplished in AIMD by employing a lower level 

quantum approach as the reference potential, with its deviation from the precise Hamiltonian being 

regarded slowly varying. RPC speeds up path integral simulations because the exact Hamiltonian 

is only assessed on a “contracted” ring polymer with fewer beads. 

One commonly used low level method in RPC is the self-consistent-charge density-functional 

tight-binding (SCC-DFTB). However, the SCC-DFTB method was known to overestimate the 

water coordination number to the hydrated proton while result in less structured water in its second 

solvation shell.101 In principle, the accuracy of the RPC approximation is subject to the accuracy 

of the underlying reference potential, and the efficiency gain is heavily influenced by the efficiency 

of the low level. Hence, it is essential to seek an accurate enough reference potential which can be 

evaluated efficiently.  

ML is increasingly recognized as a powerful technique in various fields of computational 

chemistry. One notable application is to use an artificial neural network (ANN) to learn a PES 

from quantum chemical data allowing the system of interest to be simulated efficiently with near 

ab initio quality. However, it is impossible to learn perfectly the ab initio model fed in the network 

training, due to the many-body nature of molecular systems and the finite expressive ability of an 

ANN. The situation becomes more challenging for a solvated proton because a data driven 
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approach is highly affected by the data quantity, but it is harder to sample proton-water interaction 

than water-water interaction using acid solution simulations at common concentrations. As such, 

the trained model is possible to describe the water part of the system with high accuracy but 

becomes less satisfying for the excess proton complex.  

In this work, we addressed the difficulty of simulating proton solvation and transport in water 

with GGA-level of DFT by generalizing the EDS methodology developed for correcting BLYP-

D3 water hydrogen bonds. The key challenge was to quantify the extent of hydrogen bond or 

covalency nature for a O-H pair and accordingly scale the applied EDS bias. We show the resulted 

EDS-BLYP-D3 functional significantly improve the gas-phase PT energetics and the condensed 

phase proton diffusion, especially the proton-to-water diffusion ratio. We then utilized the EDS-

BLYP-D3 functional to illustrate how to optimize the RPC approach by replacing the low level 

electronic structure method by a ML potential. Since it is only used as the reference potential in 

RPC but not to directly propagate the system, the accuracy of the ML potential becomes a less 

concern. On the other hand, the RPC approach benefits from the efficiency of the ML potential, 

and exhibits a two-fold acceleration compared to the more conventionally adopted SCC-DFTB 

method. An excellent overlap of the water and proton properties was found for the ML-RPC 

approach compared to the full ab initio path integral MD.  

3.2 Methods 

3.2.1 Experiment Directed Simulation Method 

The EDS is a correction to the system’s Hamiltonian as an additive bias potential which is 

parametrized to reproduce target observables. The previous work of EDS for pure water was 

parametrized to reproduce the O-H radial distribution function (RDF) of the MB-Pol water model. 

The biasing approach for O-H pairs herein is referred as EDS(OH) in contrary to the original 
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EDS(OO) that targets the O-O RDF. The EDS bias potential is a function of statistical moments 

𝑓Xt𝑟&Yv, their target averaged values 𝑓X� , and coupling constants 𝛼X: 
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where 𝐼 and 𝐽 labels hydrogens and oxygens respectively, and 𝑘 labels the order of moment of 

RDF. The coupling constants 𝛼X ’s were determined from the EDS parametrization procedure 

using a gradient-based approach, and the 𝑓Xt𝑟&Yv = 𝑟&YX¶1 − 𝑢t𝑟&Yv· is the product of a power of O-

H distance and a step-wise function that reads 
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The 𝑑) was set to 0.7	Å and 𝑟) = 2.125	Å following the previous work. The target moment 

values were determined by integrating the MB-Pol O-H RDF: 
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When simulating pure water, the EDS potential (eq 3-1) is set to zero for O-H pairs whose distances 

are within 1.2 Å, which is the zero-point of O-H RDF that separates the intramolecular peak from 

the first intermolecular peak. The rationale is to turn off any perturbation to bonded O-H pairs but 

only focuses on the non-bonded O-H pairs and thus corrects the hydrogen bonds in DFT water. 

This hard cutoff is obviously less justifiable to proton in water since the proton of a hydronium is 

able to sample closer distances to oxygen atoms within 1.2 Å. More importantly, the excess proton 

delocalizes its charge to surrounding waters and thus it becomes unclear if a O-H pair is covalently 
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bonded or hydrogen bonded. We will show that these difficulties can be resolved with the help of 

CDFT. 

3.2.2 Combine CDFT information into EDS (OH) 

The CDFT methodology has been described in Section 2.2.1, and an approximation to the CDFT 

charge transfer behavior was developed in Section 2.2.2 to enable an efficient computation of the 

ground-state wave function in a diabatic representation.  

Since each diabatic state is associated with a well-defined bonding topology, there is no 

confusion about whether a O-H bond is covalent or not, and thus the EDS potential developed 

originally for rectifying hydrogen bonds is directly applicable within each diabatic state. That is, 

the EDS bias is turned off between any bonded O-H pair (i.e. the O-H pairs within every water 

and hydronium) according to the corresponding bonding topology of every diabatic state. The final 

EDS bias force is a weighted average of each diabatic EDS bias force 𝑭!=ZP	in state |𝑖⟩ by the 

population coefficient 𝑐!:, 

 𝑭=ZP =J𝑐!:𝑭!=ZP

!

 3-4 

The behavior of this weighting can be better understood by considering an O-H pair in some 

extreme cases. For a given O-H pair, consider all the diabatic states in which the pair is non-

bonded, and denote the sum of 𝑐!:’s of these states as 𝑐]B: . For an intermolecular O-H pair between 

two waters that are both distant from the solvated H+ and not directly involved in the excess proton 

solvation, the sum 𝑐]B:  becomes 1 as the O-H pair is seen non-bonded in all the diabatic states. 

According to eq 3-1, the EDS potential for hydrogen-bond correction in this case is completely 

switched on, which turns out to be the case for non-bonded O-H pairs in pure water. On the other 

hand, the 𝑐]B:  becomes 0 for the intramolecular oxygen and hydrogen of a far water and thus the 
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EDS correction for this O-H pair is completely turned off. Therefore, for the distant water, this 

weighted EDS scheme degenerates to the previous pure-water EDS correction. The more common 

case is an intermediate between the two extremes, and the continuous functions of eq 2-14 and eq 

2-15 enable an automatic and smooth adjustment of the EDS bias for solvated proton in water.  

3.2.3 Combine ML in RPC 

The RPC approach is a computational approximation to the full path integral simulations. The 

simulated system’s Hamiltonian is split into two parts, a dominant term and a slowly varying term. 

In the context of AIMD, the partitioning is usually achieved by employing a lower level electronic 

structure method as the reference potential and its deviation from the original higher level 

Hamiltonian is regarded as a perturbing term. 

 𝐻^,_^ = 𝐻`ab + 𝐻0,cc 3-5 

The reference potential 𝐻`ab	is evaluated for all the beads while the difference between high level 

and low level, 𝐻0,cc = 𝐻^,_^ − 𝐻`ab, is only evaluated on a “contracted” or “coarse-grained” ring 

polymer with reduced number of beads. As such, the high-level potential becomes available for 

each bead in the full ring-polymer by combining the evaluated reference potential with the 

𝐻0,cc	extrapolated to all the beads. As such, RPC approach saves computational costs by reducing 

the number of 𝐻^,_^evaluations but introduces additional overhead of evaluating 𝐻`ab on the full 

ring polymer. The efficiency of the low level 𝐻`ab is thus crucial to the RPC overall efficiency. 

Herein, we made use of the DPMD approach102.  to machine learn a many-body PES to 

approximate the EDS-BLYP-D3 description for proton in water. The motivation is to make use of 

the accuracy and computational efficiency of the ML potential to accelerate path integral 

simulations by employing the learned potential as the reference potential (𝐻`ab ) in the RPC 

scheme.  
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3.2.4 Simulation Details.  

The EDS parameters were taken from ref35 for BLYP-D3 water. The constrained DFT calculations 

using the 𝜔B97X functional for proton-water were used to fit the charge transfer factor as detailed 

in Section 2.2.2.  

The AIMD of proton in water consists of 128 water and one excess proton in a 15.64 Å ×15.64 

Å ×15.64 Å box resulting into a density of 1.00 g/cm3. The electronic structure was described by 

the BLYP-D3 density functional with the Goedecker-Teter-Hutter pseudopotentials. The Gaussian 

and plane waves (GPW) scheme was used where Gaussian TZV2P basis set was used to expand 

the Kohn-Sham orbitals while a plane wave basis set with a cut-off of 400 Ry was used to represent 

the electronic density. The system was first equilibrated in NVT ensemble at 298 K for 90 ps using 

EDS-BLYP-D3. Three EDS-BLYP-D3 simulations were initiated from the configurations and 

velocities sampled in the NVT equilibration every 30 ps and were run in the NVE ensemble for 

200 ps to collect non-perturbed dynamical data.  

A path integral MD (PIMD) run was conducted without RPC to provide a reference of the 

accurate quantum statistics. The PIMD was first equilibrated by a Langevin thermostat with a 

relaxation time of 15 fs started from the classical NVT equilibrated configuration. The production 

PIMD was run after that for ~32 ps with the Langevin relaxation time softened to 100 fs. The 

PIMD was thermostatted at 298K and 30 beads were used to represent the ring polymer. A timestep 

0.5 fs was used in all the simulations. The ab initio energy and force calculation was carried out 

by CP2K and the EDS correction was implemented in a modified version of PLUMED 2. The 

PIMD was conducted with i-Pi103 coupled to CP2K. 

Initiated from independent samples from the classical NVT equilibration, six thermostatted ring 

polymer molecular dynamics (TRPMD) were conducted using the ML-RPC approach. The ML 
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reference potential was computed by LAMMPS coupled to DeepMD-kit, the ab initio calculation 

was performed by CP2K, the EDS correction was computed by PLUMED 2, and the MD 

integration was performed by i-Pi.  

3.3 Results 

3.3.1 EDS (OH) improves BLYP-D3 significantly 

We first checked the energetic influence of the EDS (OH) correction via a gas-phase Zundel cation 

(H5O2+). The PT PES as a function of the proton sharing coordinate 𝛿 is shown in Figure 3-1. The 

reference PES was calculated from the CCSD(T)/cc-pVTZ level of theory, as well as a hybrid 

functional revPBE0-D3, which was found to reproduce experimental water properties93. The 

original BLYP-D3 was also plotted for comparison. As shown in the figure, the BLYP-D3 

functional underestimates the PT barrier significantly, while the EDS correction brings the PES 

much closer to the CCSD(T) and revPBE0-D3 reference. It is worth noting that the EDS correction 

was parametrized to correct hydrogen bonds in condensed-phase BLYP-D3 water, but promisingly 

exhibits the transferability to gas-phase protonated water herein. 

 

Figure 3-1. Gas-phase PES of proton transfer in Zundel. 

The EDS-BLYP-D3 model was then applied to simulate the condensed phase hydrated proton, 

and the calculated diffusion constants of H+ and water are summarized in Table 3-1, which shows 

that water diffusion, proton diffusion, as well as the proton/water diffusion ratio are all greatly 

2.6 Å
2.5 Å

2.7 Å
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improved by the EDS correction. Notably, the EDS potential represents an intermolecular O-H 

repulsion as shown in the gas-phase PES (larger PT barrier in EDS-BLYP-D3 compared to BLYP-

D3), which could reduce proton hopping and contributes negatively to proton diffusion. On the 

other hand, the weakened intermolecular hydrogen bonds make the water less glassy and increase 

its diffusion constant. The more flexibility of water facilitates the environmental preparation for 

proton hopping and transport, such as the hydrogen bond rearrangements in the proton’s second 

solvation shell. The two competing effects merged into a net positive contribution to the proton 

diffusion as seen in EDS-BLYP-D3 simulations. 

Table 3-1. Diffusion constants of proton and water. 

 𝐷T:>	tÅ:/psv 𝐷T$ 	tÅ:/psv 𝐷T$/𝐷T:> 
BLYP-D3a 0.049±0.004  0.54±0.25 10.9±5.1 
EDS-BLYP-D3a 0.15±0.01 0.73±0.13 4.9±0.7 
EDS-BLYP-D3b 0.11±0.003 1.46±0.31 13±3 
Experiment 0.23c 0.94d 4.1 

a Classical nuclei 
b TRPMD 
c Taken from ref104 
d Taken from ref105  

Although the EDS potential corrects the PT barrier of BLYP-D3 in the right direction, the 

resulted PES still underestimates the barrier slightly as shown in Figure 3-1. This explains why the 

proton and water diffusion ratio in classical EDS-BLYP-D3 is slightly larger than the experimental 

value. However, the issue is more evident when including NQEs as shown in Table 3-1. The 

quantized nuclei exacerbate the already overestimated hydrogen bonds (shown by the 

underestimated PT barrier) and as a result water diffusion is slowed down compared to the classical 

simulation. On the other hand, proton transport is increased, as evidenced by an exaggerated proton 

diffusion constant, with the aid of delocalized nuclei in overcoming PT barriers. We note that the 

EDS correction was parametrized from classical AIMD simulations. The parametrization 
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attempted to identify a solution that would allow the classical ensemble averages of the 

observables (O-H RDF moments) to match the reference values, but it was missing information 

on the quantum ensemble averages. To improve the present EDS correction in the future, PIMD 

should be conducted to optimize the EDS parameters using the centroid (center of beads) ensemble 

averages. 

3.3.2 ML-RPC models NQEs accurately 

As shown in Figure 3-2, the ML potential faithfully reproduces the EDS-BLYP-D3 water two-

body correlations. We note that the trained ML potential is not perfect and shows some subtle but 

visible differences from the reference EDS-BLYP-D3 especially in the H-H RDF. However, when 

using the ML potential as the reference potential in RPC instead of directly driving MD, we 

observe excellent matching in the water RDFs compared to the exact PIMD that computes the 

EDS-BLYP-D3 functional on all the beads. Notably, the deviation in the H-H RDF becomes very 

little in the case of ML-RPC TRPMD compared against the full ab initio PIMD. 

 
Figure 3-2. Radial distributions of water in the TRPMD using the ML-RPC approach (blue), 
the PIMD without RPC approximation (red), the EDS simulation with classical nuclei 
(green), and the classical simulation directly using the ML potential (purple). 

We next investigated the proton solvation structure measured by the proton sharing coordinate 

𝛿	(eq 2-13). As shown in Figure 3-3, the ML MD exhibits deviated PT barrier as well as the most 

probable 𝛿 value (location of the PMF well) from the exact EDS-BLYP-D3 simulation. These 

deviations are arguably more announced than the ones found in the water structures, possibly due 
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to the less sampled proton-related interactions than water ones in a dilute solution as the training 

set. Despite the deficiency in the trained ML potential, use of ML in RPC TRPMD predicts the 

correct 𝛿 PMF within statistical errors from the full PIMD. 

 

Figure 3-3. PMF of 𝛿. The error intervals were estimated by the standard deviation between 
independent runs. 

3.3.3 ML-RPC models NQEs efficiently 

In Figure 3-4, we show the simulation speed of RPC TRPMD as a function of number of cores 

using ML or SCC-DFTB as the reference potential. In general, the use of ML potential in RPC 

results in a two- to three-fold computational efficiency compared to the SCC-DFTB one. The full 

PIMD runs at roughly 30 fs/hour on 40 cores/node×15 nodes, and thus the ML-RPC approach 

speeds up the quantum simulation by about 130-fold, bringing the computational cost down to that 

of a classical simulation. 

 
Figure 3-4. Computational speed benchmarks of RPC. The simulation speed is defined as 
simulation time per wall time.  
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3.4 Conclusion 

We presented a generalization of the EDS approach originally defined for correcting DFT water 

hydrogen bonds to simulate hydrated excess proton in water. We found the resulting EDS 

correction significantly improve the original BLYP-D3 functional both for gas-phase PT 

energetics and condensed-phase water and proton diffusion. We note that the corrected BLYP-D3 

functional still underestimates the PT barrier, and overestimates hydrogen bond strength. As a 

result, the quantum EDS-BLYP-D3 simulation shows too fast proton diffusion and too slow water 

diffusion. 

We then employed the EDS-BLYP-D3 functional to benchmark the approach of accelerating 

path integral simulations utilizing ML potentials. We show that even when the ML potential is not 

optimal, the quantum simulations using the ML-RPC approach reproduce the results of full ab 

initio PIMD, but are only at the same computational cost as a classical simulation. RPC 

approximation assumes the deviation of the ML potential from the ab initio PES is slowly varying 

with respect to atomic motions. However, the current ML training methodology aims to train an 

ANN that minimizes energy and force differences between the model and the training reference, 

and thus focuses on minimizing the deviation itself instead of its fluctuations. As a result, we 

anticipate the ML-RPC technique to be more accurate if the loss function to be minimized in the 

ML training procedure includes not only the energy and force deviations but also their variances. 
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4 Accurate and Transferrable Reactive Molecular Dynamics Models Derived from the 

Constrained Density Functional Theory 

This chapter was reprinted with permission from J. Phys. Chem. B 2021, 125, 37, 10471–10480 
. Copyright 2021 American Chemical Society. 
4.1 Introduction 

MD is a powerful computational tool for studying the kinetics and thermodynamics of chemical, 

materials science, and biomolecular systems and processes. The conventional MD (also referred 

to classical MD in this Chapter) requires a pre-defined bonding topology of the systems being 

simulated. Since this topology remains fixed during simulation, conventional MD is only suited 

for simulating strictly speaking physical processes without chemical reactions. In contrast, the 

AIMD approach represents a natural choice for simulating reactive processes because it solves the 

electronic Schrodinger equation on-the-fly and does not rely on the bonding structure of a system. 

Note that chemical reactions can be intrinsically multiscaled, i.e., they can be coupled with 

multiple collective and corporative motions that span spatial and temporal scales of several 

magnitudes. Given the multiscale nature of reactions, an efficient simulation model is needed to 

sample the required space and time scales in order to deliver statistically meaningful results. 

However, AIMD calculations can be prohibitively expensive and therefore often limited to sub-

nanosecond timescales for a system consisting of hundreds of electrons. In addition, the accuracy 

of AIMD is highly correlated with the adopted electronic structure method. A popular approach is 

the GGA within the framework of DFT, which often overestimates charge transfer and partial 

covalency. Using significantly more computational expensive hybrid functionals was found to be 

necessary for achieving quantitative accuracy, in the description of somewhat simple and non-

reactive systems such as pure water.93  
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An alternative approach is the MS-RMD method, which is three-orders of magnitude more 

computationally efficient compared to AIMD. MS-RMD enables microsecond sampling of 

complex systems, making it effective for accurately modeling condensed phase chemical reactions 

with sufficient sampling of the coupled, but relatively slow, processes. MS-RMD was previously 

formulated as a force-matching (FM) algorithm,41, 89, 106 in which the models were parametrized to 

best reproduce the atomic forces of ab initio calculations in a least-square sense. The FM-based 

MS-RMD model was shown to successfully reproduce the benchmark results of the reference ab 

initio model in both aqueous106 and biomolecular environments41, as well as replicate 

experimentally derived thermodynamic and kinetic data.57-60, 107 The models were parameterized 

in a case-by-case manner, whereby training ab initio calculations were conducted each time the 

MS-RMD model was applied to a new chemical environment.  

In the condensed phase, the MS-RMD approach describes the system as a linear combination of 

as many as 20-30 diabatic states, each of which corresponds to a resonance form of the system 

with a different bonding topology. Conventional DFT was adopted as the reference ab initio 

method; however, due to the lack of diabatic state information, only the ground state of MS-RMD 

was calibrated in the FM scheme. To address this deficit, ab initio diabatic methods were employed 

in this work to facilitate a more systematic parametrization of our RMD models at the diabatic 

state level. Furthermore, the newer diabatic matching (DM) approach can be regarded as a 

generalization of our original FM method that focuses only on the ground state. The quantum 

diabatic method we chose was CDFT that is flexible in dealing with various atomic charge 

prescriptions such as Mulliken,108 Hirshfeld,109 and Becke,72 but we note that other diabatic 

methods such as the multistate DFT (MS-DFT)110, 111 can also be employed. 
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As an important category of chemical reactions, PT along confined water and titration of 

protonable residues in biomolecular systems, represent key steps in many protein machine 

functional cycles.12-17, 19, 26, 112 Employing an efficient and accurate computational approach that 

explicitly models this PT reaction is crucial for understanding the full working mechanisms 

associated with these enzymes, channels, and transporters. As detailed in this chapter, the proton 

disassociation of ionizable amino acids in water and in staphylococcal nuclease (SNase) was 

examined using the new DM method. The computational efficiency of MS-RMD allowed the 

computation of the free energy profile for the coupled PT process and local conformational 

changes in SNase.  As a result, our model can predict the pKa of glutamate and lysine in both water 

and SNase with good agreement with experimental results without the need to reparametrize. Due 

to the aforementioned transferability, we anticipate that the MS-RMD Glu/Lys models will be 

widely applied to more complicated biomolecular systems for studying PT and its coupled 

phenomenon, notably hydration change, global protein conformational change, as well as ligand 

transport. Moreover, since neither MS-RMD nor CDFT is limited to PT reactions, our approach 

could significantly advance the systematic development of accurate and transferrable MD models 

to simulate other chemical reactions with greater efficiency. 

4.2 Methods 

4.2.1 MS-RMD force field 

The general MS-RMD framework was reviewed in section 1.3, while more detailed descriptions 

on force field functional forms are provided herein. 
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Figure 4-1. Illustration of MS-RMD states for (A) Glu in water and (B) Lys in water. The 
protonated moiety in each diabatic state is circled in blue. Note that typically 20-30 states 
are included in the condensed-phase calculations, but only four states are shown here for 
clarity. 

The diagonal ℎ!! 	terms in MS-RMD Hamiltonian are described by the standard CHARMM36 

FF113 with several adaptations clarified below. The original harmonic O-H bond in a protonated 

Glu carboxylic group as well as the N-H bond in the Lys ammine group are replaced by a Morse 

bond to better describe the proton disassociation curve: 

 𝑈dae./+af0 = 𝐷t1 − 𝑒$g(V$V))v
:
 4-1 

where 𝑟 represents the bond length, 𝐷, 𝛼, 𝑟) are bond parameters, taken from ref89 for Glu. The 

bond parameters for Lys were optimized to match an energy scan of the bond disassociation, in 

which the proton was scanned with respect to nitrogen within a distance range of 0.9 Å to 1.9 Å 
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with 0.1 Å	 intervals. The reference energies were computed with 𝜔B97X70/TZV2P in CP2K 

coupled with Libxc. In any diabatic state wherein a protonated Glu or Lys was found, such as state 

|1⟩ shown in Figure 4-1, a trainable energy offset 𝑉!!Caf.h was added to the total energy of the 

system to bridge zero points of the classical MM PESs, that were originally parametrized for 

nonreactive protonated and deprotonated forms of the amino acids. 

The hydronium FF parameters including bonds, angles, and Lennard-Jones (LJ) were obtained 

from ref86. Additionally, additive repulsions between hydronium and Glu carboxyl/Lys ammine 

were employed to correct the over-attraction between point charges described in the MM FFs, as 

indicated in the following equations: 

 𝑈>i
e/j = 𝐵 exp �−𝑏(𝑟>i − 𝑑>i) )� ⋅Jexp�−𝑏*𝒒T*i

: �
;

"N%

 4-2 

and 

 𝑈Ti
e/j = 𝐶 exp �−𝑐(𝑟Ti − 𝑑Ti) )� 4-3 

The 𝑟>i  represents the distance between hydronium oxygen and Glu carboxylic oxygen/Lys 

ammine nitrogen, and 𝑟Ti represents the associated distance with hydronium hydrogen. The vector 

𝒒T*i is the proton-sharing vector defined as follows: 

 𝒒T*i = 𝒓>T* −
1
2𝒓>i 4-4 

where the atoms O and X follow the same meaning above, while H" represents one of the three 

hydrogens of the hydronium. The 𝐵, 𝑏, 𝑏*, 𝐶, 𝑐  are tunable parameters while 𝑑>i) = 2.4	Å  and 

𝑑Ti) = 1.0	Å are fixed and do not need fitting since they can be absorbed into the prefactors 𝐵 and 

𝐶. 
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As part of the MM FF, some of the nonbonded LJ interactions were tuned as well to better 

describe proton-transfer reactions. While the standard 12-6 LJ functional form was used as shown 

in eq 4-5 

 𝑈kl = 4𝜖 Ä�
𝜎
𝑟�

%:
− �

𝜎
𝑟�

I
Å 4-5 

the LJ parameters 𝜎 and 𝜖 for interactions between the carboxyl/ammine and water/hydronium 

were adjusted. To be specific, the modified interactions were between eight atom pairs: (1) 

protonated Glu carboxyl oxygen (OEP) and water oxygen (Ow), (2) Glu carboxyl proton (HEP) 

and Ow, (3) deprotonated Glu carboxyl oxygen (OE) and hydronium oxygen (OH), (4) OE and 

hydronium proton (HH), (5) protonated Lys ammine nitrogen (NKP) and Ow, (6) protonated Lys 

ammine proton (HKP) and Ow, (7) deprotonated Lys ammine nitrogen (NK) and OH, and (8) NK 

and HH. 

The off-diagonal energy term of ℎ!" between amino acid and water proposed in ref89 was used 

herein: 

 ℎ!" = 𝑐% exp(−𝑐:(𝑟Ti − 𝑐;):) 4-6 

The atom X represents the carboxyl oxygen or the ammine nitrogen, and the atom H represents the 

shared proton between Glu/Lys with water. The 𝑐%, 𝑐:, and 𝑐; are trainable parameters. 

4.2.2 Parametrization of MS-RMD using CDFT 

The original FM-based MS-RMD parametrization was designed to minimize the force residual 

between ground-state MS-RMD forces and the ground-state ab initio forces: 

 𝜒: = ÇÈ𝑭mdZ − 𝑭ndÈ:É 4-7 

where the bracket indicates an ensemble average. The MS-RMD atomic forces 𝑭mdZ  are 

computed from the Hellmann-Feynman theorem (eq 1-3) and depend on the FF parameters noted 
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in the section 4.2.1. We note from eq 1-3 that the ground-state forces depend on the contributions 

from both ground-state wavefunction 𝒄 and the diabatic forces 𝑭!" . The parametrization based 

solely on the ground-state force residual (eq 4-7) is likely to overfit due to the error cancellation 

in 𝒄 and 𝑭!". The rationale of our new approach is to separate the ground state wavefunction 𝒄 and 

diabatic forces in the training procedure. Accordingly, two residuals, defined utilizing the diabatic 

information computed by CDFT, should be minimized with respect to MS-RMD parameters: 

 𝜒o: = ÇÈ𝒄mdZ − 𝒄<ZpEÈ:É  4-8 

and 

 𝜒q: = ÊJÈ𝑭!"mdZ − 𝑭!"<ZpEÈ
:

!"

Ë  4-9 

We note that as an eigenvector, the ground state wavefunction 𝒄 is determined by the diabatic 

energies in 𝐇mdZ  and 𝐇<ZpE . Thus, minimizing 𝜒o:  can be regarded as an implicit energy 

matching process. In this sense, the DM approach systematically matches the energy and force 

through minimization of 𝜒o:  and 𝜒q: , simultaneously. The aforementioned technique could be 

beneficial since it was reported that including both energy and forces in the loss function results 

in a more reliable machine-learned FF.102 

The EVB 3.2 model86 has shown success in describing proton transfer between water and water. 

Therefore, our parametrization of MS-RMD kept the hydronium-water PT model unchanged, 

focusing instead on diagonal and off-diagonal terms that correspond to the proton transfer between 

Glu/Lys and its first solvation shell proton-acceptor water. The training set was generated by 

placing one water at 𝑟>> (distance between water oxygen and carboxyl oxygen of Glu) or 𝑟>] 

(distance between water oxygen and ammine nitrogen of Lys) ranging from 2.2 Å to 2.8 Å with a 
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0.1 Å spacing, and for each 𝑟>>  or 𝑟>] , the shared proton was placed at nine equally spaced 

positions with 𝑟>T  ranging from 1.0 Å  to 𝑟>> − 1.0	Å  for Glu and 𝑟]T  ranging from 1.0 Å  to 

𝑟>] − 1.0	Å for Lys. The CDFT calculations were based on these configurations at a level of 

BLYP/TZV2P and 𝜔B97X/TZV2P followed by a CDFT-CI performed using the DFT Kohn-Sham 

surrogates for the diabatic state wavefunctions. To reduce computational costs and achieve better 

convergence, the 𝜔B97X-level CDFT was conducted with Glu/Lys sidechains only. Calculations 

that included backbones at the BLYP level showed no difference in 𝒄 from sidechain-only ones. 

All CDFT calculations were performed using the CP2K package. Optimizing MS-RMD 

parameters was conducted using an in-house Python script to minimize the residual (eq 4-8); all 

obtained parameters are summarized in Table 4-1. Note that the models obtained from minimizing 

eq 4-8 exhibited good accuracy and transferability even prior to applying further improvements 

using force residual eq 4-9, which is detailed in the following sections. 

4.3 Simulation Details 

The Glu/Lys in water simulations were conducted with one protonated solute solvated in 241 water 

and in 237 water in a cubic box with a side length of 20 Å. Temperature was controlled by a Nose-

Hoover chain114, 115 at 300 K, and a timestep of 1 fs was used to integrate the system. To enhance 

the sampling of proton disassociation from Glu/Lys, WT-MTD was performed. The RC for Glu 

driven in WT-MTD was defined as the distance between the CEC and the closer Glu carboxyl 

oxygen, implemented as  

 𝜉<=<r`s = −
1
𝜅 log

¶expt−𝜅(𝑟% − 𝑟̅)v + exp(−𝜅(𝑟: − 𝑟̅))· + 𝑟̅  4-10 

where 𝜅 = 40	Å$%, 𝑟% and 𝑟: denote the CEC separation from the two carboxyl oxygen atoms, and 

𝑟̅ = (𝑟% + 𝑟:)/2. The RC, 𝜉<=<
kt.  for Lys was the distance between CEC and ammine nitrogen. The 
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initial gaussian height for WT-MTD was 0.8 kcal/mol, and the bias factor was set to 12. The 

gaussians were deposited every 1 ps with a fixed width of 0.1 Å. To restrain the sampling in regions 

of interest, a harmonic potential wall with a 25 kcal/mol/Å$: force constant was added on the RC 

𝜉<=< if its value exceeded 8 Å. The WT-MTD was run for ~20 ns for both Glu and Lys, and the 

PMF was obtained by summing the deposited gaussians. The error bar of the PMF was estimated 

by partitioning the full trajectory into 8 blocks and calculating the standard deviation of PMFs 

computed from the last 5 blocks. The pKa of Glu/Lys was computed from their PMFs via116 

 p𝐾- = log q𝑐)~ 4𝜋𝜉<=<: 	𝑒$13q(4+,+)$q(L\)8d𝜉<=<
u

)
	r  4-11 

where 𝑐) = 1/1660	Å$; is the standard state concentration (1 M) expressed in number density, 

𝐹(𝜉<=<) is the PMF, and 𝐹(∞) is the value when 𝜉<=< is sufficiently large and 𝐹(𝜉<=<) reaches a 

plateau. The integral was evaluated up to the dividing surface (denoted by †) between protonated 

and deprotonated Glu/Lys. However, the integral value did not change if the integral went further 

because the free energy passing the dividing surface was sufficiently high for weak acids and the 

exponential integrand at further distances vanishes. Note that the 𝐹(𝜉<=<) used in pKa calculation 

(shown in Figure 4-2) differs from the PMF directly summed from gaussians (denoted as 𝐹*(𝜉<=<)) 

via the relation 

 4𝜋𝜉<=<: 𝑒$1q(4+,+) = 𝑒$1q!(4+,+)  4-12 

In essence, eq 4-12 converts the probability density for the system to visit [𝜉<=<, 𝜉<=< + d𝜉<=<] 

into the probability density of visiting the infinitesimal spherical shell 4𝜋𝜉<=<: d𝜉<=<. The resulting 

𝐹(𝜉<=<) thus becomes a plateau with a sufficiently large 𝜉<=<, in contrast to an ever-decaying 

𝐹*(𝜉<=<) that reflects the increasing probability density in [𝜉<=<, 𝜉<=< + d𝜉<=<] due to the larger 

accessible volume of 4𝜋𝜉<=<: d𝜉<=< spherical shell. 
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Our simulations of SNase consisted of one SNase (PBD id: 1U9R117) solvated in a cubic water 

box of 70 Å on a side with 0.15 M of sodium chloride added. A buried residue V66 was mutated 

into Glu/Lys to form the V66E and V66K mutants. For both the protonated and deprotonated 

E66/V66 mutants, classical MD equilibrations were conducted in the NPT ensemble at 298 K 

under 1 atm for 200 ns.  The temperature and pressure were controlled by a Nose-Hoover chain 

and by the Parrinello-Rahman barostat118, respectively. All the bonds involving hydrogens were 

constrained using the LINCS algorithm119 and a timestep of 2 fs was used to propagate the system. 

All classical equilibrations were carried out in the GROMACS package.120, 121 

The SNase MS-RMD simulations, initiated from classical equilibrations, were conducted in 

NVT ensemble at 298 K using a timestep of 1 fs. The RC for proton disassociation from E66/K66 

was defined as the same as the 𝜉<=< for Glu/Lys in water. Another RC 𝑑P< was defined as follows 

 𝑑P< = 𝒗P< ⋅ 𝒏jeah  4-13 

to characterize the sidechain rotation of E66/K66, given that protonated/deprotonated forms of 

E66/K66 were found to display distinct sidechain orientations via classical equilibrations (Figure 

4-3). In eq 4-13, 𝒗P<  represents the vector pointing from E66/K66 𝛼-carbon to the geometric 

center of carboxylic group (COO) of E66 or the ammine nitrogen of K66, and 𝒏jeah is a vector 

defined to reflect the protein overall orientation: 

 𝒏jeah =
𝒓<: − 𝒓<%
|𝒓<: − 𝒓<%|

 4-14 

where 𝒓<% is the center of backbone atoms of residues 15-19 and 61-65, and 𝒓<: is the center of 

backbone of residues 90-94 (illustrated in Figure 4-4). To restrain the lateral diffusion of solvated 

proton when completely disassociated from E66/K66, a harmonic potential wall 𝑢e/.	was added 

on a collective variable 𝑟v defined as the length of the orthogonal part of 𝒗<=< with respect to 

𝒏jeah: 
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 𝑟v = È𝒗<=< − t𝒗<=< ⋅ 𝒏jeahv𝒏jeahÈ  4-15 

where 𝒗<=< is the vector pointing from E66 COO center or K66 nitrogen to the CEC. The force 

constant of the wall was 10 kcal/mol/Å:, and the restraining potential was switched on when 𝑟v ≥

7 Å. To enhance the sampling of both 𝜉<=< and 𝑑P<, 2D-US on the two RCs was performed. Each 

US window was run for ~1 ns and the total simulation time was ~1 𝜇s for both V66E and V66K. 

The weighted histogram analysis method (WHAM) 122 was used to combine the 2D-US data and 

compute the PMF 𝐹(𝜉<=<, 𝑑P<), from which the one-dimensional (1D) PMF (Figure 4-3E) for 

proton disassociation was obtained by integrating out the 𝑑P<  degree of freedom (DOF). 

Specifically, 

 𝐹(𝜉<=<) = −𝛽$% ln �~𝑒$1q(4+,+,w-+) d𝑑P<�  4-16 

Then, following the derivation in ref123, the pKa of E66/K66 was given by 

 p𝐾- = log q𝑐)𝑆2~ 𝑒$13q(4+,+)$q(L\)8d𝜉<=<
u

)
r  4-17 

where the meaning of 𝑐)  and the integral range were the same as eq 4-11 , and the 𝑆2 =

∫ 2𝜋𝑟v𝑒$12./0(V1)d𝑟v
\
)  corrects for the introduced radial restraint on CEC. The errors reported for 

PMFs and pKa were obtained from partitioning the trajectories of all US windows into 6 equally 

sized blocks and calculating the standard deviation using the final 4 blocks. All MS-RMD 

simulations were performed using the LAMMPS package124 coupled with RAPTOR125 for 

reactions and PLUMED 283 for the free energy sampling. 

 

4.4 Results 

4.4.1 Benchmark of reactive models in water 
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Table 4-1. Optimized MS-RMD Model Parameters Using 𝝎B97X CDFT Data. 

 Glu Lys  Glu Lys 
𝐵 3.94793 1.01096 𝑉!! -153.284 -67.0979 
𝑏 1.41638 1.41969 𝜖>=/]x$TT

kl  0.23117 0.0175896 
𝑏* 1.08444 1.07948 𝜎>=/]x$TT

kl  1.39561 1.68765 
𝐶 3.8605 0.989666 𝜖>b$T=y/Txy

kl  0.72595 0.0107436 
𝑐 1.14669 1.14233 𝜎>b$T=y/Txy

kl  1.29196 1.77364 
𝑐% -25.0422 -25.015 𝜖>=/]x$>T

kl  0.125249 0.115627 
𝑐: 2.99968 3.02538 𝜎>=/]x$>T

kl  3.00742 3.20591 
𝑐; 1.40533 1.37087 𝜖>=y/]xy$>b

kl  0.162054 0.162548 
𝐷 143.003 157.014 𝜎>=y/]xy$>b

kl  3.07772 3.23758 
𝛼 1.8 1.70825    
𝑟) 0.975 1.02389    

The units of the listed parameters use kcal/mol as the energy unit and Å as the length unit. 

The MS-RMD parameters obtained using the DM approach with 𝜔B97X CDFT data are provided 

in Table 4-1, and model parameters determined from the BLYP data are given in Table 4-3. The 

resulting MS-RMD Glu/Lys models were benchmarked in water by computing the PMF of their 

ionization (Figure 4-2). Potential of mean force is arguably the most valuable information about 

the system as it provides the full free energy profile as a function of the reaction progress 

(monitored by the RC value). At 𝜉<=< ≈ 0.5	Å, a narrow free energy well was observed in both the 

Glu and Lys PMFs. The molecular configurations corresponds to the well are protonated Glu/Lys 

(Figure 4-2 insets), and the well in PMF reveals the weak acid nature of both Glu and Lys. The 

steep wall of 𝜉<=< < 0.5	Å is caused by the large energy penalty of compressing O-H/N-H bond 

of Glu/Lys. The smooth uphill increase in the area of 0.5	Å < 𝜉<=< < 1.4	Å arises from the energy 

barrier of proton disassociation from Glu/Lys to its first solvation shell water. The free energy was 

observed to reach a peak at around 1.4	Å, the point at which the proton is shared by Glu/Lys and 

the water, forming a Glu/Lys-replaced Zundel (H5O2+) configuration (Figure 4-2 insets). The 

second free energy well was noted at 𝜉<=< ≈ 2.3	Å when the excess proton is found on the first 
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solvation shell water. The resulting H3O+ and negatively charged Glu closely interact with each 

other to form a CIP (Figure 4-2A inset). The favorable Coulombic interaction yields a deeper 

potential well for Glu compared to that of Lys. In the latter case, a CIP cannot be formed between 

a neutral deprotonated Lys and H3O+, but the system is stabilized by forming an Eigen cation 

(H3O(H2O)3+) with one water substituted by the Lys (Figure 4-2B inset). We observed that a 

second free energy potential well at around 2.3 Å  was shallow within the 𝜔B97X model in 

comparison with that of the BLYP model, which is consistent with the expectation that the GGA 

functional BLYP over-stabilizes the CIP due to its overestimation of charge transfer than the 

hybrid functional 𝜔B97X. After passing the well, the value of the free energy potential increases 

within the range of 2.3	Å < 𝜉<=< < 4	Å, which corresponds to proton disassociation from the first 

shell water. Although the excess proton mostly resides on a second shell water when 𝜉<=< ≈ 4	Å 

(Figure 4-2 insets), this layer of water is sufficiently diffusive to become indistinguishable from 

the bulk water, given that the PMFs reach a plateau after this point.  

For a direct comparison with the experimental results, we calculated the pKa of Glu and Lys in 

water from the PMF using eq 4-11. The resulting data are summarized in Table 4-2. We found 

that the 𝜔B97X models accurately predicted the pKa values for both Glu and Lys. However, our 

findings based on the BLYP models were slightly less accurate, but still within ~1 pH unit of error. 

The success of the DM-based MS-RMD models encouraged us to apply them to a more 

complicated system, SNase. Given that the 𝜔B97X models showed better agreement with the 

experimental pKa than the BLYP models, the latter models were not tested in subsequent SNase 

simulations. 
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Figure 4-2. The proton disassociation potential of mean force of (1) Glu in water, and (2) 
Lys in water. computed from BLYP or 𝜔B97X parametrized MS-RMD models. The insets 
show representative molecular configurations at the corresponding positions on the PMFs. 
The center of excess charge (effective position of H+) is rendered as an orange sphere.  

Table 4-2. MS-RMD Predicted and Experimentally Determined pKa of Glu and Lys. 

  In Water In SNase V66 Mutants 

Glu 

Simulation 
(𝜔B97X) 4.1±0.2 9.8±0.3a	

Simulation 
(BLYP) 3.4±0.4  

Experiment 4.15b 9.00-9.10c (8.73-9.28d) 

Lys 

Simulation 
(𝜔B97X) 10.7±0.2 5.8±0.3a 

Simulation 
(BLYP) 10.0±0.1  

Experiment 10.67b 5.61-6.05e (6.25-6.45f) 
a The PDB structure (1U9R) used in the simulation was the PHS form of SNase (engineered 
with three substitutions: P117G, H124A, and S128L). Note that the missing 45-50 loop in the 
solved structure was not modeled in our simulations, and thus the simulated system more 
resembles the Δ+PHS form (additional G50F, V51N and 44-49 deletion from PHS).  
b Taken from ref126. 
c pKa in Δ+PHS by potentiometry taken from ref127. 
d pKa in PHS from chemical denaturation taken from ref127. 
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Table 4-2. MS-RMD Predicted and Experimentally Determined pKa of Glu and Lys continued. 
e pKa in Δ+PHS from chemical denaturation taken from ref128. 
f pKa in PHS by potentiometry take from ref129. 

 

Figure 4-3. The coupling between proton disassociation and sidechain orientation in SNase. 
(A) Classical equilibrated configurations of V66E mutants when E66 is deprotonated (green) 
and protonated (gray). (B) The potential of mean force in kcal/mol of E66 ionization and its 
sidechain rotation. The minimum free energy path is shown as a black curve. The PMF 
statistical error can be found in Figure S2A. (C) Classical equilibrated configurations of 
V66K mutants when K66 is deprotonated (green) and protonated (gray). (D) The PMF of 
K66 ionization and its sidechain rotation. The minimum free energy path is shown in black. 
The PMF error can be found in Figure S2B. (E) Comparison of ionization PMFs of Glu (red) 
and Lys (blue) in water (dashed) and in SNase (solid; computed via eq 4-16). 

4.4.2 Benchmark of reactive models in SNase  

SNase is a well-known protein model system for proton titration of internal ionizable groups. 

Several SNase mutants have been generated by focusing on one of the buried hydrophobic 

residues, V66, and substituting it with Asp, Glu and Lys. The pKa of the mutated residue has been 

measured experimentally and large pKa shifts were observed in favor of the neutral forms of the 
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residues.127-129 Therefore, the SNase mutants provide an ideal and well-regulated protein 

environment for benchmarking reactive models against experimental characterizations. 

Classical equilibrations of V66E and V66K mutants were performed for both protonated and 

deprotonated forms of E66 and K66. For the neutral form of E66 (deprotonated) and K66 

(protonated), the residue adopted a buried conformation, while a charged E66/K66 was found to 

be exposed to water through the rotation of its sidechain to stabilize its charges in the higher 

polarizable medium (Figure 4-3A & Figure 4-3C). This observation is indeed consistent with the 

experimental pKa  shifts for Glu and Lys toward stabilizing a neutral form.  

Considering the distinct conformations that are dependent on the protonation state, a RC 𝑑P< 

reflecting sidechain orientation was defined and explicitly sampled along with the RC 𝜉<=<, which 

describes proton disassociation in the reactive 2D-US (see section 4.3 for details). The next section 

provides a detailed discussion of the informative 2D PMF findings (Figure 4-3B & Figure 4-3D) 

calculated by the 2D-US. We consider the pKa of E66 and K66 calculated from the  PMFs (Figure 

4-3E) as a byproduct of the free energy calculations but enables a direct comparison to 

experimental measurements. According to Table 4-2, the calculated pKa values were found to be 

in good agreement with those of their experimentally determined counterparts, with better 

agreement for the Lys model, which achieved a nearly perfect match. The Lys and Glu models 

were parametrized following the same procedure, except that the Morse bond of Lys was fit to an 

energy scan, while Glu was taken from our previous work89. The better performance of our Lys 

model suggests that the current Glu model may be readily improved by a bond energy scan 

followed by a reparameterization. Notably, we used the exactly same MS-RMD parameters of 

Glu/Lys in water when simulating SNase, but our models demonstrated high accuracy and 

transferability in predicting the acidic and basic residue pKa in the two distinct environments. 
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4.4.3 Proton transport and conformation coupling in SNase 

As discussed in the prior section, we compared the model predicted pKa with experimental values. 

It is worth noting that a reactive MD model is not only useful for calculating reaction equilibrium 

constants, but can also predict reaction rates when combined with appropriate kinetic theory and 

modeling, such as the transition state theory130 and the Markov state model.131 More importantly, 

atomistic details obtained from reactive MD simulations enable a detailed exploration of the 

reaction mechanisms, as well as the identification of crucial affecting factors and interactions. An 

important question arises regarding SNase is that how proton transport is coupled with the protein 

conformation. As discussed, the classical equilibrium data indicate that the sidechain orientation 

of E66/K66 depends on its protonation state.  However, in the absence of knowledge of the reaction 

pathways, classical simulations can only determine the metastable states.  In contrast, reactive MD 

can determine whether the sidechain rotation takes precedence in facilitating the 

protonation/deprotonation process or is actually a result responding to a protonation state change. 

Interestingly, the answer is likely neither according to our 2D PMF results (Figure 4-3B and Figure 

4-3D). The most probable reaction pathway (or, equivalently, the minimum free energy path; 

MFEP) shows that the protonation disassociation and the sidechain rotation are not two 

independent processes that happen in a step-by-step manner. Instead, these two processes are 

highly and reciprocally coupled, which can be verified by the ramped slope of the MFEP 

connecting the two ending points of the charged, exposed E66/K66 state and the neutral buried 

state. If the PT DOF 𝜉<=< is driven by some external force such as a proton gradient, and if the 

pulling is a quasistatic process, then the movement of 𝜉<=< will result in a responsive movement 

in 𝑑P< along the curvy MFEP (and vice-versa). In addition to the sidechain orientation observed 

in this study, we found in our previous work 57, 59, 85, 107 and will discuss in Chapters 7 and 8 that 
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this type of coupling typically occurs between PT and hydration in confined hydrophobic channels. 

This outcome could also be the case for PT and ligand transport in some proton-driven transporters; 

indeed, if this should be the case then it is understandable why the proton and ligand can both be 

the driving force to the transport of each other. 

4.5 Conclusions 

As a generalization to the previous FM scheme, we proposed a DM framework to systematically 

parameterize reactive MD models from CDFT. We used the proton disassociation reactions of Glu 

and Lys as our case studies and found the DM-based models can reproduce the experimental 

absolute pKa of the acid and the basic amino acid in water. We also confirmed that the same 

reactive models were able to accurately capture the large pKa shifts introduced by the apolar SNase 

protein environment. In addition, the efficiency of the reactive MD enabled us to compute the joint 

free energy surface of the proton coordinate, along with the sidechain orientation of E66/K66, from 

which we found that PT is coupled to this local conformational change. In other words, the two 

processes can be considered as mutually interactive, in contrast to being a sequential process 

whereby the protonation state change occurs either before or after a conformational change. Since 

our results indicated that our models are transferrable, we believe they can readily be applied to 

other biomolecular and biomaterial systems. Moreover, the noted efficiency of the models can 

facilitate the discovery of other DOFs coupled to PT in those systems, such as hydration, global 

conformational change, and ligand transport. Finally, we anticipate that the DM approach provides 

a potentially powerful tool for developing accurate and transferrable reactive modes for other 

chemical reactions in the future. 
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4.6 Appendix 

Table 4-3. Optimized MS-RMD Model Parameters Using BLYP CDFT Data. 

 Glu Lys  Glu Lys 
𝐵 3.3439 1.10946 𝑉!! -152.795 -69.4226 
𝑏 1.44315 1.35386 𝜖>=/]x$TT

kl  0.192089 0.00769145 
𝑏* 1.10416 1.06392 𝜎>=/]x$TT

kl  1.31464 1.68974 
𝐶 3.3731 1.04393 𝜖>b$T=y/Txy

kl  0.724763 0.0106015 
𝑐 1.18011 1.18869 𝜎>b$T=y/Txy

kl  1.22985 1.69318 
𝑐% -29.1037 -24.953 𝜖>=/]x$>T

kl  0.108658 0.141469 
𝑐: 3.02482 2.93992 𝜎>=/]x$>T

kl  3.08549 3.19191 
𝑐; 1.53429 1.51078 𝜖>=y/]xy$>b

kl  0.168629 0.19681 
𝐷 143.003 157.014 𝜎>=y/]xy$>b

kl  3.06885 3.19355 
𝛼 1.8 1.70825    
𝑟) 0.975 1.02389    

The units of the listed parameters use kcal/mol as the energy unit and Å as the length unit. 
 

 
Figure 4-4. Illustration of reaction coordinate definitions in SNase. (A) A molecular figure 
of V66E showing the definition of 𝒓<% and 𝒓<:. Residues 15-19 and 61-65 that define 𝒓<% 
are in green and residues 90-94 that define  𝒓<: are in yellow. The positions of  𝒓<% and  𝒓<: 
are shown as a green and yellow sphere. The blue arrow indicates the direction of 𝒏jeah. (B) 
A cartoon of V66E explaining the definition of 𝑑P<  and 𝑟v . The sidechain of E66 is 
represented in grey sticks, the 𝒓<% and 𝒓<: are represented as green and yellow plates, and 
the excess proton CEC is shown in orange. 



 66 

 
Figure 4-5. (A) PMF error of V66E (Figure 4-3B). (B) PMF error of V66K (Figure 4-3D). 
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5 Classical Ab Initio Molecular Dynamics at an Elevated Temperature Does Not Model 

Well the Nuclear Quantum Effects at Ambient Temperature 

5.1 Introduction 

Due to the light mass of the hydrogen atoms, NQEs are usually assumed to be crucial for a 

quantitative modeling of structural, thermodynamic, and dynamical properties of liquid water95. 

Though NQEs appear to be minimal for intermolecular properties in some water simulations132, 

133, they were found to be non-negligible in some cases93, 134 as demonstrated by the differences in 

thermodynamic properties between light and heavy water95.  

In principle, Feynman’s imaginary-time path-integral formalism96 enables the modeling of 

NQEs in liquid water to numerical accuracy, but the associated high computational cost has 

hindered widespread application of PIMD simulations until recent developments of more efficient 

approximations97, such as RPC98, the ring-polymer interpolation99, and the PI+GLE approach100. 

The computational cost of a PIMD simulation of liquid water significantly increases when the 

underlying Born-Oppenheimer potential energy surface is calculated “on the fly” as in AIMD 

simulations where Kohn-Sham DFT (KS-DFT)135 is generally used to solve the (electronic) 

Schrödinger equation at each step of the MD trajectory. As a consequence, most of the AIMD 

simulations reported in the literature were conducted ignoring NQEs and treating the nuclei as 

classical particles. 

Among existing exchange-correlation functionals, GGA functionals have been extensively used 

in AIMD simulations of liquid water due to their relatively lower computational cost. GGA 

functionals typically overestimate the strength of the hydrogen bonds in water. This results in over-

structuring of the liquid phase which is accompanied by slow molecular diffusion and, in some 

cases, glass-like behavior.31 The inclusion of dispersion corrections was found to partially alleviate 
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these problems. An alternative approach adopted in the literature to overcome over-structuring and 

slow diffusion in AIMD simulations of liquid water consists in performing the simulations at a 

higher temperature. While simulations at a higher temperature sample a different thermodynamic 

ensemble, it is implicitly assumed that the extra thermal energy effectively mimics NQEs that are 

missed in classical simulations at room temperature. Within this assumption, the results obtained 

from classical AIMD simulations carried out at higher temperature are thus considered to be 

equivalent to the actual quantum results at room temperature.  

Herein, we employ the RPC method to explicitly model NQEs at room temperature and 

systematically benchmark NQEs on structural correlations as well as dynamical properties of 

liquid water at room temperature against classical simulations carried out at higher temperature. 

Our analysis includes three exchange-correlation functionals: (1) the strongly constrained and 

appropriately normed (SCAN) functional, a meta-GGA functional136, (2) BLYP-D3, one of the 

most common GGA functionals, and (3) BLYP-D3 with EDS correction35. The EDS correction 

employs a minimal bias to improve the BLYP-D3 description of hydrogen bonding in liquid water, 

and has been shown to provide a more accurate water properties35. Additionally, we perform the 

same analyses using MB-pol,36 arguably the most accurate water model to date. MB-pol is a data-

driven model rigorously derived from the many-body expansion of the interaction energies 

calculated at the coupled cluster level of theory which has been shown to accurately predict the 

properties of water, from small gas-phase clusters to liquid water and ice. 37, 38 We note that the 

goal of this study is not to determine which water model and simulation protocol best reproduces 

the experimental data, but to assess the validity of using an elevated temperature in classical AIMD 

simulations of liquid water to effectively model NQEs at ambient temperature. 
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5.2 Methods 

5.2.1 DFT simulation details 

The BLYP-D3 and EDS-BLYP-D3 simulations were performed with 128 water molecules in a 

cubic simulation box of side L = 15.64 Å. The GTH pseudopotentials were used to model the core 

electrons, while a TZV2P basis set was used to expand the Kohn-Sham orbitals and a plane wave 

basis set with a cutoff of 400 Ry was used to expand the electron density. The orbital 

transformation (OT) method137 was used to optimize the wave function at each step, using a self-

consistent field (SCF) convergence criterion of 1×10-7 a.u. The SCAN simulations were performed 

with 64 water molecules in a cubic box of side L = 12.66 Å to be consistent with the setup in ref138. 

Similar to the BLYP-D3 simulations, the TZV2P basis set was used but a larger plane wave basis 

set with a cutoff of 600 Ry was used for better SCF convergence. The GTH pseudopotentials 

optimized for SCAN were used to model the core electrons (https://github.com/juerghutter/GTH). 

The OT method was used in SCF and the convergence criteria was the same as BLYP-D3.  

For the classical MD simulations with BLYP-D3 and EDS-BLYP-D3, the system was 

equilibrated in the canonical (NVT) ensemble for 90 ps at 298 K and for 85 ps at 328 K. In the 

case of SCAN, the NVT equilibration was carried out for 70 ps at 298 K and for 72.5 ps at 328 K. 

In all simulations, a Nose-Hoover chain thermostat with a characteristic frequency of 3000 cm-1 

was coupled to all degrees of freedom, and a timestep of 0.5 fs was used to integrate the Newton’s 

equations of motion. All simulations were carried out with the CP2K software package.76, 77 The 

EDS correction was added via a modified version of PLUMED 2 coupled to CP2K, with the EDS 

parameters taken from ref35, while the simulations with the SCAN exchange-correlation functional 

were carried out by linking the Libxc library to CP2K. 
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The dynamical properties were calculated by performing MD simulations in the microcanonical 

(NVE) ensemble which were started from configurations previously equilibrated in the NVT 

ensemble. At each temperature, five independent replicas were launched from the NVT trajectories 

at intervals of 10 ps, and were carried out for 30-40 ps. The MTS scheme was used to accelerate 

the simulations, with an inner timestep of 0.25 fs and an outer timestep of 2 fs. For the reference 

potential used in the MTS scheme, we used a deep learning potential (DP)  trained on BLYP-D3, 

EDS-BLYP-D3, and SCAN data. The training set for BLYP-D3 contained 2500 configurations 

sampled at 298 K and 2500 configurations sampled at 328 K. The training set for EDS-BLYP-D3 

contained 132000 configurations sampled at 298 K. The training set for SCAN contained 10000 

configurations sampled at 298 K and 10000 configurations sampled at 328 K. Both energies and 

forces were used in the training. The training was conducted using the DeepMD-kit tool with the 

smooth edition of DPMD. The BLYP-D3 energies and forces were calculated with CP2K, the 

forces for the DP potential were computed using LAMMPS coupled to DeepMD-kit, the EDS 

correction was computed using PLUMED 2, and the MD simulations were performed using the i-

Pi force engine. The structural properties obtained from NVE simulations were found to be 

identical with those obtained in the NVT ensemble. An independent NVE simulation was carried 

out with a timestep of 0.5 fs, without applying the MTS approximation, to calculate the diffusion 

coefficient which was found to be identical to the value obtained from an analogous simulation 

carried out using the MTS scheme.  

Quantum dynamics simulations were carried out using TRPMD. Following ref93, the RPC 

approach was employed with 𝑃* = 1, i.e. centroid contraction. The path integral of each atom was 

discretized with 𝑃 = 30 beads, and all the analyses were performed on the centroid coordinates. 
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The same reference potential used in MTS was used in RPC. Five independent TRPMD trajectories 

of 30-40 ps each were performed to calculate the dynamical properties. 

5.2.2 MB-pol simulations 

Classical and quantum MB-pol trajectories were taken from refs37, 133.  

5.3 Results and discussion 

We analyzed simulations with four water models (BLYP-D3, EDS-BLYP-D3, SCAN, and MB-

pol) at ambient temperature (298 K) and an elevated temperature (328 K) commonly used to 

effectively mimic NQEs. The simulations at 298 K were performed with both classical and 

quantized nuclei, while classical nuclei were used at 328 K. 

Figure 5-1 to 5-3show the radial distribution functions of the four water models. As seen in 

Figure 5-1(a) to Figure 5-3(a), NQEs only have a minimal effect on the two-body correlations in 

MB-pol water, with the first peak in the O-O RDF being slightly less structured with quantized 

nuclei, which, in turn, slightly improves the agreement with the experimental data. NQEs show an 

opposite effect in the three DFT models where all the O-O, O-H, and H-H RDFs become more 

structured with quantized nuclei. Notably, when NQEs are explicitly accounted for, the hydrogen 

bonds in DFT water shrink as shown by the first peak in the O-H RDFs (Figure 5-2(b)-(d)) moving 

towards shorter distances (dotted vs. solid curves). This agrees with the experimental observation 

of shorter hydrogen bond length in light water than heavy water.139 On the other hand, the effect 

of elevated temperature is consistent among the four water models – the extra thermal energy 

reduces the solvation structure in all the RDFs. It follows that performing classical MD simulations 

at an elevated temperature  apparently mimics NQEs in simulations with MB-pol, while has 

opposite effects in simulations with the three DFT models. As a result, NQEs make the RDFs 
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calculated with BLYP-D3 and SCAN even more structured. It should be noted that including 

NQEs improves the agreement between the EDS-BLYP-D3 and experimental RDFs. 

We next examined the three-body correlation by computing the tetrahedral order parameter 

𝑞	defined as140 

 
𝑞 = 1 −

3
8J�cos 𝜃!" +

1
3�

:

!F"

, 5-1 

where 𝜃!" is the O! − O − O" angle centered on a given oxygen O, and the sums are over the four 

closest oxygen atoms around O. The value of 𝑞 provides a measure of tetrahedral order, with a 

value of 1 corresponding to a perfect tetrahedral arrangement and a value of 0 representing the 

ideal gas limit. Figure 5-4 summarizes the distribution of 𝑞 for the four water models. NQEs still 

play a small role in determining the solvation structure in the MB-pol simulations at ambient 

temperature. More pronounced differences are found in the simulations with the three DFT models, 

with the peak at 𝑞 ≈ 0.85 increasing and the peak at 𝑞 ≈ 0.5 decreasing, which is consistent with 

the more structured RDFs observed in Figure 5-1 to Figure 5-3. Increasing the temperature reduces 

the tetrahedral structure in all four water models, which makes the distributions obtained with 

BLYP-D3 and SCAN qualitatively more similar to the distribution calculated with MB-pol at 

ambient temperature. It should be noted that this apparent better agreement with the MB-pol 

distribution is the result of fortuitous error cancellation associated with intrinsic deficiencies in the 

BLYP-D3 and SCAN ability to represent water and not a consequence of NQEs since, when NQEs 

are explicitly taken into account in the simulations, both BLYP-D3 and SCAN predicts a 

significantly more tetrahedral structure. 
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Figure 5-1. O-O RDFs of (a) MB-Pol, (b) EDS-BLYP-D3, (c) BLYP-D3 and (d) SCAN 
water model at 298K with classical nuclei (solid) and with quantized nuclei (dotted), and at 
328K (dashed). The experimental value141 at 295K was plotted in red. 

To determine how the additional thermal energy available at 328 K perturbs the system’s 

dynamics depending on the underlying water model, we compute the hydrogen-bond dynamics 

and water diffusion constant at both temperature, with and without including NQEs. In this 

analysis, we consider that molecule 𝑗 is hydrogen-bonded to molecule 𝑖 if the O-O distance is 

shorter than 3.5 Å and the H! − O! − O"  angle is smaller than 30°, where H!  is one of the two 

bonded hydrogen atoms to O!. At a given time 𝑡, the hydrogen bond matrix is computed as 

 ℎ!" = ×1, 𝑗	hydrogen − bonded	to	𝑖	
0, otherwise , 5-2 
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Figure 5-2. O-H RDFs of (a) MB-Pol, (b) EDS-BLYP-D3, (c) BLYP-D3 and (d) SCAN 
water model at 298K with classical nuclei (solid) and with quantized nuclei (dotted), and at 
328K (dashed).  

The corresponding hydrogen-bond correlation function is defined as 

 ⟨ℎ(0)ℎ(𝜏)⟩ =
1

𝑁b-h(𝑁b-h − 1)
JÛℎ!"(0)ℎ!"(𝜏)Ü
!F"

. 5-3 

In the analysis of the quantum simulations with the DFT models, we observe water auto-

disassociation in approximately 5% of the time. Due to the ambiguity of assigning bonded 

hydrogens to oxygens with auto-ionized water, the hydrogen bond matrix ℎ!" is set to be the value 

at the closest time when the bonding topology is well defined, i.e. when water auto-ionization does 

not happen. This transient auto-ionization was also reported in ref142 and is likely the consequence 
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of NQEs further reducing the proton transfer barrier between two water molecule which is already 

underestimated in the DFT models of water.143 As such, NQEs strengthen the hydrogen bonds and 

makes DFT water more structured as shown in Figure 5-1 to Figure 5-4, which results in a slower 

hydrogen-bond dynamics as shown in Figure 5-5. As expected, simulations carried out at 328 K 

display an accelerated hydrogen-bond dynamics as seen in more rapid decays of the corresponding 

hydrogen-bond correlation functions. 

 

Figure 5-3. H-H RDFs of (a) MB-Pol, (b) EDS-BLYP-D3, (c) BLYP-D3 and (d) SCAN 
water model at 298K with classical nuclei (solid) and with quantized nuclei (dotted), and at 
328K (dashed). 

We further investigate water dynamics by computing the self-diffusion constant from the linear 

fit to the 5 ps -15 ps segment of MSD, 
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 MSD(𝑡) = ⟨(𝒓>(𝑡) − 𝒓>(0)):⟩, 5-4 

 

Figure 5-4. Tetrahedral order parameter 𝑞 distribution of (a) MB-Pol, (b) EDS-BLYP-D3, 
(c) BLYP-D3 and (d) SCAN water model at 298K with classical nuclei (solid) and with 
quantized nuclei (dotted), and at 328K (dashed). 

where 𝒓>  represents the oxygen position of a water molecule. The computed values are 

summarized in Table 5-1. We also report the diffusion constants after a correction for the finite 

simulation box used in simulations via 

 𝐷(∞) = 𝐷(𝐿) +
𝜉𝑘'𝑇
6𝜋𝜂𝐿, 5-5 

where 𝜉 = 2.837297  is a constant for cubic boxes, 𝑘'  is the Boltzmann constant, 𝑇  is the 

simulation time, and 𝐿 is the simulation box side length. In solving eq 5-5, the experimentally 
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determined viscosity of water 𝜂 is used,144 which results in an overestimation of 𝐷(∞) for the 

BLYP-D3 and SCAN models since the over-structuring predicted by these two models would 

actually be associated with a viscosity higher than the experimental value. Clearly, for the three 

DFT models, the NQE slows down the water self-diffusion while the elevated temperature 

accelerates all the dynamics. For MB-pol, in spite of a slower hydrogen-bond dynamics, NQEs do 

not introduce significant difference in the diffusion constant at ambient temperature, while, as 

expected, a much faster diffusion is observed at 328 K. 

 

Figure 5-5. Hydrogen bond correlation function of (a) MB-Pol, (b) EDS-BLYP-D3, (c) 
BLYP-D3 and (d) SCAN water model at 298K with classical nuclei (solid) and with 
quantized nuclei (dotted), and at 328K (dashed). 
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Table 5-1. Self-diffusion constants of water in Å:/ps. 

Model  MB-Pol EDS-BLYP-D3 BLYP-D3 SCAN 
Diffusion 
Constant 

Classical 298K 0.23 0.19 0.08 0.03 
Classical 328K 0.38 0.33 0.20 0.14 
Quantum 298K 0.23 0.1 0.06 0.01 

Diffusion 
Constant after 
Size Correction 

Classical 298K 0.27 0.23 0.12 0.09 
Classical 328K 0.42 0.38 0.25 0.20 
Quantum 298K 0.27 0.17 0.10 0.07 

Experimental145 298K 0.2299 
329K 0.4444 

 

Although it is not the main focus of this study to compare water models relative to the 

experimental data, it is worth noting that, among the four models considered in our analyses, MB-

pol provides the most accurate description of water at both temperatures, followed by the EDS 

corrected BLYP-D3 model. Both structural and dynamical properties of BLYP-D3 at 328 K are 

accidentally close to the experimental values determined at 298 K but not as the result of 

effectively mimic NQEs. 

5.4 Conclusions 

In this Chapter, we systematically investigated the effect of an elevated temperature in simulating 

water, with a particular focus on the empirical relation between temperature and nuclear quantum 

effects. We considered three DFT water models, the widely used BLYP-D3 functional, with and 

without the EDS correction, and the meta-GGA SCAN functional. For all three DFT water models, 

the analysis of several structural and dynamical properties indicates that performing classical MD 

simulations at a higher temperature (328 K) introduces distinct and often opposite effects 

compared to performing quantum simulations at 298 K. For MB-pol, the elevated temperature 

seems to have a similar softening effect as NQEs at the two-body level, but the three-body 

correlation, hydrogen-bond dynamics, and diffusivity are clearly disrupted by the high 

temperature. These findings suggest that “mimicking” NQEs in water  by performing classical MD 
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simulations at an elevated temperature may be problematic and, in some cases, misleading. 

Importantly, we consistently found stronger hydrogen bonds when NQEs are explicitly taken into 

account in simulations with all four water models considered in this study. This implies that the 

over-structuring predicted by the DFT models is further emphasized by NQEs. We, however, noted 

that performing classical MD simulations with DFT models at an elevated temperature 

accidentally fixes the over-structuring issue in an ad hoc way. Based on our analyses, we conclude 

that the elevated temperature approach does not represent a correct way of effectively mimicking 

NQEs and possibly needs further careful characterizations, including higher-order correlations and 

both molecular and collective dynamics, in a case-by-case manner before being applied to other 

systems or new computational models. 
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6 Understanding the Essential Nature of the Hydrated Excess Proton Through 

Simulation and Interpretation of Recent Spectroscopic Experiments 

6.1 Introduction 

The hydrated excess proton (aka “hydronium cation” plus nearby solvating water molecules) is 

pervasive in complex systems, e.g., proteins13, 18, 146, 147 and renewable energy materials.148-150 For 

more than two centuries, researchers have been studying its fundamental solvation and transport 

characteristics. The hydrated excess proton has an abnormally high diffusion coefficient in bulk 

water when compared to other +1 cations146, 151, which is usually explained by the Grotthuss 

mechanism. The solvation structure of hydrated excess proton is sometimes described by the 

limiting cases of either an Eigen cation or a Zundel cation, but the precise nature of the excess 

proton hopping mechanism and most stable solvation structures is a topic of ongoing research (see, 

e.g., refs152, 153). 

The solvation and transport properties of hydrated excess protons have been the topic of 

numerous simulation studies, see, e.g., refs6, 87, 154-157 The most prevalent PT mechanism is thought 

to be an Eigen-Zundel-Eigen (EZE) mechanism, in which the most stable structure is a "distorted" 

Eigen cation and the Zundel cation is primarily an intermediate complex.5, 158 On the other hand, 

some simulation literature suggests Zundel-Zundel conversions,6, 155, 159, 160 although the 

underlying model appears to introduce a bias toward such a picture in some cases. 

In reality, the hydrated proton solvation structure is more complex than either Eigen or Zundel 

cations. In fact, the hydrated excess proton can be found in a wide variety of configurations, 

making Eigen and Zundel cations the limiting structures that can hardly be deconvoluted. For 

example, Tuckerman et al.6, 7 utilized AIMD simulations of an excess proton in 32 waters to 

demonstrate the presence of a “special pair” between the hydronium and a nearby water molecule, 
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which seems to be very characteristic of a Zundel cation. Later MD investigations identified the 

structure of the solvated proton as a distorted Eigen cation, in which the three-fold symmetry is 

disrupted due to the proton preference to one of the three coordinated water.5, 87, 161 According to 

multistate empirical valence bond (MS-EVB) and AIMD simulations, the identity of the special 

partner is not static, but rather swaps with the other two hydrating water molecules in the Eigen 

cation on timescales of tens of femtoseconds5, termed as the “special pair dance”. Hence, these 

studies suggested that the primary structure of the hydrated proton in water is, on average, a 

“distorted” Eigen cation, but also that this structure is quite dynamic among the three possible 

special pairs.   

The difficulty in matching observed infrared frequencies with structural information derived 

from MD simulations further complicates elucidating the hydrated proton solvation structure. 

Although gas-phase studies have been useful in connecting frequencies with structures,162-165 the 

condensed phase adds to the complexity owing to thermal fluctuations.87, 142 The acidic IR spectra 

has four distinct characteristics when compared to the absorption spectrum of pure water88, 166, 167: 

(1) a red shift in the O-H peak of bulk water due to stronger hydrogen bonding environments 

around the excess proton; (2) an acid continuum ranging from 2000-3200 cm-1, which is most 

recently ascribed to more distorted Eigen-like configurations;167 (3) a peak at 1200 cm-1 

corresponding the PTM between two flanking waters; and (4) a peak at 1750 cm-1 corresponding 

to flanking water bend.  

In the past few years, non-linear spectroscopy experiments have been pioneering efforts to 

understand the hydrated excess proton.3, 8-10, 168, 169 For example, the PTM |1⟩ →	|2⟩ transition was 

shown to be larger than the |0⟩ →	|1⟩  transition in experimental studies of acid clusters in 

acetonitrile mixtures168, 169. This finding was utilized to suggest a 1D PES picture for a PTM with 
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a symmetric double-well structure, which could be a Zundel cation feature. In water-acid 

solutions,8 Tokmakoff and co-workers used two-dimensional infrared spectroscopy that excited 

the O-H stretching vibrations around 3150 cm-1 and detected spectral responses within a spectrum 

ranging from 1500 – 4000 cm-1. They hypothesized that the population of the Zundel cation is 

larger than previously predicted in theoretical studies by attributing 1750 cm-1 to the bending 

vibration of the flanking waters of the Zundel complex, leading them to infer that it may serve as 

more than a simple PT intermediate. Their further 2D IR experiments 3 revealed that the effective 

PES is not a symmetric double-energy well like that of a symmetric Zundel cation, but rather 

contains a distortion into the underlying PES of the hydrated excess proton (and these authors 

called it a “distorted Zundel” structure). Additionally, two anisotropy timescales of 2 ps and 200 

fs were detected for 2M HCl solutions using data collected from parallel and perpendicular 2D IR 

spectra at 1750 cm-1,9, which are also beyond the timescale of special pair dance. In these studies, 

researchers defined the excess proton as being "Zundel-like," emphasizing that the excess proton 

was shared between two flanking waters, synonymously known as a special pair. 

In this Chapter, we more clearly elucidate the dynamics of the hydrated excess proton by 

utilizing acid solution trajectories of hydrated excess protons with multiple modeling approaches, 

and at same time provide a more illuminating interpretation of recent spectroscopic data. In 

particular, based on these trajectories, we are able to capture specific processes and mechanisms 

that give rise to the anisotropy decay. As detailed herein, we show that the long-lived timescale 

corresponds to proton transport observed by recent nonlinear spectroscopy, while confirming the 

the hydrated excess proton is best described as a distorted Eigen cation. 
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6.2 Methods 

6.2.1 Simulation Methods 

Two different and complementary simulation methods, namely MS-EVB and EDS-AIMD were 

used to carry out this study. The MS-EVB approach has been described in section 1.3, and the 

EDS-AIMD approach has been illustrated in Chapter 3. 

In this Chapter, we used the MS-EVB 3.2 and (anharmonic MS-EVB) aMS-EVB 3.2 models.86 

In comparison to earlier MS-EVB models for the excess proton in water,40, 87, 170 an additional 

Lennard-Jones potential energy term is incorporated in the 3.2 version to better account for the 

fourth water pre-solvation around the hydronium core.171 The anharmonic aMS-EVB 3.2 model 

also incorporates non-harmonic vibrations in the solvation water molecules. In previous work,.86, 

88, 172 the MS-EVB 3.2 model was used to help interpret infrared spectroscopy data of hydrated 

excess protons in bulk HCl acid and isotopically substituted water solutions. The model also 

provided cluster configurations extracted from those systems to calculate instantaneous normal 

modes using DFT at the B3LYP functional level.  

6.2.2 Simulation Details 

In total, ten independent MS-EVB 3.2 and aMS-EVB 3.2 simulations of 1 HCl in 256 H2O with a 

box side length of 19.73 Å were first equilibrated in the constant NVT ensemble using a Nose-

Hoover chain thermostat with chain length of 3 with a temperature set to 298 K and a time-constant 

of 50 fs using LAMMPS + RAPTOR. Water molecules were modelled using SPC/Fw90 and 

aSPC/Fw173 for MS-EVB 3.2 and aMS-EVB 3.2, respectively. A state searching algorithm that 

selects up-to three solvation shells of H3O+ was employed to construct the MS-EVB Hamiltonian 

matrix. After a 1 ns non-reactive equilibration period, each simulation was equilibrated using our 

reactive molecular dynamics simulation code for 500 ps in the constant NVT ensemble, and all 
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production runs were carried out in the constant NVE ensemble for 1 ns. Each MS-EVB 

simulations used a timestep of 0.5 fs with a long-range cutoff of 9.0 Å and an Ewald summation 

with an error of 10-5. In order to include NQEs, additional TRPMD of MS-EVB 3.2 was conducted 

by the i-PI force engine coupled to LAMMPS. The RPC and MTS approximations were employed. 

The MS-EVB methodology described earlier with three solvation shell searching was used to 

compute the forces on the centroid while the same MS-EVB settings but with two solvation shell 

state searching were used as the reference force. The inner timestep for the MTS integrator was 

0.15 fs while the outer timestep was 1.2 fs. Ten independent runs were performed for 504 ps each 

initiated from independent samples in classical MS-EVB simulations. 

In total, three EDS-AIMD(OO) simulations of 1 HCl in 128 water molecules with a box side length 

of 15.72 Å and two EDS-AIMD(OH) simulation of an H+ in 128 water molecules with a box side 

length of 15.64 Å were equilibrated in the constant NVT ensemble using a Nose-Hoover chain 

thermostat with a time-constant of 11.12 fs, followed by 80 ps and 200 ps in the constant NVE 

ensemble for EDS-AIMD(OO) and EDS-AIMD(OH), respectively. EDS parameters were 

identified from our previous work34, 35 for the BLYP exchange-correlation functional with the D3 

Grimme dispersion interaction. All EDS-AIMD simulations were carried out with Quickstep 

module in CP2K and PLUMED 2 packages using GTH pseudopotentials with a TZV2P basis set 

and an auxiliary plane-wave basis set with a cutoff of 400 Ry. The three EDS-AIMD(OO) runs 

had an average temperature of (1) 301 K ± 10.3 K, (2) 290 K ± 9.9 K and (3) 292 K ±  9.7 K, and 

the three EDS-AIMD(OH) runs had an average temperature of (1) 293 K ± 10.1 K, (2) 298 K ± 

10.2 K, and (3) 294 K ± 10.1 K. In order to examine the effect of NQE on proton solvation 

thermodynamics, an additional PIMD was performed with EDS-AIMD(OH) in i-Pi coupled to 

CP2K. The PIMD was first equilibrated by a Langevin thermostat with a relaxation time of 15 fs 
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started from the NVT equilibrated configuration of classical nuclei. The production PIMD was run 

after that for ~32 ps with the Langevin relaxation time softened to 100 fs. A timestep 0.5 fs was 

used to integrate the dynamics and the full ab initio calculations were conducted on the total 30 

beads. For quantum dynamics of EDS(OH), six independent TRPMD simulations were performed 

using the RPC and MTS approach for 200 ps per run. The reference potential was a machine 

learned (ML) potential trained with energies and forces sampled in the EDS-BLYP-D3(OH) NVT 

equilibration using the DeepMD-kit tool. An inner timestep of 0.5 fs and an outer timestep of 2 fs 

was used to integrate the dynamics. 

6.3 Results and discussion 

6.3.1 Solvation structure of hydrated excess proton 

Figure 6-1a illustrates the solvation structure of hydrated proton in EDS(OH) simulations. The O-

O RDFs include all oxygen atoms in the system, those centered on the most probable hydronium-

like (O*, black), the special partner oxygen (O1x, red), and the remaining water molecules in the 

hydrated proton complex (O1yz, blue). In the analysis, O1x, O1y and O1z are defined as the 

neighboring water molecules with increasing value of the proton sharing parameter, 𝛿 (eq 2-13) 

around the most probable hydronium. 

The O*-O RDFs show a unimodal peak centered at ~2.5 Å, due to the three water molecules 

around the hydronium core, as found by integrating the first peak (the coordination number of ~3). 

However, the O1x RDFs display a prominent peak at a shorter distance, which corresponds to the 

interaction of the special partner O1x with the hydronium-like oxygen atom, while longer distance 

peaks relate to the O1x interaction with second solvation shell of the O*.  
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Figure 6-1. Solvation structure of the excess proton and the special pair dance dynamics. (a) 
O-O radial distribution functions of the O*-O (black), O1x-O (red), and O1yz-O (blue) in EDS-
AIMD(OH) classical simulations (solid) and PIMD simulations (dashed). O* is the oxygen 
with the most hydronium like character (most probable), while O1x, O1y and O1z are the 1st 
solvation shell oxygens of H3O+ in the order of strongest to weakest hydrogen bond. (b) 
Classical (solid) and quantum (dashed) EDS-AIMD(OH) O*-O RDF (black) decomposed 
into three water molecules, O1x (red), O1y (blue), and O1z(green). (c) The number of unique 
O1x (black) and O1z (red) identities in time segments where the proton does not hop, as a 
function of segment length. The inset shows the population of time segments where the 
number of unique special partner visited equals to 1, 2, and 3 corresponding to Zundel, H7O3+, 
and Eigen, respectively. (d) Continuous correlation function of the O1x (black) and O1z (red) 
of eq 4-1. The time constant was obtained from ∫d𝑡 	𝐶(𝑡). 

As evidenced by differing O* and O1x RDFs, the solvation structures of the hydronium-like 

structure and the special partner oxygen are not identical. The excess proton in a symmetric Zundel 

cation would remain in the middle of the two flanking water molecules, making the flanking waters 

almost similar. Even if the excess proton "rattling" is taken into account in this Zundel picture, the 

ensemble average of this rattling would still lead to identical solvation environments for the two 

flanking water molecules, and hence almost identical solvation structures for the O* and O1x. We 

observed the O1x becomes more similar to O* in Figure 6-1a after including the NQE, but still O* 

and O1x  exhibit clearly distinct solvation structures. We also point out that recent studies that have 
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proposed a symmetric Zundel cation as the dominate species in solution have distinguished Zundel 

and Eigen cation differently from the present work, with a criterion that is based on the O*-O1x 

distance being less than or greater than 2.7 Å, respectively, for Zundel and Eigen. 169 This 

classification method is questionable, however, since we note that for the simulation methods 

reported here, all O1x distances were found to be less than 2.7 Å, so the criterion used on this other 

cited work would never identify a distorted Eigen cation as has been done here.  A purely Zundel 

cation picture also is at odds with the difference in the in O* and O1x RDFs seen here. 

The calculated RDFs in this work indeed indicate a distinction between the hydronium-like 

structure having the excess proton (O*) and the special partner (O1x), which is a clear characteristic 

of a distorted Eigen cation. (We note that the distorted Eigen cation has also been suggested as the 

most thermodynamically stable structure in recent AIMD studies which additionally used activated 

rate theory to characterize proton transfers in water.174) In a Zundel-like proton configuration 

picture,175 we see clear evidence of a single water molecule positioned closer to the hydronium-

like cation, which is in agreement with the RDFs found in Figure 6-1a. However, these various 

static snapshots ignore the important dynamics of the protonated complex. The O*-O RDF would 

match the O1x RDF if the Zundel-like picture also represented the real dynamics of the system, 

corresponding to a dominant first peak for the special partner and integrating to a single water 

molecule coordination. The O*-O RDF in the ensemble and time-averaged structure, on the other 

hand, reveals a single peak and an average coordination of about three water molecules. Given 

these observations, as well as the excess proton’s preference for associating with one water 

molecule at a time, the simulation strongly suggests that the hydrated excess proton is best 

described by a distorted Eigen. By virtue of the distorted Eigen picture, we can incorporate the 

special-pair (i.e., instantaneous two-water shared proton picture), while additionally accounting 
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for the dynamics of the hydrated excess proton involving other water molecules in the larger Eigen 

cation complex. In fact, the picture of a distorted Eigen cation as best representing the hydrated 

excess proton structure first emerged from simulation more than twenty years ago.87  

6.3.2 Special-pair dance revisited 

It has previously been shown that the hydrated excess proton is not a static complex, but is a very 

dynamic one. In prior work,5 it was revealed that the identity of the hydrated proton’s special 

partner switches with other waters in the hydrated complex on a short timescale of tens of 

femtoseconds. Here we revisit this result using the EDS-AIMD(OH) hydrated excess proton 

model, which is the most recent model and one we consider to be the most accurate (including the 

use of the highly accurate MB-pol model36, 37, 133, 176 as the EDS reference). 

In Figure 6-1b we show more detail of the O*-O RDF of the EDS-AIMD(OH) model. We further 

decompose the first peak into its special partner (O1x) and two, less hydrogen-bonded water 

molecules (O1y and O1z). We again defined these water molecules with increasing 𝛿 value. When 

examining Figure 6-1b, three distinct peaks are found with varying distances from the most 

hydronium-like oxygen, which correspond with the closest water being the special partner. The 

overall statistically combined RDF peak (black line) is clearly unimodal. This result is another 

indication of the distorted Eigen cation as being the predominant hydrated proton species, where 

the three water molecules in the 1st shell are statistically unique when decomposed into three 

component peaks, and one water molecule on average is found to be closer to the hydronium core. 

However, this is an average over all configurations and the specific water molecules contributing 

to these three peaks vary with time.  

We next investigate the dynamics of the closest and furthest water molecule in Figure 6-1c and 

Figure 6-1d. We begin by examining the number of unique O1x and O1z identities for periods of 
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time where the most hydronium-like oxygen does not change, i.e. no proton hopping (Figure 6-1c). 

For short times, there is only one unique water molecule for the special-partner and the third 

furthest water molecule. As the length of time in which the proton resides on a single water 

molecule increases, the number of water molecules that could be identifies as the special-partner 

(O1x) and furthest water molecule (O1z) increases to 3. These findings indicate that when the proton 

resides on a single water molecule for short times – as is the case for single configuration snapshots 

and proton rattling events – only one water molecule is found to be the special-partner and another 

water molecule can be identified as O1z. On the other hand, during long periods of no proton 

transfer events, the special-partner and corresponding O1z water molecules are dynamically 

switching in the first solvation shell of the H3O+ motif, and thus point to the significance of 

accounting for all 3 water molecules in the proton complex instead of using static configurations, 

such as is often the case for a Zundel-like configurations.  

It is then worth checking which of proton rattling or the special pair dance is the dominate 

dynamics for the solvated excess proton. This is done by splitting the trajectory in segments of 

time in which hopping events do not occur, and the number of unique special partners O1x is 

determined for each segment. The no-hopping trajectory segments were then grouped together 

according to the number of unique special partners visited in the segment, and the total time length 

of each group was determined by summing the length of each segments in the group. The 

population of each group is defined as the group total length over the length of the full trajectory. 

As shown in the inset of Figure 6-1c, the Eigen dynamics (3 unique O1x visited, i.e. the special pair 

dance) is the most populated process in EDS-AIMD(OH) simulations, while the NQE brings up 

the population of Zundel dynamics (1 unique O1x visited) and H7O3+ dynamics (two O1x visited) 

but does not change the dominance of Eigen. We note that although EDS-AIMD(OH) improves 
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BLYP-D3 significantly to a comparable accuracy with CCSD(T) for gas-phase PT energies 

(Figure 3-1), it slightly underestimates the PT barrier, meaning that the Zundel population is likely 

overestimated in EDS-BLYP-D3(OH) simulations. The dominance of Eigen, as concluded from 

dynamics analysis, is consistent with the result of solvation structure analysis shown in Figure 

6-1a. 

We additionally calculated the continuous correlation function in Figure 6-1d for the special 

partner and the O1z water molecule according to the following equation 

 
𝐶(𝑡) = 	

〈ℎ(0)ℎ(𝑡)〉
〈ℎ(0)〉  6-1 

where ℎ(𝑡) = 1 during segments of the trajectory where the O1x or O1z do not change and 0 for all 

other times. This is similar to the continuous correlation function used for the excess proton 

structure.177 We find that the continuous correlation function for both the O1x and O1z are very 

similar. By integrating these correlation functions, we can gain an estimate of the lifetime of these 

species in the distorted Eigen cation, and we find a lifetime of 15.7 fs and 17.3 fs for O1x and O1z, 

respectively. These again point to the dynamical nature of the surrounding water molecules in the 

distorted Eigen cation, with the special partner continuously evolving between the hydronium core 

and several (three) water molecules dynamically solvating it, with excess proton rattling events 

occurring between all of these three waters but at different times.  

6.3.3 Special pair anisotropy decay  

Recent nonlinear infrared spectroscopy data from Carpenter et al. indicates that the reorientation 

of the hydrated excess proton complex is bi-phenomenological featuring two timescales of ~2 ps 

and ~200 fs,9 which was confirmed by measuring the intensity via parallel and perpendicular pulses 

at 1740-1790 cm-1. The vibrational bending of the flanking water molecules in the special pair was 

ascribed at 1750 cm-1 in this important new experimental work. These authors also discounted 
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certain phenomena as possible structural reorientations that could explain the 2 ps timescale, such 

as the complete reorientation of the hydrated excess proton complex without proton transfer, rapid 

structural fluctuations, and energy and thermal transfer from the hydrated complex to the 

surrounding aqueous environment. Instead, they suggested that the long reorientation timescale 

corresponds to irreversible proton transfer. Additionally,  they claimed that special pair dance 

could not play a role in their results, as one might have expected a change in the identity of the 

special partner to reorient the transition dipole more rapidly than either of the ~2 ps or ~200 fs 

timescales. Since the special pair dance phenomenon is uniquely associated with Eigen species, 

the long timescales were used as a crucial evidence to derive a distorted Zundel picture.3 

Here, we seek to understand the structural reorientations of the hydrated excess proton complex 

that correlate to the observed experimental anisotropy timescales through simulation, with a 

particular focus on the nature of special pair dynamics and irreversible proton transport. We opted 

to define the unit vector along the O*-O axis of the special pair, given recent IR experimental 

discoveries using a two-water or special pair approach. The second Legendre polynomial (𝑃:(𝑥) =

(3𝑥: − 1)/2) of the unit vector describing the special pair was then used to calculate anisotropy, 

such that  

 
𝐶:(𝑡) =

Û𝑃:t𝒖å(0)𝒖å(𝑡)vÜ
Û𝑃:t𝒖å(0)𝒖å(0)vÜ

	 6-2 

Here, the ⟨… ⟩ denotes an ensemble average of the unit-vector.  
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Figure 6-2. Anisotropy plots using eq 6-2 for the O*-O unit vector. The anisotropy plots are 
broken down based on (a) total anisotropy, (b) special pair dance (no proton transfer), and 
(c) long-lived special pair (no special pair dance). The solid curves represent the classical 
MS-EVB results while the dashed represent the quantum MS-EVB results.  

Figure 2-1a illustrates the anisotropy decay of the O*-O special pair from classical and quantum 

MS-EVB 3.2 simulations with the special pair defined as the O*-O that has the lowest 𝛿 parameter. 

We obtained time constants of 12 fs, 0.36 ps, and 2.5 ps, with corresponding exponential term 

amplitudes of 0.65, 0.23, and 0.12, by fitting a triple exponential function (eq 6-3) to total 

anisotropy decay from MS-EVB classical simulations.  

 𝑃:(𝑡) = 𝑎% exp �−
𝑡
𝜏%
� + 𝑎: exp �−

𝑡
𝜏:
� + 𝑎; exp �−

𝑡
𝜏;
� + 𝐶 6-3 

where in the fitting procedure, 𝑎; = 1 − 𝑎% − 𝑎: 
Comparable values were obtained from the other simulation methods, as indicated in Table 6-1. 

Of particular importance is that these time constants and amplitude data can be replicated across 

various simulation methods, confirming that our findings are not unique to the MS-EVB 

simulations. It is worth noting that, with NQE, the time constants 𝜏: and 𝜏; of MS-EVB TRPMD 

are in good agreement with the time constants determined from 2D-IR experiments9, 10, while an 

additional fast timescale 𝜏%  with a non-negligible amplitude is discovered herein from our 

simulations. To identify the precise structural phenomena corresponding to these time constants, 
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we therefore removed specific structural dynamics from the trajectory input for the anisotropy 

decay calculations and refit that data to a bi-exponential function. Since we observed good 

agreement between the MS-EVB and EDS-AIMD simulations, we conducted subsequent 

calculations using only the more computationally efficient MS-EVB approach, as it can be run 

much longer and thus provide better statistics in comparison to the EDS-AIMD approach. 

Table 6-1. Total anisotropy decay timescales and amplitudes. 

System a1 τ1 (fs) a2 τ2 
(ps) 

a3 τ3 
(ps) 

C 

MS-EVBa 0.65 12 0.23 0.36 0.12 2.5 0.00 
aMS-EVBa 0.66 10 0.23 0.32 0.11 2.3 0.00 
EDS-AIMD(OO) a 0.74 17 0.17 0.49 0.09 3.2 -0.01 
EDS-AIMD(OH) a 0.74 17 0.19 0.38 0.08 2.6 0.00 
MS-EVB TRPMD 0.63 15 0.29 0.27 0.08 1.4 0.00 
Experimentb    ~0.2c  ~1.5d  
a Nuclei are treated classically. 
b Experimental data from ref10. 
c The timescale (referred as “fast component” in ref10) shows weak dependency on 
concentration. The 1 M experimental data is used here.  
d The data for 1M, 2M and 4M (referred as “slow component” in ref10) are used to extrapolate 
to the MS-EVB simulation concentration 0.22 M. 

First, any contribution in the trajectory associated with proton transfer was removed from the 

anisotropy calculation, but other phenomena such as the special pair dance were maintained. As 

previously stated, this is a process in which the identification of the special partner changes in a 

distorted Eigen cation, while the identity of the central hydronium-like core remains unchanged. 

The unit vector for the special pair was computed after parsing the trajectory into segments where 

the proton remained on a single water molecule. After that, the anisotropy was computed for each 

of these no-proton-transfer segments and averaged across them all. The special pair dance 

anisotropy calculation is shown in Figure 6-2b for MS-EVB 3.2; as indicated therein, we obtained 

time constants of 28 fs and 0.29 ps from classical simulations, and 27 fs and 0.38 ps from quantum 

simulations. Comparing to time constants listed in Table 6-1, we found that the long timescale 𝜏; 
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vanishes while the 𝜏% and 𝜏: are retained. Since the proton transfer is excluded from the anisotropy 

calculation here, we recognized the fading timescale 𝜏; as corresponding to the special pair vector 

reorientation associated with proton transfers. Previous MS-EVB simulations have revealed that 

the identity of the special pair on tens of fs timescales163, which is consistent with the 28 fs found 

in this anisotropy calculation. This rapid timescale is too fast for current experimental techniques 

to resolve; in fact, it is faster than the shortest pulse utilized in experiments.  

Table 6-2. Bi-exponential fits to the Special pair Dance Anisotropy Calculations 

System a1 τ1 (fs) a2 τ2 (ps) C 
MS-EVB 0.68 28 0.32 0.29 0.06 
aMS-EVB 0.70 29 0.30 0.31 0.05 
MS-EVB TRPMD 0.76 27 0.24 0.38 0.03 
MS-EVB TRPMDa 0.68 15 0.32 0.27 0.00 

a Taken from Table 1 of total anisotropy. The amplitudes a1 and a2 are renormalized to unitary 
for better comparison.   

In a similar manner, we examined the slower time constants by removing the special pair dance 

from the total anisotropy calculations. To do so, we define the special pair as the O-O vector 

between the hydronium oxygen and the water oxygen to which the excess proton hops, rather than 

the O*-O pair with the lowest 𝛿 value. This mimics a laser pulse with a finite time window longer 

than the special pair dance timescale resolves the special pair in a time-averaged manner. The 

anisotropy calculations for MS-EVB 3.2 are found in Figure 6-2c, and amplitude and time constant 

data are provided in Table 6-3. Note that for MS-EVB 3.2 we identified time constants of 0.56 ps 

and 2.17 ps from classical simulations, and 0.32 ps and 1.58 ps from quantum simulations, 

revealing that the 𝜏% listed in Table 6-1 vanishes in this analysis. It should also be pointed out that 

in all three tables there is seen an intermediate timescale 𝜏:  of sub-picosecond. We did not 

specifically analyze this motion but since it involves the decay of an angular correlation we 

presume it reflects the diffusive rotation of the overall Eigen complex.  
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Table 6-3. Bi-exponential fits to the Long-Lived Anisotropy Calculations 

System a2 τ2 (ps) a3 τ3 (ps) C 
MS-EVB 0.74 0.56 0.26 2.2 0.00 
aMS-EVB 0.67 0.53 0.33 1.8 0.00 
MS-EVB TRPMD 0.88 0.32 0.12 1.6 0.00 
MS-EVB TRPMDa 0.78 0.27 0.22 1.4 0.00 

a Taken from Table 1 of total anisotropy. The amplitudes a2 and a3 are renormalized to unitary 
for better comparison.  

It should be appreciated that we were able to recover these anisotropy timescales while fully 

keeping the distorted-Eigen cation picture of the hydrated excess proton complex. We were able 

to regain the long-lived time constant by eliminating the special pair dance from the distorted-

Eigen cation; similarly, we were able to retain the special pair dance by eliminating the proton 

transport component. In addition to confirming the agreement between the time constants and 

amplitudes between Table 6-2, Table 6-3 and Table 6-1, these findings indicate that (a) the fast 

time constant correlates to the special pair dance, and (b) the slow time constant corresponds to 

irreversible proton transfer. These hypotheses are verified by the strong agreement of timescales 

and physical processes observed from recent 2D-IR studies. All of this agreement, however, can 

be attained within the distorted Eigen cation framework.  

6.4 Conclusions 

We used MS-EVB and EDS-AIMD simulations in this chapter to further investigate the structure 

of the hydrated excess proton in light of recent spectroscopic experiments. As a result, we were 

able to obtain anisotropy decay data that are quite comparable to those found using nonlinear 

spectroscopy. In addition, we were able to discover anisotropy timescales that give rise to the 

special pair dance and the long-term decay of irreversible proton transfer by decomposing 

anisotropy based on structural phenomena. While reproducing the long-lived anisotropy decay 

found experimentally.9, these processes associated with these timescales coincide with earlier 
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theoretical investigations of the hydrated excess proton5, 158. Most notably, all of these results were 

achieved using different simulation methods that demonstrate the distorted Eigen cation, 

continuously undergoing a special pair dance, as the dominant “core” hydrated proton structure in 

dilute acid solution, which is always conducting a peculiar pair dance. 
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7 Multiscale Simulation Reveals Passive Proton Transport Through SERCA on the 

Microsecond Timescale 

This chapter was reprinted with permission from Biophys. J. 2020 119, 5, 1033-1040. Copyright 
2020 Elsevier. 
7.1 Introduction 

SERCA pump is a critical component of Ca2+ transport in cells and is also an extensively studied 

member of the large family of P-Type ATPases. SERCA plays a central role in muscle contraction 

and intracellular Ca2+ homeostasis by clearing cytosolic Ca2+. At the cost of one ATP hydrolyzed, 

SERCA pumps two Ca2+ from the cytoplasm into sarcoplasmic reticulum lumen and, at the same 

time, transports two or three protons in the opposite direction due to the need for charge balance 

of the binding site in the absence of Ca2+ 20, 21, 178-182. During its functional cycle, SERCA 

prominently populates two types of states, a cytoplasmic facing E1 state and a luminal facing E2 

state 183-185. The electroneutrality across the ER membrane during the Ca2+ intake is compensated 

by the proton counter-transport of SERCA as well as other fluxes of ions abundant in the cell, such 

as K+, Na+, and Cl- 186. Among them, the Cl- influx was reported to play an essential role in 

balancing luminal positive charges 187, 188. Several ClC family proteins, which were identified as 

Cl-/H+ exchangers, were found in the ER membrane colocalized with SERCA. The ClC as well as 

SERCA mediated proton efflux must be compensated in some way in order to maintain the luminal 

pH neutralization. Early studies provided evidence for the existing proton influx towards the 

ER/SR lumen 189, 190 and it was estimated that around 10% of the countercurrent needed for 

compensating charge imbalance during Ca2+ release comes from proton movements 191, 192. 

However, this ER proton intake mechanism remains unclear 193. One possible contributor could be 

the K+/H+ exchangers 186 while Na+/H+ exchangers or Ca2+-leak channels are also potential 

candidates 193. 
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Recent studies on SERCA’s regulation have shed new light on the proton intake into the ER/SR 

membrane 22, 194. SERCA is prominently regulated by a transmembrane 52-residue-long protein, 

phospholamban (PLB), which binds and inhibits SERCA’s Ca2+ pumping activity 195. Structural 

and computational studies 22, 196, 197 have suggested the calcium regulation mechanism originates 

from the stabilization of a Ca2+-free E1 intermediate state of SERCA. Two protons were predicted 

to be in the binding-site and bind to E771 and E908 according to empirical pKa estimations. A 

transient-water-occupied pore was also identified by classical MD simulations22, 194. This 

observation suggested the presence of a PT pathway for the release of a proton from residue E908 

in the binding site to an intermediate luminal residue H944 and down to the luminal environment, 

However, classical MD simulations treat excess proton, water molecules, and protein in a non-

reactive, fixed bonding topology manner with a fixed charge distribution, thus ignoring the well-

known Grotthuss shuttling mechanism of PT, the delocalization of the net positive excess protonic 

charge defect 161, 198, 199, and the altered hydration introduced by an explicit excess proton in the 

water structures 57, 59, 85, 200. Alternative approaches, such as the QM/MM method, can provide a 

reactive description of excess proton solvation and transport in protein channels due to the explicit 

treatment of the electronic structure. However, the QM/MM method is computationally expensive 

and allows for sampling on the tens to hundreds of picosecond timescales, thus limiting its ability 

to carry out the extensive free energy sampling required to fully understand PT processes in 

proteins 41. To overcome these sampling limitations, the MS-RMD method have been developed, 

which are three orders of magnitude more computationally efficient compared to QM/MM. The 

MS-RMD models are developed from and calibrated against QM/MM data by utilizing a force 

matching algorithm in a “machine learning” type methodology. The MS-RMD approach can 
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efficiently and accurately simulate explicit PT in proteins, as mediated by water molecules and 

amino acids while including Grotthuss proton shuttling, see, e.g., refs 57-60, 107, 200-202. 

In this Chapter, MS-RMD simulations are employed along with free energy sampling (umbrella 

sampling) to test the classical MD-based hypothesis that PT occurs in SERCA from residue E908 

into the lumen of the sarcoplasmic reticulum 22, 194. The free energy profile (potential of mean 

force, or PMF) was computed for the excess proton migration as well as its coupling to the 

fluctuations in water hydration of the transport pathway. Recent work in our group has revealed 

that a 2D PMF is required to fully understand the PT mechanism and pathway in many proteins 57-

60, 85, 107, 200. The two CVs defining the 2D PMF coordinates are the excess proton net positive 

charge defect location along the PT pathway and the water hydration (number of water molecules) 

occupying that pathway. It has been universally found so far that the excess proton motion and the 

water hydration structures are intrinsically coupled, i.e., the water hydration alone in the absence 

of an excess proton in the “water wire” is not sufficient for understanding the PT pathway and its 

mechanism, nor the rate of the proton translocation along that pathway. From either the 1D or 2D 

PMF, the rate of PT can be estimated from transition state theory (TST) 130, 203. By explicitly 

calculating the 2D PMF for the excess proton translocation and its hydration, the results presented 

in this work provide a quantitative description and molecular detail of one PT mechanism through 

SERCA, and our results support the hypothesis that this passive PT occurs on the microsecond 

timescale.  

7.2 Materials and methods 

7.2.1 Classical equilibration 

Classical MD was continued from the equilibrated configuration of SERCA from previous studies 

22, 194. The system was embedded in a lipid bilayer of 368 POPC lipids and solvated with 49412 



 100 

water molecules and 115 K+ and 93 Cl- ions in an 11.68 Å	 × 11.68 Å	 × 15.4577 Å simulation 

box. Molecular interactions were described using the CHARMM36 force field and the TIP3P 

water model. The temperature was controlled by a modified velocity rescale thermostat 204 at 310 

K and the pressure was controlled by the Berendsen barostat 205 at 1 atm. The system was integrated 

with a 2-fs timestep with all bonds involving hydrogen atoms constrained by the LINCS algorithm. 

The short-range interactions were smoothly switched off between 10 Å and 12 Å  using the force-

switching scheme and the long-range interactions were computed by the particle mesh Ewald 

method. The classical simulation was carried out with the GROMACS MD package.  

7.2.2 MS-RMD method and model development 

The MS-RMD methodology is described in more detail elsewhere 40, 41, 86, 106 as well as in section 

1.3. Here we outline the essential aspects of MS-RMD. A reactive molecular system is described 

by a quantum-like Hamiltonian: 

 𝐇 =J|𝑖⟩ℎ!"⟨𝑗|
!"

 7-1 

Each basis state |𝑖⟩ corresponds to a given bonding topology with a distinct localized protonated 

species. The reactive process (change in bonding topology) and excess proton charge defect 

delocalization is described using a linear combination of basis states so that the ground state of the 

system |𝜓⟩ is expanded in the basis set {|𝑖⟩}: 

 |𝜓⟩ =J𝑐!|𝑖⟩
!

 7-2 

The coefficients 𝑐! are solved from the eigen-value problem at each MD integration timestep: 

 𝐇𝒄 = 𝐸)𝒄 7-3 

The diagonal terms ℎ!! in 𝐇 can be described by a fixed bonding topology MM potential using, in 

the present case, a modified version of the CHARMM36 force field. The classical force field is 
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not capable of reactive simulations, so ℎ!! also includes an additional correction for shifting the 

diabatic surfaces referred to different zero points 89, 106. The off-diagonal matrix terms ℎ!", which 

provide the proton transfer mechanism between waters and waters with amino acid was chosen as 

the same functional form as previous studies, see ref 40, 116 for the amino acids and also the 

Appendix for details. The excess proton in the water molecules was described by the MS-EVB 3.2 

model 86. The parameters in the Glu/His-water off-diagonal and the diabatic corrections for 

protonated Glu and His states were fit to QM/MM forces by minimizing the force residual 𝜒: =

Ç∑ È𝑭!dP$mdZ − 𝑭!
nd/ddÈ

:
! É 41. The fitted parameters were summarized in Table 7-1. The 

configurations used in the training set were sampled by MS-RMD umbrella sampling biasing the 

distance between the excess proton CEC (eq 2-1) and the proton-acceptor atoms in Glu and His, 

namely the carboxylic oxygens of Glu and the imidazole nitrogen atoms of His. For E908, the 

umbrella windows range from 1.75 Å to 4.00 Å with a 0.25 Å separation. For H944, the umbrella 

windows range from 1.25 Å to 4.25 Å separated by a 0.25 Å spacing. The configurations were 

collected every 2 ps in each window, resulting in ~1000 frames in total in both cases. Single-point 

QM/MM calculations were performed on the sampled configurations as reference forces. The MM 

part in QM/MM calculation was described by the standard CHARMM36 force field. The QM part 

was described by DFT at the BLYP/TZV2P level of theory. Besides the two titratable residues 

E908 and H944, sidechains of T799, V798, W794, V905, M909, S940, T763, V795, S767, S902, 

and N911 were all included as QM atoms. The electronic structure of three solvation shells of 

water around E908, H944, T799, T763, S767, and W794 were also treated explicitly. The QM/MM 

electrostatic coupling was computed by the Gaussian Expansion of the Electrostatic Potential 

(GEEP) method with periodic boundary conditions 39, 206. The broken alpha carbon and beta carbon 
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bonds that crossed the QM/MM boundaries were capped with hydrogen atoms and the QM and 

MM forces were incorporated by the IMOMM scheme 207 with a scaling factor of 1.50.  

7.2.3 Umbrella sampling molecular dynamics 

The MS-RMD umbrella sampling was conducted using LAMMPS + RAPTOR with PLUMED 2. 

The non-bonded interactions were truncated at 10 Å  and the long-ranged interactions were 

computed by the particle-particle particle-mesh (PPPM) algorithm 208. The system was integrated 

using a 1-fs timestep by the Nose-Hoover chain thermostat  at 310 K under constant volume.  

In order to define the proton pathway, a short WT-MTD 209 run (~3 ns) was conducted using the 

following collective variable: 

 𝑅 =
𝑟TzWW

𝑟TzWW + 𝑟=z){
 7-4 

where 𝑟TzWW indicates the distance between CEC and H944 and 𝑟=z){ is the distance between CEC 

and E908. The Gaussian height was 0.25 kcal/mol with 𝜎 = 0.01 and placed every 1 ps. During 

the MTD, 4-5 transitions between E908 and H944 were observed and Hastie’s algorithm 210 was 

used to extract the principal curve through the point cloud formed by the CEC positions sampled. 

The projection of the CEC onto the curve 211 was then defined as the CV used in the production 

runs of US for the proton transport between E908 and H944. The proton release pathway from 

H944 to the lumen is relatively straightforward and thus the CV was defined as the distance 

between the excess proton CEC and H944, as projected on the averaged vector pointing from H944 

nitrogen moiety towards the water in the pore between H944 and the lumen. The hydration CV in 

the 2D PMFs was taken as the water occupancy number 85 between E908 and H944 and between 

H944 and the lumen, respectively. Each umbrella sampling window was run for 150 ps to 4 ns, 

depending on convergence, resulting in a cumulative simulation time of 0.6 𝜇𝑠.  
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7.2.4 PT rate calculation 

The PT rate calculation was based on transition state theory 130, 203: 

 𝑘|# = èÛ𝒓̇<=<
: Ü
2𝜋 	

∫ 𝑒$1q(}%,}&)~ d𝑆
∫ 𝑒$1q(}%,}&)d𝑅%d𝑅:9

 7-5 

where the velocity of the excess proton CEC was sampled from the PMF minimum of the starting 

(reactant) state, the denominator is a two-dimensional integral over the reactant basin with respect 

to the two CVs (CEC position and water hydration occupancy, denoted here as R1 and R2), and the 

integral in the numerator was performed over the one-dimensional dividing surface at the transition 

state. 

7.3 Results and discussion 

Previous microsecond-long classical MD simulations have shown that in the presence of bound 

PLB, SERCA populates a metal-ion-free E1 state (Figure 7-1A) where transport site residues E771 

and E908 are protonated 22. Based on these studies, a transient water pathway connecting residues 

E908 and H944 was seen in SERCA (Figure 7-1B). This water pathway runs through 

transmembrane helices TM6, TM8, and TM9, and was stable for about 100 ps 22. Here, we used 

the microsecond-equilibrated structure reported in these studies as a starting structure to 

investigate the hydration environment of the pore from H944 to the lumen formed by 

transmembrane helices TM8, TM9, and TM10 (Figure 7-1B). During the 200 ns of simulation, the 

pore between E908 and H944 showed only transient solvation, while the hydration of the pore 

between H944 and bulk was much more stable yet not always hydrated. Owing to these distinct 

hydration profiles of the two pores found in this study, we split the whole PT process into two 

steps (i) PT from E908 to H944, and (ii) from H944 down to the lumen.  
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Figure 7-1. Location of the luminal water pore of SERCA. (A) Structure of SERCA bound 
to PLB and embedded in a lipid bilayer. The proteins are shown as ribbons, and the 
phosphate groups of the lipids are shown as gold spheres. For clarity, the TM helices are 
colored as follows: TM6, blue; TM8, green; TM9, purple; TM10, orange. (B) Luminal water 
pore of SERCA located between transmembrane helices TM6, TM8, TM9, and TM10; the 
pore is shown as a yellow surface.  

7.3.1 Proton transport from E908 to H944 

The 2D PMF (Figure 7-2A) for PT from E908 to H944 reveals a very clear coupled mechanism of 

the excess proton CEC movement with the pathway hydration for the overall PT mechanism. By 

following the MFEP (black curve) in Figure 7-2A, it is seen that the channel first becomes hydrated 

(movement in the vertical direction) to provide a hydrated electrostatic environment and adequate 

hydrogen bonds to help the breakage of the hydrogen bond between residues E908 and S767 (i.e., 

transition A→B, Figure 7-3). The coordinated waters also allow charge defect delocalization of 

protonated E908, facilitating the proton dissociation from that residue. At the same time, the 

hydrated excess proton draws more water into the channel, inducing an increase in water 

occupancy between step B and the formation of the transition state (T) of the PT  process (Figure 

7-3). The free energy barrier up to the transition state arises from two contributions: the 

deprotonation of E908 and unfavorable protonic charge localization induced by poor hydration of 
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hydrophobic residues V798 and V905. This finding is clearly illustrated in Figure 7-3T, showing 

that water molecules above or below the two hydrophobic gating residues are either hydrogen-

bonded to other water molecules or to residues T799 and H944, contrary to the less solvated waters 

close to residues V798 and V905. This solvation imbalance results in a tendency for the proton to 

go back towards E908 or head to H944 and thus makes the transition state overlapping with the 

positions of V798 and V905. After overcoming the barrier, the system releases 5.9 kcal/mol of 

free energy from protonating H944 (state C). Then the channel becomes dehydrated (transition 

C→D), causing the free energy to decrease by 1.9 kcal/mol. The total reaction barrier for PT from 

E908 to H944 (A→T) is 8.7±0.3 kcal/mol, corresponding to a rate constant of 0.70±0.08 𝜇s$%, 

indicating that PT occurs through this pathway on the microsecond time scale, in agreement with 

the suggestion that passive proton transport can occur via this pore 194.  

 

Figure 7-2. (A) Two-dimensional potential of mean force for proton transport from E908 to 
H944. (B) Free energy along the minimum free energy path (MFEP).  

 



 106 

 

Figure 7-3. Representative configurations along the minimum free energy path, with labels 
showing the positions on the 2D PMF (Figure 7-2A). The position of the excess proton defect 
CEC is rendered as a purple sphere. The hydrogen atoms of S767, T799, V798, V905, S902, 
and W794 are not shown for clarity. (A) The protonated E908 forms a hydrogen bond with 
S767. (B) The channel becomes hydrated and the E908-S767 hydrogen bond breaks. (T) The 
transition state of the PT reaction where the excess proton is solvated in the water close to 
the hydrophobic V798 and V905 residues. (C) The excess proton shuttles to H944 via water 
wires. 

7.3.2 Proton transport from H944 to the lumen 

We next focused on the second PT step corresponding to proton permeation from H944 to the 

luminal bulk via the pore formed by transmembrane helices TM8, TM9, and TM10. We found in 

our classical MD equilibration that the pore is better hydrated due to the hydrophilic environment 

created by residues S902 and T898. Due to this hydrophilic pore nature, the 2D PMF of excess 

proton CEC motion and water occupancy for this PT step (Figure 7-4A) follows a simpler 

mechanism compared to the PT from E908 to H944 reported in the prior section. Specifically, the 
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PMF features a free-energy well corresponding to a protonated H944 and solvation water number 

ranging from 5 to 7. The transition state is located 3.6 Å away from H944, which coincides with 

the position of the bottleneck of the pore formed by residues S902 and T898. As shown in Figure 

7-4C, around the transition state the two gating residues, S902 and T898, replace two waters in the 

first and second solvation shell of the proton-water motif. As Ser and Thr are less basic than water, 

they destabilize the excess proton solvation and increase the free energy in this region. Compared 

to the gating residues V798 and V905, the S902 and T898 gate results in a much lower barrier of 

3.9±0.4 kcal/mol. From the transition state theory, we obtained a rate constant of 3.1	±1.5 ns-1. 

Compared to the microsecond timescale of the previous PT step, this nanosecond timescale 

indicates the proton can easily exit the protein after it reaches H944 from E908. Based on these 

findings, we propose that the E908→H944 PT step in the previous section serves as the rate-

limiting step of the entire PT process. 

 

Figure 7-4 (A) 2D PMF for PT from H944 to the lumen. (B) Free energy along the MFEP. 
(C) Representative configuration at the transition state. 

7.4 Conclusions 

Extensive multiscale simulations have been reported in this paper to study the PT process through 

SERCA. To the best of our knowledge, this is the first computational study of this large 

biomolecular system that has included the explicit physical process of proton transport via 
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Grotthuss shuttling. The efficiency of the MS-RMD simulation approach has enabled the 

simulation of the proton translocation along a 25 Å-long pathway at atomistic-level detail for 

nearly a microsecond of total simulation time, which is well beyond the achievable timescale of 

QM/MM simulation. The simulations included the calculation of 2D PMFs for the complex PT 

process, revealing the coupled role of hydration with the excess proton translocation in the 

pathway. The calculated rate constant along the minimum free energy path of the 2D PMF reveals 

a microsecond timescale for proton transport from the Ca2+-binding site to the lumen. This result 

thus highlights the crucial role of a pore that was discovered in a Ca2+-free E1 state of SERCA for 

deprotonating the binding site and reactivating SERCA into the Ca2+-affinitive E2 state. More 

importantly, the pore was shown to be a feasible passive proton transport pathway mediated by 

SERCA that may explain the proton flux towards the SR/ER lumen observed in experiments. The 

PT process involves the breakage of the hydrogen bond between S767 and E908 and proton 

permeation through the V798-V905 gate. It is thus proposed that the residues S767, V798, and 

V905 – which are conserved in the SERCA family – are possible targets for future experimental 

mutagenesis studies. 

7.5 Appendix 

7.5.1 Functional form of the MS-RMD models 

The off-diagonal interaction used in this work between Glu and water was 

ℎ!" = 𝑉!"Caf.h ⋅ exp(−𝛾𝒒:) ⋅ expt−𝛼(|𝒓� − 𝒓�!| − 𝑅��) )v 

where 𝒒 = (𝒓� + 𝒓�!)/2 − 𝒓�∗ is the asymmetric stretch coordinate (𝒓� and 𝒓�! are the positions 

of the carboxylic oxygen of Glu and the water oxygen, and 𝒓�∗ is the shared proton of the two 

oxygens).	The diabatic correction added on the protonated Glu state was a constant, 𝑉!!Caf.h, while 

the correction for deprotonated Glu state was eqs 7-9 in ref 40.  
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The off-diagonal between His and water was eqs. 4-8 in ref 116. The diabatic correction for 

protonated His state and deprotonated state are both constants following the ref 116, denoted as 

𝑉!!TPy, 𝑉!!TPZ and 𝑉!!TP= respectively in. 

Table 7-1. The MS-RMD model parameters. 

A) 

E908 parameters 
𝑉!"Caf.h -27.754 
𝛾 1.3056 
𝛼 0.0392 
𝑅��)  3.5999 
𝑉!!Caf.h -145.84 

 

B) 

H944 off-diagonal parameters 
 N-𝜖 N-𝛿 

𝑉!"Caf.h -31.177 -12.854 
𝑟.C)  1.3056 1.2057 
𝜆 0.59978 0.31334 
𝑅��)  2.6544 2.4549 
𝐶 0.57498 0.68372 
𝛼 1.2677 0.32141 
𝑎�� 2.7994 2.3469 
𝛽 0.25061 0.42373 
𝑏�� 1.9964 2.0944 
𝜖 1.2459 12.972 
𝑐�� 3.1494 1.0983 
𝛾 1.8713 4.0248 

C) 

H944 diabatic corrections 
𝑉!!TPy -102.41 

𝑉!!TPZ -12.700 

𝑉!!TP= 0 
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Figure 7-5. (A) The uncertainty of the potential of mean force (PMF) in Figure 7-2A. (B) 
The uncertainty of PMF in Figure 7-4A 
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8 Proton Transport and Water Wire Coupling in CNT and ClC-ec1 

8.1 Introduction 

PT plays a pivotal role in, e.g., the functioning of various biomolecules such as proton exchangers, 

transporters, and pumps 13, 18, 212, as well as certain nanomaterials 150, 213. Stable or at least transient 

“water wires” are believed to be required for proton permeation through confined regions in these 

systems by exploiting the Grotthuss proton hopping mechanism. In Grotthuss hopping the positive 

charge defect associated with the excess proton in the water structure is transported by dynamically 

rearranging the chemical-bonding and hydrogen-bonding topology. This process is thus a 

“chemical” one, involving the breaking and making of chemical bonds.  

It should first be noted that simulating the explicit process of PT through water networks exceeds 

the capability of traditional MD approaches as widely used in molecular simulations, due to the 

challenges of modeling the charge delocalization of the excess protonic charge defect and the 

chemically reactive nature of the excess proton migration 146, 214. Ab initio MD, which treats the 

electronic structure and nuclear motion both explicitly, benefits from its chemically reactive 

nature, but it can suffer from the shortcomings of insufficiently accurate underlying electronic 

density functionals and inadequate statistical sampling due to its high computational cost 31. The 

MS-RMD method 4, 41, 87, 106, 125 (an evolution of the earlier MS-EVB method) has proven to be 

capable and successful in simulating PT in a number of biomolecular systems (see, e.g., Refs. 57-

60, 107, 201, 202). MS-RMD (and MS-EVB before it) has a computational efficiency comparable to 

regular classical MD so that extensive free energy sampling can be carried out for a PT process in 

large, realistic biomolecular systems. 

Indeed, to date relatively few simulation studies have actually included explicit PT behavior, 

and even fewer experimental measurements have directly probed the PT phenomenon at a detailed 
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molecular level. As such, much speculation has occurred on the nature of proton transport in 

confined systems such as proteins. Moreover, computer simulations that can treat explicit proton 

transport have more recently shown a non-trivial coupling of the excess proton translocation to the 

water hydration of the translocation pathway via a transient and dynamic coupling mechanism 57-

60, 85, 107, 215-217. In essence, it has been found that a hydrated excess proton (hydronium-like) 

structure can in effect “grow” its own water wire for a subsequent PT process via Grotthuss 

hopping through that water wire. This occurs because the hydrogen bonding emanating from the 

excess proton hydronium-like structure is stronger and longer range than normal hydrogen 

bonding, which can more than compensate for the loss of entropy associated with the formation of 

the ordered hydration structure (including in a hydrophobic pore or channel). In the majority of 

these simulation studies, it had appeared to be largely sufficient to simply “count” or “bin” the 

number of hydrating water molecules in the PT pathway to account for the dynamical coupling of 

those water structures to the explicit excess proton being present in the water wire (i.e., the water 

hydration structures are distinctly different – even non-existent – when a hydrated excess proton 

is not actually in the water wire). A two-dimensional free energy sampling of the excess proton 

charge migration path in space as one of the coordinates and the degree of hydration (number of 

water molecules) as the second coordinate has proven especially revealing as to the coupled nature 

of the charge translocation and water structures in the PT process. Moreover, rate calculations of 

certain PT processes on this 2D free energy surface has proven to be largely in good agreement 

with experimental measurements of the proton conduction.  

Yet, as can often be the case, a “smoking gun” example  emerged 107 that strongly suggested the 

situation is not so straightforward and that the coupling of PT to hydration requires a more precise 

and quantitatively powerful description. This particular example involved the ClC-ec1 Cl–/H+ 
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antiporter protein, but when NO3– and SCN− anions are passed through it rather than Cl–. The H+ 

transporting activity in these alternative anion cases is significantly disrupted versus the wildtype 

Cl– limit, and the novel 2.2/1 stoichiometry between chloride and proton transport is also changed. 

However, the calculation of a 2D free energy surface as described earlier – in this case as a function 

of excess proton location and the simple hydration of the cavity between the critical E203 and 

E148 amino acids –provided little explanation for the coupling of the proton antiport to the 

hydration. Instead, it became clear that the hydration of the PT pathway was simply not enough to 

account for the overall behavior of the antiporter with an alternative anion flux. And, upon further 

inspection, it became more obvious that the connectivity of the water wire hydrogen bonding – as 

tied also to the location of the excess proton charge defect in the water structure – was a critical 

feature needed to explain the data. As such, logic suggests that this more complex behavior should 

be a universal feature of PT processes in confined spaces of proteins and in materials in general, 

as it certainly includes simple hydration (number of hydrating water molecules) but also goes well 

beyond just that measure to include structural features (connectivity) of the water wire, and all in 

the presence of an explicit excess proton. 

In this Chapter, we demonstrate the application of the graph CV 𝜙 derived in Chapter 2 to a 

CNT) system (Figure 8-1) and a Cl-/H+ antiporter, ClC-ec1 (Fig. 3A), from the ClC family 218-222. 

We combined the MS-RMD method to simulate the explicit proton transport with the 𝜙  CV 

applied to enhance the sampling of the transient water wire connectivity. We show that hydration 

itself is generally not sufficient for facile PT but, rather, PT primarily occurs when water wires are 

also fully connected. We further find that excess protons substantially change the water wire 

conformations and thermodynamics and, consistent with earlier results, that a hydrated excess 

proton can sometimes create its own water wire where one did not exist before in the absence of 
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the hydrated proton. In doing so the excess proton can reduce the free energy barrier for forming 

the water wire by ~10 kcal/mol. 

8.2 Results 

8.2.1 Proton transport and hydration coupling in CNT 

Our investigation involved the use of a more complicated system that was previously utilized to 

study PT-hydration coupling 85. Specifically, the system consists of two water slabs separated by 

two layers of inert graphene-like material with a 28-Å-long armchair-type (6,6) single-walled CNT 

aligned with its z-axis going through the empty space between the two layers. The 𝜖kl parameter 

for carbon was reduced to produce a CNT wherein continuous water networks have rarely been 

sampled. To study the proton permeation mechanism through the hydrophobic tube with 

quantitative accuracy, we conducted 2D US to compute the PMF of (1) the z coordinate of the 

excess proton CEC and (2) the water connectivity 𝜙. Figure 8-1A shows the resulting 2D-PMF 

and the MFEP, revealing a 3-step PT mechanism. First, the hydrated excess proton is transiently 

trapped at the surface near CNT mouth, as shown by Point A in Figure 8-1A and the bottom panel 

of Figure 8-1B. Then, continuous water wires are spontaneously formed when the proton is at the 

mouth of the tube, as shown by the almost vertical transition A→B→C on the 2D-PMF along the 

𝜙 direction, and from middle to top panel in Figure 8-1B. Finally, the proton permeates through 

the fully connected water wire (Figure 8-1B, top panel) following the horizontal valley on the PMF 

near the top. Interestingly, this free energy trough can only be seen when the water wire is fully 

connected corresponding to a 𝜙 of ~ 0.9. This contrasts with any horizontal slice along lower 𝜙 

values, which correspond to a partially connected wire, and suggests that our newly defined water 

connectivity plays a critical role for PT through even a simple nano-confined water channel.  

Moreover, it must be emphasized that the parameters of the CNT were chosen to make it 
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hydrophobic, so water does not occupy it at all in the absence of the excess proton, i.e., the excess 

proton “grows” its own water wire for facilitating its transport through the CNT 

 
Figure 8-1. Proton transport and water wire connection coupling in CNT. (A) Two-
dimensional potential of mean force as a function of 𝜙 and CEC z coordinate. The zero point 
of z-axis is set at the middle of the carbon nanotube and the mouth of the tube is around 14.8 
Å  in the z position. The minimum free energy path is shown as a black curve. (B) 
Representative configurations at the positions A, B and C denoted on the 2D-PMF. The most 
probable hydronium oxygen is shown in green. Hydrogens of water outside the tube are not 
shown for clarity. 

Similar proton-induced hydration was first discovered in previous work 85 by biasing a different 

hydration CV, namely the simple water occupancy number of the CNT (also referred to as water 

density). Though the water density CV, which simply counts the number of waters in CNT, does 

not directly reflect connectivity as does the present CV, it is not surprising for it to correlate well 

with connectivity in this simple case because the CNT is modeled as a rigid body that permit only 

a single file water wire. However, this is not the case for real protein channels and transporters and 

more complex materials that have other coupled molecular motions and can accommodate the 

formation of multiple water wires. This is where the connectivity CVs defined in this work will 

come into play, as shown in the next section. 

8.2.2 The connectivity CV reveals proton transport coupled hydration in ClC-ec1 

ClC-ec1 is a proton antiporter (Figure 8-2A) that also transports anions, such as Br-, I-, NO3-, SCN- 

and Cl-, with distinct H+ coupling for each anion 223-228. Electrophysiological experiments have 
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determined in descending order the proton coupling for these anions to be: Cl-, NO3-, and SCN-. 

This behavior is indicated by anion-proton stoichiometry ratios of 2.2:1 for Cl- to 7-10:1 for NO3-

, while showing no measurable H+ transport for SCN- 228. Prior simulation studies 107, 229 have shed 

some light on the molecular-level activity of the anion modulation mechanism of ClC-ec1 with 

respect to proton transport. It must be noted, however, that Jiang et al. 229 did not treat proton 

transport explicitly in their work, and hence did not consider the influence of hydrated excess 

protons on the transient hydration by water wires.  By contrast, Wang et al. 107 did include explicit 

modeling of excess protons via MS-RMD also with umbrella sampling, but as noted earlier their 

simple water density CV only provided ancillary evidence for the correlation between PT and 

water wire connectivity. The results also required an additional qualitative hydrogen bond analysis 

of the umbrella sampling trajectories in order to better understand the underlying physical 

behavior. This system is thus the “smoking gun” example alluded to earlier that helped to motivate 

the search for a quantitative, paradigm-defining analysis of proton transporting water wires 

presented in this work.  

When also sampling the water wire connectivity CV, 𝜙, along with the progress of the hydrated 

excess proton CEC, the theoretical developments contained herein reveal a significantly complex 

hydration mechanism arising from coupling with an explicit excess proton. The PT progress from 

E203 to E148 is revealed from a 2D PMF calculated in these two CVs, especially as a function of 

the MFEP on that 2D PMF. Figure 8-2B shows this 2D PMF for ClC-ec1 in its NO3--antiporting 

state. We first note that the MFEP (black curve in Figure 8-2B) features a bell curve-like shape, 

displaying a simultaneous increase and then decrease in the water wire connectivity 𝜙 as the 

proton transport progresses, as described by the CEC position. This observation clearly shows that 

the water wire connectivity within the channel is strongly coupled with the excess proton 
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transporting in the water wire (the CEC position in Figure 8-2B), which is different from a “PT-

occurs-after-water-wire-formation” mechanism that has often been assumed in a great deal of prior 

literature. The behavior shown here, which can now be clearly demonstrated and quantified by the 

combination of a reactive MD simulation method involving the actual (explicit) proton transport 

plus the new water wire connectivity CV, 𝜙, thus calls into question the validity of speculation on 

PT behavior using only water wire existence alone from crystal structures and/or from standard 

classical MD trajectories, the latter not including chemical reactivity (i.e., with a fixed bonding 

topology and hence no possibility of Grotthuss proton shuttling). Likewise, the absence of a pre-

existing water wire in a crystal structure or a classical MD simulation does not necessarily mean 

that such a wire cannot transiently form, as a result of a hydrated proton coming into a certain 

region of a molecular structure and forming its own water wire along the way.  

Figure 8-2C depicts the value of log(𝑆)  with respect to the MFEP, showing a clear anti-

correlation with the 1D PMF extracted along the MFEP. The other two descriptors, namely the 

probability of forming continuous water wires and the water wire gap length employed in prior 

work 107, show similar correlations (Figure 8-5A and Figure 8-5B of Appendix). It must be stressed 

that water wires are fully connected around (and only around) the transition state (smallest value 

of the path CV log(𝑆)), as seen in Figure 8-2B, Figure 8-2C, Figure 8-5A and Figure 8-5B, while 

the simpler water number density already hits high values (~	4 −	5) roughly at the halfway point 

of the up-hill part of the MFEP, as shown in Figure 8-2D, confirming again that PT not only 

requires enough hydration of the channel but also requires suitably continuous water wires.  
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Figure 8-2. Proton-hydration coupling in. ClC-ec1. (A) Image of ClC-ec1 in the NO3--
antiporting state. Proton and anion pathways are indicated by dotted lines. (B) Two-
dimensional PMF as a function of water CV, 𝜙, and the hydrated excess proton CEC position. 
The black curve shows the MFEP on the 2D PMF (C) The shortest path CV log(S) plotted 
against PMF along the MFEP (same as black curve in panel B). (D) The water wire gap (see 
ref 107 for a detailed definition) along the MFEP. 

Table 8-1. Calculated proton transport rate. 

 Simulation 
with 𝜙  

Experiment Simulation with water 
density 

Reaction Rate Constant 
(s-1) 

62.6±20.7 ~70 14 ± 5 

The theoretical value was calculated from the transition state theory (eq 8-9). The 
experimental value was calculated from the anion transport rate combined with anion/proton 
stoichiometry 107, 228. The previous simulation used water density as the second CV 107. 

The reaction-rate constant computed from transition state theory applied to the 2D-PMF is 

summarized in Table 1. Note the good agreement with the experimental value 228 relative to the 

previous simulation in which only the water density CV was used, thus confirming that 𝜙 is a 

better CV for quantifying hydration changes relevant to PT. The prior study in which water density 

was employed in a 2D-PMF calculation also did not directly reveal a discernible coupling between 

PT and hydration 107. This result again highlights that water density is often not an optimal choice 

E203 E148

A

C D

B
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for capturing the essential slower motions of water networks as they pertain to proton translocation, 

which also explains the underestimated reaction rate in that work (Table 8-1).  

8.2.3 Distinct water wires in ClC-ec1 respond to excess protons 

 
Figure 8-3. Water connecitivity in ClC-ec1. (A) Potential of mean force of 𝜙 calculated 
from standard non-reactive classical MD without an excess proton. (B) A representative 
configuration of connected water wire sampled in the classical MD. The nitrate anion is 
rendered in VdW representation. The gray wireframe indicates over 40% water occupancy. 
(C) A representative configuration of connected water wire sampled with explicitly treating 
an excess proton by reactive MS-RMD. The most probable hydronium-like structure is 
shown in green. 

In order to determine how the hydrated excess proton affects water network connectivity, we 

performed 1D umbrella sampling of 𝜙 with non-reactive classical MD in the absence of an explicit 

excess proton (Figure 8-3A). Figure 8-5B of Appendix also shows a representative configuration 

of a single connected water wire obtained from umbrella sampling, consistent with the 

configurations resulting from unbiased MD (Figure 8-3B), thus validating that 𝜙  does not 

introduce artifacts in biased simulations. In contrast to purely classical MD studies, water 

conformations in the presence of an explicit hydrated proton in reactive MS-RMD simulations 

show much “broader” water wire structures to facilitate the charge defect delocalization of the 

excess proton (Figure 8-3C). Additionally, reactive simulations with the explicit proton revealed 

a new water pathway that classical simulations have failed to capture directly, but which was 

previously suggested by crystal structure analysis 230. These significantly distinct hydration 
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network conformations further highlight the correlation between PT and hydration—namely, that 

the excess proton not only delivers more solvated water into a hydrophobic channel but can also 

create new water wires. These findings are also consistent with the observations associated with 

the CNT model of this work and a prior related study 85. 

The PMF for water connectivity as defined by 𝜙 using classical MD is shown in Figure 8-3A, 

which has a water wire connection barrier at 13.4±0.7 kcal/mol. This large barrier makes the 

formation of fully connected water wires without explicit protons a rare event that requires 

enhanced sampling to draw accurate quantitative conclusions within affordable computational 

cost. In order to compare with the cases when an excess proton is free to move (hop or otherwise 

translocate), we decomposed the total reaction barrier of the 2D-PMF (Figure 8-2B) into separate 

contributions from hydration and from the proton transport according to the gradient theorem, 

Δ𝐹 = ~ ∇𝐹 ⋅ 𝐝𝑙
m→EP

= ~
𝜕𝐹
𝜕𝜉

43-

44
d𝜉 +~

𝜕𝐹
𝜕𝜙Q

�53-

�54
d𝜙j 8-1 

where the integration was evaluated from the reactant minimum to the transition state. The 

hydration barrier is defined as the integration of mean force in the direction of 𝜙Q: 

Δ𝐹�5 = ~
𝜕𝐹
𝜕𝜙Q

�53-

�54
d𝜙j 8-2 

Surprisingly, when an explicit excess proton is present in the water structures, the hydration barrier 

drops greatly to 1.7 ±	0.8 kcal/mol, which is a few 𝑘'𝑇 at ambient conditions. The origin of the 

overall free energy barrier for the PT therefore comes more from the electrostatics plus chemical 

bonding rearrangements of the proton translocation process in the confined region and much less 

from the cost of forming a water wire alone. When comparing observations with and without an 

excess proton, the water wire between the E203 and E148 residues was actually mostly 
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disconnected or absent when the excess proton had yet to reach this region; nonetheless, water 

wires naturally formed as a result of thermal fluctuations during proton transport between the two 

glutamates. These results again highlight that studies based on standard non-reactive classical MD 

simulations can be misleading because both the conformations and thermodynamics of the water 

wires can be substantially impacted by an excess proton being in them. 

8.3 Conclusions 

In this Chapter applied the new measure 𝜙 CV defined in section 2.2.3 to a hydrophobic CNT and 

a Cl-/H+ antiporter, and as combined with reactive molecular dynamics and free energy sampling, 

we are able to identify a novel coupling mechanism between proton transport and water wire 

connectivity. We find that, even when enough hydration is provided, the hydrated excess proton 

may often “wait” for fully connected water wires to form before transporting through hydrophobic 

channels in an activated process fashion. When comparing the reactive MD with classical MD, we 

also discovered a hydrated excess proton can reduce the free energy barrier of forming continuous 

water wires by ~10 kcal/mol and can even “create” its own water network. This mathematical 

description of proton transporting water wire connectivity now provides a powerful and 

quantitative tool for identifying and characterizing excess proton permeation and hydration 

coupling behavior in confined spaces such as biomolecular and nanomaterial channels.   
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8.4 Appendix 

8.4.1 Supporting figures 

 
Figure 8-4. Illustration of water connectivity around proton and PMF of 𝜙 in short CNT. 
(A) Illustrates how the water connectivity around the excess proton can be calculated. Note 
that the fictitious beads are spaced more compactly in practice, and the sparse beads here are 
for clarity of illustration. (B) Potential of mean force of 𝜙 in the short CNT computed from 
well-tempered metadynamics and unbiased molecular dynamics. Note that the small log(𝑆) 
value indicates connected water wires, while the large 𝜙 represents connected water wires 
so that the PMFs of log(𝑆) and 𝜙 have contrary positions of wells. 

 
Figure 8-5. Water wire connectivity along MFEP. (A) Probability of forming continuous 
water wire along the minimum free energy path (MFEP). (B) Water density along the MFEP. 

Water Connectivity Around Proton

"#$

A

B
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Figure 8-6. Water wire conformations in ClC-ec1 in unbiased and biased simulations. (A) 
A representative configuration of connected water wire sampled from unbiased MD of ClC-
ec1. Note that this figure is identical to Figure 8-3B of the main text. (B) A representative 
configuration of a connected water wire sampled from umbrella sampling of 𝜙. In both 
figures, the gray wireframe indicates over 40% water occupancy. 

8.4.2 Collective variable definitions 

Here we provide detailed discussion of the collective variables used in this work, in addition to the 

more general descriptions in the main text. 

Definition of shortest path length 𝐥𝐨𝐠(𝑺) 

The adjacency matrix 𝐴!" describes the connectivity between any two waters and was given by a 

switching function in eq 2-18. In addition to the specific choice here, we anticipate that any 

positive-valued, monotonically non-decreasing switching function 𝑓(𝑟) that satisfies lim
V→L∞

𝑓(𝑟)/

𝑟 = +∞ would work.  

Given two nodes 𝑎, 𝑏 on a graph, 𝑆 is defined as the shortest path length connecting 𝑎 and 𝑏:  

 
𝑆 = min

|∈℘
∑ 𝐴|",|"$%
|||
!N% 	, 8-3 

where ℘ denotes the collection of all paths satisfying 𝑃% = 𝑎 and 𝑃||| = 𝑏. The shortest path is 

resolved on-the-fly by an implementation (https://github.com/iszczesniak/yen) of Yen’s algorithm 

231, in the boost graph library 232, and incorporated in PLUMED 2. The end points 𝑎 and 𝑏 are 

chosen to be the carboxyl oxygens of E203 and E148 in ClC-ec1. Due to the absence of 
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protonatable residues in the nanotubes, two virtual atoms located at the center of the circular 

mouths of the tube are used as end points. 

Definition of principal curve connectivity 𝝓 

In general, the principal curve was computed from the point cloud formed by solvation water using 

Hastie’s algorithm. Such was the case in the study of ClC-ec1, but central lines were used for the 

two CNT systems as they represent the obvious principal curves in rigid straight tubes. The path 

was discretized at a resolution of 3.2 Å and 2.8 Å in the two CNTs, roughly equivalent to the 

typical oxygen-oxygen distance of two h-bonded waters. A higher resolution of 1.5 Å was used in 

ClC-ec1 in order to more accurately capture the curved paths. The water coordination number for 

each bead 𝒙! was calculated from a summation of all water oxygens {𝒙&}: 

 𝑠! =J𝑓<](|𝒙& − 𝒙!|)
M6

&

	 8-4 

where the switching function 𝑓<] has the same form of eq 2-22. In this work, 𝑑) = 1.5	Å and 𝑟) =

3.0	Å for ClC-ec1 were chosen in order to allow the water wires to fluctuate around the principal 

curve but not enough to introduce a change into the CV value. A 𝑑) of 3.0 Å was used for the 

CNTs to address its broader effective width due to the modified Lennard-Jones interaction between 

carbons and water. The coordination number ranging from 0 to infinity was transformed into the 

interval (0,1) using the Fermi function (eq 2-19). In order to filter out the contribution from less 

related beads to proton transport, a screening function (eq 2-22) was employed as the exponent of 

occupancy. The parameters 𝑑) = 5	Å and 𝑟) = 5	Å for eq 2-22 were used to account for multiple 

solvation shells of the hydrated excess proton. Generally, it is acceptable to use any parameter for 

switching functions, as long as the resulting 𝜙 is able to distinguish connected and disconnected 

water wires. For example, we still obtained the correct log(𝑆) PMF from reweighting 𝜙 for the 
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short CNT when using the exact same settings as in ClC-ec1, even if the choice of parameters for 

ClC-ec1 may not be optimal for CNTs. Since a bifurcated path was observed in ClC-ec1, the 

overall connectivity was combined from the independent connectivity of each of the two paths by 

a softmax function (eq 2-21) and, to be more specific, was the following for ClC-ec1: 

 𝜙 = softmax(𝜙%, 𝜙:) =
1
𝜅 log q

1
2
(exp(𝜅𝜙%) + exp(𝜅𝜙:))r	 8-5 

, where 𝜅 = 5 was used in this work to balance smoothness and accuracy of maximum. 

Reaction coordinates for proton transport 

The CEC is a virtual “atom” or “site” that tracks the effective position of the net positive charge 

defect arising from the hydrated excess proton. Its definition and detailed discussion can be found 

elsewhere52. The z coordinate of CEC was identified as the obvious coordinate to reflect PT 

progress along the z-axis-aligned carbon nanotube. 

For ClC-ec1, we adopted the same reaction coordinate defined in prior work107: 

 𝜉 =
min
!∈{%,:}

t𝒓<=< − 𝒓=:);,!v ⋅ 𝒏åyE

min
!,"∈{%,:}

t𝒓=%W{," − 𝒓=:);,!v ⋅ 𝒏åyE
	 8-6 

, where 𝒏åyE is a predefined unit vector pointing from E203 to E148; 𝒓<=<, 𝒓=%W{,! and 𝒓=:);," are 

the positions of CEC, one of the carboxyl oxygens of E148 and one carboxyl oxygen of E203. 

Using this definition, 𝜉 = 0 when E203 is protonated and 𝜉 = 1 when E148 is protonated, thus 

indicating PT progress between the two glutamates. More detailed discussions about this CV can 

be found in supplemental ref107.  

8.4.3 Free energy and related calculations 

This section provides details regarding enhanced free energy sampling simulations and other 

related calculations.  
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Metadynamics 

The well-tempered metadynamics of log(𝑆) and 𝜙 both used a Gaussian height 0.025 kcal/mol 

with a pace of 500 fs. The 𝜎 of Gaussian was 0.1 for log(𝑆) and 0.005 for 𝜙 for counting the 

different scales of the CVs. A bias factor 𝛾 = 8 was used because of a roughly 4 kcal/mol barrier 

estimated from our unbiased run. The error bars were calculated from block-average by the last 3 

blocks of an even partitioning of the full trajectory into 4 blocks.  

The PMF of log(𝑆) under Boltzmann ensemble was recovered from the metadynamics data of 

𝜙 by a weighted histogram 92: 

 Prob(log 𝑆 = 𝑠∗) = Û𝛿(log 𝑆 − 𝑠∗)e139(�,()–o(()8Ü 8-7 

, where the 𝛿 function was implemented as a Gaussian kernel with a bandwidth of 0.02; the bracket 

indicates the average under the ensemble generated by metadynamics; 𝑉(𝜙, 𝑡) is the instantaneous 

bias energy at time 𝑡 and 𝑐(𝑡) was defined as 

 𝑐(𝑡) =
1
𝛽 log

∫ d𝜙	e$1q(�)

∫d𝜙	e$13q(�)L9(�,()8
	 8-8 

, where the 𝐹(𝜙) is the PMF of 𝜙 estimated on-the-fly as 𝐹(𝜙, 𝑡) =	– ó �
�$%

ô 𝑉(𝜙, 𝑡). Both the 

metadynamics and reweighting were performed using PLUMED 2. 

Umbrella sampling 

The US functionality was provided by PLUMED 2 software. The initial configuration of each 

umbrella window was either the last frame of the umbrella windows in ref85 and 107, or from 

equilibration from an adjacent window. In the long CNT, window spacing for CEC z coordinate 

was 0.5 Å, and as 0.035 for 𝜙, resulting in a total of 420 windows. The force constant for z was 8-

10 kcal/mol/Å: and was 1250-2500 kcal/mol for 𝜙 depending on the curvature of the free energy 

surface. In ClC-ec1, window spacing for MS-RMD US was 0.025-0.05 for both 𝜉 and 𝜙Q. The 



 127 

force constant was 1400-4600 kcal/mol and 2500-5000 kcal/mol, respectively. The window 

spacing of 𝜙 for classical US was 0.025 and the force constant ranged from 2500 to 5000 kcal/mol. 

All the PMFs were computed from the WHAM using Grossfield’s implementation233. The 

statistical errors were estimated by block analysis of repeating WHAM on 5 blocks.   

Rate constant calculation 

The rate constant was calculated from the 2D-PMF from TST 203, which has demonstrated 

adequate accuracy in prior studies of ClC-ec157, 58. The rate constant is given by 

 𝑘=:);→=%W{ = èÛ𝜉
̇:Ü
2𝜋

∫ e$1q34,�58 	d𝑙�

∫ e$1q3�,�58� 𝑑𝜉𝑑𝜙Q
 8-9 

, where 𝜉̇ is the velocity of PT reaction coordinate; 𝐹t𝜉, 𝜙Qv denotes the 2D-PMF; the integral in 

the numerator was evaluated along the dividing curve 𝐿 at the transition state; and the integral in 

the denominator was evaluated over the reactant basin 𝐴 corresponded to E203. 

8.4.4 Simulation details and system setup 

10-Å-long CNT 

The system consisted of 4 SPC/Fw water molecules sealed in a 10-Å-long (6,6) armchair CNT by 

two layers of 16 Å × 16	Å graphene placed in a 25 Å × 25	Å × 25	Å simulation box. The Lennard-

Jones interactions between carbons and hydrogens were set to zero. The LJ parameters between 

the tube carbons and the water oxygens were 𝜖 = 0.1 kcal/mol and 𝜎 = 3	Å. The LJ parameters 

between the graphene carbons and water oxygens were 𝜖 = 0.4 kcal/mol and 𝜎 = 2	Å. All the 

carbons were fixed at initial positions and the 4 waters were integrated by a Nose-Hoover chain 

with a chain length of 3, a timestep of 0.5 fs, and a temperature relaxation time of 250 fs at 310 K. 

The long-range electrostatic was computed by the PPPM method with an accuracy of 10$W. The 

simulations were carried out with the LAMMPS MD package patched with PLUMED 2. 
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28-Å-long CNT 

The system setup and simulation details were the same as ref85, except that the MS-EVB 3.2 

proton-water model86 was used instead of the original MS-EVB 3 model40.  

ClC-ec1 

The system setup and MS-RMD simulation details were the same as ref107. The classical umbrella 

sampling of 𝜙  was carried out employing the same simulation settings as the MS-RMD 

simulations, except with the reactive functionality turned off. 

8.4.5 Graphics details 

All the molecular images were rendered by VMD 234. The hydration profile in molecular figures 

were computed by VolMap plugin of VMD. All the data plots were made by matplotlib 235.  
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9 Unraveling the Proton Coupling Mechanism of a Peptide Transporter 

9.1 Introduction 

POTs  utilize a membrane pH gradient to drive cellular uptake of di-/tri-peptides and their analogs 

with homologs found in all bacterial and eukaryotic genomes23, 24. Mammalian cells contain two 

POT family transporters, PepT1 and PepT2, which are responsible for the bulk uptake and 

retention of dietary peptides in the small intestine and kidneys respectively23. PepT1 and PepT2 

can also transport prodrug molecules and are increasingly recognized as important targets for 

rational drug design to improve drug pharmacokinetics236-238. The POT proteins use an alternating 

access mechanism, where peptide transport is realized through conformational switching between 

two major conformations, termed inward-facing (IF) and outward-facing (OF) states25. An 

occluded (OC) state has also been observed239, 240, although this is likely to be transitory. In OF 

and IF conformations the ligand-binding site is accessible either from the extracellular or the 

intracellular environment, while access is prohibited from both sides in the OC state241. The 

alternating access cycle in POTs has been determined following structural and biochemical studies 

on bacterial homologs 27 and is rationalized on the basis of alternating formation and breaking of 

conserved salt bridge interactions, which drive the structural changes following peptide and proton 

binding26, 27. 

Several conserved side chains have been identified that play key roles in the transport 

mechanism, in particular it was found that the salt bridge between a highly-conserved 

glutamate/aspartate on transmembrane helix (TM) 7 and the arginine/lysine on TM1, stabilizes the 

closed state of the extracellular gate25, 242, 243. Protonation of the glutamate/aspartate was predicted 

to break the salt bridge and trigger the IF-to-OF conformational change, allowing ligand access 

from the extracellular side25, 26, but direct evidence for this crucial part of the transport mechanism 
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is still lacking. MD simulations have been used to investigate the protein and ligand dynamics and 

coupling in POTs26, 244-248. However, many of these MD based studies contain contradictory 

findings, ascribing different functions for these side chains in different POT family homologs, and 

highlighting the challenges of sufficient sampling the extended phase space spanned by protein, 

ligand, protons and their associated hydrations. It was reported in an MD study on GkPOT from 

Geobacillus kaustophilus for example, that the charge state of the TM7 Glu has no effect on the 

conformational state of the transporter245. A later study that employed enhanced conformational 

sampling found the OF conformation of PepTSo from Shewanella oneidensis to be more stable than 

the IF one when the TM7 Glu is deprotonated246, suggesting the TM1-TM7 salt bridge cannot 

determine the extracellular gate closure. A more recent computational study systematically 

evaluated the impact of the TM7 Glu and ligand on the conformational free energy landscape of 

PepTSt from Streptococcus thermophilus, and found the IF and OC states were the most stable, 

independent of the TM7 Glu and ligand247, inconsistent with the expectation for a stable apo OF 

state to allow efficient ligand periplasmic access. All of these studies were conducted in a fixed 

charge and non-reactive manner that limited their ability to fully sample the complete transport 

cycle and especially the proton coupling mechanism. 

Previously, we discovered a homolog of PepT1 from the bacterium Staphylococcus hominis, 

termed as PepTSh,  transports a peptide-like thioalchohol precursor, cysteinylglycine-3-methyl-3-

sulfanylhexan-1-ol (S-Cys-Gly-3M3SH)28. The compound is secreted by the apocrine gland under 

human axilla skin, uptake by the transporter into bacteria, and bio-transformed into odorous 

volatiles responsible for human body odor. PepTSh shares high sequence similarity with PepT1 and 

PepT2, and can also transport prodrugs such as valacyclovir and 5-aminolevulinic acid. Hence, 

PepTSh represents an ideal model for understanding the proton coupling mechanism in its human 
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counterparts. Our previous work captured PepTSh IF state bound with S-Cys-Gly-3M3SH as well 

as several prodrugs28, 29, but the OF and OC states were not captured, and it remains challenging 

to complete the functional circle of proton-coupled ligand transport starting from static IF 

structures. 

Here, we performed extensive all-atom MD and MS-RMD40, 41 combined with enhanced free 

energy sampling to elucidate how PT through key residues drives conformational changes and 

ligand translocation. We have demonstrated that it is indeed the titrations on the TM7 and TM10 

glutamates that trigger the global conformational change and ligand release in PepTSh. Extending 

previous studies, we have also evaluated the energetics associated with proton movements and 

found the PT free energies are subtly modulated by the transporter conformational state and the 

bound ligand. Our findings, which are consistent with a previous study looking at extracellular 

gate dynamics in PepTXc26, reveal a coupled and cooperative mechanism between the transporter 

conformation, proton, and ligand motions, which represents a major step toward a complete and 

quantitative description of the full transport cycle. 

9.2 Methods 

9.2.1 Classical molecular dynamics simulations 

The MD computational model was constructed using CHARMM-GUI249, 250 from the holo IF 

crystal structure of PepTSh (PDB: 6EXS) by embedding the protein into a 90-Å	× 90-Å bilayer 

composed of 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) lipids and then solvating 

the system with a 20-Å layer of TIP3P water251 on both sides of the membrane with 0.15 M sodium 

chloride. The protonation states of ionizable residues were assigned according to pKa predictions 

from constant-pH MD (cpHMD) simulations (detailed in below) and are listed in Table 9-2. The 

convergence of cpHMD pKa calculations for crucial residues are shown in Figure 9-12. The 
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CHARMM 22/CMAP252-254 force field was employed to describe the protein and the CHARMM36 

was used for lipid interactions. The ligand was modeled as a dipeptide consisting of S-Cys-3M3SH 

(CSM) and a glycine. CSM was added as a non-standard amino acid to the force field, and was 

parameterized by CHARMM General Force Field (CGenFF, version 4.0)255  using ParamChem 

(version 2.2.0). The CGenFF parameters for the backbone and sidechain atoms up to S�  were 

replaced by those for cysteine from CHARMM22 force field. The atomic charge of C1  was 

adjusted for charge neutrality. PME 256, 257 with a cutoff of 12.0 Å and a precision of 10-5 was used 

to compute the electrostatic interactions. The LJ non-bonded interactions was force-switched from 

10 Å to 12 Å. The system was equilibrated following the CHARMM-GUI protocol258, followed 

by a 200-ns additional equilibration with 1000 kJ/nm2 harmonic restraints on protein heavy atoms. 

In the additional equilibration and production runs, the system was integrated by the leap-frog 

algorithm with a 2-fs long time step, and all the bonds involving hydrogen atoms were restrained 

using the LINCS algorithm. The temperature was controlled at 303.15 K by the Nosé-Hoover 

thermostat and the pressure was controlled at 1 atm by the Parrinello-Rahman semiisotropic 

barostat. The simulation time and the initial configurations of production runs were summarized 

in Table 9-2. All of the classical MD simulations were conducted in the GROMACS package. 

9.2.2 MS-RMD simulations 

The MS-RMD approach was well documented in refs40, 41 and in section 1.3. In brief, the MS-

RMD approach provides an efficient way to simulate molecular systems with explicit modeling of 

chemical reactions. This was achieved by considering the system as a linear combination of 

diabatic states {|𝑖⟩}, each of which corresponds to a different bonding topology. The Hamiltonian 

of the system is then expressed in the following diabatic state representation: 
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 𝐇mdZ =J|𝑖⟩	ℎ!"⟨𝑗|
!"

 9-1 

The diagonal term ℎ!! is taken to be the energy function described by the classical force field, 

namely the CHARMM22/CMAP for proteins and CHARMM36 for lipids. The off-diagonal 

element, ℎ!", is modeled by a physically inspired ansatz in a MM form. The detailed definitions of 

these terms are provided in section 4.2.1. The ground state of the reactive system can be obtained 

through solving the following secular equation “on the fly” as a function of nuclear configuration, 

such that 

 𝐇mdZ𝒄 = 𝐸𝒄 9-2 

The eigenvector 𝒄 = {𝑐!} with the lowest eigen energy is the adiabatic wave-function of the ground 

state. The atomic forces, as the energy gradient, are 𝑐! weighted diabatic forces according to the 

HF theorem (eq 1-3). The diabatic matching approach (Chapter 4) was used to parametrize the 

ionizable MS-RMD model for glutamates described by the CHARMM22 force field and the 

parameters are summarized in Table 9-3. 

The MS-RMD simulations were initiated from classical MD equilibrations. The electrostatics 

was computed by the particle-particle particle-mesh method208 with a cut-off of 10 Å and an 

accuracy criterion of 10-4. The non-bonded LJ potential was energy-switched from 8 Å to 10 Å. 

The system was integrated by the Nosé-Hoover chain thermostat to maintain a 303.15 K 

temperature in the NVT ensemble using a timestep of 1 fs. The MS-RMD simulations were 

performed by the LAMMPS MD package coupled to RAPTOR to enable chemical reactions. 

9.2.3 Enhanced sampling and rate calculations 

The PT between E311 and E418 in the apo form was enhanced by the WT-MTD approach. The 

CV used in the WT-MTD was defined as a distance ratio: 
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 𝜉<=< =
𝑟=;%%

𝑟=;%% + 𝑟=W%{
 9-3 

where 𝑟=;%% and 𝑟=W%{ are the minimum distance between CEC and carboxyl oxygen atoms of 

E311 or E418. Due to the charge delocalization nature of a solvated proton, its effective position 

is tracked by the center of excess charges introduced by the excess proton, or equivalently, the 

“electron hole” created by the proton nuclear. In MS-RMD, the CEC is defined as the 𝑐! weighted 

COC of the proton-carrier species in each diabatic state52, 

 𝒓<=< =J𝑐!:𝒓!<><

!

 9-4 

The minimum distance between CEC and carboxyl oxygens was implemented by a softmin 

function 

 softmin(𝑟%, 𝑟:) = −
1
𝜅 log¶expt−𝜅

(𝑟% − 𝑟̅)v + exp(−𝜅(𝑟: − 𝑟̅))· + 𝑟̅ 9-5 

where 𝜅 = 40	Å$%, 𝑟% and 𝑟: denote the CEC separation from the two carboxyl oxygen atoms, and 

𝑟̅ = (𝑟% + 𝑟:)/2. The initial Gaussian height in WT-MTD was 0.8 kcal/mol and scaled according 

to a bias factor of 12. The Gaussians were deposited on the 𝜉<=< dimension every 1 ps with a fixed 

width of 0.01. In both apo IF and apo OF states, two replicates of metadynamics were run for at 

least 10 ns.  

The PT between E311 and E418 in holo IF state was enhanced sampled by umbrella sampling 

259 for its convenience of distributing sampling tasks on multiple computers. The umbrella window 

centers were placed from 𝜉<=< = 0	 to 𝜉<=< = 1  every 0.025  with harmonic force constants 

ranging from 2000 kcal/mol to 3500 kcal/mol. The simulation time for each window ranged from 

370 ps to 7 ns depending on its convergence, resulting in a 57-ns simulation time in total. All the 

enhanced sampling was performed by PLUMED 2 coupled to LAMMPS and RAPTOR. 
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The free energy surfaces (PMFs) were computed from metadynamics or umbrella sampling data 

using the dynamic histogram analysis method (DHAM)260, and so was the Markov transition 

matrix in the CV space. The CV-position-dependent diffusion constants 𝐷(𝜉) were computed 

following the same procedure in ref261 using the transition matrix, and the reaction rate constant 

was computed as the inverse of the mean first passage time (MFPT)262, 

 
𝑘=;%%→=W%{ = 𝜏dpyE$% = 1/~ d𝜉*~ d𝜉**

4!

47	
𝐷(𝜉*)$%𝑒$1Rq34

!8$q34!!8S	
4,8%9

4,:%%
 9-6 

assuming a Smoluchowski dynamics of 𝜉<=<. In eq 9-6, the 𝜉=;%% and 𝜉=W%{ are the CV values that 

correspond to free energy minima of protonated E311 and E418 respectively, 𝜉� is the CV value 

that corresponds to the lower boundary of E311 free energy well, 𝛽 = 1/𝑘'𝑇  is the inverse 

temperature, and 𝐹(𝜉) is the PMF. The reverse PT rate was computed via the detailed balance 

relation 

 𝑘=W%{→=;%%𝑥=W%{ = 𝑘=;%%→=W%{𝑥=;%% 9-7 

where 𝑥 is equilibrium concentration computed as the integral of Boltzmann factor 𝑒$1q(4) in the 

E311 basin or the E418 basin. The errors reported for WT-MTD PMFs and PT rates were 

computed as the standard deviation between two replicates, while the errors in umbrella sampling 

counterparts were computed from the standard deviation of the last 5 blocks of equally partitioning 

the trajectories into 6 blocks. 

9.2.4 Characterization of gate sizes and gate hydration 

The extracellular and intracellular gate sizes were calculated as the tip distance between TM1,2 

and TM7,8 and between TM4,5 and TM10,11. We first defined four virtual atoms as backbone 

geometric centers of (1) residues 46-52 and 64-70, (2) residues 316-324 and 342-347, (3) residues 

140-146 and 154-160, and (4) residues 426-432 and 438-444, to represent the tip positions of 
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TM1,2, TM7,8, TM4,5 and TM10,11 respectively. The extracellular gate size was then defined as 

the distance between virtual atoms (1) and (2), and the intracellular gate size was similarly defined 

as the distance between virtual atoms (3) and (4). 

The intracellular gate water density was defined as the number of water molecules in a 

quadrangular prism divided by its volume. The prism base was defined as the xy-plane (membrane 

plane) projection of the tip residues of TM4,5,10 and 11, represented by four virtual atoms defined 

as the backbone geometric center of  residues 140-146, 154-160, 426-432 and 438-444. The height 

of the prism was defined as the z range of the backbone atoms used to define the virtual centers. 

9.2.5 CpHMD simulation 

To enable titration, doubly protonated HIS residues were used, dummy hydrogen atoms were 

added to ASP, GLU, and C-terminus (CT) carboxylates in syn positions. The membrane-enabled263 

hybrid-solvent CpHMD264 simulations were conducted using CHARMM265 (version c42b2) with 

the pH-based replica exchange (pH-REX) enhanced-sampling protocol264. The simulations 

represented protein, lipids, and waters using the CHARMM22/CMA force field, the CHARMM36 

model, the CHARMM-modified TIP3P model, respectively. The CpHMD parameters for the N-

terminus (NT) (Figure 9-13) and CT (Figure 9-14) were derived using the protocols described by 

Lee et al.266 and Khandogin et al.267, respectively. The LJ interactions were force-switched268 from 

8 to 12 Å. Electrostatic interactions were computed using the PME method with a real-space cutoff 

of 12 Å and a sixth-order interpolation with 1-Å grid spacing. The non-bonded neighbor list was 

updated heuristically. To allow for a 2-fs step length, SHAKE269 was used to restrain the bonds 

connecting hydrogen atoms. All simulations were conducted with periodic boundary conditions at 

303.15 K by the Nosé-Hoover thermostat, and 1 atm by the Langevin piston pressure-coupling 

algorithm270. 
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In CpHMD, a fictitious titration coordination λ that updates simultaneously with the spatial 

coordinates is coupled to each ionizable site to describe its charge state. The λ particles with a 

mass of 10 atomic mass unit are propagated using the Langevin algorithm271 with a collision 

frequency of 5 ps–1 and updated every 10 MD steps to allow for water relaxation. The hybrid-

solvent CpHMD uses the leapfrog Verlet integrator272 to propagate the conformational dynamics 

in explicit solvent and lipid molecules. The implicit solvent and membrane modelled by the 

generalized-Born (GB) model GBSW273, 274 with optimized GB input radii275 is used to calculate 

the electrostatic hydration forces on λ particles. An infinite low-dielectric-constant (𝜀 = 2) slab 

with a high-dielectric-constant (𝜀 = 80) exclusion cylinder aligned with the membrane normal is 

used to represent protein-embedded membrane in GBSW. The implicit-membrane had a thickness 

of 35 Å and the radius of the exclusion cylinder was 25 Å. The dielectric constant (𝜀) was switched 

from 2 to 80 within 2.5 Å from both membrane surfaces. An ionic strength of 0.150 M was used 

for the Debye–Hückel term276 in GB. All Asp, Glu, His, Lys, Arg, Cys, Tyr residues, as well as 

the NT and CT of the ligand were allowed to ionize. A cylindrical restraint with a force constant 

of 1 kcal/(mol•Å2) was applied to the center of mass of the protein heavy atoms via the MMFP 

utility in CHARMM265 to prevent the protein from lateral drift. Ions were excluded from the 

hydrophobic membrane region (–16.5 Å < Z < 16.5 Å) by a planar restraint of 5 kcal/(mol•Å2) via 

MMFP. In pH-REX, exchanges between neighboring pH replicas were attempted every 500 MD 

steps. Decision of accepting or refusing an exchange attempt was determined using the Metropolis 

criterion277. Two independent runs were conducted for apo-PepTSh: one with and the other without 

titrations on Lys/Arg/Cys/Tyr residues (Table 9-4). The 1st apo run placed 40 replicas from pH 2.0 

to 11.75 with an interval of 0.25 and lasted 20 ns per replica. The 2nd apo run placed 40 replicas 

from pH 2.0 to 9.0 with an interval of 0.125 or 0.25 and lasted 20 ns per replica. The apo run of 
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dipeptide CSM-GLY (i.e., ligand) placed 20 replicas from pH 7.0 to 16.5 with an interval of 0.5 

and lasted for 5 ns. The holo run (i.e., PepTSh with CSM-GLY) placed 40 replicas from pH 2.0 to 

11.75 with an interval of 0.25 and lasted 10 ns per replica. 

9.2.6 Calculation of pKa 

The p𝐾a was computed by fitting the unprotonated fraction 𝑆unprot vs. pH to the Hill equation278, 

 𝑆sfjeah =
1

1 + 10[(j�;$jT)
 9-8 

where the Hill coefficient n describes the steepness of the transition region in a titration curve. 

𝑆unprot was determined by counting the population of protonated (defined as those with 𝜆 ≤ 0.1) 

and deprotonated (𝜆 ≥ 0.9) states for every pH. 

9.3 Results 

9.3.1 TM10 Glu is crucial for ligand binding and its titration controls ligand release 

Our earlier PepTSh crystal structure shows the transporter coupled to S-Cys-Gly-3M3SH in the IF 

state (Figure 9-1A). The hydrophobic tail of the ligand was discovered to be inserted into a pocket 

created by TM7 and TM10 (Figure 9-1B). Although the E418 residue is not directly coordinated 

to the ligand in our crystal structure, mutagenesis of the TM10 Glu in PepTSh, as well as in PepTSt25 

and human PepT1279 has suggested the Glu is important for proton coupling and ligand recognition. 

This prompted us to run two simulations with protonated and deprotonated E418 (TM10 Glu in 

PepTSh) from the crystal structure. We defined a CV as the minimal distance between TM9 

backbone atoms and the ligand heavy atoms in order to assess the binding of the ligand tail in the 

pocket (see Figure 9-1B). We found that if E418 is protonated, simulations could reproduce the 

crystal ligand binding pose, as demonstrated by the time evolution and distribution of the distance 

CV (Figure 9-1C). When E418 is deprotonated, on the other hand, the ligand departs the TM7-
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TM10 binding pocket, yielding a lower binding posture that differs somewhat from the crystal 

(Figure 9-2A).  

 

Figure 9-1. Role of E418 in ligand binding. (A) The inward-facing holo crystal structure 
captured in our previous work 28. The pore radius profile was computed by the HOLE 
program 280. The region that forbids water (pore radius < 1.15 Å) is colored red, the region 
that allows single water permeation (1.15 Å < pore radius < 2.30 Å) is colored yellow, and 
orange indicates pore radius > 2.30 Å. This color scheme will be used for the following 
molecular figures. (B) The position of the ligand and the TM7-TM10 pocket as well as TM9 
in the crystal structure. (C) The minimum distance between the ligand and TM9 backbone 
atoms in simulations with protonated E418 and deprotonated E418. 

To further understand the role of E418 in ligand binding, we computed the minimal distance 

between the carboxyl of E418 and the N-terminus of the ligand. The protonated E418 simulation, 

which serves as a control, faithfully reproduces the loose interaction pattern between E418 and 

ligand seen in the crystal structure, as evidenced by the crystal distance value falling within the 

MD distribution measured. A deprotonated E418, however, grasps the ligand fast (~50 ns) by 

forming a salt bridge with it (Figure 9-2B), causing its hydrophobic tail to leave the TM7-TM10 

pocket as previously stated. Interestingly, despite these discrepancies in its binding pose, the bound 
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ligand remains stable in the binding site over the course of the 3.3-𝜇s simulation, possibly due to 

the stability gained from forming the salt bridge with E418 compensating for the loss from leaving 

the TM7-TM10 pocket. The residue E418 is well-solvated in the IF conformational state, and the 

water networks fully connect the Glu to the cytosolic bulk, so a pH gradient should be able to drive 

the proton of E418 down to the cytosol. As such, the crystal structure could be a prelude to the 

deprotonated E418 state, in which the ligand transfers into the lower binding location after the 

proton dissociates from E418. 

 
Figure 9-2. The binding mode of the ligand when E418 is deprotonated. (A) A super-
position of the crystal structure (grey) and the equilibrated structure with deprotonated E418. 
(B) The minimum distance between E418 carboxyl and the ligand N-terminus in simulations 
with protonated and deprotonated E418. 

We next protonated the TM10 Glu to model a PT driven by the pH gradient from the periplasm 

side to the Glu, and initiated MD trajectories from equilibrated configurations sampled when the 

Glu is deprotonated. We will quantify and illustrate the feasibility of this hypothetical PT in the 

following sections, but we now report the consequences of this protonation state change. As shown 

in Figure 9-3A, protonation of E418 makes the ligand unstable and eventually triggers the ligand 
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release into the cytosol. Notably, the salt bridge between E418 and the ligand breaks almost 

instantly upon the protonation, but the ligand remains near the binding site for several hundreds of 

nanoseconds. In this metastable period, we looked at the interacting residues with the ligand 

(Figure 9-3C) and compared them to the interaction pattern in the stable ligand-bound state when 

E418 is deprotonated (Figure 9-3B). We found that the protonation indeed weakens the interaction 

between the ligand and E418, and as a result, the Q344 becomes the dominant residue interacting 

with the ligand via a hydrogen bond to its sidechain hydroxyl group. The missing hydroxyl in di-

/tri-peptides could be one of the reasons why S-Cys-Gly-3M3SH is transported at a slower pace 

than these other ligands. The lack of contacts with E418 and N347 (Figure 9-3D) resulted in 

quicker ligand release in a replicate than the other two (Figure 9-3A red vs. green and blue), 

emphasizing the importance of the residues for ligand binding, which is consistent with the 

mutagenesis results that E418A and N347A decreased or eliminated transport efficiency 28. 

 
Figure 9-3. Proton-induced ligand release. (A) The z coordinate of ligand geometric center 
with respect to the middle of the membrane. (B) The contact map between ligand functional 
groups and binding-site residues (B) in the bound state with deprotonated E418, (C) in the 
first 200-ns metastable state in replicas 1 & 3, and (D) in the first 20-ns of replica 2 with E418 
protonated.  



 142 

9.3.2 Titration of TM7 Glu triggers conformational change to OF state 

The highly conserved TM7 glutamate/aspartate–TM1 arginine/lysine pair and the TM7 serine–

TM2 histidine pair are two of the critical salt bridge and hydrogen bond interactions that maintain 

the closure of POT extracellular gate. We have previously shown26 that the extracellular gate in 

PepTXc is regulated by the interaction between histidine and serine, and protonation of histidine 

causes the gate to open by disrupting the histidine-serine hydrogen bond. The histidine and serine 

residues are conserved in bacteria PepTXc and PepTSo, as well as in mammalian POTs, however, 

the TM2 histidine is absent from certain bacterial POTs, such as PepTSt, and PepTSh studied in this 

work. Instead, the salt bridge between TM7 Glu/Asp and TM1 Arg/Lys, which can be seen in 

virtually every IF structure of POTs, might serve as an alternate mechanism for controlling the 

extracellular gate conformation. We performed MD simulations using deprotonated E311 (TM7 

Glu in PepTSh) to stabilize the salt bridge, and as predicted, the salt bridge remained in the 

simulations and the transporter dominated the IF state (Figure 9-4A blue histogram). Notably, the 

system also samples an inward-facing occluded (IF-OC) state featuring a partially closed 

intracellular gate in our 3.3-𝜇s simulation (Figure 9-4B, 4C, and 4D), and we discovered that this 

state is metastable since the transporter returns to the IF state after ~400 ns in the IF-OC state 

(Figure 9-4C). The biological relevance of the IF-OC state will be discussed in the following 

paragraphs. 
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Figure 9-4. Proton-induced conformational change. (A) Two-dimensional histogram of the 
minimum distance between E311 and R44 heavy atoms, and the extracellular gate size of the 
simulation with deprotonated E311 (blue), with protonated E311 initiated from an inward-
facing conformation (red), and with protonated E311 initiated from an inward-facing 
occluded conformation (black). (B) Two-dimensional histogram of the intracellular and 
extracellular gate sizes. (C) The gate sizes and the water density around the intracellular gate 
in the deprotonated E311 simulation. The region corresponding to the inward-facing occluded 
state is highlighted by grey. A running average with a 20-ns window was performed on the 
time series. (D) The pore radius profile of the MD-sampled inward-facing occluded state. (E) 
The pore radius profile of the MD-sampled outward-facing state. 

To model PT from the periplasm to E311, we changed the Glu to be protonated starting from the 

equilibrated IF structures, and as a result, the salt bridge between E311 and R44 becomes unstable 

and the two residues separate. Interestingly, in our 500-ns simulations of two independent runs, 

the transporter remains in the IF state (Figure 9-4A and 4B red histogram; Figure 9-8B), which is 
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indeed consistent with many prior MD investigations. This contradicts the idea that protonation of 

the TM7 Glu opens the extracellular gate, since we found only a weak relationship between the 

TM7 Glu–TM1 Arg distance and the extracellular gate size, shown by a wide range of Glu-Arg 

distance correlating to a narrow gate size distribution.  

 
Figure 9-5. Structural comparison between PepTSh and PepT2. (A) Super-position of MD-
sampled outward-facing PepTSh (green) with the cryo-EM outward-facing PepT2 (grey). The 
membrane phosphorus atoms are represented by dark yellow spheres. Comparison for (B) 
key residue, (C) extracellular gate and (D) intracellular gate between PepTSh and PepT2. The 
helices that form the gates are labeled with numbers in (C) and (D). 

However, in simulations initiated from the IF-OC state, the transporter undergoes a fast 

conformational change into the OF state (~100 ns) following the protonation of E311, as seen in 

two separate runs (Figure 9-8A). The slow shutting of the intracellular gate is thought to be the 

cause for the restriction of a straight transition from IF to OF. Notably, there is a clear correlation 
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between the intracellular gate size and the water density between helix pair tips TM4,5 and 

TM10,11, the helices that form the intracellular gate (Figure 9-4C), indicating that hydration 

fluctuation may be important for intracellular gate closure. The water collective motion can 

represent a slow degree of freedom, and an enhanced conformational sampling that omits it may 

suffer from strong hysteresis and produce inaccurate free energetics (see Figure 9-9 as an example 

of slow convergence of conformational free energies). Interestingly, when starting from the 

equilibrated OF structures, deprotonation of E311 does not result in the closing of the extracellular 

gate within our 550 ns ×  2 replicas (Figure 9-10), implying that the closing of the gate is 

consistently slow as the intracellular gate, which may be the rate-limiting step of the entire 

functional cycle.  

The equilibrated OF conformation was superpositioned with a recently resolved OF structure of 

rat PepT2 (PDB: 7NQK) in order to inspect if this OF structure was an artifact of MD simulations. 

The two structures aligned extremely well, as illustrated in Figure 9-5, and a deeper look at the 

critical residues TM 7 and 10 glutamates/aspartates and TM1 arginine/lysine, as well as the well-

conserved ExxER/K motif, reveals a significant overlap between the two structures. These 

observations strongly support that the OF state sampled from MD simulations to be a physical 

state of the transporter. Merged from the findings presented above, we directly prove that the 

titration of TM7 E311 initiates the opening of the extracellular gate via the breaking of the E311-

R44 salt bridge, and the underlying mechanism is more sophisticated than previously anticipated. 

Although a protonated E311 loses the salt bridge with R44, potentially allowing the extracellular 

gate structural flexibility, this is insufficient for the transporter to directly switch from an IF to an 

OF state. The rate-limiting step for the transition is to find an IF-OC state and potentially the 
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coupled hydration fluctuation that could take microseconds. Once the IF-OC state has been 

reached, the transition to the OF state occurs quickly, in roughly 100 nanoseconds.  

9.3.3 Facile PT between TM7 and TM10 via water 

Given that TM7 E311 requires losing a proton to seal the extracellular gate while TM10 E418 

requires a proton to deliver the ligand into the cytosol, it is a plausible assumption that the proton 

needs to be transported from E311 to E418. According to the results we showed previously, the 

proton is able to drive the transporter conformational change and ligand transport, and now we 

want to look at how the conformation and ligand, in turn, effect this PT. We used the MS-RMD 

methodology to simulate explicit proton transfers on an all-atom reactive potential energy surface 

in both the IF and OF states, as well as the apo and holo forms, to measure the free energetics of 

this hypothetical PT step with these coupled motions. Interestingly, as seen in Figure 9-6A, the 

two potentials of mean force (PMF; free energy profile) of PT in apo OF and apo IF differ only 

slightly. The difference in the free energy well corresponding to a protonated E311 reveals that the 

proton on E311 in the IF state is about 1 kcal/mol less stable than that in OF, which is a result of 

a closer positively charged R44 in the IF state. Another notable variation is the location of the free 

energy barrier maximum, which is closer to E311 in apo IF than in apo OF. In the IF state, the 

closure of the extracellular gate restricts hydration around E311, resulting in less solvation for the 

excess proton (H+) in that region and as a result, an earlier barrier is seen in the PMF. In spite of 

these differences, both PMFs reveal that the proton is more thermodynamically stable when 

bonded to E418 than E311, showing an E311→	E418 proton movement, and this favorability will 

be even more significant when the inward proton gradient across the membrane is taken into 

account. In addition to the thermodynamic favorability, the calculated rate constants (Table 9-1) 

confirm that the PT is facile in both apo conformational states. 
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Figure 9-6. Characterization of proton transport between TM7 and TM10. (A) Potential of 
mean force for proton transport between E311 and E418. (B) Two-dimensional potential of 
mean force of proton transport between E311 and E418 with the minimum distance between 
E418 carboxyl and ligand N-terminal nitrogen. The inset is a zoom-in showing the strongly 
coupled region between proton and ligand. (C) & (D) Molecular figures showing Grotthuss 
proton shuttling mechanism when the ligand is present. The most probable hydronium 
oxygen is highlighted in purple. The ligand is shown in the Van-der-Waals representation. 
The N-terminal bundle of the protein is shown in transparent yellow and the C-terminal 
bundle is shown in transparent green. 

As mentioned in the preceding section, the TM10 E418 is correlated to ligand transport, and its 

protonation results in cytosolic ligand release. Here, we used the MS-RMD method in conjunction 

with enhanced sampling to investigate how the proton could be transferred from E311 to E418 in 

the presence of the ligand. The presence of ligand does not significantly alter the overall shape of 

the PT free energy, as seen in Figure 9-6A, but it does affect the relative stability between 

protonated E311 and E418. Because of the energy gained through forming a salt bridge between 

deprotonated E418 and the ligand N-terminus, the proton is now equally stable on both glutamates, 

and the PT direction will be fully determined by the direction of the proton gradient. Interestingly, 

the ligand bulky sidechain does not fully remove water between the glutamates, allowing an excess 
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proton to travel through connected water wires via Grotthuss shuttling (Figure 9-6C & 6D). As a 

result, the PT rate is slower than in the apo case (Table 9-1), but it is still a feasible PT and would 

not constitute the rate-limiting step of the entire cycle. This facile PT mechanism entails a 

“decoupling” between proton and ligand transport in the sense that the ligand is not needed to 

participate and has only a little impact on proton movement, adding to our understanding of why 

the transporter may use the proton gradient to transport a wide range of ligands. The joint free 

energy profile of PT progress with the E418–ligand distance (Figure 9-6B), on the other hand, 

depicts the coupling between proton and ligand. When a proton is bonded to E418, the PMF shows 

more flexibility in the direction of E418–ligand distance, consistent with the observations in 

classical MD that protonation of E418 eventually triggers ligand release. At equilibrium, the 

system motion tends to follow the MFEP, and the ramped slope of MFEP, especially in the range 

of 0.6 < 𝜉<=< < 0.8 (Figure 9-6B inset), reveals that the motion of the proton can drive the motion 

of the ligand and that the ligand can also be the driving force of the proton. 

Table 9-1. Calculated proton transport rates between TM7 E311 and TM10 E418. 

System Apo IF Apo OF Holo IF 
𝑘=;%%→=W%{ (𝜇s$%) 19.2±0.8 1.6±0.4 0.54±0.26 
𝑘=W%{→=;%% (𝜇s$%) 1.5 ± 1.4 × 10$:  3.8 ± 1.6 × 10$;  0.41±0.39 

 

9.4 Discussion 

POT family proteins represent secondary active transporters that make use of the cross-membrane 

proton gradient to transport various peptide analogs into cells. Understanding their transport 

mechanism and how it is coupled to the proton gradient is critical for improving medication 

pharmacokinetics and oral bioavailability. However, it remains challenging to experimentally 

track the molecular motions in real-time at an atomistic resolution, limiting a direct examination 

of the detailed transport process and discovery of vitally influencing interactions. MD simulations, 
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on the other hand, are a valuable tool for studying complicated molecular systems and processes 

to enable direct observation of atom motions as well as the measurement of associated free 

energetics and kinetics. 

 
Figure 9-7. Schematic diagram of the transporter functional cycle. The dashed arrows 
represent the transitions whose reaction rates are not known yet from the performed 
simulations. The N-terminal bundle is represented by yellow sticks and the C-terminal 
bundle is colored in green. Note the PT rates were computed without pH gradient.  

In this study, building upon our prior structural and biochemical characterizations, we used 

comprehensive classical and reactive MD along with enhanced sampling approaches to elucidate 

the proton coupling mechanism of PepTSh, a member of the POT family. As summarized in Figure 

9-7, we depicted a schematic functional cycle where the cross-membrane proton flow mediated by 

the transporter drives the conformational switching and ligand movement via altering the TM7 and 

TM10 glutamate charge states. However, we need to emphasize that proteins are stochastic 

molecular machines and the hopping between the microstates shown in Figure 9-7 can be 

probabilistic. Moreover, there could exist multiple possible transition pathways connecting the 

states as seen in other transporters, such as ClC-ec1215, 281 and PiPT282. It should also be the case 
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of PepTSh, and for example, in one pathway (Figure 9-7B→F→E→J), that one single proton reaches 

TM10 E418 after ligand binding and activates its release. Alternatively, the proton may possibly 

reach E418 before the ligand binds, and the ligand tail inserts into the TM7-TM10 pocket, resulting 

in the crystal structure state (Figure 9-7B→C→G). The proton then dissociates from E418 and 

enters the cytosol (Figure 9-7G→L), forming an E418–ligand salt bridge (Figure 9-7L→K), which 

is followed by another proton binding to E418 and releasing the ligand (Figure 9-7K→F→E→J). 

In Figure 9-7, we only outlined the primary functioning pathways that best represents the data we 

have, but a more complete quantitative description of the whole functional cycle may be required 

to fully understand the coupling between protein, ligand, and proton motions, as well as their pH 

dependency and stoichiometry215, 281. To achieve that, extensive and converged conformational 

enhanced sampling is necessary to more accurately estimate the transition energy and rates. 

Because hydration may play a critical and entangled role in conformational changes, a reaction 

coordinate describing it should be properly defined and employed in the sampling. The inclusion 

of additional degrees of freedom in enhanced sampling may result in an excessive computing 

overhead when sampling the high-dimensional CV space. In this scenario, machine learning and 

statistical approaches48, 49, 64, 283 could be extremely effective in reducing the sampling 

dimensionality and intelligently selecting the most significant phase space region to focus on. 

We should point out that the information supplied here provides a limited understanding of the 

critical importance of the ExxER/K motif. The preliminary data in Figure 9-11 shows that the 

intracellular gate becomes more flexible with a deprotonated E33 since the IF-OC state was 

observed earlier than the protonated E33 simulation (Figure 9-4C), but a more rigorous 

conformational free energy landscape is needed to draw a firm conclusion. In current simulations, 

the charged E33 serves as an adhesive to stabilize the unusual interaction between R37 and K137 
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observed in PepTSh as well as in the cryo-EM PepT2 structure. We recognize that the force field-

based description may be inaccurate for a possible proton sharing between R37 and K137, but a 

quantum mechanical treatment of the motif would be too computationally intensive to achieve 

adequate conformational sampling. We propose in our future work to train an effective potential 

from highly accurate electronic structure calculations that corrects the conventional force fields 

for better modeling this novel Arg-Lys interaction, in light of the recent development of deep 

learning potential using ab initio calculations102, 284. 

9.5 Appendix 

Table 9-2. Simulation details of classical MD. 

Simulation 
ID 

Protonation States 
(E33/E311/E418)a 

Initial 
Configurationb 

Total 
Length 
(ns) 

Data usage (time/Figure)c 

1 +/-/+ Crystal (6EXS) 500 
0-500 ns/Figure 9-1C 
0-500 ns/Figure 9-2B 

2 +/-/- Crystal (6EXS) 3300 

0-500 ns/Figure 9-1C 
500 ns/Figure 9-2A 
0-500 ns/Figure 9-2B 
0-500 ns/Figure 9-3B 
0-3300 ns/Figure 9-4A 
0-3300 ns/Figure 9-4B 
0-3300 ns/Figure 9-4C 
2690.2 ns/Figure 9-4D 

3-1 +/-/+ 550 ns 
(simulation 1) 1000 

0-1000 ns/Figure 9-3A 
0-200 ns/Figure 9-3C 

3-2 +/-/+ 800 ns 
(simulation 1) 1000 

0-1000 ns/Figure 9-3A 
0-20 ns/Figure 9-3D 

3-3 +/-/+ 1050 ns 
(simulation 1) 1000 

0-1000 ns/Figure 9-3A 
0-20 ns/Figure 9-3C 

4-1 +/+/- 2500 ns 
(simulation 1) 500 

100-500 ns/Figure 9-4A 
100-500 ns/Figure 9-4B 
500 ns/Figure 9-4E 
500 ns/Figure 9-5 
0-500 ns/Figure 9-8A 
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Table 9-2. Simulation details of classical MD continued. 

4-2 +/+/- 2450 ns 
(simulation 1) 500 0-500 ns/Figure 9-8A 

5-1 +/+/- 3250 ns 
(simulation 1) 500 

0-500 ns/Figure 9-4A 
0-500 ns/Figure 9-4B 
0-500 ns/Figure 9-8B 

5-2 +/+/- 2100 ns 
(simulation 1) 500 0-500 ns/Figure 9-8B 

6-1 +/-/- 150 ns 
(simulation 4-1) 550 0-500 ns/Figure 9-10 

6-2 +/-/- 250 ns 
(simulation 4-1) 550 0-500 ns/Figure 9-10 

7 -/-/- Crystal (6EXS) 1000 0-1000 ns/Figure 9-11 
a Protonated is indicated by “+”, and deprotonated is indicated by “-“. All the other ionizable 
residues were assigned their default protonation states except H22, H179, H187, H253, H399, 
and ligand terminuses were protonated according to CpHMD pKa calculations. b The number 
indicates the simulation was initiated from that time of the simulation specified in the 
parenthesis. “Crystal” means the simulation was started from the 200-ns equilibration with 
protein restraints as described in the Method section. c The time segments or time points to be 
used for making the specified figure. 
 
 

Table 9-3. MS-RMD parameters for Glu. 

𝐵 1.94530 𝑉!! -151.2996 
𝑏 1.40003 𝜖>=$TT

kl  0.173646 
𝑏* 1.08892 𝜎>=$TT

kl  1.35219 
𝐶 1.90167 𝜖>b$T=y

kl  0.544690 
𝑐 1.29037 𝜎>b$T=y

kl  1.35577 
𝑐% -25.0477 𝜖>=$>T

kl  0.160421 
𝑐: 2.95380 𝜎>=$>T

kl  3.09726 
𝑐; 1.36184 𝜖>=y$>b

kl  0.0775357 
𝐷 143.003 𝜎>=y$>b

kl  3.06560 
𝛼 1.8   
𝑟) 0.975   

The units of the listed parameters use kcal/mol as the energy unit and Å as the length unit. 
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Table 9-4. pKa’s from pH-REX hybrid-solvent CpHMD. 

Residue pKa valuesa 
Apo, 1stb Apo, 2ndc Holob 

D63 2.8 (0.9) 2.5 (0.7) 2.8 (0.9) 
D90 3.9 (0.8) 4.0 (0.9) 4.0 (0.9) 
D152 2.1 (0.9) 2.1 (0.8) 2.3 (1.0) 
D156 3.6 (0.9) 3.4 (1.0) 3.5 (0.9) 
D182 2.5 (0.8) 2.2 (0.8) 2.5 (0.9) 
D258 2.5 (0.7) 2.5 (0.9) 2.4 (0.8) 
D284 3.6 (0.9) 3.7 (0.8) 3.8 (0.9) 
D287 3.5 (0.8) 3.3 (0.8) 2.7 (0.9) 
D326 4.3 (0.8) 4.4 (0.9) 4.3 (0.8) 
E33 6.3 (0.6) 6.3 (0.7) 6.7 (0.6) 
E36 4.2 (0.7) 4.0 (0.8) 3.9 (0.8) 
E150 3.7 (1.0) 3.7 (1.0) 3.8 (0.9) 
E226 3.4 (0.9) 3.3 (0.9) 3.1 (0.9) 
E227 2.3 (0.8) 2.1 (0.9) 2.4 (1.3) 
E289 4.1 (0.8) 4.2 (0.8) 4.7 (0.9) 
E311 4.2 (1.0) 4.3 (1.0) 4.4 (0.8) 
E323 3.1 (0.8) 3.1 (0.9) 3.2 (0.9) 
E340 4.7 (0.7) 4.6 (0.8) 4.7 (0.7) 
E418 5.8 (0.8) 5.9 (0.8) 3.8 (0.6) 
H22 7.7 (0.8) 7.7 (0.8) 7.4 (0.7) 
H56 5.8 (0.8) 5.7 (0.8) 5.4 (0.8) 
H110 5.2 (0.7) 5.4 (0.7) 5.3 (0.6) 
H179 7.6 (0.9) 7.6 (0.9) 7.6 (0.9) 
H187 7.8 (0.8) 7.9 (0.8) 7.8 (0.8) 
H253 7.6 (0.8) 7.7 (0.9) 7.5 (0.8) 
H399 7.1 (0.9) 7.1 (0.9) 7.1 (0.9) 
K17 10.2 (0.9) - 10.3 (0.9) 
K64 Stay protonated - Stay protonated 
K137 Stay protonated - Stay protonated 
K210 10.4 (0.8) - 10.3 (0.8) 
K225 10.3 (0.8) - 10.4 (0.8) 
K228 9.9 (0.8) - 9.8 (0.7) 
K230 11.4 (0.6) - 11.5 (0.5) 
K283 10.7 (0.9) - 10.8 (0.9) 
K294 9.4 (0.7) - 9.5 (0.8) 
K364 10.7 (0.6) - 9.6 (0.5) 
K367 10.2 (0.8) - 10.4 (0.8) 
K368 10.3 (0.8) - 10.4 (0.8) 
K375 Stay protonated - Stay protonated 
K431 10.1 (0.7) - 10.4 (0.8) 
K435 10.6 (0.9) - 10.7 (0.9) 
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Table 9-4. pKa’s from pH-REX hybrid-solvent CpHMD continued. 

K461 11.3 (0.7) - 11.4 (0.6) 
K464 10.5 (0.8) - 10.6 (0.8) 
K492 10.0 (0.7) - 9.9 (0.7) 
K495 10.4 (0.8) - 10.3 (0.7) 
R24 Stay protonated - Stay protonated 
R37 Stay protonated - Stay protonated 
R44 Stay protonated - Stay protonated 
R91 Stay protonated - Stay protonated 
R96 Stay protonated - Stay protonated 
R146 Stay protonated - Stay protonated 
R154 Stay protonated - Stay protonated 
R184 Stay protonated - Stay protonated 
R209 Stay protonated - Stay protonated 
R229 Stay protonated - Stay protonated 
R281 Stay protonated - Stay protonated 
R290 Stay protonated - Stay protonated 
R292 Stay protonated - Stay protonated 
R324 Stay protonated - Stay protonated 
R337 Stay protonated - Stay protonated 
C112 11.1 (0.6) - 11.1 (0.6) 
C414 10.9 (0.8) - 11.6 (1.3) 
C420 9.5 (0.5) - Stay protonated 
Y40 Stay protonated - Stay protonated 
Y41 11.3 (0.6) - Stay protonated 
Y50 Stay protonated - Stay protonated 
Y52 11.0 (0.7) - 11.1 (0.8) 
Y74 Stay protonated - Stay protonated 
Y79 10.5 (0.7) - 11.3 (0.9) 
Y148 Stay protonated - Stay protonated 
Y163 10.7 (0.8) - 10.4 (1.0) 
Y204 Stay protonated - Stay protonated 
Y231 11.4 (0.4) - 11.1 (0.3) 
Y250 Stay protonated - Stay protonated 
Y251 Stay protonated - Stay protonated 
Y275 11.5 (0.6) - 11.5 (0.9) 
Y320 Stay protonated - Stay protonated 
Y387 Stay protonated - Stay protonated 
Y397 11.2 (0.6) - 10.9 (0.7) 
Y411 Stay protonated - Stay protonated 
Y471 Stay protonated - Stay protonated 
NT-CSMd 16.0 (0.9) Stay protonated 
CT-GLYd 8.6 (0.9) 9.8 (0.6) 
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Table 9-4. pKa’s from pH-REX hybrid-solvent CpHMD continued. 
a Parenthesized are Hill coefficients. “Stay protonated” indicates a residue, though ionizable 
in CpHMD, did not titrate within the pH range studied. b pH range 2.0–11.75. c pH range 2.0–
9.0. Lys/Arg/Cys/Tyr permanently protonated. d pH range 7.0–16.5. 
 

 

 
Figure 9-8. Time evolution of gate sizes in protonated E311 simulations. (A) Simulations 
initiated from the inward-facing occluded state. The solid and dashed curves represent two 
independent replicas respectively. (B) Simulations initiated from the inward-facing state 
with two independent replicas (solid and dashed). A running average with a 20-ns window 
was performed on the time series. 

 

 
Figure 9-9. Time evolution of potential of mean force of extracellular gate size in a well-
tempered metadynamics simulation. The transparency of the curve color indicates the 
accumulative simulation time from 1 𝜇s to 3 𝜇s with a 200-ns spacing. The metadynamics 
biased both the extracellular and intracellular gate sizes, and used an initial Gaussian height 
= 0.6 kcal/mol. The bias factor was 25, Gaussian widths = (0.25 Å, 0.25 Å), and Gaussians 
were deposited every 100 ps.  
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Figure 9-10. Time evolution of gate sizes in deprotonated E311 simulations initiated from 
the outward-facing state. The solid and dashed curves represent two independent runs. A 
running average with a 20-ns window was performed on the time series. 

 

 
Figure 9-11. Time evolution of gate sizes and the water density around the intracellular gate 
in a simulation with deprotonated E33. A running average using a 20-ns window was 
performed on the time series. 

 

 
Figure 9-12. Convergence of the pKa values for E33, E36, E311, and E418 in PepTSh 
calculated by pH-REX CpHMD. pKa’s were calculated cumulatively versus simulation time. 
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Figure 9-13. Validation of the hybrid-solvent CpHMD parameters for N-terminus (NT). To 
calculated the pKa of NT in aqueous, 5 independent pH-REX CpHMD simulations were 
performed. The titration curves are plotted in the bottom right panel with pKa and Hill 
coefficient n reported (mean ± standard deviation). Other panels plot the convergence of the 
unprotonated fraction Sunprot cumulatively calculated vs. time. 

 

 
Figure 9-14. Validation of the hybrid-solvent CpHMD parameters for C-terminus (CT). To 
calculated the pKa of CT in aqueous, 5 independent pH-REX CpHMD simulations were 
performed. The titration curves are plotted in the bottom right panel with pKa and Hill 
coefficient n reported (mean ± standard deviation). Other panels plot the convergence of the 
unprotonated fraction Sunprot cumulatively calculated vs. time.  
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