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Abstract

Despite the popularity of data-driven research in scientific fields, we are intrigued

by the combined value of datasets in a given area. Our research seeks to establish

strategies for retrieving words containing dataset information from academic pub-

lications using a specific example of COVID-19 epidemiological papers, which was

encouraged by previous studies concerning research originality and how combina-

torial work improves science. We deployed LDA and word embedding algorithms

to filter epidemiological papers versus clinical ones. We also annotated sentences

based on whether each sentence in the abstract and title parts mentions dataset

information. “Pre-trained” word representations enabled classification models to

discriminate between data and non-data sentences. The unexpected finding is that,

while more diverse terms in a publication’s abstract and title help advertise it in

terms of citation, they make this document less likely to be one of the top-cited pa-

pers. In conclusion, while we have not reached accurate conclusions for identifying

data sentences in papers, we have uncovered techniques for filtering possible data

sentences. We suggest inspecting a larger corpus in the next stage to evaluate the

impact of alternative datasets and gather more information for the paper’s word

representations and citation.
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1 Introduction

Humans have made it feasible to gather, store, and use large data sets thanks to the

advancement of computer science. As a result, the use of large datasets has permeated

every aspect of scientific study. The explosive appearance of massive datasets in recent

years has piqued scholars’ interest in investigating its role in advancing scientific research

novelty [1, 2]. For example, Agarwal and Dhar [1] have examined how large-scale data

shape studies on information systems, showing that it has empowered the study of infor-

mation systems, which is consistent with the aim of ISR, the journal Information Systems

Research, without reaching quantitative conclusions.

It has been demonstrated that big data has been incorporated into science research, and

in most studies, multiple datasets are examined in order to test hypotheses. The datasets

from various sources can be combined to form “the same units” [3], or they can serve

multiple purposes within a research. The integration and exchange of datasets involved

in the same research has influenced the course that science takes [4]. This occurrence

prompted us to investigate the utility of dataset combination. The ultimate mission

is to demonstrate how datasets can be integrated to examine a research issue in the

advancement of science in a specific area of study.

This research used a situational analysis to extract words providing dataset information

from scholarly publications on a particular academic topic. In this study, we utilize data

sentences to refer to sentences holding dataset information, and non-data sentences to

indicate the reverse. To be more specific, we attempted to collect data sentences regarding

COVID-19 from epidemiological publications. Since the outbreak of COVID-19, many

data and hundreds of relevant papers have been released concerning this global crisis, and

the use of large datasets is becoming more fashionable, especially during the pandemic

when global researchers engage together to combat COVID-19 [5]. Diverse disciplines

align their efforts to combat this global challenge. There are two distinct groups of studies

within epidemiological and clinical research as evident from the available literature. These

facts highlight the significance of our study in assessing human attempts to counteract
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COVID-19 and ensure the validity of our findings owing to the large data volumes in our

corpus. We can collect the relevant textual components from the epidemiological and

clinical publications and develop a methodology for choosing studies reflecting specific

themes that can be applied to other subject areas since we possess a large number of

COVID-19-related papers. We are committed to locating data sentences within the works

selected by the auto-selection procedure for epidemiology research.

We conducted an empirical study in which we attempted to separate data sentences

from epidemiological papers from clinical papers that discussed COVID-19 and focused

on specific academic topics. In other words, COVID-19 epidemiological papers are an

example of scholarly publications specializing in a particular academic area, from which

our strategies can be applied to any scholarly work. Epidemiological papers are not

chosen because clinical papers do not utilize datasets. In clinical papers, the data used

is more frequently derived from laboratory experiments designed for specific studies than

those used in epidemiological papers. In general, these experiments are less likely to be

combined with data from other studies. Since epidemiology publications are believed to

have a more substantial number of common datasets, we chose to refer to them as an

example of scholarly publications. As a result, the following portions of our work will be

discussed in this case study:

1. How to distinguish epidemiological papers against clinical papers among COVID-19

related work, as an example of how to select papers focusing on any specific topic?

2. How to uncover sentences carrying dataset information in each COVID-19 epidemi-

ological paper, as an example of how to discover data sentences information from

papers with homogeneous topics?

Detecting data sentences in scholarly papers pertaining to a specific academic topic is

not our ultimate goal. By discovering data sentences, we are setting the groundwork for

the next step in the process. This step is to discover the relationship between datasets

and hypotheses, whether in science in general or in a specific area of science.
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2 Literature Review

Existing studies in Science of Science

For decades, academic publications have been used to study the progress of science in

diverse fields, and citation indices have survived and thrived in these works (see, e.g.,

[6–10]) because citation can not only reflect how researchers gain wisdom from existing

studies, but it also works as an effective measurement to estimate the impact of an

academic publication [6]. Additionally, scholars have proved that the combination of

precedent work enlightens the followers [11–13], while no direct evidence has provided a

hint on the value of dataset combination. We benefited from studies where novelty was

explored. Specifically, measurements relied on citation has become increasingly popular to

evaluate papers for the paper since the last 50s [14,15]. Citation rates, distributions, and

averages are considered to be research evaluation metrics [16,17]. With the advancement

of computational technologies, more studies focusing on citation data and issues in the

science of science [12,15]. For example, citation data from the Microsoft Academic Graph

(MAG) is leveraged in a publication by Lin et al. [15] to allude to how people learnt from

and incorporated prior work in their research to investigate the disruptive implications

of works.

The preceding papers provide directions for implementing citation analysis in our in-

vestigation. Although citation indices show its dominant influence in studying scientific

collaboration and impact, other criteria including co-authorship [18] and specific profes-

sional domains [19] also contributes in previous studies depicting the scientific collabora-

tion networks. However, prior studies centering heavily on the advancement of science, on

the other hand, focused on the research entities, including individuals and organizations,

rather than the materials employed during the studies. Examining how entities interact,

directly or indirectly, to support scientific discovery has gotten more sophisticated, yet

collaboration across datasets and ideas lacks emphasis in contrast. This phenomenon

is where our study’s worth shines, since it delivers pipelines to extract information for

papers concealed in the texts.
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Computational Technologies at the Cutting Edge

Word representations have long been a key matter in natural language processing (NLP),

acting as a bridge between textual data and computation approaches for numeric data

[20]. Those technologies have been applied to classify text data like sentiment anal-

ysis [21, 22] and sarcasm detection [23], and also intersect with topic modeling to ex-

tract information from corpus [24–26] theoretically and empirically. For example, Ren et

al. gained “topic-enhanced” word representations with a recursive autoencoder model,

and conducted sentiment classification with LDA using Twitter corpus [27], where large

datasets bolstered research findings. Naseem et al. [20] evaluated the effectiveness of

several word embedding approaches on classification and regression models in a range

of NLP-oriented tasks. The achievement of deep learning classifiers on semantic analy-

sis and text classification tasks suggests that natural language processing (NLP) would

become more popular in extracting information buried in textual data, including mul-

tilingual data, in the future. These studies motivate us on how to filter data sentences

given a specific academic topic, based on which classification and regression algorithms

are applied.

Previous research provided us with the idea of categorizing textual data. Admittedly,

the concepts of word embedding centroid and cosine distance between each pair of word

representation vectors have been explored by previous studies and the distances among

word representation vectors have been introduced to discuss the diversity of information

contained in each document, both theoretically and practically (see, e.g., [28–30]). These

ideas have been proved to be effective in empirical studies including recognizing the

emotions and attitudes of different entities [28]. In other words, such approaches are

effective in classifying texts on a variety of themes. In this work, we advanced text

classification by integrating current word representation approaches and creating new

characteristics for each text that served our study aim in addition to word embedding

centroid and cosine distance.
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3 Data

The datasets used in this study consist of three parts: The COVID-19 Open Research

Dataset [31], Web of Science Database [32,33] and Microsoft Academic Graph Database

[7, 34,35].

The COVID-19 Open Research Dataset

As part of the ongoing fight against this global challenge and future scientific research,

papers focusing on COVID-19, also called CORD-19, were compiled during the pandemic.

Researchers at the Allen Institute for AI developed natural language processing tools to

automatically release updated datasets weekly or biweekly [31]. We can utilize the data

based on their online releases 1, where the title, abstract, and paper ids are provided.

Generally, later releases always contain the papers in the previous releases. When some

publications considered irrelevant to COVID-19 are subsequently recognized as qualified

ones, there may still be some differences in their algorithms. We have largely relied on the

version of August 5th, 2020 for our data. Essentially, this corpus is used for extracting

data from epidemiological studies and comparing them with clinical publications, as well

as creating annotations.

Web of Science Database

Known as the WoS dataset, it contains publications from a variety of fields, including

COVID-19 related papers, together with corresponding information, including citations

and abstracts. It is primarily used for building a word2vec model in order to analyze

annotations. In other words, the word2vec model created using corpus from this database

served as a pre-trained embedding model in our study. Due to limitations in computing

power, we collected only 1 million samples to build the word2vec model and obtain the

pre-trained embeddings for each paper in our CORD-19 dataset.

1https://ai2-semanticscholar-cord-19.s3-us-west-2.amazonaws.com/historical_

releases.html
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Microsoft Academic Graph Database

This database is developed by researchers at Microsoft, where the academic publications

are linked to graphs by scholarly relationships including citation [7,34,35], where we can

see the collaboration based on citation of each paper with the graph database. For each

graph, academic entities are the nodes with the edges displaying their connections [7].

This database has been used for studying research developments across different scientific

issues including COVID-19 (see, e.g., [36–38]), single or combined with other datasets [38].

Based on data from this database, we have extracted citation times for papers in the

CORD-19 corpus and analyzed the relationship between citation times and paper content

diversity.
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4 Methodologies

The following methodologies were applied in this research: TF-IDF, word embeddings,

topic modeling, regression and classification, and dimension reduction.

TF-IDF

TF-IDF, referring to Term Frequency-Inverse Document Frequency, is a data mining

technique for extracting essential words from a corpus based on the counts that a specific

word appears in a single document and the whole corpus [39]. Namely, this technique

is a measurement for the significance of a word to the document [40]. This technique

is commonly applied in information retrieval systems [41]. This technique is defined as

follows:

Tw,d =
cw,d

| d |

Iw,C = log(
| C |

| {di : pw,di 6= 0, di ∈ C} |
)

TF-IDFw,d,C = Tw,d · Iw,C

(1)

where we have

• cw,d: the count of word w in a single document d.

• | d |: the length (or the total number of all words) of the document d.

• | C |: the length (or the total number of documents) of the corpus C.

• | {di : pw,di 6= 0, di ∈ C} |: the number of documents in the corpus C where the

word w appears at least one time [41]. [42]

As the above algorithm suggests, the more a word appears in a document, the higher

frequency it has in terms of the TF-IDF coefficient, which indicates its higher relevance to

the document [40]. TF-IDF is mainly used to extract words related to dataset information

and help us filter data sentences in this study. Specifically, we examine which words are

more important in each text, especially data sentence clusters. This methodology is
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adopted to verify our assumption that there might be some obvious word signals in a

text indicating that it is a data sentence.

Topic Modeling

Topic modeling algorithms [43, 44], as the term implies, aspire to create models to rep-

resent the topics covered by the target corpus, with words or vectors [45]. In this study,

we intend to distinguish papers or sentences with a particular focus. For example, we

plan to inspect which sentences will be highly possible to contain dataset information

and which papers are more likely to study epidemiological issues against clinical ones.

These technologies allow us to select works specializing in specific and random themes

that we aim to investigate in a particular academic context. We could find it easier to

check scholarly works regarding COVID-19 simply by entering it as a keyword in a search

engine to filter academic publications. However, identifying epidemiological works among

the COVID-19-related publications is complicated since “epidemiology” and its cognates

are not required for those papers to be written. Two topic models are tested, including

latent Dirichlet allocation (LDA) and Discourse atoms.

LDA “is a generative probabilistic model” that constructs corpus topics relied on word

count and distribution [46]. This model is used to distinguish epidemiological papers

against clinical work. We adopted a static LDA model in this study where we do not

consider the topic changes over time, against dynamic topic models [47, 48] like Hidden

Markov Model Latent Dirichlet Allocation (HMM-LDA) [49], because all papers utilized

in this part are about COVID-19 which are published no later than 2019, which makes

the general topics consistent to some extent.

The discourse atom model is another model we will employ to discover what issues are

discussed in the corpus based on word embedding [43, 44, 50]. Specifically, this model

recognizes a set of vectors to represent the word embedding space and then maps each

of the vectors into a group of words. This model is used to help us distinguish data

sentences against non-data ones as well.

12



Word Representation

Word representations are computational linguistics tools that aim to convert text data

into mathematical representations [51,52]. Consequently, we can apply various algorithms

to analyze text data, including dimension reduction techniques to exclude less critical

information from our study. In this study, two embedding techniques are mainly used,

including word2vec embedding and doc2vec embedding, both based on neural networks.

The computation is conducted via the Gensim package in Python [53]. In addition to the

embeddings trained by data of smaller size, we also created a “pre-trained” model using

the data in our study to represent the textual data for future classification and regression

tasks.

Word2vec Models

Word2vec model aims to create a vector for a single word in the corpus where the skip-

gram model is employed to predict the word representations from nearby word vectors

with hierarchical softmax, or negative sampling techniques drew on maximum likelihood

[30, 50, 54]. This approach has a significant impact on retrieving word-level information

in this study. With word embedding vectors derived from a trained word2vec model, we

obtain the centroid of a sentence/paragraph, represented by the mean of the loading of

each word inside. The word2vec embedding centroids are utilized to show the content of

each text, relied on which we divide the sentences/paragraphs into different topic clusters.

Additionally, we also calculated the standard deviation of each text using the word2vec

embedding of each word. The standard deviation values serve as a measurement showing

how diverse the information carried by the text is. Specifically, the word2vec standard

deviation is defined as follows:

CD(~vi, ~vj) = 1− ~vi · ~vj
‖~vi‖ · ‖~vj‖

SDtext =

√∑n
i=1 (CD(~vi,~v))2

n

(2)
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where we have

• CD(~vi, ~vj): the cosine distance between two vectors, ~vi and ~vj [55].

• ~v: the word2vec embedding centroid of the given text.

• SDtext: the standard deviation of a given text.

• n: the number of words in the text.

Doc2vec Models

Doc2vec model, also known as Paragraph Vector and developed by researchers from

Google, creates vectors for each document in the whole corpus. Doc2vec model is inspired

by word2vec embedding and borrowed its idea of valuing word semantics in creating

the vectors. In addition, previous texts have an impact on the following texts’ vectors

[56]. Doc2vec model also sheds light on later pre-trained models mainly neural ones

[30, 50, 56,57]. We use word2vec embeddings to study word-level information for various

corpus. In contrast and for comparison, this model shapes our understanding of the

general information contained in each document and plays an essential role in this study

in regression and classification tasks.

The Pre-trained Model

As the name suggests, pre-trained embeddings of a word or a sentence are obtained from

a large corpus and will be used to represent new data [58], and there has been some

substantial work including BERT [59], GloVe [60] and some other models in Keras in

Python [61] as well. Pre-trained word embeddings have been widely accepted in real-

word applications and practices (see, e.g., [62–64]). In this study, we do not use any of

those existing embeddings but train one word2vec model on around 1 million academic

publications using WoS data samples randomly chosen regardless of their academic topics,

when the intention to train the word2vec model failed limited by computing power. The

reason is that there have not been any pre-trained word embedding models that mainly
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focus on scholarly works because of the uniqueness of academic writing style and other

types of writing and that many terms possibly carry distinct meanings compared with

the ones in daily life settings.

Regression and Classification

These tools are used to analyze different features among words, sentences, and paragraphs

with word representations. For regression tasks, we mainly use linear regression [65] in

this study to explore the standard deviation of a sentence and the text including the title

and the abstract of the paper the sentence belonging to and excluding this sentence.

In the meanwhile, the classification methods include Naive Bayes [66, 67], C-support

vector classification (linear and polynomial) [68], k-nearest neighbors [69], logistic re-

gression [70], decision trees [71], random forests [72], neural networks [73], and gradi-

ent boosting [74]. The computation was completed with the packages scikit-learn and

statsmodel in Python [75–77]. We train these models with cross validation [75, 78] with

folds to be 5. The classification models are measured and compared by precision, recall

and f1-score [75].

These methods aid our understanding of how distinct document characteristics may be

used to predict if a text includes dataset information. The models will be trained with

labeled samples, and the supervised learning processes shed light on the following unsu-

pervised prediction. We pay more attention to the model performances on data sentence

clusters since we seek to understand how we can efficiently decide on whether a sentence

is a data one or not.

Dimension Reduction

Dimension reduction techniques aim at transforming higher-dimensional data points into

lower-dimensional ones [79], which contribute to reducing computation cost and selecting

more critical information carried by the data. We take the dimension reduction technique

into account in this study because we assume not all words inside a document are suffi-
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ciently valuable to be considered in classifying the text’s topic or its property of being a

data sentence or not. It is anticipated that dimension techniques work to improve clas-

sification model performance in our study, since by intuition not all words in a sentence

will contribution to or influence our judgement of whether this sentence contains dataset

information or not.

In the computation, we select Uniform Manifold Approximation and Projection (UMAP)

[80] to reduce the dimension of word embedding loadings. This non-linear dimension

reduction technique is developed relied on manifold theory and topology and is also

considered as an “alternative” to t-SNE [80,81]. The computation is completed with the

package umap-learn in Python [82].
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5 Experiments and Results

Two goals are served by our work: filtering epidemiological articles against clinical paper

publications and establishing a pipeline for distinguishing the data sentences contained

within epidemiological articles.

5.1 Epidemiological Studies Separation

In this section, we aim to filter paper clusters with a higher proportion of epidemiological

papers. Integrated with our efforts in filtering data sentences, results from this section

also contributed to our exploration of partitioning data sentences in the next step. To

be detailed, the word2vec model, the doc2vec model, the LDA model, and TF-IDF were

employed to distinguish epidemiological papers against clinical papers among the CORD-

19 corpus of August 5th, 2020, using the title and abstract of each paper. Hierarchical

clustering only succeeded in containing 23% to 28% of papers in different levels of clusters

using the results of the doc2vec model. As figure 1 shows, the coherence score inspired

us to extract seven topics from the sample corpus whose size is around 10% of the full

corpus. Then we extracted 7 topics from the full corpus and the topics are shown in table

1.

Figure 1: Coherence Scores for Different Numbers of Topics
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Topic 0 Topic 1 Topic 2 Topic 3 Topic 4 Topic 5 Topic 6

virus patients health treatment model respiratory patients
cells surgery pandemic disease data sars study

protein care disease patients based infection group
viral laparoscopic public clinical results coronavirus results
cell patient diseases studies time virus compared

infection surgical research lung analysis influenza methods
rna hospital care review study infections treatment

viruses use infectious acute number severe age
proteins procedures risk therapy epidemic viral days
human technique global associated cases cov ci

Table 1: LDA Topics of CORD-19 Dataset (2020-08-05)

As a result of a close inspection of the key vocabulary of each extracted topic, Topic 4

appears to be more closely related to the datasets used in each article than the other

topics. Hence, papers where topic 4 is the most dominant topic are considered to be

epidemiological works. An impressive number of the predicted epidemiological articles

are actually epidemiological articles, and the titles of the top five papers with the greatest

topic 4 (in table 1) shares are included below.

1. Mathematical model of COVID-19 spread in Turkey and South Africa

2. A Simulation of a COVID-19 Epidemic Based on a Deterministic SEIR Model

3. Understanding Spatio-Temporal Variability in the Reproduction Ratio of the Blue-

tongue (BTV-1) Epidemic in Southern Spain (Andalusia) in 2007 Using Epidemic

Trees

4. Recalibrating disease parameters for increasing realism in modeling epidemics in

closed settings

5. Models of epidemics: when contact repetition and clustering should be included

Inspired by the work mentioned above, we kept the exploration in the LDA model and

doc2vec model. To begin with, we tried to determine the threshold for labeling a paper

to be “topic 4”, and the keywords of topic 4 are shown in table 1. The decision was
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made by manually evaluating which papers belong to the epidemiological group after

all papers were sorted according to their topic 4 shares. Starting from papers ranking

4050th to 4075th, there appeared more clinical papers. The topic 4 probability of the

4050th paper is 86.2081%, and the one of the 4051st paper is 86.2078%. Thus 86.208% is

selected to be the threshold. The papers with topic 4 probability exceeding the threshold

are considered epidemiological papers, and they are part of our /textbfnew corpus for

further study, which contains 78,340 papers.

5.2 Data Sentences Selection

Our analysis can be divided into four modules that serve the second goal: extracting sig-

nificant words from manually labeled data sentences with manually annotated samples

and an existing lexicon database using TF-IDF; classifying data and non-data sentences

using word representations and topic model representations; conducting linear regressions

on the standard deviation of different sub-sections of the same papers; regressing citation

times on the different measurements of text diversity. These four modules do not neces-

sarily conflict with one another, and we may choose to incorporate multiple techniques

in order to verify our assumptions.

5.2.1 TF-IDF Frequencies

We tried four strategies to compare the words with higher frequencies using some man-

ually annotated samples in terms of TF-IDF. For each paper, the input for the TF-IDF

application becomes one of the following contents:

1. Full Paper minus Data/methods section

2. Title plus Abstract minus Data sentences in the abstract

3. The methods section is compared against all non-methods sections in the paper

based on the section names.

4. The data sentences are compared against all non-data sentences in the abstract.
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TF-IDF’s power to extract words from limited annotated samples revealed the diversity

of vocabulary used in papers on various topics.

We repeated the hierarchical clustering method with doc2Vec and word2vec embeddings

and the LDA model on the revised corpus with 78,340 papers. We applied TF-IDF

to newly created clusters, but we found that the words with the higher tf-idf weights

of different clusters were quite similar to ones in other clusters even when the number

of clusters increased. When we increased the number of topics for the LDA model, we

labeled each sentence as data or non-data. We found similar results when comparing the

labels predicted by the highest LDA loading and the full LDA loadings.

With the cluster computed from the doc2vec model, we noticed that in one specific cluster

(cluster 11), there are 86 data sentences included among 311 data sentences totally in our

annotated samples. Therefore, we decided to build a word dictionary that may be more

related to data information using this cluster corpus. At first, we applied TF-IDF and

extracted the top 50 words in terms of the frequencies. Princeton WordNet [83] [84] is

an English linguistic database that displays lexical relationships among words, developed

by researchers from Princeton University. With the online database [85], we included the

synonyms of the selected vocabulary using TF-IDF in our dictionary as well. Furthermore,

we have incorporated the words related to the selected vocabulary using TF-IDF based on

the word relationship shown in the previously trained word2vec model and doc2vec model.

In the newly compiled dictionary, we included information on the TF-IDF frequencies of

each word that we included.

5.2.2 Classifications on Representations

In the meanwhile, we employed various classification methods on the annotated sam-

ples and applied the trained model to the whole corpus where it contained predicted

epidemiological papers using the threshold determined in section 5.1. We noticed that

Random Forest classifiers performed the most effectively among the classifiers regardless

of using word2vec embedding and doc2vec embedding. We applied the trained models to
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the whole epidemiological corpus, but the frequencies of words in our vocabulary dictio-

nary in the predicted data sentences turned out to be pretty low, which is less than 0.1.

Furthermore, we compared the effects of the dictionary only containing words with high

TF-IDF frequencies and the extended version, and we found that the extended version

failed to improve the results significantly.

The next step was to classify the annotated samples by using discourse atoms, but several

of the atoms referred to data-related information, making it difficult to differentiate

between data and non-data sentences. In order to retrain the classification models, we

made a larger annotation corpus where we had 416 sentences and derived the word

probability for each sentence as follows:

Word probability =
Word count in the sentence appearing in the TF-IDF dictionary

Sentence length

(3)

where the TF-IDF vocabulary is built from annotated data sentences and comprises only

the top 50 words. To filter sentences where TF-IDF vocabulary appears more frequently

than in other cases with different thresholds, we selected 0.06 as the benchmark. However,

we could not find a large fraction of sentences in which dataset information is directly

mentioned.

With the annotated samples consisting of 1311 sentences, we constructed different sets of

discourse atoms in which the partition numbers included 25, 35, 50, 65, 75, and 99. To

perform a logistic regression, we manually checked the keywords in the discourse atom and

selected four atoms per partition number. We computed the minimum cosine distance

of a discourse atom and the word2vec loading of each word. Vectors for the discourse

atom are derived from the centroid of word2vec loadings of the words contained in this

discourse atom. The dependent variable in the logistic regressions is a dummy variable

showing whether the sentence is a data sentence. The independent variables vary among

the combinations of the top 1, 2, 3, or 4 atoms with the atom(s) added together. As we

take the top 4 atoms into account in one of our logistic regression models, McFadden’s
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pseudo-R-squared can reach 0.558.

Furthermore, we knew that the technique of dimension reduction might be able to help

us capture more important features in the loadings, as well as improve classification

and regression accuracy. We employed UMAP to the word2vec loading centroid of each

sentence and re-trained the classification models with five cross-validation folds. Never-

theless, for the data sentences, the accuracy, recall, and F-score of classification models

with and without dimension reduction did not vary significantly. The model performances

of loadings whose dimensions were reduced with UMAP are shown in table 2.

precision recall f1-score model

0.454545 0.259366 0.330275 Random forest (cv = 5)
0.447205 0.207493 0.283465 Ensemble (cv = 5)
0.400000 0.288184 0.335008 KNN (cv = 5)
0.392157 0.403458 0.397727 Decision tree (cv = 5)
0.324324 0.034582 0.062500 Neural network (cv = 5)
0.314549 0.884726 0.464097 Bayes (cv = 5)
0.285714 0.034582 0.061697 Logistic regression (cv = 5)
0.000000 0.000000 0.000000 SVC linear (cv = 5)
0.000000 0.000000 0.000000 SVC poly (cv = 5)

Table 2: Classification Model Performances of Annotated Samples (UMAP)

In the following step, we decided to utilize word2vec loadings derived from a larger corpus.

The Web of Science database contains approximately one million papers published be-

tween 1990 and 2019. We trained the word2vec model using the title and abstract of each

paper. After updating the word2vec loadings and ones whose dimensions were reduced

with UMAP, we repeated the process of logistic regression using newly created discourse

atoms. The size change in a corpus, to some extent, improved some classification model

performances that are shown in table 3, when we had 2390 annotated sentences with 625

data sentences.

5.2.3 Linear Regressions on Standard Deviations

We removed some annotated samples due to their language and duplicate papers. The

linear regression analysis is carried out using 1,868 annotated samples in order to explore
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precision recall f1-score model

0.518519 0.0672 0.118980 Logistic regression (cv = 5)
0.473282 0.1984 0.279594 Ensemble (cv = 5)
0.468468 0.2496 0.325678 Random forest (cv = 5)
0.463964 0.3296 0.385407 KNN (cv = 5)
0.395238 0.3984 0.396813 Decision tree (cv = 5)
0.293527 0.9360 0.446906 Bayes (cv = 5)
0.000000 0.0000 0.000000 SVC poly (cv = 5)
0.000000 0.0000 0.000000 Neural network (cv = 5)
0.000000 0.0000 0.000000 SVC linear (cv = 5)

Table 3: Classification Model Performances of Annotated Samples (UMAP & WoS data
& word2vec model)

the relationship between each sentence and the abstract and title of the paper. For

convenience, the content refers to the combination of a paper’s abstract and the title,

while the rest content against a sentence indicates the content excluding this sentence.

We regressed the text variety of the rest content against the text variety of the sentence.

A text’s text variety is determined by its word2vec loading standard deviation. The data

sentence corpus, the non-data sentence corpus, and the whole corpus were all explored.

Figure 2 visualized all the data points, and table 4 displays the regression results for the

data and non-data corpus separately.

Figure 2: Word2vec Loading Standard Deviation of 1,868 Annotated Samples
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Variable Data Corpus Model Non-data Corpus Model

Intercept 0.7589*** 0.8117***
(0.000) (0.000)

Sentence Text Variety -0.0588 -0.1495***
(0.167) (0.000)

N 407 1461
R2 0.005 0.058

F-statistic 1.921 90.21
Log-Likelihood 677.26 1868.2

AIC -1351. -3732.

***p < 0.01, **p < 0.05, *p < 0.1

Table 4: Regression Results for 1,868 Annotated Sentences

Despite the fact that R ∗ 2 is not very high in either of the two regressions, we noticed

that the coefficients are significant. Additionally, there is a negative correlation between

the word2vec loading standard deviation of the sentence and its content. Nevertheless,

the coefficients of the independent variable in the two regressions do not vary very much.

Both coefficients are close to 0.

Additionally, we re-trained the classification models with five cross-validation folds, with

the standard deviation as the independent variable while the dummy variable indicat-

ing whether the sentence was a data sentence or not acted as the dependent variable.

The results of the data sentence part with 407 samples are shown in table 5. We saw

a substantial performance improvement compared with the statistics in tables 2 and 3.

In terms of precision, the trained random forest model outperforms other models, while

the trained Naive Bayes model shows the greatest recall. We used both models to pre-

dict whether a sentence contains data information or not. For each group of predicted

data, non-data, and all of the sentences, a linear regression model was trained using the

standard deviation of each sentence as the independent variable.

Figures 3 and 4 show the predicted results by the two re-trained classification models.

The details of regression results are shown in table 6 and 7. One interesting phenomenon

is that we have 775 data sentences by prediction using the Naive Bayes model. However,

there are only 64 data sentences by prediction given the random forest model. It is
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Precision Recall F1-score Model

0.759259 0.100737 0.177874 Random forest
0.696429 0.191646 0.300578 SVC poly
0.631579 0.235872 0.343470 Ensemble
0.498498 0.407862 0.448649 Neural network
0.473684 0.221130 0.301508 Logistic regression
0.449275 0.076167 0.130252 SVC linear
0.408824 0.341523 0.372155 KNN
0.360000 0.685504 0.472081 Bayes
0.330120 0.336609 0.333333 Decision tree

Table 5: Classification Model Performances of 407 Annotated Data Sentences (WoS data
& word2vec model)

understandable since the Naive Bayes model aims to assign more sentences to be data

ones based on the features of the actual data sentences, while the Random Forest model

seeks to ensure that more predicted data sentences are data sentences in fact.

The coefficients in both models regressing against sentence text variety in the data and

non-data corpus are significant, among which only the one in the data corpus model using

the Naive Bayes model is positive. The positive coefficient indicates that the more diverse

the sentence, the more diverse the rest of the text, while the negative coefficient supports

the converse. The sharp difference in the number of predicted data sentences using the

two models is believed to contribute to this phenomenon. It is also comprehensible that

there will be a shift from a negative relationship between the sentence variety and the

rest of the content variety. This is because an increasing number of sentences in the

content are designated as data ones. This transition illuminated us that it is possible

that data sentences have coherent and common writing styles. Specifically, when datasets

are mentioned or introduced in the paper, it is highly possible that the expressions are

similar among various authors and papers. Our finding emphasizes the importance of

combining topics and text variety together in order to separate data sentences from non-

data sentences. This led to our endeavor in Section 5.2.4.

Our findings suggest that data sentences and non-data sentences are not equal in length

based on the p-value, whether with the actual or predicted labels by the fitted random
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Figure 3: Word2vec Loading Standard Deviation of Annotated Sentences (Classified by
Random Forest)

Figure 4: Word2vec Loading Standard Deviation of Annotated Sentences (Classified by
Naive Bayes)

forest model showing whether a sentence is data or not. An alternative to using all words

from a sentence or a complete paper was to extract word pairs from the sentences and

the content of a paper. This analysis was undertaken in order to determine if there was

a relationship between the word2vec loading standard deviations and the corpus, where

sentences were assumed to be data sentences for the trained random forest model. The
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Variable Data Corpus Model Non-data Corpus Model

Intercept 0.8379*** 0.8091***
(0.000) (0.000)

Sentence Text Variety -0.1997** -0.1451***
(0.018) (0.000)

N 64 1804
R2 0.088 0.054

F-statistic 5.952 103.5
Log-Likelihood 114.45 2399.1

AIC -224.9 -4794.

***p < 0.01, **p < 0.05, *p < 0.1

Table 6: Regression Results for 1,868 Annotated Sentences (Using Predicted Labels by
Random Forest)

Variable Data Corpus Model Non-data Corpus Model

Intercept 0.6594*** 0.8129***
(0.000) (0.000)

Sentence Text Variety 0.1041*** -0.1432***
(0.001) (0.000)

N 775 1093
R2 0.015 0.048

F-statistic 11.42 55.15
Log-Likelihood 1375.9 1291.7

AIC -2748. -2579.

***p < 0.01, **p < 0.05, *p < 0.1

Table 7: Regression Results for 1,868 Annotated Sentences (Using Predicted Labels by
Naive Bayes)

positive correlation between the standard deviation of the sentence and the rest of the

corpus was confirmed once again. We tried various thresholds for training the random

forest classifier ranging from 0.3, 0.4, 0.45, to 0.5. However, this time we observed that

the lengths of predicted data sentences and non-data sentences were equally long, while

its relationship with the rest of the corpus was predicted to be positive. We also requested

eight-word samples from the text of a sentence and 16 samples from the rest of the corpus,

assuming that the rest of the paragraph is longer than the text of the specific sentence.

The standard deviations of the word2ve loadings were calculated for each group of word

samples, and these standard deviations were regressed against the standard deviation
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of the eight-word samples as indicated in figure 5. In the annotated samples used to

conduct this regression, there are 1435 sentences, 51 data sentences, and 1384 non-data

sentences. Rest of the sentences are filtered since they are not long enough to construct

word samples. The regression results are shown in table 8. The coefficient of sentence

diversity is positive and significant in non-data corpus, which suggests that the more

diverse a non-data sentence is, the more diverse the rest paragraph will be. Despite

the fact that the coefficient of sentence diversity is positive in the data corpus, it is not

significant according to the p-value. We are therefore cautious in our assessment of the

relationship between the text diversity of data sentences and the rest of the content. This

limits the likelihood of detecting data sentences solely based on text diversity. Given that

we only used less than 2,000 sentences in the article, we do not dispute this correlation.

With an expanding sample size, we may be able to re-run linear regressions and find that

the coefficient becomes significant.

Figure 5: Word2vec Loading Standard Deviation of Sample words in Annotated Sentences
(Classified by Random Forest)

5.2.4 Linear Regressions of Citation on Text Diversity

In light of the regression results, we argue that sentence diversity may contribute to

filtering sentences with data information. Consequently, this part of the analysis is also
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Variable Data Corpus Model Non-Data Corpus Model

Intercept 0.8650*** 0.5075***
(0.000) (0.000)

Sampled Words Diversity 0.1010 0.4682***
(0.449) (0.000)

N 51 1384
R2 0.012 0.343

F-statistic 0.5823 721.7
Log-Likelihood 98.395 2327.4

AIC -192.8 -4651.

***p < 0.01, **p < 0.05, *p < 0.1

Table 8: Regression Results for Sample Words in 1,435 Annotated Sentences

expected to provide insight into how text diversity can impact the impact of a paper.

In combining these two relationships, we can make inferences regarding the relationship

between dataset information and the impact of a paper, with text diversity acting as

a bridge relating the two. Thus, once we have the citation to a paper, we are able

to grasp more aspects of data sentences. To be detailed, we designed three diversity

measurements in this section, which are inspired by the text variety utilized in Section

5.2.3 and as follows:

1. For the corpus (abstract plus title) of each paper, we sampled 3 or 4 sentence

loadings which are defined by the word2vec loading centroid and calculate its max

inner product. (The number of samples depends on the length of our sentences. In

this case study, we tried to sample 3 sentence loadings for each observation.)

2. For the corpus (abstract plus title) of each paper, we do not sample but use all

the sentence loadings, and calculate its max inner product.

3. For each paper, we calculated the abstract cosine distance between each sentence

loading and the corpus centroid and pick the biggest value.

In terms of the calculation of the max inner product, suppose we have three vectors,
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[a1, a2, a3]
T , [b1, b2, b3]

T and [c1, c2, c3]
T .

Max inner product = max(| a1 · b1 · c1 |, | a2 · b2 · c2 |, | a3 · b3 · c3 |) (4)

We regressed the times that a paper is cited against each of the three measurements, and

figures 6, 7 and 8 display the data points. Despite the positive coefficients of the three

independent variables, there is no significant coefficient for the exhaustive inner product

values. Particularly, the greater the inner product of the sampled sentences loadings or

the greater the abstract cosine distance between the sentence loading and the paragraph

centroid, the greater the likelyhood of citation of the paper. In Section 5.2.3, although

we were unable to conclude that there is a relationship between the text diversity of a

data sentence and the rest of the content, we note that text diversity affects the paper

impact.

Figure 6: Citation Times and Sampled Max Inner Product of 135,404 Sentences

In addition, we divided the corpus into two parts: sentences with a paper citation in the

top 10% and the rest. We applied three logistic regression models on the three diversity

measurements and the dummy variable separately. It surprised us that the coefficients

of the three independent variables are all negative and significant. This indicates that
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Figure 7: Citation Times and Exhaustive Max Inner Product of 135,404 Sentences

Figure 8: Citation Times and Abstract Cosine Distance of 135,404 Sentences

the more diverse the text is in terms of semantic information, the less likely this paper

outranks its contemporaries regarding academic impact measured by citation. In short,

the more diverse the text of a paper, the smaller its chances of being among the most

influential papers in its field.

Following the linear regressions in the previous section, it appears that increasing text
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diversity may contribute to advertising a paper, but it is highly possible to prevent it from

becoming a peak among the scholarly works in its field. While we have not found evidence

of a significant positive relationship between the diversity of text in a data sentence and

the rest of the content of a paper, we do pay attention to this potential relationship and

should be able to test it with larger datasets.
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6 Discussion & Conclusion

This project aims to provide a pipeline enabling academics to extract dataset informa-

tion from scholarly publications concentrating on certain themes in the literature. As

an example study, we investigated how to extract data sentences from epidemiological

research about COVID-19 against clinical articles using LDA and adjusting the threshold

of most significant topic probability based on the specific corpus in the study. We have

a sufficient proportion of epidemiological articles among the anticipated 78,340 papers.

Furthermore, although TF-IDF, singly or combined with or WordNet, fails to provide

data-related vocabulary based on the following analysis, the LDA model gave us specific

topics, especially when the data size grows. LDA outperformed in filtering epidemiological

papers and providing reference to the possible elements contained in data sentences. The

manual check revealed that there is a high proportion of epidemiological papers among

the 78,340 titles filtered by LDA according to the topic probability distribution of the

sentence. Nevertheless, we question whether TF-IDF fails due to the limited sample size,

which is also a problem possibly in tasks that use only one discourse atom to identify the

data sentence cluster in the discourse atom model. This may lead to the creation of more

annotated samples with labels indicating whether they include dataset information. Our

McFadden’s pseudo-R-squared reached 0.558 using the combination of discourse atoms

in our logistic regressions that predict whether a sentence is a data sentence or not.

While we chose LDA results as the primary measurement to filter epidemiological papers

against word2vec and doc2vec embeddings, word2vec representations produced mean-

ingful results in regression and classification tasks. With dimensions reduced from 100

to 30 using UMAP, word2vec centroid loadings of the annotated samples passed clas-

sification algorithms with five cross-validation folds in predicting whether the sentence

is a data one or not with high precision and recall, where the random forest model’s

precision score reached 0.4545, and the naive Bayes’ model’s recall score reached 0.8847.

When using the re-trained classification models obtained from approximately 1 million

WoS papers’ title and abstract, the performance of the “pre-trained” word2vec models
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improved obviously. In contrast, the logistic regression model reached 0.5185 in preci-

sion. The naive Bayes model achieved 0.9360 in recall even when the data size and data

sentence number nearly doubled. We gave credit to the pre-trained model, which shed

light on the possibility of using a word representation model with a larger corpus in

the future. The satisfactory performances of classification models on annotated samples

with pre-trained word representations gave us the confidence to generalize them to an

unsupervised dataset. We will pay more attention to the random forest and the naive

Bayes algorithms in future computation, considering their predominating fulfillment at

the current stage.

In addition, we investigated the relationships between text diversity and whether a sen-

tence is a data one, and between text diversity and the paper’s impact, expecting text

diversity to act as a bridge to link data sentences and the paper’s impact. The motivation

is that the paper’s impact can be evaluated by its citation times and the information is

easy to acquire thanks to existing databases like Microsoft Academic Graph Database. In

the meantime, our intuition is that different datasets do affect whether a paper produces

impressive and noteworthy results. Therefore, this section discussed the possibility of

detecting data sentences with the paper’s impact taken into account. In Section 5.2.3,

we found that the more scattered words in a sentence, the less scattered words are in the

rest of the content when we attempt to achieve higher precision in predicting whether

a sentence contains data. In contrast, if we are seeking higher recall, more diverse data

sentences will be accompanied by more diverse sentences in the rest of the content.

We see the same positive relationship when we use the actual labels for the independent

and dependent variables. As a consequence of this finding, we investigated the correlation

of the word diversity of a sentence to the content of a paper. In addition, we investigated

its citation times with three measures of word diversity. No matter which metric we use, it

is surprising that a larger diversity brings more citations, while it is difficult for papers to

be cited above the top 10% level. In line with this, we considered the possibility of using

the data sentences for each paper to calculate the likelihood that it will receive citations
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compared to other papers. By creating accurate techniques for sifting out datasets from

such sentences, we might be able to test not only the entire sentences containing data,

but also the words embedded within the sentences containing data related to the dataset.

In addition, it appears that higher text diversity in the content of the paper increases its

popularity. However, it does not make it stand out from its peers in terms of citations.

Despite this fact, if the corpus can be expanded to include more citations, we may be

able to be more confident in the results. Also, in order to obtain data statements in

a particular academic field, we need to develop more sophisticated tools that take into

account both the context and meaning of words. Relying on these tools, we will further

investigate how to filter dataset information given target sentences. Once we can finalize

the pipeline of filtering data sentences given specific academic topics, we aim to extract

the exact (or most accurate) dataset information using these data sentences. With those

datasets, we can create the network where the datasets are the nodes whose edges are

verified hypotheses. These graphs are destined to empower us to explore further how

various data combinations advance scientific research.

In summary, we recognized LDA to be the most successful algorithm in detecting papers

of a certain academic focus (epidemiological papers about COVID-19 against clinical

studies) in this case study, while we still retain the expectation for TF-IDF to make its

contribution and we hope to test this assumption with larger datasets in the future. Uti-

lizing word2vec vector representations, we discovered that data sentences exhibit several

features, including the interaction between information about the data, text diversity, and

the impact of the paper. We anticipate that datasets with a larger size will solidify our

current findings and assumptions in line with the results shown in filtering epidemiologi-

cal papers. The first step toward separating data sentences from a paper is to determine

the relationship between data information, text diversity, and the paper’s impact. This

will allow us to extract dataset information from a paper and evaluate its contribution

to scientific collaboration and progress.

35



References

[1] R. Agarwal and V. Dhar, “Big data, data science, and analytics: The opportunity

and challenge for is research,” 2014.

[2] S. Leonelli, “What difference does quantity make? on the epistemology of big data

in biology,” Big data & society, vol. 1, no. 1, p. 2053951714534395, 2014.

[3] M. Mitsuhiro and T. Hoshino, “Kernel canonical correlation analysis for data combi-

nation of multiple-source datasets,” Japanese Journal of Statistics and Data Science,

vol. 3, no. 2, pp. 651–668, 2020.

[4] N. C. D. S. for Adolescent Depression Trials Study Team including:, T. Perrino,

G. Howe, A. Sperling, W. Beardslee, I. Sandler, D. Shern, H. Pantin, S. Kaupert,

N. Cano et al., “Advancing science through collaborative data sharing and synthe-

sis,” Perspectives on Psychological Science, vol. 8, no. 4, pp. 433–444, 2013.

[5] J. Brainard, “Scientists are drowning in covid-19 papers. can new tools keep them

afloat,” Science, vol. 13, no. 10.1126, 2020.

[6] E. Garfield, “Citation indexes for science,” vol. 122, no. 3159, pp. 108–111, Jul.

1955. [Online]. Available: https://doi.org/10.1126/science.122.3159.108

[7] K. Wang, Z. Shen, C. Huang, C.-H. Wu, Y. Dong, and A. Kanakia, “Microsoft

academic graph: When experts are not enough,” Quantitative Science Studies, vol. 1,

no. 1, pp. 396–413, 2020.

[8] K. L. Reed, “Citation analysis of faculty publication: beyond science citation in-

dex and social science citation index.” Bulletin of the Medical Library Association,

vol. 83, no. 4, p. 503, 1995.

[9] L. Hou, Y. Pan, and J. J. Zhu, “Impact of scientific, economic, geopolitical, and

cultural factors on international research collaboration,” Journal of Informetrics,

vol. 15, no. 3, p. 101194, 2021.

36

https://doi.org/10.1126/science.122.3159.108


[10] L. Wu, D. Wang, and J. A. Evans, “Large teams develop and small teams disrupt

science and technology,” Nature, vol. 566, no. 7744, pp. 378–382, 2019.

[11] B. Uzzi, S. Mukherjee, M. Stringer, and B. Jones, “Atypical combinations and sci-

entific impact,” Science, vol. 342, no. 6157, pp. 468–472, 2013.

[12] S. Fortunato, C. T. Bergstrom, K. Börner, J. A. Evans, D. Helbing, S. Milojević,
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[53] R. Řeh̊uřek and P. Sojka, “Software Framework for Topic Modelling with Large

Corpora,” in Proceedings of the LREC 2010 Workshop on New Challenges for NLP

Frameworks. Valletta, Malta: ELRA, May 2010, pp. 45–50, http://is.muni.cz/

publication/884893/en.

[54] Y. Goldberg and O. Levy, “word2vec explained: deriving mikolov et al.’s negative-

sampling word-embedding method,” arXiv preprint arXiv:1402.3722, 2014.

[55] P. Virtanen, R. Gommers, T. E. Oliphant, M. Haberland, T. Reddy, D. Courna-

peau, E. Burovski, P. Peterson, W. Weckesser, J. Bright, S. J. van der Walt, M. Brett,

J. Wilson, K. J. Millman, N. Mayorov, A. R. J. Nelson, E. Jones, R. Kern, E. Larson,
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