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"I have seen something else under the sun:

The race is not to the swift

or the battle to the strong,

nor does food come to the wise

or wealth to the brilliant

or favor to the learned;

but time and chance happen to them all."

- King Solomon, in Ecclesiastes 9:11 (NIV)
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ABSTRACT

Natural photosynthesis is the process of converting solar light into chemical energy

through a series of photophysical and biochemical processes. Photosynthesis in Nature is an

ancient yet still vibrant process that fascinates scientists by its delicacy in both its necessary

structural components and intricately coordinated biochemical processes. Light harvesting

processes, which occurs in the first tens of femtoseconds (10−15 s) to tens of picoseconds

(10−12 s) upon light absorption, involve capturing energy from solar light and, through a series

of photophysical events, transferring to the reaction centers where photochemical reactions

take place. Throughout almost three-quarters of Earth’s history, Nature has evolved a set of

design principles for optimizing photosynthetic light harvesting efficiency among different

species dwelling in extremely different habitats. To this date, Nature still leaves us with a

lot of questions on detail mechanisms and biological purposes of these design principles. In

this dissertation, we seek to answer the questions regarding the design principles of excited

state structures and dynamics of natural light-harvesting complexes inside photosynthetic

organisms with a novel ultrafast spectroscopy. In particular, we seek to achieve this goal by

studying two different light harvesting systems in two organisms, LH1 complex from purple

bacterium Rhodobacter sphaeroides and phycobilisomes from cyanobacterium Synechococcus

elongatus PCC 7942, with ultrafast two-dimensional electronic spectroscopy (2DES). We

present some of the first results of 2DES in both LH1-only chromatophores and isolated

phycobilisomes, highlighting their hidden excited state features and vibronic structures. We

also seek to discuss their implications on designing efficient light harvesting machinery.
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CHAPTER 1

INTRODUCTION

1.1 Overview

The 21st century has witnessed extreme natural phenomena more frequently than any

others in human history: strong hurricanes sweeping through ocean coasts and islands;

wildfire raging in dry lands and forests; descents of the polar vortex from the Arctic freezing

the majority of North America in winter; heat waves scorching the Eurasia in summer.

Scientists have attributed a lot of these unusually frequent events to the acceleration of

global warming due to human activities. Ever since Industrial Revolution started in the 18th

century with the first steam engine, our reliance of fossil fuels as the main sources of has

grown drastically. Unceasing burning of coal and petroleum as a means of propelling our

society has pushing the atmospheric carbon dioxide (CO2) level to "the point of no return."

Furthermore, heavy reliance on coal and crude oil exposes humanity to a potential energy

drought due to the outpacing population growth with respect to the formation of fossil fuels.

It is thus imperative that all possible solutions to climate change and sustainable energy be

rapidly pursued without reservation.

Two major targets of combating climate change in the realm of physical and biological

sciences are the reduction on the CO2 concentration in the atmosphere and increasing the

percentage of utilization on alternative energy. Regarding the atmospheric CO2 reduction,

there are research ideas and progress on sequestration of CO2 either by physical means (such

as molecular traps and mineral traps), or by biochemical processes such as carboxylation.

As far as alternative energy sources are concerned, many such as wind power, geothermal

energy, tidal power are already put to use. To paint the picture in an even more optimistic

way, efforts on "catching two birds in one stone" are already underway.

One way to simultaneously consider both targets is to look for inspiration from the

1



Nature, which has already developed its own mechanisms through billion years of evolutionary

progress-namely, photosynthesis. Photosynthesis is a biological process of utilizing sunlight

and, through a series of chemical events, converting solar energy into chemical energy required

to sustain life, often in the forms of adenosine triphosphate (ATP) and/or saccharides [1].

In plants and many other organisms, photosynthesis involves light-dependent reactions and

carbon fixation. Researches on artificial photosynthesis are blooming over the past decades,

seeking to mimic the mechanisms in which the Nature uses the solar energy. . . .

Solar energy is considered to be one of the most promising alternative energy sources in

the future. One argument supporting this idea is that given its natural abundance, there

are a few orders of magnitude more energy per day the Earth receives from the Sun then

is captured and put to use in human activities. Finding ways to better convert the solar

energy into usable and storable forms of energy can ideally transform our lifestyles in a more

sustainable fashion. It is thus very enticing to conduct researches aiming at understanding the

fundamental principles of natural light harvesting, which is also the philosophical motivation

of all the works presented in this Dissertation.

This Dissertation will be organized in the following structure: Chapter 1 will provide

a scientific review on the photosynthetic light harvesting process, with purple bacteria and

cyanobacteria as two examples. Chapter 2 will review the theoretical backgrounds on the

time-dependent quantum mechanics and their applications to spectroscopy. Chapter 3 will

introduce the concepts and experimental setups of the main spectroscopic tools utilized in this

Dissertation, specifically the two-dimensional electronic spectroscopy (2DES) and its variant.

Chapter 4 and 5 will present the original research works of 2DES on membranes of the core

antenna complex LH1 from purple bacterium Rhodobacter sphaeroides, including the ultrafast

relaxation processes and coherences observed from higher-lying excited states. Chapter 6

will discuss some preliminary work of 2DES on isolated phycobilisome supercomplex from

cyanobacterium Synechococcus elongatus PCC 7942. Chapter 7 will present some future
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challenges and directions on studying light harvesting processes of photosynthesis. And finally,

Chapter 8 will seek to bring this Dissertation to an end and provide a holistic conclusion.

1.2 Photosynthetic Light Harvesting: A Short Review

The earliest evidence of living organisms on Earth can be dated back as early as around

3.5 billion years ago, according to some geological studies on stromatolites, layered sedimentary

fossils formed by microorganisms [2, 3, 4, 5, 6, 7, 8]. A recent research has also dated the

early evolution of photosynthetic organism of Archean origin back around 3.4 billion years

ago [9, 10]. This marked a evolutionary significance in that the energy from the Sun had

started to be harvested through new pathways other than thermal radiation. From then on,

the biology of photosynthesis had been continuing to evolve for more robust and efficient

harnessing processes of solar energy.

The process of photosynthesis in the Nature involves several photochemical and bio-

chemical steps, ranging widely both in their time scales [1]. Photosynthesis is initiated

upon absorption of sunlight by organisms, promoting their molecular systems onto the

electronic excited states. This excitation energy on the excited states is then directed to

the reaction center (RC), where the energy is converted into chemical energy in the form of

charge-separated states; these energy transfer and charge separation events typically occur

within the first nanosecond upon sunlight absorption. Followed by the charge separation is

a series of electron and proton transfer events taking place within one second, leading to a

more stable storage of chemical energy for later uses such as ATP synthesis and/or carbon

metabolism, which occur on time scales of a few minutes to hours. With the advent of modern

laser technologies, scientists are able to probe sub-nanosecond photochemical events with

better temporal resolution, closing in every day on the knowledge gaps of light harvesting

processes in photosynthesis [11, 12].

Generally speaking, light harvesting in photosynthetic organisms occurs in a set of
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pigment-protein complexes called antenna complexes with a notable exception of chlorosomes

found in green sulfur bacteria, which lack protein matrices surrounding their photosyn-

thetic pigments. Sizes of these antenna complexes can amount to nearly a few hundred

kilo-Daltons (kDa), depending on the particular species. Inside the antenna complexes are

pigment molecules, which are small organic molecules often carrying the structural moiety of

conjugated π-systems (tetrapyrroles, tetraterpenoids and others.) Chemically speaking, these

conjugated system have more delocalized highest-occupied molecular orbitals (HOMOs) and

lowest-unoccupied molecular orbitals (LUMOs) and smaller energy gaps between HOMOs and

LUMOs than their non-conjugated counterparts. These facts result in the ability of pigment

molecules to absorb more visible to near-infrared light, giving rise to apparent colors of many

photoautotrophic organism such as plants, algae, and photosynthetic bacteria. Common pig-

ment molecules found in photosynthetic organisms include chlorophylls, bacteriochlorophylls,

carotenoids and bilins.

Pigment molecules of the antenna complexes are, with few exceptions, embedded inside

the protein quaternary structures. Usually bound to lipid bilayer membranes, the protein of an

antenna complex serve as a scaffold holding pigment molecules in closer proximity. There are

numerous advantages having such arrangement between pigments and their protein scaffold.

For one, absorption cross section is increased by aligning more electric transition dipoles

in an orderly fashion, thereby boosting the overall photon uptakes and the subsequently

generated chemical energy. For another, the protein scaffold arranges pigments to facilitate

energy transfer to the RC by forming a pigment aggregate, resulting in largely delocalized

electronic excited states and creating channels through which the energy flows. Yet another

function for the existence of a protein scaffold around the pigments is to take up some excess

energy during the often downhill energy transfer processes, meaning that the energy of light

absorbed initially is higher than that received at the end of the energy transfer chain close to

the RC. In addition, the protein scaffold provides an additional layer for pigment molecules
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against undesired photochemical damages and preserves their effectiveness of the overall light

harvesting function.

In describing the spectroscopic properties of natural light harvesting systems, it is useful

to think of the energy absorbed by the antenna complexes as being stored and transferred

within a molecular aggregate in the form of a molecular exciton, or a bound electron-hole

pair [13]. A Frenkel molecular exciton model has been extensively applied to explain the

experimental observations [14, 15]:

H =
∑
n

εnn |n〉 〈n|+
∑
m,n

Jmn(|m〉 〈n|+ |n〉 〈m|) (1.1)

In this model, the system Hamiltonian of a molecular aggregate H consists of both

the site energy εnn of each pigment molecule, defined as the resonant energy required to

promote an electronic transition from the HOMO to the LUMO, and the interaction energy

between different molecules, Jmn, defined as dipole-dipole interactions between two electronic

transition dipoles. Allowing such Coulombic interactions between a pair of transition dipoles

provides an alternative basis set in which the total wavefunction can be written. The

Hamiltonian in Equation 1.1 is expressed in the site basis, where each value of n represents a

particular electronic transition on the nth molecule of the aggregate. An alternative basis

set can be determined by solving the time-independent Schrödinger equation of the Frenkel

exciton Hamiltonian, yielding the resulting eigenbasis:

|Ψk〉 =
∑
n

akn |n〉 (1.2)

where {akn} is the coefficients of the eigenvector |Ψk〉 of the Frenkel exciton Hamiltonian.

The total wavefunction of a molecular aggregate can now be expressed in the exciton basis,

{|Ψk〉}; put it another way, the molecular aggregate can be cast into a one-exciton manifold

of N exciton states, where N is the total number of electronic transitions considered in the
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Frenkel exciton model, which often equals to the number of pigment molecules. The most

distinct feature of a Frenkel exciton model of a molecular aggregate is its ability to predict

the energy levels and extents of delocalization of excitation energy on the electronic excited

states. A Frenkel exciton model is able to describe the energy transfer phenomenon among

the light harvesting complexes inside photosynthetic organisms.

The energy transfer process between individual antenna complex is often categorized as a

Förster process [16, 17] due to the fact that the distance between separate pigment aggregates

is over several angstroms to a few nanometers. A Förster energy transfer process is a resonant

process where the energy donor unit passes its excitation energy to the acceptor unit without

any nonradiative energy loss. The theoretical rate of energy transfer, kFRET,m→n, in a

Förster process can be expressed as follows [18]:

KFRET,m→n =
|Jmn|2

2π

∫ ∞
−∞

dωF̃m(ω)Ãn(ω) (1.3)

where Fm and An are the fluorescence lineshape of the donor and absorption lineshape of

the acceptor, respectively. (A more detailed description on lineshapes will be discussed in

Chapter 2.) In Förster theory, the distance between the donor and the acceptor are assumed

to be far enough such that the Coulombic interaction between their transition dipoles is

weak enough to be treated perturbatively. The initial excitation on the donor is thought

to be localized on the molecular site until the energy transfer "hops" from the donor to

the acceptor, hence the term "hopping mechanism" sometimes seen in the literature when

discussing the Förster energy transfer mechanism. The Förster transfer rate depends on

three main factors: the relative orientation of electronic transition dipoles between the donor

and the acceptor, the distance between the donor and the acceptor, and the spectral overlap

between the donor fluorescence and the acceptor absorption. An extension of Förster theory

has been proposed to account for the multichromophoric nature of a light harvesting antenna,

in a sense that both donor and the acceptor units in the antenna consist of more than one
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pigment molecules; this extension of the theory is referred to as multichromophoric Forster

energy transfer (MC-FRET) [19, 20]. Regarding the accuracy of Förster theory on explaining

the observed energy transfer, the typical rate of an inter-antenna energy transfer process

ranges between (5 ps)−1 and (100 ps)−1, well within the predictions from Förster theory.

Intra-antenna energy transfer processes in some light harvesting complexes, however, can

take place in a sub-picosecond regime, beyond the limit posed by Forster theory. This is due

to the fact that with the distance between the donor and the acceptor being under just a few

angstroms, the Coulombic interaction between two transition dipoles becomes nontrivially

large such that Förster theory, which treats the dipole-dipole interaction only perturbatively,

breaks down. In this strong interaction regime, the molecular orbitals on the donor and

the acceptor are no longer isolated from one another; instead, a mixing of the HOMOs and

LUMOs on both the donor and the acceptor creates a new basis set of orbitals that have

various degrees of spatial overlap between the donor and the acceptor. When the donor takes

up the excitation energy, that energy is no longer localized solely on the donor unit; rather,

it is now shared, or delocalized, among the donor-acceptor system. Energy transfer between

the donor and the acceptor under this scenario can be pictured as a process of redistributing

energy. This concept of delocalization is linked to the Frenkel exciton model mentioned

above in a way that each excitonic state is a superposition of localized excitation on each

molecule in the aggregate. By introducing weak electronic-phonon interactions between

the donor-acceptor unit and the local vibrations of the environment, Alfred G. Redfield

derived a theoretical expression for the rate of energy transfer under strong Coulombic regime

[18, 21, 22]:

KRedfield,k→k′ =
∑
n

|a∗knak′n|
2C̃n(ωkk′) (1.4)

where Cn(ωkk′) is the spectral density of the phonon modes at the nth pigment as a function

of the energy gap between the kth and the k′−th exciton states. Redfield theory emphasizes

7



the role of local vibrations on assisting the energy transfer process between two exciton states

through system-bath interactions. In the Redfield limit of quantum dynamics, chromophore-

bath interactions govern both pure dephasing processes of excitonic states as well as population

transfer events between two excitonic states whose wavefunctions have non-zero spatial overlap;

the term “coherent energy transfer” is coined to describe the delocalization of excitation

energy through such overlapping wavefunctions.

While both Förster and Redfield theories are adequately deployed to approximate the

observed rates of energy transfer processes in many light harvesting complexes, they fail to

explain the case where the Coulombic interactions between transition dipoles and the system-

bath interactions are on a similar magnitude. Advanced theoretical models are developed to

provide a better picture of the actual energy transfer dynamics inside the light harvesting

apparatus. Such models, which are beyond the scope of this Dissertation, include modified

Redfield theory (MRT) [18] for the intermediate coupling regime, coherent modified Redfield

theory (CMRT) [23, 24] for coherence transfer processes, and hierarchical equations of motion

(HEOM) [25] for numerically exact solutions to the quantum Liouville equation.

The actual molecular architecture of the light harvesting machinery differs greatly from

species to species, reflecting the evolutionary needs for each species to survive in their

respective natural habitats. Within the scope of this Dissertation, two particular light

harvesting antennae are in the research focus: the LH1 complex from purple bacteria, and

the phycobilisomes from cyanobacteria. In the following sections, some fundamentals of

these organisms pertaining to their light harvesting will be reviewed. A recent review has

also highlighted research works on photosynthetic bacteria over the past decades, and is

recommended here to readers for further references [26].
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1.3 Light Harvesting in Purple Bacteria

Purple bacteria are anaerobic photosynthetic prokaryotes that can convert solar energy

into chemical energy through the process of anoxygenic photosynthesis, meaning that they

carry out photosynthesis only under oxygen-free conditions [27]. Purple bacteria are au-

totrophic and can survive with CO2 as their only carbon source; purple bacteria are often

found in abundance in ponds, lakes and other water bodies. The pigment molecules inside

purple bacteria are bacteriochlorophylls and some carotenoids, such as sphaeroidene and

lycopene, altogether giving rise to the apparent purplish-red color of the suspended cell

cultures, hence the name of the organisms. The synthesis of these pigments in purple bacteria

is suppressed by molecular oxygen, thus making them anoxygenic photoautotrophs. Pigments

of purple bacteria are situated within intracytoplasmic membranes, forming membrane vesicles

or other types of enclosures that separate the hydrophobic pigment-protein ensemble from

the water environment inside the cell.

The light harvesting architecture of purple bacteria consists of three major compartments:

the peripheral complex, the core complex, and the reaction center (RC). Peripheral complexes,

referred to as LH2 complexes in the literature, are responsible for the initial light absorption.

The LH2 complex absorbs near-infrared part of the solar spectrum, and has its largest

absorption cross section at 800 and 850 nanometers (nm). A light absorption event promotes

the LH2 complex into its electronic excited state, and this excitation energy is then transferred

amongst neighboring LH2 complexes on the intracytoplasmic membrane until it reaches the

core complex, namely the LH1 complex; this energy transfer process is completed within a

few picoseconds [28].

Core LH1 complexes, contrast to the LH2 complexes, absorb light at longer wavelengths

with peak absorption at around 875 nm to 880 nm for species containing bacteriochlorophyll

a (BChl-a) as its major pigments; though some purple bacteria species containing bacteri-

ochlorophyll b (BChl-b) in its LH1 complex has been characterized to absorb lights around
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1,010 nm, according to a very recent study [29]. In wild-type purple bacteria, LH1 complex

encloses the RC, giving rise to the name LH1-RC (or RC-LH1) complex. The basic apoprotein

constituting an LH1 complex is the αβ subunit, which has two major α-helices, each holding

one bacteriochlorophyll molecule; in addition, one carotenoid molecule is non-covalently

bound to one subunit. The overall subunit can be expressed in a shorthand notation of

αβ-BChl2Car. A typical LH1 complex consists of 15 to 28 αβ-BChl2Car subunits, depending

on the particular species [30]. Structural variation of LH1 complexes among different species

of purple bacteria is quite large as well, thanks to recent advances in structural characteriza-

tion techniques such as X-ray crystallography and cryogenic electron microscopy (cryo-EM)

[30]; the overall physical shape of an LH1 complex formed by αβ-BChl2Car subunits can be

either a closed elliptical ring, an open elliptical ring or an S-shaped ribbon. In addition, LH1

complexes in different species have extra or missing protein subunits allowing quinone/quinol

exchanges that facilitate charge separation and electron transfer: in Rhodobacter sphaeroides

[31], quinone molecules pass through the gap formed by the PufX protein; in Blastochloris

viridis [32], quinone molecules are channeled through the gap created by the absence of one

polypeptide chain out of a total of 17 subunits on its LH1 complex; in Thermochromatium

tepidum [33], quinone molecules complete the electron transfer on the α-helices of its LH1

complex. The main function of the LH1 complex is to serve as the energy sink, concentrating

the excitation energy from the peripheral LH2 complexes and funneling the energy into the

enclosed RC. It is worth noting that in some purple bacteria, Rhodobacter sphaeroides for

example, an uphill energy transfer takes place from the LH1 complex to the RC.

1.4 Light Harvesting in Cyanobacteria

Cyanobacteria, also known as blue-green algae, are a group of prokaryotes capable of

performing photosynthesis; they can be widely found in aquatic habitats. Cyanobacteria

are early archaeological evidences that demonstrate the origin of oxygenic photosynthesis
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on Earth; they are important for the enrichment of atmospheric oxygen level, boosting the

evolution of algae and green plants during early history of Earth [34, 35]. Photosynthesis

inside cyanobacteria occurs on the thylakoids, which are intracellular membrane vesicles

harboring both the light harvesting apparatus and electron transport components that are

necessary for light-dependent reactions during photosynthesis [36].

Light harvesting machinery in cyanobacteria is composed of three major protein supercom-

plexes: phycobilisomes (PBS), photosystem I (PSI, plastocyanin-ferredoxin oxidoreductase),

and photosystem II (PSII, water-plastoquinone oxidoreductase) [37]. PSII and PSI supercom-

plexes are significantly larger in size than the light harvesting complexes in purple bacteria:

a PSI trimer from Synechococcus elongatus, for example, has 12 protein subunits and 127

cofactors, with the overall diameter and height reaching 210 Åand 90 Å, respectively [38, 39];

a PSII homodimer from Thermosynechococcus elongatus has 20 protein subunits and 77

cofactors, with the overall dimensions of 110 Å(width) × 205 Å(length) × 105 Å(height)

[40, 41]. Both PSII and PSI are embedded in thylakoids and parts of the electron transport

chain; PSII absorbs light at 680 nm, whereas PSI absorbs light at 700 nm. In both PSII

and PSI, the main chromophores are chlorophyll a (Chl a) and b (Chl b); their absorption

spectra have peaks at red and blue edge of the photosynthetically active radiation (PAR).

Both PSII and PSI funnel their energy from the antenna Chl molecules to the reaction center

Chl, P680 and P700, respectively, where charge separation processes at P680 and P700 work

in tandem as a part of the famous "Z-scheme" [1] of the light-dependent reaction, resulting in

water splitting and proton gradient across the thylakoids, the latter prompting ATP synthesis.

PBS, on the other hand, are not embedded within thylakoids but are anchored to PSII, or

in rarer cases to PSI, through the membrane-docking domain of the core-membrane linker

protein, ApcE (LCM ). Spectroscopically, PBS fill in the "green gap" of the absorption neatly

with phycobiliproteins (PBP) that covalently bind phycobilins, a group of tetrapyrroles that

absorbs between 450 nm and 650 nm, as their chromophores.
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A PBS supercomplex is a huge assembly of light-harvesting PBP plus colorless linker

proteins, with overall dimensions reaching as large as 80 nm ×50 nm × 12 nm due to its

lack of any constraint imposed by the membrane thickness of thylakoids [42, 43]. PBS

supercomplexes also constitute most of the protein content with a cyanobacterial cell. A PBS

supercomplex are divided into two domains: the rod domain and the core domain. The core

domain is surrounded by the rod domain, with rod-core linker proteins (LRC) connecting

the two. The rod domain consists of 6 to 8 cylinders, while the core domain consists of

2 to 5 cylinders, both exact numbers depending on the particular cyanobacterial species.

Each cylinder is assembled through rod linkers (LR) or core linkers (LC), and consists of a

stack of 2 to 4 hexameric PBP discs. A hexameric disk of PBPs is formed by self-assembly

of two trimers, each of which is a self-assembly of three PBP monomers [43]. There are a

few common PBPs existing in cyanobacteria: allophycocyanin (APC) in the core domain;

phycocyanin (PC), phycoerythrin (PE), and phycoerythrocyanin (PEC) in the rod domain.

The existence and number of particular types of PBPs also depend on the species. Combining

all these structural information, it is not surprising to see how wide the variety of PBS in

cyanobacteria can be.

Spectroscopically, PE absorbs at the shortest wavelength among all PBPs, around

545-560 nm; PEC at a slightly loner wavelength around 575 nm; PC at around 620 nm, and

APC at around 650 nm. The light harvesting in cyanobacteria occurs through the absorption

of green light by the PEC/PE/PC in the rod domain, inter-disk excitation energy transfer

processes within the rod domain toward the rod-core interface, inter-domain energy transfer

processes from the rod to the core domain, intra-domain energy transfer processes within the

core domain, and finally core-to-photosystem energy transfer processes.
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1.5 Concluding Remarks

In this Chapter, important aspects of photosynthetic light harvesting are covered, and

specific examples on purple bacteria and cyanobacteria are given to lay the ground for the

original research works to be presented in this Dissertation. In the next Chapter, focus will

be switched to learning the basic principles behind the spectroscopic experiments conducted

in the works for this Dissertation.
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CHAPTER 2

THEORY OF QUANTUM DYNAMICS AND THIRD–ORDER

SPECTROSCOPY

Studies on light harvesting processes inside photosynthetic bacteria involve understanding

on both the structure and the excited-state characteristics of light harvesting complexes. To

that end, some advanced time-resolved spectroscopic techniques are heavily relied upon within

the scope of this Dissertation. In this Chapter, some fundamental theoretical descriptions on

quantum dynamics and third-order spectroscopy pertaining to the experimental techniques

used in this Dissertation will be reviewed. Most of the concepts are derived from the textbook

by Mukamel [1].

2.1 Brief Summary on Quantum Dynamics

2.1.1 Time-Evolution Operator

Quantum dynamics concerns any time evolution aspect of quantum systems and es-

tablishes the theoretical foundation of spectroscopy experiments. In particular, quantum

dynamics seek to apply the basics of quantum mechanics to propagate a given quantum

system in time, in order to retrieve information on how probability densities of quantum

states and expectation values of observables of interest changes with time. In quantum

mechanics, a pure time-evolving quantum system S with time is fully described by its total

wavefunction, |Ψ(t)〉 (in the bra-ket notation), which satisfies time-dependent Schrödinger

equation.

Htotal |Ψ(t)〉 = −i~ d
dt
|Ψ(t)〉 (2.1)

where Htotal(t) is the total Hamiltonian of the system. One can solve the time-dependent

Schrödinger equation by first diagonalizing the total Hamiltonian to obtain the eigenvalues
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(called the eigenenergies), En, and their corresponding eigenvectors (called stationary states),

φn, followed by propagation of the total wavefunction at initial time point, t0, with time:

|Ψ(t)〉 = U(t, t0) |Ψ(t)0〉 (2.2)

where U(t, t0) is the time-evolution operator that takes system S from initial time, t0, to a

later time, t. (Notice that by definition, U(t0, t0) = 1, and U(t2, t0) = U(t2, t1)U(t1, t0)).

Depending on the nature of the total Hamiltonian, one can express U(t, t0) in appropriate

forms. If the total Hamiltonian is independent of time (free of time–varying external field,

for example), or if the total Hamiltonian at two different time points are commute (i.e.

[Htotal(t1),Htotal(t2)] = 0), one can simply write down U (t, t0) as a matrix exponential of

Htotal:

U(t, t0) = e−
i
~Htotal(t−t0) (2.3)

In general, Htotal(t) need not be commute at different time points, and the expression

of U(t, t0) is thus obtained by substituting the a priori time–evolution expression of Ψ(t)

into time–dependent Schrödinger equation iteratively:

U(t, t0) = 1− i

~

∫ t

t0

dτHtotal(τ)U(τ, t0) (2.4a)

= 1 +

(
− i
~

)∫ t

t0

dt′Htotal(t
′) +

(
− i
~

)2 ∫ t

t0

dt′Htotal(t
′)
∫ t′

t0

dt′′Htotal(t
′′) + . . .

(2.4b)

= exp+

[
− i
~

∫ t

t0

dt′Htotal(t
′)
]

(2.4c)

where the time-ordered exponential, exp+ [. . .], implies the total Hamiltonian at different

time points do not commute. This expression is numerically exact, yet it is intractable for

complicated quantum systems in which many states are involved. As will be shown later in

this Chapter, the expression of U(t, t0) can be approximated with the perturbation theory.
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2.1.2 Interaction Picture

Before discussing perturbation theory, it is useful to introduce an alternative represen-

tation of quantum states and operators. In quantum mechanics, one can arbitrarily assign

the time-dependence onto either wavefunctions or operators with a change of basis. Under

the Schrödinger picture, the wavefunctions are solely responsible for time–dependence of the

system, while in the Heisenberg picture, the operator becomes time–dependent. A third

representation is an intermediate form of these two pictures. Imagine in a quantum system

where the total Hamiltonian can be partitioned into two parts: a time–dependent part and

a time-independent part, i.e. Htotal = H0 + H ′(t), where H0 is the time-independent

portion of the total Hamiltonian. Let us further define that the system wavefunction |ΨI(t)〉

in this representation differs from that in the Schrödinger picture in a phase factor, i.e.

|ΨI(t)〉 = e
i
~H0(t−t0) = U

†
0(t, t0) |ΨS(t)〉, where |ΨS(t)〉 is the wavefunction under the

Schrödinger picture and U0(t, t0) is the time–evolution operator of H0, and operators in this

representation AI(t) is defined as:

AI(t) = e
i
~H0(t−t0)AS(t)e−

i
~H0(t−t0) (2.5a)

= U
†
0(t, t0)AS(t)U0(t, t0), (2.5b)

whereAS(t) is an operator under the Schrödinger picture (the time–dependence here indicates

the explicit time dependence irrelevant of the representation.) One can verify that these

three representations are equivalent under time–dependent Schrödinger equation. This

representation is called the interaction picture (or Dirac picture, named after British physicist

Paul Dirac), where both operators and wavefunctions are time-dependent.

The time–evolution operator in the interaction picture is defined in a similar fashion as

in the Schrödinger picture:

|ΨI(t)〉 = U I(t, t0) |ΨI(t0)〉 (2.6)
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where U I(t, t0) = exp+

[
− i

~
∫ t
t0
dt′HI(t

′)
]
; one can further deduce the relationship between

time–evolution operator under different pictures: U (t, t0) = U0(t, t0)U I(t, t0), which results

in the following expression:

U(t, t0) = U0(t, t0) exp+

[
− i
~

∫ t

t0

dt′HI(t
′)
]

(2.7a)

= U0(t, t0) +
∞∑
n=1

(
− i
~

)n ∫ t

t0

∫ tn

t0

. . .

∫ t2

t0

dt1dt2 . . . dtnHI(tn)HI(tn−1) . . .HI(t1)

(2.7b)

As will be shown in the following sections, the interaction picture will prove itself useful

by providing an intuitive representation of third–order spectroscopy under the time–dependent

perturbation theory.

2.1.3 Time-Dependent Perturbation Theory

In Section 2.1.1, the time-evolution operator of a quantum system is given as U (t, t0) in

terms of a power series involving time–ordered integrals of the total Hamiltonian, implying

that a system wavefunction propagates under Htotal(t). In complicated quantum systems

where the degrees of freedom are large, however, propagating a large Hamiltonian matrix over

time can be computationally demanding, or even intractable. A scenario in which solving

the exact U(t, t0) is unnecessary is when only part of the system Hamiltonian is known;

sometimes we are only concerned with a small subsection of the entire system, regardless of

the detailed time evolution of the rest of the system. In other occasions, the vast majority of

the system Hamiltonian is time-independent, leaving it unnecessary to propagate the total

Hamiltonian over time.

Time–dependent perturbation theory is developed by Paul Dirac to address the question

of effects of a time–dependent perturbation V (t) on a time-independent (unperturbed)

HamiltonianH0, and to approximate the time dependence of quantum states and expectation
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values of operators in a quantum system under the influence of V (t). By assuming the

perturbation is relatively small compared to the unperturbed Hamiltonian, one can derive

expressions for all kinds of time-dependent physical quantities, including those which are

deemed essential to spectroscopy.

Below, a summary of time–dependent perturbation theory is given without extensive

derivation. Let the total Hamiltonian be Htotal = H0 + V (t), where V (t) represents an

explicit time–dependent perturbation (such as an oscillatory electric field in the electromag-

netic wave), and the unperturbed stationary states and their corresponding eigenenergies

of H0 be |φn〉 and En, respectively. The collection of {|φn〉} (or simply, {|n〉}) constitutes

an eigenbasis of H0, and thus the total system wavefunction can be expressed in terms of

a linear combination of this eigenbasis: |Ψ(t)〉 =
∑N
n=1 cn(t)e−

i
~Ent |n〉, where cn(t) is the

amplitude of the total wavefunction on the basis vector |n〉 in the interaction picture. In

the time-dependent perturbation theory, cn(t) can be approximated with a power series∑∞
k=0 c

(k)
n , with k indicating the order of perturbation.

Now let us revisit the time–evolution operator. Let HI(t) be the perturbation in

the interaction picture (i.e. V I(t) = U
†
0(t, t0)V (t)U0(t, t0)). In the case where V I(t) is

presumably much smaller compared to H0, it is possible to expand U I(t) in powers of V I(t)

and perturbation theory can be applied: U I(t, t0) =
∑∞
n=0U

(n)
I (t, t0), where the nth order

perturbation of the time–evolution operator is

U
(n)
I (t, t0) =

(
− i
~

)n ∫ t

t0

∫ tn

t0

. . .

∫ t2

t0

dt1dt2...dtnV I(tn)V I(tn−1)...V I(t1), (2.8)

and the time–ordering condition holds: tn ≥ tn−1 ≥ tn−2 ≥ . . . ≥ t1 ≥ t0. By transforming

the perturbation terms into the Schrödinger picture, the nth order perturbation of the
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time–evolution operator can be further simplified into the following form:

U (n)(t, t0) =

(
− i
~

)n ∫ t

t0

∫ tn

t0

. . .

∫ t2

t0

dt1dt2 . . . dtn

U0(t, tn)V (tn)U0(tn, tn−1)V (tn−1) . . .V (t1)U0(t1, t0)

(2.9)

where the nth order perturbation of the time–evolution operator in the interaction picture can

be viewed as a series of time propagations and interactions: Initially, the system is prepared

at |ΨS(t0)〉 and freely propagated from t0 and t1. At time point t1, the system interacts with

the perturbation V . After the interaction, the system is again freely propagated from t1 to

t2, until another interaction V occurs at t2, and so on. This suggests that, for the nth order

perturbation, the system will interact with the perturbation n times, thus coining the name

“interaction picture”.

2.2 Density Matrix Formalism

In the last Section, a time evolution of a quantum system is discussed using the

wavefunction approach. However, this approach has its limitation; any statistical ensemble

of quantum systems cannot be described solely with a single wavefunction. An ensemble

of quantum system is best described within density matrix formalism. A brief overview of

density matrix formalism that circumvents this limitation will be presented in this Section.

2.2.1 Definition and Purpose of Density Matrix

In 1927 A.D., Hungarian mathematician John von Neumann published the first complete

mathematical formulation of quantum mechanics; in his book, this problem circumvented

this limitation by representing the whole ensemble as a density matrix. Suppose a statistical

ensemble has N subsystems, each of which is described by a total wavefunction |Ψi(t)〉. The
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density matrix that describes the ensemble is defined as follows:

ρtotal(t) =
N∑
i=1

Pi |Ψi(t)〉 〈Ψi(t)| (2.10)

where Pi is the statistical probability of the subsystem i, and Pi satisfies the normalization

condition:
∑N
i=1 Pi = 1. When N = 1, the total system is said to be in a pure state; whereas

the ensemble is named a mixed state when N > 1 and all Pi < 1. Conventionally, the diagonal

elements of a density matrix, ρnn(t), are referred to as populations, while the off–diagonal

elements, ρnm(t), are named coherences (n 6= m). Together, these elements describe the full

dynamics of all quantum states in the ensemble.

2.2.2 Quantum Liouville equation

Under the density matrix formalism, all quantum mechanical rules in the wavefunction

approach apply to the density matrix formalism with a slightly different mathematical form.

For example, the expectation value of any given operator A is E.V.(A) =
∑N
i=1 PiAi =

〈Ψ(t)|A |Ψ(t)〉 = Tr[Aρ], where Tr[. . .] represents the trace of a matrix. The time evo-

lution of a density matrix is governed by Quantum Liouville–von Neumann equation, a

density–matrix–formalism equivalent of the time–dependent Schrödinger equation:

d

dt
ρ(t) = − i

~
[
Htotal,ρ(t)

]
(2.11)

2.2.3 Time-Evolution and Perturbative Treatment of a Density Matrix

Recall that under the time–dependent perturbation theory, the nth order perturbation

of the time–evolution operator in the interaction picture can be expressed in terms of

a time–ordered exponential that specifies a series of time propagation and perturbation.

The time–evolution operator for a density matrix, derived from the quantum Liouville–von
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Neumann equation, takes on a similar form, albeit with a more complicated interaction

scheme. In the interaction picture, the total density matrix can be expanded in terms of

orders of perturbation: ρtotal(t) =
∑∞
n=0 ρ

(n)(t), where ρ(0) = ρ(t0) and ρ(n) is the nth

order perturbation of the density matrix, which involves a number of n commutators:

ρ(n)(t) =

(
− i
~

)n ∫ t

t0

∫ tn

t0

. . .

∫ t2

t0

dt1dt2...dtn[
V I(tn),

[
V I(tn−1), . . . ,

[
V I(t2), [V I(t1),ρ(t0)]

]]] (2.12)

With a change of variable from individual time points (t1, t2, . . . , tn) to time intervals

between each interaction (τ1 = t2 − t1, τ2 = t3 − t2, . . . , τn−1 = tn − tn−1, τn = t− tn), and

ensuring the causality of the time-ordering interactions (t1 ≤ t2 ≤ . . . ≤ tn), the n-th order

density operator can be rewritten into the following form:

ρ(n)(t) =

(
− i
~

)n ∫ ∞
0

∫ ∞
0

...

∫ ∞
0

dτ1dτ2...dτn[
V I(t− τn),

[
V I(t− τn − τn−1), . . . ,

[
V I(t− τn − . . .− τ2), [V I(t− τn − . . .− τ2 − τ1),ρ(t0)]

]]]
(2.13)

As is indicated from the equation above, the pure time–ordered interactions with the

perturbation V I(t) can now interact from both the bra and the ket side of a density matrix,

due to the nature of the commutator. So, for nth order perturbation, there will be 2n

integrands in the expression of ρ(n)(t). This perturbative expansion of the density matrix

lays down the foundation of all spectroscopic formulations that will be discussed throughout

this Dissertation.
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2.3 Light-Matter Interaction as a Perturbation

Up till this point, the discussions of quantum dynamics are established on some generic

Hamiltonian and perturbation operator. Spectroscopy is the study of quantum nature

of the system of interest by utilizing one or more light–matter interactions with external

electromagnetic wave and generating optical signals, which will later be detected and analyzed.

In this Section, a specific form of perturbative Hamiltonian will be introduced to describe

light–matter interactions, and will be used in further formulations of spectroscopy.

2.3.1 The Hamiltonian

Between 1861 and 1862 A.D., Scottish physicist James Clerk Maxwell derived the

renowned Maxwell’s equations of electromagnetism and proposed that light is an electro-

magnetic radiation. A monochromatic (i.e. single–wavelength) electromagnetic radiation is

characterized by an orthogonal pair of co-propagating electric field ~E(t) and magnetic field

~B(t):

~E(t) = E0 cos
(
~k · ~r − ωt

)
ê =

E0

2

[
ei(
~k·~r−ωt) + e−i(

~k·~r−ωt)
]

(2.14)

where E0, ~k, ~r, ω, t, and ê represent the amplitude of the electric field, the wavevector of light

(direction of propagation), position coordinate, the frequency of light, time coordinate, and

the directional vector of the electric field, respectively. The expression of ~B(t) can be obtained

by the cross product between the wavevector and the electric field: ~B(t) = 1
c0
~k× ~E(t), where

c0 is the speed of light in vacuum.

Since any physical system can be thought of as a collection of charged particles with their

distribution governed by the total wavefunction of the system, it is expected that there will be

electromagnetic interactions between any physical system and light. Physically, the electrons

in the system are driven by the external electromagnetic radiation, creating an oscillating

electron cloud in time and space. The oscillating electron cloud itself then acts as an induced
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electromagnetic wave, giving rise to optical signals. Mathematically, the interaction between

light and a matter with no net charge can be written in terms of the classical Hamiltonian:

Hint(t) = −~µ · ~E(t)− ~m · ~B(t)−QE ⊗∇~E(t)−QB ⊗∇~B(t) +O(~k
3
) (2.15)

where ~µ and ~m are the total electric and magnetic dipole moment vector, respectively.

The symbol ⊗ indicates the tensor product between the quadrupole moment tensor Q

and the gradient of the field. Under most circumstances, the magnitude of the electric

field–electric dipole interaction is at least three orders of magnitude larger than all the other

interactions, and therefore the light–matter interaction Hamiltonian can be approximated

as Hint(t) = −~µ · ~E(t). In non–relativistic quantum mechanics, where no massive particles

travel close to the speed of light, only the matter is described via Schrödinger equation;

light is treated semi-classically by Maxwell’s equations. Therefore, one can use this classical

expression of interaction Hamiltonian in all the following formulations of spectroscopy.

In quantum mechanics, the induced electric transition dipole operator promotes transi-

tions between two stationary states:

V µ =
N∑
i=1

N∑
j=1

µij(|i〉 〈j|+ |j〉 〈i|) (2.16)

where µij is the electric transition dipole moment between stationary states |i〉 and |j〉.

Similar expressions for magnetic transition dipole and electric quadrupole operators can be

written using the formalism. There are a group of systems with non-trivial contributions

from m and Q terms, namely chiral aggregates. However, they can be probed only under

particular experimental conditions, such as polarization-controlled third-order experiments

[2, 3, 4, 5, 6, 7, 8, 9, 10, 11]. For most isotropic, non-magnetic quantum systems, these

terms are many orders of magnitude smaller than the electric dipole µ term. Therefore, the

following discussion will only focus on the interaction between the external electric field and
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the electric transition dipole of the quantum system.

2.3.2 Optical Signals From n-th Order Polarization

In classical electromagnetism, the response from the matter after interacting with light

is described by the polarization density P (t), which represents the density of total electric

dipole moments inside the matter (Note: in the literature, sometimes this quantity is simply

called the polarization, which may create confusion with the polarization of light, which

describes the plane of oscillation of light.) In a quantum system, the polarization density can

be calculated as the expectation value of the electric transition dipole operator V µ; in density

matrix formalism, the polarization density can be written as the trace of the matrix product

between the electric transition dipole operator and the total density matrix of the quantum

system, P (t) = Tr[V µρtotal(t)]. When multiple light–matter interactions are considered, the

polarization density can be expanded in the same fashion as the density matrix in Section

2.2.3, resulting in the linear combination of polarization densities of different orders:

P (t) = P (0) + P (1)(t) +
∞∑
n=2

P (n)(t) (2.17a)

= Tr[V µρ
(0)] + Tr[V µρ

(1)] +
∞∑
n=2

Tr[V µρ
(n)] (2.17b)

In the above expression, the first term describes the permanent polarization density in

the system, the second term is the linear polarization, and the summation terms account

for all higher–order terms. Various experimental attempts and progresses have been made

to retrieve different terms of polarization density in order to gain insights into natural and

artificial quantum systems. In the next Section, the details of each term will be discussed.
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2.4 Response Functions

There are numerous examples where a physical system responds to external perturbation:

a standing object moves upon an external force is exerted; a stream of electron starts flowing

through the conductor upon connecting to a power supply which creates an electromotive

force, and so on. In language of statistical physics, these phenomena can be described in the

response function formalism, which conceptually suggests that there is an intrinsic property of a

physical system that governs the response to a given external perturbation. Our understanding

of light–matter interaction can also be conveniently formulated using this concept: each

system has a response function to the electromagnetic wave, generating a time–dependent

polarization density P (t) which can be detected with spectroscopic instruments. In this

Section, formalism of linear and nonlinear response functions toward electromagnetic wave

will be discussed. Toward the end of the Section, double–sided Feynman diagram formalism,

a pictorial representation of response functions, will be introduced with the aim of simplifying

the following discussions throughout this Dissertation.

2.4.1 Linear Response Theory

Recall that in Section 2.3.2, the polarization density of a physical system is defined as

the total electric dipole moment within the matter. These collective dipole moments can

respond to an external electromagnetic field of a given frequency ω, and the behavior of

this electric response is governed by the response function χ(ω). When non–local effects are

neglected, a phenomenological expression between all these quantities can be written as:

P (ω) =
∞∑
n=1

χ(n)(ω)
[
E(ω)

]n (2.18)

where n specifies the number of light–matter interactions. When only one light–matter is

considered, an expression of linear response to the light is obtained: P (1)(ω) = χ(1)(ω)
[
E(ω)

]
,
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or in time-domain representation, P (1)(t) = R(1)(t)
[
E(t)

]
.

Next, we want to establish a connection between the response function and the time–evolution

of density matrix. For simplicity, we limit ourselves in the discussion of an isolated two–state

system with the ground state |g〉 and an excited state |e〉, and assuming the system was

prepared at the ground state before any light–matter interaction. Plugging in the definitions

of interaction Hamiltonian and time–evolved density matrix, the linear term of polarization

density P (1)(t) can be written as:

P (1)(t) =

∫ ∞
0

dt1S
(1)(t1)E(r, t− t1), (2.19)

with

S(1)(t1) =

(
i

~

)
θ(t1)

〈
V (t1)

∣∣[V (0),ρ(−∞)
]〉

(2.20a)

=

(
i

~

)
θ(t1)

〈[
V (t1),V (0)

]∣∣ρ(−∞)
〉
, (2.20b)

where S(1)(t1) represents the real-valued linear response function for the quantum system of

interest, and θ(t1) is the Heaviside step function guaranteeing the causality of the response

function; that is, the system response must come after the light-matter interaction. Linear

response function is the basis of absorption and stimulated emission signals.

2.4.2 Third-Order Response

Third-order nonlinear response function is commonly applied in spectroscopic techniques

such as pump probe and two-dimensional spectroscopy. Extending the formalism of the linear

response and polarization density, the corresponding third-order term of polarization density
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P (3)(t) has the following expression:

P (3)(t) =

∫ ∞
0

dt3

∫ ∞
0

dt2

∫ ∞
0

dt1S
(3)(t3, t2, t1)

E(r, t− t3)E(r, t− t3 − t2)E(r, t− t3 − t2 − t1),

(2.21)

with

S(3)(t3, t2, t1) =

(
i

~

)3

θ(t1)θ(t2)θ(t3)

〈
V (t3 + t2 + t1)

∣∣∣∣∣
[
V (t2 + t1),

[
V (t1),

[
V (0),ρ(−∞)

]]]〉

(2.22a)

=

(
i

~

)3

θ(t1)θ(t2)θ(t3)

〈[[[
V (t3 + t2 + t1),V (t2 + t1)

]
,V (t1)

]
,V (0)

]∣∣∣∣∣ρ(−∞)

〉
,

(2.22b)

where S(3)(t3, t2, t1) is the third-order nonlinear response function of the quantum system

of interest. All spectroscopic experiments seek to examine part of or the whole functional

form of these response functions with an aim to provide evidences to molecular details. The

3 commutators inside Equation 2.22 for the expression of the third-order response function

implies that there are a total of 8 terms in S(3)(t3, t2, t1), including 4 distinct terms and their

respective complex conjugates. In other words, we can rewrite S(3)(t3, t2, t1) into:

S(3)(t3, t2, t1) =

(
i

~

)3

θ(t1)θ(t2)θ(t3)
4∑

n=1

[
Rn(t3, t2, t1)−R∗n(t3, t2, t1)

]
(2.23)
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where the 4 individual pathways contributing to the overall S(3)(t3, t2, t1) are expressed in

terms of R1 through R4:

R1(t3, t2, t1) = 〈V (t1)V (t1 + t2)V (t1 + t2 + t3)V (0)ρ(−∞)〉 (2.24a)

R2(t3, t2, t1) = 〈V (0)V (t1 + t2)V (t1 + t2 + t3)V (t1)ρ(−∞)〉 (2.24b)

R3(t3, t2, t1) = 〈V (0)V (t1)V (t1 + t2 + t3)V (t1 + t2)ρ(−∞)〉 (2.24c)

R4(t3, t2, t1) = 〈V (t1 + t2 + t3)V (t1 + t2)V (t1)V (0)ρ(−∞)〉 (2.24d)

Due to invariance of the trace under cyclic permutations, Equation 2.24 can be recast

into a form with better illustration of time-ordered interactions with external field from either

the bra or the ket side:

R1(t3, t2, t1) = 〈V (t1 + t2 + t3)V (0)ρ(−∞)V (t1)V (t1 + t2)〉 (2.25a)

R2(t3, t2, t1) = 〈V (t1 + t2 + t3)V (t1)ρ(−∞)V (0)V (t1 + t2)〉 (2.25b)

R3(t3, t2, t1) = 〈V (t1 + t2 + t3)V (t1 + t2)ρ(−∞)V (0)V (t1)〉 (2.25c)

R4(t3, t2, t1) = 〈V (t1 + t2 + t3)V (t1 + t2)V (t1)V (0)ρ(−∞)〉 (2.25d)

2.4.3 Double-Sided Feynman Diagrams

The expression of the third-order response function in Equations 2.24 and 2.25 implies

that there are many possible combinations of light-matter interactions, representing different

photophysical processes. For example, the resulting radial frequencies from three light-matter

interactions can be any combination of ±ω1 ± ω2 ± ω3; similarly, the wavevector of the

third-order signal can be emitted from any direction of ±~k1 ± ~k2 ± ~k3. However, in resonant

spectroscopic techniques, most of these terms become highly oscillatory and are integrated

to zero when calculating the third-order polarization, P (3). Thus, we can simply retain

only the resonant terms in Equations 2.24 and 2.25 when considering coherent spectroscopic
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experiments as those utilized in this Dissertation; this selection of resonant terms is called

the rotating wave approximation (RWA)[12, 13].

Due to the often-lengthy mathematical expression of the third-order response function,

it is therefore of most interest and use to express them in a more succinct and intuitive

way. Double-sided Feynman diagrams are pictorial representations which carry the same

information as optical response functions. They provide a convenient bridge between the the-

oretical expression of quantum dynamics and visualization of various nonlinear spectroscopic

experiments.

An example of a double-sided Feynman diagram for one particular third-order pathway

that survives RWA in a two-level system is depicted in Figure 2.1. Time propagation of

the system runs from the bottom to the top of the diagram, with light-matter interactions

occurring time points of t − t3 − t2 − t1, t − t3 − t2 and t − t3, indicated by arrows with

corresponding wavevectors of the light field. The third-order signal is detected in the direction

of ~ksig at time t. Initially, the system is at its equilibrium population state, ρ(−∞), which

is often the ground state. Upon each light-matter interaction, the system switches from

a population state (|g〉 〈g| or |e〉 〈e|) to a coherence state (|e〉 〈g| or |g〉 〈e|), or vice versa.

Between interactions, the system undergoes time evolution according to quantum Liouville

equation [Equation 2.11]. The interaction can act from the ket side (left-hand side on the

diagram) or the bra side (right-hand side on the diagram). The direction of wavevector arrows

indicates whether the system undergoes an absorption or emission event upon a particular

light-matter interaction; an arrow pointing toward the diagram symbolizes an absorption,

whereas an arrow pointing away from the diagram symbolizes an emission.
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Figure 2.1: Example of a double-sided Feynman diagram for the third-order response function.

One convenience in using double-sided Feynman diagrams is the easiness to write down

the mathematical expression of a specific pathway in the response function whenever it is

needed. For example, the functional form of the pathway depicted in Figure 2.1 corresponds

to the following equation:

R1(t1, t2, t3) = (−1)2
(
i

~

)3

θ(t1)θ(t2)θ(t3)

×
〈
e+i~k3·~r3−iωegt3−Γ3t3 × e−i~k2·~r2+iωeet2−Γ2t2 × e+i~k1·~r1−iωegt1−Γ1t1 × ρgg

〉
(2.26)

where Γ represents the lineshape function during each time evolution, and the oscillation

frequency during each time duration takes up the form of ω21 =
(
E2 −E1

)
/~, where E1 and

E2 are the eigenenergies of the state 1 and 2, respectively. This function has a factor of (−1)2

(incidentally equal to 1), due to the fact that bra-side interaction carries a minus sign from

the commutator in Equation 2.22, and that there are two interactions from the bra (right)

side in the pathway shown in Figure 2.1. The wavevector of the third-order signal, ~ksig, for
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R1 equals to the total addition of wavevectors from three interactions, +~k1 − ~k2 + ~k3; this

direction is called the phase-matching direction.

2.5 Principles of Coherent Two-Dimensional Spectroscopy

With the advent of high–power ultrafast laser system in the late 1980s [14, 15], the

amount of research in femtosecond quantum dynamics has exploded in an unprecedented

way, allowing scientists to develop various nonlinear spectroscopic experiments and observe

for the first time how a system evolves on the electronic excited state potential surfaces on

a sub–picosecond level. The invention of high–power femtosecond laser has also led to a

recognition of Nobel Prize in Physics in 2018 [16, 17, 18]. Among all nonlinear spectroscopic

techniques, two–dimensional spectroscopy holds a special place in its simultaneous temporal

and spectral resolving power of an optical spectrum. Since its inception and experimental

realization in late 1990s in both visible [19, 20, 21, 22] and infrared [23, 24, 25, 26] regimes,

two–dimensional spectroscopy has proved itself to be a novel and powerful tool of studying

excited state dynamics of biological and chemical systems [Citations]. In this Section,

the principles of two–dimensional spectroscopy and informational contents of a typical

two–dimensional spectrum will be discussed.

2.5.1 Pulse Sequence and Response Functions

Two–dimensional spectroscopy is a third–order optical technique in which three excitation

optical pulses interact with the sample, each at its distinct timing, and a resulting third–order

polarization P (3)(t) generated from the sample is detected by a spectrophotometer and

photon detector. An illustration of the pulse sequence for two-dimensional spectroscopy is

shown in Figure 2.2. The first pulse establishes a coherence between the ground and excited

state, which evolves during the coherence time τ , the time duration between pulse 1 and pulse

2. After the system has freely evolved during the coherence time, the second pulse interacts
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with the system to create a population on the excited state or ground state. The third pulse

interacts with the system after a certain waiting time T , the time duration between pulse 2

and pulse 3, promoting the system again into a coherence, which evolves with time until the

detection after the detection time, t, the time duration between pulse 3 and the detection.

(Note: the literature often borrows the language from nuclear magnetic resonance and photon

echo peak shift experiments, and refers to this time as the “rephasing time”, as the system

evolving a phase during the coherence time undergoes a reversed phase evolution during this

time period. The author opts out of this usage as the system may not in fact "re-phase"

during this time duration in two-dimensional spectroscopy.)

Figure 2.2: Pulse sequence of a two-dimensional spectroscopy.

The signal of an two-dimensional spectroscopy can be expressed in terms of the third-order

response functions introduced in Section 2.4.2, as functions of three distinct time duration,

τ, T , and t; the six representative double-sided Feynman diagrams for a hypothetical three-

state system are drawn out in Figure 2.3. Depending on the dynamics occurring during
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three excitations, these pathways are categorized into three types: stimulated emission

(SE), ground state bleach (GSB), and excited state absorption (ESA). SE occurs where the

system established on the excited state population after the first two interactions undergoes

a radiative relaxation process after the third interaction, as in pathways R1 and R2 in Figure

2.3. GSB takes place when the ground state population is depleted, subsequently causing a

decrease in the probability of an absorption process, as in pathways R3 and R4 in Figure 2.3.

ESA happens when the excited state population establish during waiting time undergoes an

absorption process, as in pathways R5 and R6 in Figure 2.3. In this Dissertation, all 2D data

are presented in terms of changes in transmittance during the measurement; thus, SE and

GSB pathways will carry positive signals, whereas ESA pathways will have negative signals

in the 2D data.

Figure 2.3: Double-sided Feynman diagrams signifying representative dynamics pathways
probed in two-dimensional spectroscopy. Abbreviations- SE: stimulated emission; GSB:
ground state bleach; ESA: excited state absorption.
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Another way to categorize these pathways is by how the phase of the system evolves

during the coherence time τ with respect to that during the detection time t. Based on

their relative phase evolution, these response functions can be categorized into rephasing and

nonrephasing pathways. As shown in Figure 2.3, the system acquires a phase of opposite

signs during τ and t in pathways R2, R3 and R6 (e+iωegτ during τ and e−iωegt during t for

R2 and R3; e+iωegτ during τ and e−iωfet during t for R6), whereas the system acquires a

phase of the same signs during both time duration in pathways R1, R4 and R5 (e−iωegτ

during both τ and t for R1 and R4; e−iωegτ during τ and e−iωfet during t for R5). Pathways

carrying opposite signs of phase evolution, such as R2, R3 and R6, are defined as rephasing

pathways, while pathways carrying the same signs of phase evolution, such as R1, R4 and R5,

are defined as nonrephasing pathways. The results are photon echo signals and free induction

decays from rephasing and nonrephasing pathways, respectively.

2.5.2 Interpreting a Coherent Two-Dimensional Spectrum

A 2D spectrum taken by two-dimensional spectroscopy is abundant in molecular infor-

mation encoded in the third-order response function. The signal leading to a 2D spectrum

is often presented as a double-Fourier-transform spectrum, S2D(ωτ , T, ωt). Conceptually,

a 2D spectrum can be considered a energy-energy correlation map, linking the excitation

energy ~ωτ and the detection energy ~ωt at a later waiting time T . It is distinct from

some other 2D correlation spectra in a sense that, all excitation energies are excited and

all detection energies are probed simultaneously, making two-dimensional spectroscopy a

coherent (in-phase) technique.
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Figure 2.4: A tutorial 2D spectrum of a three-state system. Red and blue represent positive
and negative values of changes in transmittance of light, respectively. At positive waiting time
T > 0, peak shapes start evolving due to dynamical processes such as solvent reorganization
(turquoise arrows) and population transfer (light brown arrow).

A tutorial 2D spectrum of a three-state system is sketched in Figure 2.4. Each spectrum

symbolizes the screenshot of dynamics of the system recorded at a given waiting time. At

zero waiting time T = 0, the main features are diagonal peaks consisting of SE and GSB

from the excited states |e1〉 and |e2〉. In a system where there exists couplings among excited

states, negative ESA peaks can also be expected to show up at the off-diagonal cross peaks

between |e1〉 and |e2〉. At some later waiting time, during which the system is allowed to

evolve, the 2D spectrum will start to change in terms of formation of new peaks, decay in

amplitude of some features, periodic oscillations in amplitudes of some peaks, changes in peak

shapes, and so on. Many of the dynamical processes can be responsible for these changes, be

it solvent reorganization, population transfer between states, coherence-to-coherence transfer,

vibrational relaxation of a vibronic population, decay of a quantum coherence, or crossing of

a conical intersection; a non-exhaustive collection of these molecular dynamical processes can

41



be represented by double-sided Feynman diagrams shown in Figures 2.5, 2.6, 2.7, and 2.8.

This wide range of processes that can be captured by two-dimensional spectroscopy opens up

new avenues in understanding excited state dynamics of molecular and materials systems.

Figure 2.5: Double-sided Feynman diagrams of a three-level electronic system in a 2DES
experiment at zero waiting time. Letters g, e1, e2 represent the electronic ground state,
excited state 1, and excited state 2, respectively. Vibrational levels are ignored in this panel.
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Figure 2.6: Double-sided Feynman diagrams showing stimulated emission pathways of a
three-level electronic system in a 2DES experiment at positive waiting time. Letters g, e1,
e2 represent the electronic ground state, excited state 1, and excited state 2, respectively.
Vibrational levels are ignored in this panel.
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Figure 2.7: Double-sided Feynman diagrams showing ground state bleach pathways of a
three-level electronic system in a 2DES experiment at positive waiting time. Letters g, e1,
e2 represent the electronic ground state, excited state 1, and excited state 2, respectively.
Vibrational levels are ignored in this panel.
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Figure 2.8: Double-sided Feynman diagrams showing excited state absorption pathways of a
three-level electronic system in a 2DES experiment at positive waiting time. Letters g, e1,
e2 represent the electronic ground state, excited state 1, and excited state 2, respectively.
Vibrational levels are ignored in this panel.
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CHAPTER 3

INSTRUMENTATIONS ON THIRD–ORDER SPECTROSCOPY

Linear spectroscopy techniques such as absorption and fluorescence are commonly used

as first-degree characterization of chemical systems; they can reveal steady-state information

such as energy levels, oscillator strengths and solvent reorganization energies within molecular

systems. However, such techniques are unable to pick up any dynamic events occurring

on the excited state potential energy surfaces. One must therefore resort to higher-order

spectroscopic techniques that can retrieve time-domain information on the molecular excited

states. From a parity argument, even-order spectroscopic techniques are insensitive to

isotropic samples and are thus deemed unsuitable to be applied in this Dissertation. As a

result, the simplest experimental techniques capable of probing an isotropic system, such as

a solution containing photosynthetic antenna complexes, are third-order spectroscopy. In

this Chapter, the concepts and the experimental setups of two specific third-order techniques

used in this Dissertation, namely pump-probe spectroscopy and two-dimensional electronic

spectroscopy, will be introduced.

3.1 Generation of a Femtosecond Pulse

To study sub-picosecond excited-state dynamics inside light-harvesting complexes with

third-order spectroscopy, one will need ultrashort optical pulses to successfully capture all

relevant energy relaxation and transfer events. An ultrashort optical pulse has two key aspects:

a broad optical spectrum and a femtosecond-range temporal duration. Our experimental

setup first utilizes chirped pulse amplification with a Ti-sapphire laser system to generate

a relative narrow-band near-IR pulse centered around 800 nm. The pulse is subsequently

passed through an argon gas-filled steel tube, with quartz windows on both openings, to

generate a supercontinuum spectrum spanning from 400 nm to 900 nm. This supercontinuum

50



generation involves higher-order nonlinear processes, including self-phase modulation and

Kerr lens effect, and is highly sensitive with respect to the peak power and stability of the

incoming pulse, the dispersive temporal broadening of the incoming pulse, and the pressure

of the argon gas, the alignment within the steel tube, just to name a few.

3.2 Optical Heterodyne Detection

In time-domain optical spectroscopic experiments of biological systems, one often suf-

fers from multiple issues at hand: low signal counts, large background noise, and timing

uncertainties between excitation pulses and the nonlinear signal. Another hurdle is the

preservation of phase information despite fast modulation of optical frequency light disabling

the direct detection of the optical field; photodetectors for the visible light are energy de-

tectors, recording only the intensities of incoming light. Fortunately, these problems can be

suppressed by using the technique of optical heterodyne detection [1]. Borrowed from the

radio-wave communities, the concept of optical heterodyne detection has been applied to

various nonlinear experiments in the optical regime since the 1990s [2, 3, 4, 5, 6, 7]. is that

the signal of interest is mixed with a separate wave called the local oscillator (LO), before

detecting with an energy (intensity) detector.

A mathematical expression for a spectroscopic signal under the optical heterodyne

detection scheme SOHD with an energy detector can be written as followed:

SOHD =
∣∣Esig +ELO

∣∣2 (3.1a)

=
∣∣Esig∣∣2 + |ELO|2 + 2 · Re

{
EsigELO

}
(3.1b)

where Esig, ELO are complex-valued electric fields of the signal and the LO, respectively.

Optical heterodyne detection increases the signal-to-noise ratio (SNR) of an experiment

by amplifying the small nonlinear signal with a much more intense LO, raising the signal above
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the large background signals and low-frequency noises. Optical heterodyne detection also

preserve the phase information by recording the heterodyned signal as a spectral interferogram

between the signal and the LO.

There is still a cautionary detail worth mentioning regarding optical heterodyne detection.

Since this technique uses an extra LO to facilitate the signal detection, the intensity and phase

stability of the LO are crucial in ensuring a high-SNR experiment. The LO with fluctuating

intensity and phase will unavoidably introduce random noise and sometimes shifted signals

in the acquired spectral data [8]. Numerous advances have been made to overcome this

issue, particularly using balanced heterodyne detection [9] or reference detection [10]. These

improvements involve more details descriptions and are therefore beyond the scope of this

Dissertation.

3.3 Pump-Probe Spectroscopy

Pump-probe spectroscopy, alternatively called transient absorption spectroscopy, is a

third-order spectroscopic technique in which a pump pulse establishes the population on

either the excited state or the ground state potential energy surface, followed by a probe

pulse after the system is let evolve for a time delay T . Pump-probe spectroscopy has been

widely implemented in probing femtosecond population dynamics of molecular systems due

to its straightforwardness of experimental setup and data acquisition. The pulse diagram of a

typical pump-probe experiment is illustrated in Figure 3.1. Despite the presence of only two

laser beams, pump-probe spectroscopy indeed involves three light-matter interactions; the

third-order signal travels along the phase-matching direction, which is the direction of the

probe pulse: ~ksignal = −~kpump + ~kpump + ~kprobe = ~kprobe. The probe pulse also acts as LO,

facilitating the self-heterodyne detection of the pump-probe signal. In a typical pump-probe

experiment, a narrow-band pump selectively excites the system into an electronic excited

state, and a broadband probe pulse capable of covering the entire absorption spectrum
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of interest is used. In the contrary, all pump-probe experiments in this Dissertation were

conducted with broadband pump and probe pulses, whose temporal and spectral profiles are

identical to those used in the 2DES experiments, so as to match the pump-probe results with

the 2DES data.

Figure 3.1: Pulse diagram of a pump-probe spectroscopy. The time delay between the pump
pulse and the probe pulse is denoted T. The resulting pump-probe signal is generated along
the direction of ~ksignal

The theoretical expression of a pump-probe signal can be derived using the similar

formalism described in Chapter 2 and references therein. For a broadband experiment, the

resulting pump-probe signal Spp(ωprobe, T ) is a function of pump-probe time delay T and

the probe frequency ωprobe [11]:

Spp(ωprobe, T ) = Re

{∫ ∞
0

dt3e
iωprobet3

[
R2(t3, T, 0) +R3(t3, T, 0)

]}
(3.2)

The experimental setup of pump-probe spectroscopy used in this Dissertation is shown

in Figure 3.2. The compressed supercontinuum pulse is split into the pump and the probe

pulses by a beamsplitter, where the pump pulse is sent through a retroreflector on a computer-

controlled translational stage, which sets the waiting time delay T between the pump and

the probe pulse. A controllable chopper blade is put along the beam path of the pump
53



pulse, enabling the acquisition of probe-only reference signals. The probe pulse is attenuated

properly to around 0.1% of the pump power. Both the pump and the probe pulses are then

focused onto the sample cell, where the third-order pump-probe signal is generated along

the traveling direction of the probe pulse. The pump pulse after the sample cell is blocked

by a spatial filter to minimize the pump scatters in the final pump-probe data, whereas

the pump-probe signal from the sample is self-heterodyned with the probe pulse, spectrally

resolved with a spectrometer, and recorded by a square-law photodetector.
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Figure 3.2: The schematic of the pump-probe experimental setup used in this Dissertation.
Red lines indicate the beam paths of both pump and probe beams starting from the super-
continuum ultrashort pulse and ending at the CCD camera detector. Abbreviations used in
the schematic correspond to the following parts: M1-M13: flat mirrors; FM1-FM3: concave
spherical mirrors; BS: beamsplitter; NDPu, NDPr: neutral density filters for the pump and
the probe beam, respectively; TS: computer-controlled translational stage; CB: chopper blade;
S: sample cell; SF: spatial filter for the pump beam; SP: spectrometer; CCD: CCD detector.
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3.4 Two-Dimensional Electronic Spectroscopy (2DES)

In this Dissertation, two-dimensional electronic spectroscopy (2DES) is utilized as the

core experimental method. The physical origin of 2DES signals is already described in

Chapter 2, and this Section will be devoted to actual experimental setup and consideration

of 2DES practice.

3.4.1 Experimental Setup

The pulse diagram of a conventional 2DES experiment is sketched out in Figure 3.3.

Pulses 1, 2, and 3, each propagating in the direction of its wavevector (~k1, ~k2, and ~k3,

respectively), interact with the sample at different time, generating a third-order signal in

the phase-matching direction ~ksignal. An attenuated fourth pulse, arriving at the sample

prior to all three excitation pulses and acting as the LO, is sent in the same direction as that

of the third-order signal. Attenuation of the LO is achieved by taking the Fresnel reflection

from a quartz crystal. The timing of the LO in 2DES experiments is set up such that the

contamination of the third-order signal from unwanted pump probe artifacts of the LO is

minimized [12]. The accuracy of relative timings down to fractions of a femtosecond is ensured

by computer-controlled mechanical stages during a 2DES experiment, and is assessed by

spectral interferometry [1, 7, 13].
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Figure 3.3: Pulse diagram of a 2DES experiment. The time delay between pulses 1 and 2
is denoted τ , and the time delay between pulses 2 and 3, T . The resulting 2DES signal is
generated along the phase-matching direction of ~ksignal = −~k1 +~k2 +~k3. The local oscillator
(LO) serves as heterodyne detection of the 2DES signal, and its wavevector ~kLO is set up to
be in the same direction as ~ksignal.

3.4.2 Gradient-Assisted Photon Echo Spectroscopy

In this Dissertation, 2DES experiments were carried out using a variant developed

recently within our group, called gradient-assisted photon echo spectroscopy (GRAPES)

[14, 15]. GRAPES can be thought of as an optical analogue of magnetic resonance imaging,

utilizing the spatial gradient of light-matter interaction. In GRAPES, all pulses are focused

by a cylindrical mirror onto a vertical line the sample cell with respect to the lab frame.

A geometric tilt of the wavevector is introduced in pulse 1 relative to pulses 2 and 3 by a

separate silver mirror for pulse 1, while no pulse-front tilts are introduced deliberately at any

point of the setup. This generates a spatially-dependent time delay between pulses 1 and

2 (the coherence time τ). The tilt angle of pulse 1 with respect to pulse 2 is set such that

the coherence time gradient across the sample is faster than the Nyquist sampling frequency

at the pulse center wavelength. The tilt angle of the LO with respect to pulse 3 can be
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set to mirror that between pulses 1 and 2, ensuring the co-propagation of the LO and the

third-order signal in the phase-matching direction; in this scenario, relative timings between

the LO and the third-order signal, t3,LO, remain theoretically the same along the vertical

axis onto which all pulses are focused at the sample. In some cases, however, the direction

of propagation of the LO can be adjusted to be slightly off the phase-matching direction,

creating a quasi-rotating frame scenario [16]. This scenario shifts some non-resonant scatters

away from the zero-frequency region in the Fourier domain of t3,LO, and can be advantageous

in dealing with highly scattering samples such as biological light harvesting complexes and

live cells [17].

3.4.3 Phasing: Projection-Slice Theorem

After obtaining the Fourier-transformed 2DES data from processing raw camera images,

the final step is to determine the absolute phase of the data at each pixel. Heterodyne detection

allows the retrieval of phase information of the complex-valued 2DES signal; however, this

phase carries the timing uncertainties between pulses 1 and 2, and between pulses 3 and local

oscillator. This phase stability problem is prominent in 2DES due to the shorter optical period

of the laser pulses used in the experiment and, if not treated well, will obscure the actual

spectral features and interfere with unambiguous peak assignments. Uncertainties in timing

can arise from various issues such as mechanical stability, existence of dispersive materials

in the beam paths, fluctuations in environmental temperature that cause time-dependent

expansion and contraction of optical parts. Excellent engineering control is therefore required

for a phase-stable 2DES measurement.

Most of the time, phase errors still need to be corrected via data post-processing even

under engineering control. This process is referred to as phasing in the literature [cite

reference]. Phasing a 2DES dataset relies on the projection-slice theorem that links data

in two Fourier conjugate domains. For a two-dimension data s(x, y), the projection-slice
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theorem states that the projection of s(x, y) onto x-axis is equivalent to a slice of data in its

Fourier domain S(kx, ky) at the Fourier axis kx. Putting it into a mathematical equation,

the projection-slice theorem in two-dimensional space becomes:

∫ ∞
−∞

s(x, y)dy = Fy
[
S(kx, ky = 0)

]
(3.3)

The correctly-phased 2DES data can be retrieved with aid of a separately acquired

pump-probe data through the projection-slice theorem [12]. To make this connection, one

can take the projection of a 2DES data at any given waiting time T along the detection

frequency axis ωt. This projection can be shown to be equivalent to a pump-probe spectrum

taken at the same waiting time T . In other words,

∫ ∞
−∞

S2D(ωτ , T, ωt)dωτ = Fωτ
[
S2D(τ = 0, T, ωt)

]
(3.4a)

= Spump−probe(T, ωt) (3.4b)

A separately acquired pump-probe data can thus be used in phasing the 2DES data.

In a typical phasing procedure, a non-linear phase function Φ2D with fitting coefficients

is assumed to be the functional form of the true phase. The functional form of Φ2D used

throughout this Dissertation has the following expression:

Φ2D(ωτ , ωt) = A

{
e
i

[
φ0+(ωτ−ωctr)φτ,1+(ωτ−ωctr)2φτ,2+(ωt−ωctr)φt,1+(ωt−ωctr)2φt,2

]}
(3.5)

where ωctr is the center frequency of the laser pulse, and coefficients A, φ0, φτ,1, φτ,2, φt,1,

and φt,2 are determined by minimizing the following cost function Jphasing(T ), representing

59



the error between the projection of the phased 2DES and the slice of the pump-probe data:

Jphasing(T ) =
∑
ωt

[
Spump−probe(T, ωt)−

∑
ωτ

S2D(ωτ , T, ωt)Φ2D(ωτ , ωt)

]2

(3.6)

The above expression of the cost function for phasing can be evaluated at a particular

waiting time T , but also can be applied to a global phasing procedure, in which 2DES data

from all waiting time are used as input data of the optimization procedure. This global

phasing strategy yields a higher confidence toward the accuracy of the final phased 2DES

data, provided that no outrageous phase instability exists in the duration of data acquisition

[18].

In the past decade, 2DES techniques have been developed to overcome or even circumvent

the need for phasing, such as phase-cycling scheme for 2DES in the pump-probe geometry [cite

references from Zanni, Ogilvie]. Nonetheless, the phase-matching scheme was implemented in

the 2DES setup in this Dissertation to suppressed unwanted background scatters effectively.
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CHAPTER 4

EVIDENCE OF HIGHER-LYING EXCITED STATES IN

LIGHT-HARVESTING COMPLEX 1 FROM PURPLE

BACTERIUM RHODOBACTER SPHAEROIDES

4.1 Functional Purposes of the Core Antenna Complex in

Photosynthetic Light Harvesting

Photosynthetic organisms have developed a nearly universal strategy in light harvesting,

by which they spatially separate the absorption of solar energy and the use of that energy

to generate separated charges [1]. Rapid energy transfer from the site of absorption to

the site of charge separation is crucial for efficient solar harvesting. In photosynthetic

organisms, the absorption and charge separation sites can be separated by nearly one hundred

nanometers, yet transfer occurs on the order of tens of picoseconds and with near unity

quantum efficiency in low light [2, 3]. To accomplish this feat, they employ specialized

pigment-proteins known as antenna complexes to absorb solar energy. Antenna complexes are

packed with strongly coupled chromophores. This strong coupling leads to delocalized states

with strong transition dipoles and a complex electronic structure that is essential for energy

transfer. In this manuscript, we employ two-dimensional electronic spectroscopy (2DES)

to observe the electronic structure and dynamics of light harvesting complex 1 (LH1) from

Rhodobacter sphaeroides (R. sphaeroides) embedded in its native photosynthetic membrane.
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Figure 4.1: Left: 8 Å-resolution structure of a monomer of LH1 complex in R. sphaeroides
reconstructed from the RC-LH1 dimeric crystal structure found in PDB ID: 4V9G [4]. The
protein backbone (shown in gray) holds 28 BChl a (shown in green) tightly in space. Right:
Absorption spectrum of LH1-only membranes is shown in black. The two visible features
near 765 nm and 875 nm correspond to B875* and B875, respectively. The normalized laser
excitation spectrum used for the 2DES experiments is shown in shaded gray. Reprinted
(adapted) with permission from J. Phys. Chem. A 2016, 120, 24, 4124–4130. Copyright
(2016) American Chemical Society.
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R. sphaeroides is a purple bacterium known for its near unity quantum efficiency[3] and

highly symmetric antenna complexes. R. sphaeroides has two types of antenna complexes: a

peripheral complex, light harvesting complex 2 (LH2) and a core complex, light harvesting

complex 1, that surrounds the reaction center (RC). An 8-Å resolution structure of an RC-

LH1-PufX dimer was obtained from a combination of X-ray crystallography and cryo-electron

microscopy [5, 6]. This structure reveals an S-shaped array of chromophores that intertwines

around two RCs. The bacteriochlorophyll (BChl) within the LH1 complex absorb maximally

at 875 nm, and are often designated as B875; they share many characteristics with the

B850 ring of BChl in LH2. The RC-LH1-PufX complex exists in R. sphaeroides as both a

monomer and a dimer, but the dimer is the dominant structure in vivo. Each monomer in

the dimer contains 28 BChl a molecules bound in alternating α- and β-polypeptides (Figure

4.1) [5]. The electronic coupling between BChl a in LH1 is well approximated by dipolar

coupling except in the case of nearest neighbors where the Mg-Mg distance is on the order

of 10 Å [5]. The coupling strength of nearest neighbors is estimated to be a few hundred

wavenumbers [7, 8]. This strong coupling leads to the delocalization of excitations across

BChl a and the existence of higher-lying excited states. A special pair of BChl a embedded

in each RC absorbs at 870 nm and accepts excitations from LH1 [9, 10]. The LH1 complex

used in this manuscript was obtained from a mutant of R. sphaeroides that lacked LH2,

PufX, and the RC. In the absence of PufX and the RC, the predominant structure of the

membrane-embedded LH1 is likely a closed, but empty ring [11, 12]. High-resolution AFM

topographs of membrane-embedded LH1-only complexes showed that they are 9.9 ± 0.7 nm

in diameter, smaller than the 11.2 ± 0.6 nm measured for monomeric RC-LH1 core complexes

with 16 α1β1BChl2 LH1 subunits [13]. Accordingly, the LH1-only complex was assigned to

be a ring of 15 α1β1BChl2 subunits [12].

A closed ring, unlike an open ring, has an additional circular symmetry that leads to a

series of pairwise degenerate electronic states. The manifold of states in a closed ring of LH1
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adopts a labeling scheme to reflect these degeneracies. The lowest and highest energy states

are the only non-degenerate states and, in the case of an LH1, are composed of 15 α1β1BChl2

subunits; these states are labeled k = 0 and k = 15. All other states are pairwise degenerate

and are labeled k = ±1. . .±14. In a perfectly symmetric monomeric ring, the transition dipole

for most excited states becomes vanishingly small, so the only states with finite transition

dipole strength are k = ±1 and k = ±14, with k = ±1 being the dominant transition dipole.

However, in nature, this perfect circular symmetry is never realized due to disorder. In the

dimeric RC-LH1-PufX complex, the “S” shape breaks the circular symmetry and therefore

the degeneracies. Observation of the higher-lying excited states and their lifetime in the

photosynthetic membrane can inform on the nearest-neighbor coupling strengths, site energies

and coupling to the bath, thus providing great insight into the electronic structure of LH1 in

vivo.

Previous ultrafast spectroscopy studies have been performed on detergent isolated

preparations of LH1. Fluorescence anisotropy data suggest the energy transfer between

BChl a molecules occurs on 110 fs and 400 fs timescales [14]. Three-photon echo peak

shift, pump-probe, and transient grating experiments resolved four dominant vibrational

modes and two decay lifetimes [4, 15]. Pump-dump-probe and pump-probe experiments have

characterized the exciton equilibration between the low-energy states as taking place on a 100

fs timescale [16, 17]. To date, none of these ultrafast studies have analyzed simultaneously the

higher-lying excited states and their coupling to the strongly allowed k = ±1 states. In this

paper, we present a 2DES waiting time series of monomeric LH1-only complexes embedded

in the photosynthetic membrane from R. sphaeroides. We find evidence of higher-lying

excited states and resolve waiting time dynamics. We use this information to refine the site

energies and nearest-neighbor couplings within the B875 band of chromophores and find good

agreement between calculated and experimentally observed energy transfer rates.

67



4.2 Investigating Electronic Structures of LH1 Complex from

Rhodobacter sphaeroides

4.2.1 Preparation of LH1-Only Membranes

A mutant containing only LH1 complexes, designated L3 (∆puc1BA ∆pufLMX), was

created by genomic deletion of puc1BA and pufLMX genes using the methodology described

in Mothersole et al [18]. The cells were cultured semi-aerobically in the dark at 30 ◦C.

LH1-only membranes were obtained by disrupting the cells using a French press at 14,000

PSI. A slow spin was performed (12,000 RPM JA 30.STI for 20 minutes) to remove large

cellular debris. The supernatant was diluted to an optical density of 0.3 at 875 nm in a

200-µm path length quartz cell (Starna Cells Inc.), which was used for analysis.

4.2.2 Two-Dimensional Electronic Spectroscopy

Two-dimensional electronic spectroscopy correlates excitation energies (λτ ) and stim-

ulated emission/ground state bleach/excited state absorption energies (λt) as a function

of an ultrafast time delay. Spectrally and temporally resolved signals acquired from this

spectroscopic technique are beneficial for determining the electronic structure of systems

with dense absorption spectra, such as those of antenna complexes [19]. The theory and

experimental design are described elsewhere [20, 21, 22, 23, 24]; here, the working principle

and information content of a 2DES spectrum is summarized. 2DES is a third-order optical

technique involving three ultrafast laser pulses interacting with a sample. The third-order

polarization, created by the three light-matter interactions, generates a photon echo signal in

a phase-matched direction. The signal is heterodyned with a fourth pulse known as the local

oscillator and is spectrally resolved in a spectrometer, and the heterodyned signal is collected

on a camera. A 2DES spectrum is a frequency-frequency correlation map, acquiring extra

spectral resolution by Fourier transforming across the coherence time (τ , time delay between
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pulses 1 and 2) axis. 2DES spectra are collected as a function of the waiting time delay (T ,

time delay between pulses 2 and 3). 2DES has advantages of both spectral and temporal

resolution, correlating energy transfer between excited states with different energies while

obtaining lifetimes of excited states.

2DES spectra in this study were acquired using the GRadient-Assisted Photon Echo

Spectroscopy (GRAPES) technique [25, 26, 27, 28]. A Ti:Sapphire regenerative amplifier

(Coherent Inc.) was used to generate a 30-fs FWHM pulse centered at 800 nm with a 5-kHz

repetition rate and a power of 2 W. The pulse was focused through argon gas (4 psi) and

then again through air to obtain a 140 nm broadband pulse. An SLM-based pulse shaper

(Biophotonics Solutions) compressed the pulse to 15 fs and shaped the spectrum producing

the excitation spectrum shown in Figure 1, which was sufficiently broad to excite both the

low energy and high energy states simultaneously. The power for pulses 1-3 was attenuated

to 33 µJ/cm2 (1.37 ×1014 photons/cm2). Pulse 4 was attenuated an additional 2 orders

of magnitude. The coherence times were sampled from 0 to 200 fs in 0.9 fs steps using the

gradient-assisted method. The echo signal was spectrally resolved and heterodyne detected on

a high-speed CMOS camera (Phantom Miro M310) triggered at 1/100th the repetition rate

of the regenerative amplifier. The spectral phase was determined using separately acquired

pump-probe spectra, see Figure 4.2 [29]. To extract timescales of waiting time dynamics,

each waiting time trace in the phased data was fit to a model function with a bi-exponential

decay plus an offset to recover both early-time dynamics and vibrational relaxations. The

residuals from curve fitting at each point in the 2DES map were Fourier transformed to

obtain information on vibrational frequencies associated with waiting time dynamics.
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Figure 4.2: Projection of the real rephasing 2DES signal across the λτ axis compared to the
pump probe spectra at a waiting time of 10 fs. Reprinted (adapted) with permission from J.
Phys. Chem. A 2016, 120, 24, 4124–4130. Copyright (2016) American Chemical Society.
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4.2.3 Effective Hamiltonian of LH1

Model Hamiltonians were constructed to reproduce the experimental results and revise

physical parameters such as nearest neighbor coupling, site energies, and spectral density.

Our sample contains a mixture of structures containing 14, 15, and 16 α1β1BChl2 subunits

in both open and closed ring configurations. However, prior AFM studies indicate that the

most prevalent structure of LH1 in the absence of PufX and the RC is a closed ring of 15

α1β1BChl2 subunits [11, 12]. Therefore, we constructed three separate effective Hamiltonians

to account for the ill-defined structure of monomeric LH1 in the absence of PufX and the RC.

The first Hamiltonian, H(15)
closed, describes a closed ring of 15 subunits. Because no crystal

structures exist with this geometry, a model was constructed with 30 equally spaced BChl

a in the XY plane arranged in a ring with a radius of 5 nm. The Qy dipole orientations

were alternated between pointing at 203◦ and 21◦ in the XY plane. The orientation of the

dipoles was taken from the average over the first 20 chromophores in the dimeric crystal

structure starting from one end of the S-shaped band [5]. The site energies were made

to alternate between 12 150 cm−1 (823 nm) and 12 450 cm-−1 (803 nm) and the nearest

neighbor coupling was approximated as 435 cm−1. These values were comparable to previous

studies and reproduced features in the absorption spectra [7]. The coupling for all other

chromophores was calculated assuming purely dipolar interaction. A dipole strength of 8.3

Debye was adopted for all BChl a following the calculations in Sener et al [7]. The second

Hamiltonian, H(14)
open, was calculated in the same manner except the distances and orientations

of chromophores were taken directly from one half of the LH1 in the dimeric RC-LH1-PufX

crystal structure shown in Figure 1 which consists of a nearly-closed ring of 14 α1β1BChl2

LH1 subunits.9 The third Hamiltonian, H(16)
closed, was constructed in the same manner using

the monomeric RC-LH1 structure from a similar organism, Thermochromatium tepidum [30].

This 3.0 Å-resolution structure has a closed ring of 16 α1β1BChl2 subunits that is slightly

elliptical. The ellipticity breaks some of the degeneracies that arise from a closed ring.
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The eigenstate energies and dipole strengths for H(14)
open, H

(15)
closed, and H

(16)
closed are listed

in Table 4.1, 4.2, and 4.3, respectively, and stick spectra for all the Hamiltonians can be seen

in Figure 4.3 along with the linear absorption spectrum of LH1-only membranes after the

removal of Mie scatter. A comparison of the stick spectra to a 77 Kelvin absorption spectrum

is made in Figures 4.4 and 4.5. All three Hamiltonians give rise to a strongly allowed band of

excitonic states at low energy around 875 nm. This feature is the well-known B875 absorption

band of LH1. In the cases of H(15)
closed, and H

(16)
closed, the transition dipole strength is carried

almost exclusively by the k±1 states that have transition energies of 11 443 (874)/11 401 (877)

cm−1 (nm). H(14)
open provides a similar electronic structure, with the majority of the oscillator

strength being carried by the three lowest energy states, E1−3, with transition energies of

between 11 396 (877) and 11 445 (874) cm−1 (nm). All three Hamiltonians also produce weak

higher-lying excited states with transition energies at approximately 13 195 cm−1 (760 nm).

These higher-lying excited states, in analogy to the higher-lying B850* states in LH2, will

be referred to as B875*. The absorption spectrum is mirrored in the excitation fluorescence

spectrum (Figure 4.6), indicating electronic coupling between the B875* states and the B875

states. Without further analysis, it would be difficult to separate this absorption feature from

free BChl a in the sample, which absorbs at 770 nm and overlaps B875*, or from vibrationally

excited B875 states. Both free BChl a as well as vibrationally excited states would likely

relax to the B875 states before fluorescing. Therefore, the assignment of this feature is not

conclusive based on linear absorption or fluorescence spectra alone and we therefore employ

to 2DES and Redfield theory for an unambiguous assignment.
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Table 4.1: Eigenvalues and their transition dipole strengths for the effective Hamiltonian
H

(14)
open. H

(14)
open was produced by taking an LH1 monomer from the RC-LH1-PufX dimer

crystal structure, which has 14 α1β1 BChl2 subunits. The states primarily responsible for
B875 and B875∗ are shown in bold. The dipole strengths of individual BChl a were assumed
to be 8.3 Debye. Reprinted (adapted) with permission from J. Phys. Chem. A 2016, 120, 24,
4124–4130. Copyright (2016) American Chemical Society.

Eigenstate, k Eigenvalues Ek in cm−1 (nm) Transition Dipole Strength (Debye)

1 11396 (877) 17.5
2 11416 (876) 30.5
3 11445 (874) 20.3
4 11485 (870) 3.6
5 11534 (867) 10.0
6 11590 (863) 1.3
7 11654 (868) 5.5
8 11725 (853) 1.7
9 11801 (847) 5.2
10 11878 (842) 0.5
11 11959 (836) 3.1
12 12038 (831) 0.4
13 12109 (826) 1.9
14 12157 (823) 1.5
15 12472 (802) 1.7
16 12519 (799) 0.7
17 12588 (794) 2.0
18 12663 (790) 1.9
19 12739 (785) 2.7
20 12813 (780) 2.2
21 12882 (776) 1.0
22 12946 (772) 0.7
23 13003 (769) 1.7
24 13053 (766) 2.0
25 13094 (764) 1.6
26 13127 (762) 2.2
27 13151 (760) 2.1
28 13164 (760) 6.5
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Table 4.2: Eigenvalues and their transition dipole strengths for the effective Hamiltonian
H

(15)
closed. H

(15)
closed was produced from an ideal closed ring structure with 15 α1β1 BChl2

subunits. The states primarily responsible for B875 and B875∗ are shown in bold. The dipole
strengths of individual BChl a were assumed to be 8.3 Debye. Reprinted (adapted) with
permission from J. Phys. Chem. A 2016, 120, 24, 4124–4130. Copyright (2016) American
Chemical Society.

Eigenstate, k Eigenvalues Ek in cm−1 (nm) Transition Dipole Strength (Debye)

0 11377 (879) 0
±1 11443 (874) 32.0
±2 11495 (870) 0
±3 11580 (864) 0
±4 11696 (855) 0
±5 11835 (845) 0
±6 11987 (834) 0
±7 12120 (825) 0
±8 12470 (802) 0
±9 12604 (793) 0
±10 12758 (784) 0
±11 12901 (775) 0
±12 13022 (768) 0
±13 13112 (763) 0
±14 13168 (759) 2.9
15 13188 (758) 0
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Table 4.3: Eigenvalues and their transition dipole strengths for the effective Hamiltonian
H

(16)
closed. H

(16)
closed was produced from the monomeric crystal structure of LH1-RC from

Thermochromatium tepidum, which has 16 α1β1 BChl2 subunits. The states primarily
responsible for B875 and B875∗ are shown in bold. The dipole strengths of individual BChl
a were assumed to be 8.3 Debye. Reprinted (adapted) with permission from J. Phys. Chem.
A 2016, 120, 24, 4124–4130. Copyright (2016) American Chemical Society.

Eigenstate, k Eigenvalues Ek in cm−1 (nm) Transition Dipole Strength (Debye)

0 11377 (879) 2.1
±1 11401 (877) 32.8
±2 11464 (872) 0.8
±3 11558 (865) 1.3
±4 11675 (856) 0.6
±5 11811 (847) 0.5
±6 11957 (836) 0.5
±7 12097 (827) 0.4
−8 12172 (822) 0.3
+8 12473 (802) 0.5
±9 12546 (797) 0.3
±10 12677 (789) 0.4
±11 12811 (780) 0.4
±12 12930 (772) 0.3
±13 13029 (768) 0.4
±14 13102 (763) 0.5
±15 13148 (761) 3.1
16 13163 (760) 8.7
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Figure 4.3: Stick spectra from H
(14)
open, H

(15)
closed, and H

(16)
closed are overlaid with the absorption

spectra of LH1-only membranes after the removal of Mie scatter. The stick spectra are in
good agreement with the absorption spectra, recapitulating the strong B875 states and the
weak B875* states. Reprinted (adapted) with permission from J. Phys. Chem. A 2016, 120,
24, 4124–4130. Copyright (2016) American Chemical Society.
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Figure 4.4: (top) Absorption spectrum of LH1-only membranes at 77 K is shown in black.
The red trace shows a cubic polynomial fit used to subtract the contributions for scattering.
(bottom) Absorption spectrum of LH1-only membranes at 77 K after the scatter subtraction
operation. Reprinted (adapted) with permission from J. Phys. Chem. A 2016, 120, 24,
4124–4130. Copyright (2016) American Chemical Society.
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Figure 4.5: Stick spectra from H
(14)
open, H

(15)
closed, and H

(16)
closed are overlaid with the absorption

spectra of LH1-only membranes at 77 K after the removal of scatter. The stick spectra are
in better agreement with the absorption spectra taken at room temperature, but significant
structure at higher energies than the strong B875 feature can be seen in the 77 K structure.
Reprinted (adapted) with permission from J. Phys. Chem. A 2016, 120, 24, 4124–4130.
Copyright (2016) American Chemical Society.
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Figure 4.6: Fluorescence excitation spectrum of LH1-only membranes. Fluorescence intensity
was monitored at 890 nm. The clear fluorescence signal from excitation at 750-800 nm shows
energy transfer from B875* to B875. Reprinted (adapted) with permission from J. Phys.
Chem. A 2016, 120, 24, 4124–4130. Copyright (2016) American Chemical Society.
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4.2.4 Fitting of Waiting Time Dynamics

Waiting time traces were fit to a model bi-exponential function of the form:

A(T ) = a1e
− T
τ1 + a2e

− T
τ2 + a3 (4.1)

where A(T ) is the phased real amplitude of the 2DES signal at waiting time T , and

a1, a2, a3, τ1, τ2 are fitted parameters obtained by using a trust-region-reflective algorithm

contained within MATLAB’s lsqcurvefit function. The separation of τ1 and τ2 by more than

an order of magnitude allowed for the growth and decay lifetimes of the waiting time features

to be assigned simply as τ1 and τ2. The power spectrum of the residuals to this fit were then

used for the vibrational mode analysis in Figures 4.13 and 4.15.
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4.3 2DES Revealing Hidden Higher-Lying Excitonic States and

Ultrafast Dynamics within LH1 Complex

The real portion of the phased rephasing 2DES spectra of LH1-only membranes at early

waiting times, shown in Figure 4.7, reveal more features than the linear absorption spectrum.

The strongest feature in the phased 2DES spectra appears as the near-diagonal peak at λτ

= 870 nm, λt = 880 nm. The offset from the diagonal is likely due to overlapping excited

state absorption and stimulated emission. The absolute-valued spectra for the same waiting

times are shown in Figure 4.8 and show a peak centered at λτ = 875 nm, λt = 875 nm. A

regression of the phased data to a bi-exponential function yields two time constants of τ1 =

55 ± 2 fs and τ2 = 1130 ± 26 fs (Figure 4.9). Similar dynamics have been reported previously

in LH1 and in the B850 ring from LH2 and have been attributed to vibrational relaxation,

protein reorganization and spectral diffusion [4].
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Figure 4.7: Absolute-valued rephasing 2DES spectra of LH1-only membranes. The strong
signal on the diagonal corresponds to the B875 states. The cross peak centered on the black
diamond is indicative of B875* to B875 energy transfer. Reprinted (adapted) with permission
from J. Phys. Chem. A 2016, 120, 24, 4124–4130. Copyright (2016) American Chemical
Society.
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Figure 4.8: The averaged waiting time trace from the main diagonal of LH1-only membranes
at λτ = λt = 875 nm in absolute-valued signal intensity (shown in black). The black trace
is the average of 10 replicates completed in rapid succession over the course of 2 hours.
Dynamics are recovered by fitting to a bi-exponential and are similar to previous results.
The width of the gray shading is the standard error (1σ) representing our uncertainty in the
mean. Reprinted (adapted) with permission from J. Phys. Chem. A 2016, 120, 24, 4124–4130.
Copyright (2016) American Chemical Society.
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Figure 4.9: Representative phased rephasing 2DES spectra of LH1-only membranes at waiting
times of T = 0 fs, T = 50 fs, T = 100 fs and T= 500 fs. All spectra are normalized to the
signal maximum across all waiting times. Reprinted (adapted) with permission from J. Phys.
Chem. A 2016, 120, 24, 4124–4130. Copyright (2016) American Chemical Society.
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A diagonal peak near λτ = λt = 770 nm corresponding to B875* is not visible due to

its low intensity relative to the B875 diagonal peak. In third-order experiments, the signal

intensity scales with the fourth power of transition dipoles, whereas a signal in first-order

experiments, such as that in a linear absorption spectrum, scales with the square of transition

dipoles. Based on the linear absorption spectrum, we expect the relative strength of the

B875* diagonal peak to be (0.05)2, or 0.25%, of the intensity at the B875 diagonal peak,

which is too weak to be observed. The signal intensity of a cross peak in a 2DES spectrum is

the result of two interactions with each of the corresponding diagonal features. Based on

the linear absorption spectrum, the intensity at λτ = 770 nm and λt = 880 nm would be

5% of the B875 diagonal feature if energy transferred from B875* to B875. The cross peak

observed between λτ = 770 nm and λt = 880 nm has a maximum of 0.023 in the normalized

spectra (Figure 4.10 and Figure 4.11).
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Figure 4.10: Phased rephasing 2DES spectra of the cross peak between B875* and B875
(region enclosed by the red rectangle in the 2DES spectrum above) in LH1-only membranes
showing stimulated emission around λτ = 770 nm and λt = 880 nm at waiting times of T =
0 fs, T = 50 fs, T = 100 fs and T= 500 fs, respectively. All spectra are normalized to the
signal maximum across all waiting times. Reprinted (adapted) with permission from J. Phys.
Chem. A 2016, 120, 24, 4124–4130. Copyright (2016) American Chemical Society.

86



Figure 4.11: Waiting time traces from throughout the B875*-B875 cross peak shown in the
zoomed-in phased 2DES spectrum (real part) at the top. Plots are reproduced in the same
order as the black diamonds on the 2DES spectrum. The width of the gray shading is the
standard error (1σ) representing our uncertainty in the mean. Red traces show a regression
of the data to a model bi-exponential function. Reprinted (adapted) with permission from J.
Phys. Chem. A 2016, 120, 24, 4124–4130. Copyright (2016) American Chemical Society.
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The position and amplitude of the cross peak indicate that the states observed in the

linear absorption spectrum around 770 nm are transferring excitations to B875. Nevertheless,

the existence of coupling and transfer could be due to vibrationally excited B875 states or

free BChl a that are loosely coupled to the B875 states, rather than transfer from higher-

lying B875* states. These possibilities can be excluded by analysis of the waiting time

dynamics. The cross peak between B875* and B875 grows in rapidly at early waiting times.

A representative waiting time trace at λτ = 770 nm and λt = 880 nm is shown in Figure

4.12. We observe that the waiting time trace reaches its maximum within 100 fs. When a

bi-exponential function is fit to the data, the trace gives a fast rise of 31 ± 3 fs and a slow

decay of 1280 ± 100 fs. Analysis of the complete cross peak region can be seen in Figure

4.12b. The rapid timescale for the growth of this cross peak excludes any possibility of energy

transfer from free BChl a to the B875 states, because any energy transfer between free BChl

a and LH1 would occur on a picosecond timescale due to weak coupling.
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Figure 4.12: Representative waiting time trace and lifetime map at the B875*-B875 cross
peak of LH1-only membranes show rapid energy transfer within 40 fs. (a) The black curve
is the average waiting time trace of LH1-only membranes at λτ = 770 nm and λt = 880
nm (indicated by black diamond in the spectrum to the right) of 10 scans acquired in rapid
succession over the course of 2 hours. The width of the gray shading is the standard error (1σ)
representing our uncertainty in the mean. The red trace is a regression of the data to a model
bi-exponential function. (b) Lifetime map for the rapid component of the bi-exponential
around λτ = 770 nm and λt = 880 nm. The saturation level of the map is weighted by both
the signal strengths at T = 500 fs for each pixel. The contour curves represent the phased
2DES spectrum at waiting time of 100 fs. Reprinted (adapted) with permission from J. Phys.
Chem. A 2016, 120, 24, 4124–4130. Copyright (2016) American Chemical Society.
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Fourier analysis in the waiting time domain is further utilized to elucidate the origin

of the cross peaks. In 2DES, vibrational states give clear oscillations in the waiting time

domain that result from vibrational coherences [31, 32, 33]. A vibrational coherence is a

superposition between two vibrational states within the same electronic excited state. In

phased 2DES spectra, we observe excited state absorption features in the upper off-diagonal

region of the map (Figure 4.9). From the waiting time trace, we see clear oscillations from this

region that persist for more than 2 ps (Figure 4.13a), which is on the appropriate timescale

for vibrational coherences at room temperature. Fourier transforming the residual from

exponential fitting yields four distinct vibrational modes at 96, 288, 558, and 728 cm−1

(Figure 4.13b). These vibrational modes are also observed in the Raman spectrum of LH1

and free BChl a [15, 34, 35, 36]. When the cross peak between B875* and B875 is analyzed,

no clear oscillations indicative of vibrational coherences can be resolved (Figure 4.13c and d).

Thus, we attribute the cross peak on the lower off-diagonal region to be energy transfer from

higher-lying B875* states to lower-lying B875 states.
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Figure 4.13: Waiting time traces from two locations in the 2DES spectra and their conjugate
waiting time frequency traces show no clear vibrations at the cross peak between B875* and
B875. All black traces in the figures represent an average of 10 scans. The width of the gray
shading is the standard error (1σ) representing our uncertainty in the mean. (a) Waiting
time trace of LH1-only membranes at λτ = 895 nm and λt = 830 nm showing oscillations
due to vibrational coherences at this location. (b) Average power spectrum of the residuals
from fitting the same waiting time trace in (a) for each of the 10 scans (resolution is 11
cm−1). These peaks are known vibrational modes of BChl a [34]. (c) Waiting time trace
from the B875*-B875 lower cross peak at λτ = 770 nm and λt = 880 nm. (d) Average power
spectrum of the residuals from fitting the same waiting time trace in (c) for each of the 10
scans. Reprinted (adapted) with permission from J. Phys. Chem. A 2016, 120, 24, 4124–4130.
Copyright (2016) American Chemical Society.
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Redfield theory was further used to validate the rapid energy transfer rates observed

from B875* to B875. The sub-100 fs transfer rate is similar to results obtained in LH2 from

B850* to B850 [37]. The rapid energy transfer is largely due to the co-localization of the

excitations on the same ring of chromophores. Figure 4.14 shows the transition dipole weight

for the B875 and B875* states for the three Hamiltonians. In addition to spatially overlapping

states, the rapid rate of energy transfer is also due to high-energy bath modes, some of which

can be seen in the vibrational coherences in Figures 4.12 and 4.15. In order to properly

weight these high-energy bath modes, we used a log-normal spectral density given by

J(ω) =
S

σω
√

2π
exp

{
−
[

ln ( ωωc )
]

2σ2

}
(4.2)

with a high cutoff frequency, ωc, of 1000 cm−1 [38]. The Huang-Rhys factor, S, was 0.5 and

the standard deviation, σ, was 0.8 cm−1. Using this spectral density, the population transfer

time was calculated following the procedure outlined by M. Reppert [39]. The lifetime for

H
(15)
closed, calculated as the transfer time from k±14 to k0 and k±1, was found to be 51 fs.

Similarly, the lifetime for H(16)
closed, calculated as the transfer time from k16 to k0 and k±1,

was found to be 54 fs. Lastly, the lifetime for H(14)
open, calculated as the transfer time from E28

to E1−3, was found to be 42 fs. All values are within a factor of two of the observed energy

transfer lifetimes of 30-40 fs.
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Figure 4.14: The chromophore transition dipole strengths for B875 and B875* are displayed
for each Hamiltonian. The diameter of the dots scale linearly with the dipole strength.
There is a large overlap between B875 and B875*, which leads to the rapid rates of observed
energy transfer. Reprinted (adapted) with permission from J. Phys. Chem. A 2016, 120, 24,
4124–4130. Copyright (2016) American Chemical Society.
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Figure 4.15: Waiting frequency amplitude maps of LH1 membranes. These maps were
obtained by fitting a bi-exponential function to each (λτ , λt) waiting time trace in the average
2DES cube of data and taking the power spectrum of the residuals. The resulting power
spectra were normalized to the maximum of the frequency-frequency-frequency cube and
select waiting time frequencies are displayed above. Each is a well-known vibrational mode
of BChl a. Near nodes in the 2D spectra where signal is small, our fitting algorithm fails
to converge leading to artifacts in the Fourier spectrum of the residuals along the nodes.
Reprinted (adapted) with permission from J. Phys. Chem. A 2016, 120, 24, 4124–4130.
Copyright (2016) American Chemical Society.
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4.4 Ultrafast Interstate Relaxation as an Extra Mechanistic

Information on Light Harvesting within Purple Bacteria

The rapid growth of the cross peak and lack of vibrational coherences in the waiting time

frequency domain firmly assigns the B875* states as electronic in origin. Their rapid transfer

to B875 mirrors the dynamics found in the B850* and B850 states of LH2 and is in agreement

with the effective Hamiltonians and Redfield theory calculations of population transfer rates.

The role of B875* remains uncertain. The energy of B875* and its proximity to the RC and

LH2 raises the possibility of it being an intermediate state as energy is transferred from the

peripheral antenna to the RC, though this is unlikely. Due to the short lifetime of B875*,

direct transfer to the RC would not compete with relaxation to the B875 ring despite the

strong spectral overlap of the H and B peaks of the RC with the B875* states. Also, the

distance between B800 and B875 makes energy transfer from B800 to B875* an unlikely

pathway. While other mechanisms such as super-transfer or moderation of energy transfer

based the state of the reaction center are conceivable, the presence of the B875* states is

likely an informative byproduct of the strong coupling between chromophores in the B875

ring, which is essential for biological function.
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CHAPTER 5

VIBRONIC COHERENCES IN THE CORE LIGHT

HARVESTING COMPLEX LH1 FROM PURPLE BACTERIUM

RHODOBACTER SPHAEROIDES

5.1 Vibronic Coherences inside Photosynthetic Light Harvesting

Complexes

Photosynthetic organisms capture sunlight and convert solar energy into chemical

energy through their light harvesting machinery optimized by natural evolution. Research on

photosynthetic light harvesting has gathered a growing interest among the scientific community

due to advances in theoretical and experimental methods over the past few decades enabling

scientists to probe the structural and electronic processes at shorter time scales and smaller

length scales. Light harvesting machinery in purple bacteria has been under extensive studying

on its photosynthetic mechanisms since the structural characterizations were made available

[1, 2, 3, 4, 5, 6]. Closely packed bacteriochlorophyll (BChl) molecules held noncovalently by

the membrane protein scaffold creates an aggregate-like local arrangement of chromophores

and a resulting excitonic manifold, whose energy levels are modulated by the local electronic

and vibrational interactions. LH1 complex is the core antenna complex in purple bacteria,

enclosing the reaction center (RC) responsible for the process of charge separation and

subsequent chemical reactions. Structural characterizations of LH1 complexes in several

purple bacteria species have shown variations in both the composition and arrangement

of BChl molecules [4, 6, 7, 8, 9, 10, 11, 12]; the number of BChl within one LH1 complex

can range from 14 to 32, and the arrangement of BChl can be either circular or S-shaped,

depending on the particular species. Nevertheless, BChl molecules in LH1 complexes from

purple bacteria are held in a J-aggregate-like fashion, producing a red-shifted absorption and
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finely spaced electronic energy levels in LH1 complexes. Although it is widely conceived that

these electronic states serve as direct energy channels bridging LH1 complex and RC, details

on how the energy transfer efficiency and rate are modulated inside LH1 complexes are still

much ambiguous.

One question of particular interest hinges upon how much local environment around

chromophores affects the overall light harvesting speed and efficiency. It is generally acknowl-

edged that the structure of a light harvesting protein can act as a modulator to the energy

levels of the entire multi-chromophore light harvesting unit. Both amino acid residues on

the protein scaffold and solvent molecules form non-covalent interactions with chromophores,

leading to instantaneous disorders of exciton energies. Degrees to which these instantaneous

disorders extend manifest themselves in the spectral linewidths of the experimental absorption

and fluorescence spectra. The alteration of excitonic energy levels in the multi-chromophoric

system by local environment can also occur via local vibrations on amino acid residues or

chromophores themselves. This phenomenon, often coined as vibronic coupling, accounts for

the interaction between electronic and vibrational degrees of freedom in a quantum system.

Local environment around chromophores also contributes to energy transfer processes in

a light harvesting protein by providing a dissipation pathway for excess excitation energy

during energy transfer from higher energy states to lower energy states, as described by

Redfield theory [13, 14]. All the above reasons suggest that one may obtain abundant

insights on natural light harvesting through examining the effect of local interactions between

chromophores and their surrounding environment.

Quantum coherence is a sensitive probe to interactions between quantum states and

has been proposed to play a role in photosynthetic energy transfer from early experimental

efforts on the Fenna-Matthews-Olsen (FMO) complex in green sulfur bacteria [15, 16].

Many research articles debating on the nature and functions of quantum coherences in

biology have since been published [17, 18, 19]. Vibronic coherence, a mixed electronic-
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vibrational type of coherences established among the electronic excited states with strongly

coupled vibrations, are suggested to exist in a variety of biological [20, 21] and synthetic

[22, 23, 24, 25, 26, 27, 28, 29] systems. Vibrational coherence, on the other hand, involves no

electronic states and reflects a vibrational wavepacket propagating on either the ground or the

excited electronic states. Two-dimensional electronic spectroscopy (2DES) has been proven

to be a quintessential tool to answer the questions regarding physical origins of coherences.

Due to its ability to separate the experimental spectra into different quantum pathways,

2DES has been repeatedly applied to analyzed coherences from small molecules, such as

chlorophylls [30, 31, 32, 33] and bacteriochlorophylls [34, 35, 36, 37], to larger photosynthetic

complexes, such as the FMO complex in green sulfur bacteria [15, 16, 38], the PC645 complex

from cryptophyte algae [39, 40], light harvesting complexes and reaction center in purple

bacteria [41, 42, 43, 44, 45, 46], and the photosystem II reaction center in plants [47, 48].

Some recent studies on vibrational coherences in molecular systems extract extra information

by analyzing both the rephasing and nonrephasing 2DES signals to determine the electronic

states on which the observed vibrational coherences are established [39, 40, 49, 50]. Whether

vibronic couplings and vibrational wavepackets play significant roles in photosynthetic light

harvesting remains to be investigated, yet given the large electronic and nuclear degrees of

freedom in natural light harvesting complexes, it is conceivable that we can obtain useful

pieces of knowledge on the design principles of natural photosynthesis through the lens of

quantum coherence.

In this Chapter, we aim to provide an insight on the origins of coherences observed in the

core light harvesting complex, the LH1 complex, from purple bacteria Rhodobacter sphaeroides.

We conduct a 2DES experiment on LH1-only membranes from the L3 mutant (∆puc1BA

∆pufLMX, expressing only LH1 complexes as sole light harvesting proteins) to simultaneously

acquire and analyze signals from both the rephasing and nonrephasing pathways. We observe

distinct vibrational and vibronic coherences in both B875 and higher-lying B875* excitonic
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states by a combination of Fourier analysis and predictions from theoretical modeling.

5.2 Resolving Coherences within LH1 Complex from Rhodobacter

sphaeroides

5.2.1 Sample Preparation of LH1-Only Membranes

The procedure of preparing the LH1-only membranes from Rhodobacter sphaeroides was

followed by Dahlberg et al. [51] and briefly stated here. The L3 mutant of Rhodobacter

sphaeroides containing only LH1 as the sole light harvesting complex and void of the reaction

center was graciously provided by Prof. C. Neil Hunter at University of Sheffield. Cells

of Rhodobacter sphaeroides were grown in a semi-aerobic incubator at 30◦C before being

disrupted with a French press at 14,000 psi, after which the large cell debris was removed by

centrifugation. The resulting supernatant containing the LH1-only membranes was diluted

to the desire O.D. of 0.3 at 875 nm in a 200-µm path for spectroscopy.

5.2.2 Two-Dimensional Electronic Spectroscopy on LH1-Only Membranes

Spectroscopic data on LH1-only membranes were acquired by a home-built 2DES

spectrometer in GRAPE configuration [52, 53] with recent modification in post-processing

and fine sampling that allowed simultaneous retrieval of both rephasing and nonrephasing

portions of 2D spectra [28, 54]. Descriptions of working principles of 2DES [55, 56, 57, 58]

and the spectroscopic setup of GRAPE spectrometer [51, 59] have been detailed in previous

works, and only the concise summary is provided in this manuscript.

For our 2DES experiment setup, illustrated in Figure 5.11 in the Appendices section,

an 800-nm, 30-fs laser pulse with a 5 kHz repetition rate was focused once through argon

gas (4 psi) and again through the atmosphere to generate a near-infrared spectrum. The

pulse was compressed to 15 fs with an SLM-based pulse shaper, split into four beams with
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a beamsplitter and wedged optics in the GRAPE setup, focused onto a vertical line with

a cylindrical lens at the sample position. The third-ordered signal from the sample was

heterodyned with an attenuated local oscillator, spectrally resolved with a spectrometer, and

detected by a high-speed CMOS camera. The delay time between pulses 2 and 3 (waiting

time, T ) was scanned by a computer-controlled mechanical stage from −200 fs to 3 ps with a

1-fs step. Rather than scanned with another mechanical stage, the time delay between pulses

1 and 2 (coherence time, τ) was mapped along the vertical direction and scanned in a single

camera shot. The effective coherence time axis was determined to be −200 fs to +200 fs with

a 0.9-fs step via interferometry with a referencing local oscillator pulse. Each camera image

collected 2DES signals from 100 independent laser shots. The 2DES data were taken in 10

replicates.

5.2.3 Data Analysis

Raw data from a stack of camera images was processed into a full 2DES 3-D data matrix.

Nonrephasing portions (τ < 0 pixels) of the data were interpolated post-experimentally

[28, 54]; the interpolated nonrephasing data was then processed in the same way as the raw

rephasing data: filtered in the waiting time with a low-pass filter, divided by the amplitude

of the local oscillator, filtered in the detection time domain with a Tukey window, filtered

in the coherence time domain with a sigmoidal window, and transformed into the Fourier

domain of the coherence time axis. The frequency-dependent spectral phases of the complex-

valued rephasing and nonrephasing data were retrieved by fitting to a separately acquired

set of pump-probe spectra of LH1 membranes [58]. All data were processed using MATLAB

installed on a desktop computer with 32 GB RAM and a 4-core CPU.

In order to further distinguish the origins of waiting time coherences seen in the LH1

membranes, we resorted to the Fourier spectral analysis on both rephasing and nonrephasing

2DES signals of LH1 membranes. In this analysis, the complex-valued signal in the waiting
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time domain was first de-trended using the fitting results from the global kinetics analysis

[60] (See more details in the Appendices), after which a Fourier transform was performed on

each residual at all excitation/detection wavelength pairs to obtain spectral amplitudes of

oscillations in the waiting frequency (ωT ) domain. This analysis would provide information on

vibrational and/or vibronic coherence features in the LH1 membranes during the waiting time.

Furthermore, depending on the locations on the 2DES map where these coherences appeared,

we could assign the origins of coherences to either ground or excited state coherences due

to their distinct features in rephasing and nonrephasing pathways. The Nyquist sampling

frequency was determined to be 11.5 cm−1 by the total waiting time range used in the global

kinetics analysis.

5.3 2DES Revealing Distinct Origins of Coherences on Different

LH1 Exciton States

Representative real-valued 2DES spectra of LH1-only membranes from Rhodobacter

sphaeroides at 20 fs and 200 fs were plotted in Figure 5.1. All rephasing, nonrephasing,

and purely absorptive (sum of rephasing and nonrephasing) spectra consisted of two major

features: a positive stimulated emission (SE)/ground state bleach (GSB) feature centered

around the detection wavelength of 880 nm corresponding to the B875 peak in the absorption

spectrum of LH1 complex, and a negative excited state absorption (ESA) feature around the

detection wavelengths between 800 nm and 860 nm. The positive SE feature also exhibited

a sub-200 fs, downhill relaxation at the excitation wavelength of 860 nm, which was better

visualized in the rephasing [Figure 5.1(a), 5.1(b)] and absorptive [Figure 5.1(e), 5.1(f)] 2DES

spectra. By 200 fs, most amplitudes of the SE feature arising from a broad manifold of

excitonic states between the 760 nm and 860 nm region had relaxed to the lowest excitonic

state centered around 880 nm. The ESA feature around the excitation wavelength of 830

nm in the nonrephasing 2DES spectra [Figure 5.1(c), 5.1(d)], as well as the ESA feature
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around the detection wavelength of 830 nm in the absorptive 2DES spectra [Figure 5.1(e),

5.1(f)] both suggested the existence of higher-lying excited states in the LH1 complex. These

characteristics in 2DES spectra were qualitatively comparable to those seen in the 2DES

spectra of LH1-only live cells from the L3 mutant [59, 61]. Although most excitonic states of

the LH1 complex were close in energy, a few could be resolved in the rephasing 2DES map at

the waiting time of 200 fs [Figure 5.1(b)]. Zooming in on the broad SE feature in the lower

off-diagonal region, there were four major peaks at the excitation wavelengths of 875 nm, 860

nm, 830 nm, and 810 nm, which would be designated as B875, B860, B830, and B810 state,

respectively, in the following discussion.
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Figure 5.1: Real part of the experimental 2DES spectra of LH1-only membranes in R.
sphaeroides at selected waiting time frames of (a, c, e) T = 20 fs and (b, d, f) T = 200 fs.
The results were separated into the (a, b) rephasing, (c, d) nonrephasing, and (e, f) purely
absorptive spectra (the sum of both rephasing and nonrephasing signals.) Each spectrum was
plotted with 500 contour lines and normalized to its respective maximum amplitude across
all wavelengths and waiting time.
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Upon selecting a pair of excitation and detection wavelengths on the 2DES amplitude

map, a waiting time trace representing the state-correlated population dynamics could be

drawn by plotting the corresponding amplitude in each waiting time frame. Selected waiting

time traces of rephasing and nonrephasing 2DES signals were plotted in Figure 5.2. In the

rephasing 2DES signals, both the real and imaginary part carry visible oscillations [Figure

5.2 (a), (b)] that mostly diminished after 200 fs. Both the trace of the SE/GSB feature

at P1R near the B860/B875 cross peak and the trace of the ESA feature at N2R near the

B875/B830 cross peak showed a slightly underdamped oscillation that lasts around 1 ps.

In the nonrephasing 2DES signals, there existed overdamped but observable oscillations in

the lower-energy (B875 and B860) regions of the 2DES amplitude map between 840 nm

and 890 nm, seen in the B860 diagonal peak (N1NR) as well as in the B860/B840 (N2NR),

B860/B875 (P1NR) cross peaks [Figure 5.2(c), (d)], whereas in the higher-energy (B830 and

B810) regions of the nonrephasing 2DES signals between 800 and 830 nm, oscillations on the

B830 (N3NR) and B810 (N4NR) diagonal peaks were partially overshadowed by the errors

on the mean values of 10 experimental replicates [Figure 5.2(e), (f)].

110



Figure 5.2: 2DES waiting time traces of LH1-only membranes at selected wavelengths on the
2DES map showing oscillations, indicating coherences resulting from simultaneous excitations
of multiple excited states. The top row shows time traces from the (a) real part and (b)
imaginary part of rephasing 2DES signals; the center row showed time traces from the (c)
real part and (d) imaginary part of nonrephasing 2DES signals within lower-energy region
between 840 nm and 890 nm; the bottom row showed time traces from the (e) real part and
(f) imaginary part of nonrephasing 2DES signals within higher-energy region between 800
nm and 830 nm. Selected wavelengths (λex, λdet) were labeled as: P1R (850, 890) nm, P2R
(850, 860) nm, P3R (880, 890) nm, N1R (860, 840) nm, N2R (890, 840) nm, N3R (890, 860)
nm, P1NR (860, 890) nm, N1NR (860, 860) nm, N2NR (860, 840) nm, N3NR (830, 830) nm,
and N4NR (820, 810) nm. Each waiting time trace was normalized to the maximum absolute
value of the corresponding 2DES signal, and was overlaid with the standard error on the
mean (shaded area) from 10 replicates at each time point.
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To further analyze the patterns of oscillations seen in the waiting time traces in Figure

5.2, coherence beating maps of LH1-only membranes were generated after de-trending the

traces with exponential decaying kinetics and performing Fourier transform to the residuals

at each frequency point on the 2DES spectra. Due to the complex-valued nature of 2DES

signals, beating maps resulting from Fourier transform in positive and negative frequencies

had complementary yet distinct features. The sign convention used in this work was defined

such that a density matrix element of |e1〉 〈e2| evolving during the waiting time T would have

a positive oscillation frequency when the state |e1〉 is higher in energy than the state |e2〉.

Beating maps at the ±563 cm−1, ±735 cm−1 from both rephasing and nonrephasing

2DES signals of LH1-only membranes were plotted in Figure 5.3 and 5.4. In the coherence

beating maps from rephasing 2DES signals, the lower-excitation energy region of the broad

SE/GSB feature near the B860/B875 cross peak exhibited negative beating at both frequencies

in the rephasing signals [Figure 5.3(a) and 5.4(a)], while the upper diagonal region of the ESA

feature around the B875/B830 cross peak had intense positive beatings at both frequencies

[Figure 5.3(b) and 5.4(b)]. In the nonrephasing beating maps, the SE/GSB feature around

the B875 diagonal peak showed negative beatings at both frequencies [Figure 5.3(c) and

5.4(c)].

Upon closer examination, however, some unusual patterns could be seen in the coherence

beating maps at the beating frequency of +563 cm−1 and +735 cm−1 from the nonrephasing

2DES signals [Figure 5.3 (d) and 5.4 (d)]. In the higher-energy (B830 and B810 states) region

on the nonrephasing 2DES map between 800 nm and 830 nm, where the ESA feature had

only less than 3% of the maximum amplitude, beating modes at +563 cm−1 and +735 cm−1

consistently showed up in all of the replicate experiments. These frequencies matched with

peak locations observed in the resonance Raman spectrum of BChl with accuracy given our

spectral resolution [62, 63].
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Figure 5.3: Coherence beating maps of LH1-only membranes showing the Fourier transform
spectra of residuals from global analysis. Four beating maps are plotted from (a) Rephasing
part at the beating frequency ωT = −563 cm−1; (b) rephasing part at ωT = +563 cm−1;
(c) nonrephasing part at ωT = −563 cm−1, and (d) nonrephasing part at ωT = +563 cm−1,
respectively. Each beating map is plotted with 500 color-filled contours, on which the
corresponding 2DES signal is overlaid as 25 contours. Solid contours indicate positive 2DES
signals, whereas dotted contours indicate negative 2DES signals. Red diagonals are drawn to
guide the eye for the beating frequency offset from the electronic states.
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Figure 5.4: Coherence beating maps of LH1-only membranes showing the Fourier transform
spectra of residuals from global analysis. Four beating maps are plotted from (a) Rephasing
part at the beating frequency ωT = −735 cm−1; (b) rephasing part at ωT = +735 cm−1;
(c) nonrephasing part at ωT = −735 cm−1, and (d) nonrephasing part at ωT = +735 cm−1,
respectively. Each beating map is plotted with 500 color-filled contours, on which the
corresponding 2DES signal is overlaid as 25 contours. Solid contours indicate positive 2DES
signals, whereas dotted contours indicate negative 2DES signals. Red diagonals are drawn to
guide the eye for the beating frequency offset from the electronic states.
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Beating maps at lower frequencies show

Figure 5.5: Coherence beating maps of LH1-only membranes showing the Fourier transform
spectra of residuals from global analysis. Four beating maps are plotted from (a) Rephasing
part at the beating frequency ωT = −103 cm−1; (b) rephasing part at ωT = +103 cm−1;
(c) nonrephasing part at ωT = −103 cm−1, and (d) nonrephasing part at ωT = +103 cm−1,
respectively. Each beating map is plotted with 500 color-filled contours, on which the
corresponding 2DES signal is overlaid as 25 contours. Solid contours indicate positive 2DES
signals, whereas dotted contours indicate negative 2DES signals. Red diagonals are drawn to
guide the eye for the beating frequency offset from the electronic states.
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Figure 5.6: Coherence beating maps of LH1-only membranes showing the Fourier transform
spectra of residuals from global analysis. Four beating maps are plotted from (a) Rephasing
part at the beating frequency ωT = −195 cm−1; (b) rephasing part at ωT = +195 cm−1;
(c) nonrephasing part at ωT = −195 cm−1, and (d) nonrephasing part at ωT = +195 cm−1,
respectively. Each beating map is plotted with 500 color-filled contours, on which the
corresponding 2DES signal is overlaid as 25 contours. Solid contours indicate positive 2DES
signals, whereas dotted contours indicate negative 2DES signals. Red diagonals are drawn to
guide the eye for the beating frequency offset from the electronic states.
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Coupling between excitonic states and vibrational modes in the LH1 complex can be

visualized by the integrated power spectra in Figure 5.7. The power spectra of coherence

beating maps were summed over all detection wavelengths; the resulting power spectra were

plotted against excitation wavelength axis and beating frequency axis. The integrated power

spectra in Figure 5.7 thus highlighted the coherences that were active upon excitation at a

certain wavelength. This analysis was recently used to examine the dependency of vibrational

coupling on specific electronic bands in LH2 and FMO complexes [64]. From the nonrephasing

integrated power spectrum [Figure 5.7(a)], coupling to lowest beating frequencies (<100

cm−1) appeared to be ubiquitous across all accessible excitonic states, among which the

strongest coupling intensity lay in the main absorption band at 875 nm.
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Figure 5.7: Integrated power spectra of beating maps over all detection wavelengths of (a)
nonrephasing and (b) rephasing 2DES beating maps of LH1-only membranes. Two bands of
vibrations observed in the rephasing power spectrum indicated that different pools of local
vibrations were coupled to individual excited state in the LH1 exciton manifold.
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There are a number of explanations that may account for these observations: (1) BChl

vibrational wave packets on the ground electronic state; (2) BChl vibrational wave packets

on the excited electronic states; (3) mixed vibronic coherences arising from the mixing of

electronic and vibrational characters among excited-state potential energy surfaces; (4) two or

more vibrational modes activated simultaneously among coupled excited states. Vibrational

coherences observed in 2DES are identified using predictions from the displaced harmonic

oscillator (DHO) model [65]. The DHO model depicts a quantum system as a collection

of harmonic potentials representing an electronic ground state and multiple excited states,

each having a displaced nuclear coordinate with respect to the ground state potential energy

surface. This model has been commonly used to describe couplings between electronic degrees

of freedom and nuclear coordinates. In the following analysis, we assume a simple three-state

system with one vibrational mode. Double-sided Feynman diagrams of major pathways

contributing to the rephasing and nonrephasing 2DES signals according to the DHO model

were drawn in Figure 5.8 [39, 40, 65].

From the high-frequency coherence beating maps of rephasing 2DES signals at ±563

cm−1 and ±735 cm−1[Figure 5.3(a), 5.3(b), 5.4(a), and 5.4(b)], we see that the upper off-

diagonal features in positive frequencies along with the lower off-diagonal features in negative

frequencies resemble those found in DHO model [Figure 5.9(a)]. Given the fact that these

beating frequencies are also consistent with the vibrational modes seen in the Qy-excited

resonance Raman spectrum of BChl a films [63], our observations of these high-frequency

beatings in the rephasing 2DES signals could be vibrational coherences established on the

bright B875 excitonic state of the LH1 complex. From the predictions of double-sided Feynman

diagrams, we know that vibrational coherences with positive beating frequencies arising from

GSB features (stars and triangles in Figure 5.8, 5.9 and 5.10) at the upper off-diagonal region

appear only when the initial equilibrium state of the system has no vibrational quanta. Given

the fact that the experiment was conducted at ambient temperature, with the thermal energy
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around 200 cm−1, we can safely assume that the vibrational modes of neither 563 cm−1

nor 735 cm−1 on the ground electronic state potential energy surface can be significantly

occupied. Thus, any upper off-diagonal coherences carrying positive beating frequencies

observed in the rephasing 2DES must be of excited state origins, confirming our suggestion

that +563 cm−1 and +735 cm−1 coherences exist on the bright B875 excitonic state.

Figure 5.8: Double-sided Feynman diagrams showing dynamic pathways contributing to
the (a) rephasing and (b) nonrephasing 2DES signal from a three-state system coupled to
a vibrational mode. Time evolves from the bottom to the top of each diagram. Arrows
indicate light-matter interactions in the third-ordered nonlinear signals. Abbreviations used
in the figure are: SE for stimulated emission, GSB for ground-state bleach, and ESA for
excited-state absorption.
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Figure 5.9: Model beating maps of (a) rephasing and (b) nonrephasing 2DES signals from
an electronic system coupled to a high frequency vibrational mode at ωT = +Ω (red) and
ωT = −Ω (blue), respectively. Symbols indicating coherences from distinct Feynman pathways
are denoted in Figure 5.8. Bold diagonals indicate the electronic energies, whereas the thin
diagonals are drawn with offsets equal to the difference in energy between two electronic
states. Dashed diagonals indicate the vibrational frequency offsets from the electronic state
(bold gray), while dashed-dotted diagonals indicate the vibrational frequency offsets from the
electronic energy gap diagonals (thin gray).
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Figure 5.10: Model beating maps of (a) rephasing and (b) nonrephasing 2DES signals from
an electronic system coupled to a low frequency vibrational mode at ωT = +Ω (red) and
ωT = −Ω (blue), respectively. Symbols indicating coherences from distinct Feynman pathways
are denoted in Figure 5.8. Bold diagonals indicate the electronic energies, whereas the thin
diagonals are drawn with offsets equal to the difference in energy between two electronic
states. Dashed diagonals indicate the vibrational frequency offsets from the electronic state
(bold gray), while dashed-dotted diagonals indicate the vibrational frequency offsets from the
electronic energy gap diagonals (thin gray).
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It is worth noting that the separations between individual peaks in the higher-energy

region (B810 and B830 states) in both +563 cm−1 and +735 cm−1 coherence beating maps

were smaller than the respective observed beating frequencies, ruling out the possibility

that these beatings were due to pure vibrational coherences on either the ground state or

the excited states; a pure vibrational coherence would have appeared at an offset from the

diagonal as predicted in Figure 5.9 and 5.10. We therefore hypothesize that the observed

beatings patterns at +563 cm−1 and +735 cm−1 on the two higher-lying LH1 excitonic states,

B810 and B830, were of vibronic origins.

From the double-sided Feynman diagrammatic analysis in Figure 5.8, it was predicted

that coherences from ground state vibrations will show up at the diagonal locations as

GSB features on the 2DES coherence beating maps in positive (negative) frequencies from

nonrephasing (rephasing) 2DES signals. In the beating maps of ±103, ±195, and ±345

cm−1 from our results [Figure 5.5, 5.6, and 5.13 (a), (d)], beating amplitudes at the diagonal

peak of (860, 860) nm could be seen, suggesting these vibrations exist on the ground state

potential energy surface of the LH1 complex. Ground state coherences were thought to have

impacts on energy transfer efficiencies by modulating the energy levels of energy-donor and

energy-acceptor states and therefore establishing resonant conditions that are ideal for energy

transfer processes [66].

One intriguing fact from the high-frequency coherence beating map of rephasing 2DES

signals is that, no beating intensity at B810/B830 states was resolved in the +735 cm−1 map

from rephasing 2DES signals [Figure 5.4 (b)], contrary to the ones seen in the nonrephasing

counterpart [Figure 5.4 (d)]. Predictions from Figure 5.8(a) and 5.9(a) indicated that a

high-frequency vibrational coherence on the excited state contributing to an ESA pathway

would show up on the upper off-diagonal part of the rephasing 2D coherence beating map

[red squares in Figure 5.9(a)]. Lack of resolvable excited-state vibration coherences in the

rephasing 2D coherence beating maps thus further increased our confidence in the vibronic
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origins of coherences on B810/B830 higher-lying excitonic states seen in the nonrephasing

2D beating maps.

From the −103 cm−1 and −195 cm−1 of rephasing 2D coherence beating maps [Figure

5.5(a) and 5.6(a)], coherences on the B875 exciton state of LH1 complexes had decaying

intensities as the detection wavelength decreases. This effect could presumably arise from, but

not limited to, two factors: (1) relative Franck-Condon factors of B8750-to-B830 and B875-

to-B860 transitions, or (2) strengths of Huang-Rhys factors of the B875-to-B860 transition

with vibrational degrees of freedom. From the Feynman diagram analysis in Figure 5.8(a),

the strength of an ESA pathway, thus the strength of the excited-state vibrational coherence

observed through this pathway, depended on electronic transitions 〈g,Ων0| → 〈e1,Ων1| and

|e1,Ων2〉 → |f1n,Ων3〉. Therefore, a difference in Franck-Condon factors between different

|e1〉 → |f1n〉 transitions would produce a distribution of beating intensities seen in our

beating map. On the other hand, if there were significant couplings between the B875-to-

B860 transition and low-frequency vibrations at 103 cm−1 and 195 cm−1, relative intensities

of ESA signals and their associated vibrational coherences would be determined by the

relative Huang-Rhys factors from corresponding vibrational modes.

Multiple beating frequencies resolved in this work have been identified in isolated BChl

and the peripheral antenna complex LH2 in purple bacteria. In one work on BChl [34], several

beating frequencies of 80, 160, 200, 280, 340, 400 cm−1 were resolved in rephasing 2DES

and assigned to mutually-coupling modes responsible for wave packets on both the ground

state and the excited state potential energy surfaces. In another work on BChl [35], beating

frequencies of 572 and 741 cm−1 in the rephasing 2DES were shown in agreement with the

DHO model and thus concluded to be of vibrational origins; low frequencies of 202 and 349

cm−1, however, were shown to deviate from the DHO model. A separate work focusing on

exciting both Qy (0-0) and Qy (0-1) vibronic transitions in BChl [36] assigned a beating

frequency of 745 cm−1 with a 500-fs dephasing time to the vibrational coherence on the Qy
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excited state, based on the beating coherence maps from both rephasing and nonrephasing

2DES signals. In a recent work, the vibrational mode of 728 cm−1 was reported to have

strong vibronic coupling to the Qy transition in BChl [37].

The resolved coherences in the LH1 membranes from R. sphaeroides in this work have

been seen in some other purple bacterial species. In one work on the BChl dimer-containing

B820 subunit of the LH1 complex from another purple bacteria R. rubrum G9 [67], beating

frequencies of 345, 416, 546, and 735 cm−1 were observed in the rephasing 2DES at the

main diagonal peak at (820, 820) nm, as well as at the off-diagonal peaks at (830, 810)

nm and (810, 830) nm; these beating frequencies were assigned to vibronic coherences after

assuming the disorder in site energies of two BChl molecules in the B820 subunit, though a

later study [68] suggested that the observed coherences were not unique in B820 subunit but

were Franck-Condon active vibrational modes of the BChl monomer. In another 2DES work,

coherences at 110 and 190 cm−1 were resolved in the LH1 complex from Thermochromatium

tepidum [43]. Earlier studies on the LH2 complex in R. sphaeroides [41, 42] found the

existence of coherence around 750 cm−1, the frequency close to the energy gap between two

major electronic states in the LH2 complex, B800 and B850; this observed coherence was

considered a vibrational mode that could assist the energy transport between B800 and B850

[69, 70]. A recent study on the LH2 complex [64] further suggests that B800 and B850 states

were coupled to distinct pools of vibrational modes.

The ultimate question here is whether our observed beating patterns in LH1 membranes

from R. sphaeroides were purely vibrational coherences originated from ground-state BChl

molecules, on the LH1 excitonic states, or vibronic coherences due to strong coupling of

certain excitonic states to nuclear motions. The DHO model with one vibrational mode

used in this work partially explained the observed coherences. Discrepancies between the

DHO model and our coherence analysis, especially the coherences on B810/B830 states in

nonrephasing beating maps, could result from the fact that these coherences were of vibronic
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origins, or that there were multiple vibrational modes coupled to the electronic transitions

to higher-lying excited states, or that multiple coherent pathways were opened through

multi-vibrational-mode couplings [71].

5.4 Vibronic Coherences in LH1 Complex as Evolutionary Knobs

for Light Harvesting within Purple Bacteria

In summary, we have conducted a detailed study on coherences observed in LH1-only

membranes from Rhodobacter sphaeroides with simultaneous Fourier analysis on the rephasing

and nonrephasing 2DES experiments. We have extracted cell membranes from a mutant

expressing only the LH1 complex as its sole light harvesting protein. We have simultaneously

analyzed rephasing and nonrephasing 2DES data and generated coherence beating maps

that contain abundant information on detailed electronic structures of LH1-only membranes.

Vibrational coherences on the B875 exciton state and vibronic coherences on B810/B830

higher-lying excitonic states are assigned. These assignments are nevertheless subject to

challenges, given the complexity of overall electronic structures of LH1 complexes. Future

research efforts, such as conducting 2DES experiments across other mutants, under different

excitation laser spectra [72], or incorporating more sophisticated theoretical models like a

DHO model with multiple vibrational modes, are expected to provide a more comprehensive

understanding on the energy landscape of the excited states in bacterial light harvesting.

Lastly, we conjecture that the existence of a dense, broad manifold of excitonic states within

the LH1 complex, combined with the observed vibronic couplings and vibrational network

in this research work, may facilitate the overall light harvesting process by creating vastly

accessible channels through which excitation energy flows.
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5.5 Supplementary Details

5.5.1 Linear Absorption Spectra from UV-Vis Measurement and Frenkel

Exciton Model

Figure 5.11: Linear absorption spectra of LH1-only membranes from the UV-Vis measurement
(blue curve) and from simulation results of the Frenkel exciton model without (red sticks)
and with (green curve) homogeneous linewidths.
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5.5.2 Details on the Frenkel Exciton Modeling of LH1 Complex

Excitonic states of LH1 were simulated to aid the analysis of our 2DES results. A Frenkel

exciton model was used, including the Qy, Qx, Soret (By, and Bx) bands of bacteriochlorophyll

a (BChl) molecules as well as the first four S0-S2 vibronic transitions of carotenoid (Car)

molecules, to simulate the excitonic states of LH1; the dipole moments, transition energies,

and the orientations of transition dipoles of these site transitions are selected and empirically

fitted to match the experimental linear absorption spectrum at room temperature [73, 74].

Rather than adopting a ring-shaped arrangement of 32 BChl molecules as that in our previous

study, we chose an S-shaped arrangement of 56 BChl molecules identified in the electron

microscope images of LH1 complexes [6]. As a second major change from our previous model,

dipolar couplings between BChl (Q and Soret bands) and Car (S0-S2 bands) molecules were

included based on the evidence that these couplings resulted in the non-conservative Qy CD

signal [74]. Due to the limited resolution from the EM images, 28 Car molecules were inserted

into the LH1 complex by using their relative positions and orientations with respect to the

β-BChl molecules in the crystal structure of LH2 complex of Rhodopseudomonas acidophila

as a proxy [2].

To account for local fluctuations of the protein environment, we used the established LH1

model Hamiltonian and added site disorders a posteriori as Gaussian distributions around

the site transition energies. The site inhomogeneous disorders were set at 230 cm−1, 316

cm−1, 502 cm−1, 476 cm−1, and 339 cm−1 for BChl (Qy, Qx, By, Bx) and Car (S0-S2)

bands, respectively. A total of 3,000 Hamiltonians was realized to reflect the nature of

inhomogeneous ensemble of LH1 complexes in the condensed phase.
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Table 5.1: Calculated result of the 56 lowest excitonic state (BChl Qy band) energies (in both
wavenumber and wavelength) and their corresponding oscillator strengths of an S-shaped
LH1 complex from R. sphaeroides. No site inhomogeneous disorders were included.

Eigenstate

k

Eigenenergy Ek

in nm (cm−1)

Norm. Osc.

Strength

Eigenstate

k

Eigenenergy Ek

in nm (cm−1)

Norm. Osc.

Strength
1 877.1 (11401) 0.27 29 806.8 (12395) 0.0034
2 876.44 (11410) 0.032 30 806.1 (12405) 0.0016
3 875.4 (11423) 1 31 805.5 (12414) 0.0014
4 874.2 (11440) 0.0054 32 804.9 (12423) 1.2×10−4

5 873.24 (11452) 0.77 33 804.0 (12438) 0.0028
6 871.7 (11472) 0.054 34 803.1 (12452) 6.6×10−4

7 869.7 (11499) 0.012 35 802.0 (12469) 8.8×10−4

8 868.4 (11515) 7.9×10−4 36 800.8 (12488) 0.0021
9 866.6 (11539) 0.051 37 799.8 (12503) 0.0016
10 864.3 (11570) 0.0080 38 798.5 (12523) 0.0028
11 862.2 (11598) 0.017 39 797.2 (12543) 0.0023
12 860.9 (11615) 0.0016 40 796.4 (12557) 0.0037
13 858.5 (11649) 0.0089 41 795.3 (12573) 1.0×10−4

14 856.0 (11682) 3.9×10−4 42 794.2 (12591) 0.0020
15 853.9 (11711) 0.0093 43 793.3 (12606) 0.0011
16 852.2 (11735) 1.8×10−4 44 792.5 (12619) 0.0020
17 849.8 (11767) 0.0093 45 791.8 (12630) 0.0011
18 847.2 (11803) 4.7×10−4 46 790.8 (12645) 0.0025
19 845.6 (11826) 0.0021 47 790.1 (12657) 0.0018
20 843.7 (11852) 4.6×10−5 48 789.5 (12666) 0.0025
21 841.4 (11885) 0.0012 49 789.0 (12674) 0.0014
22 839.5 (11911) 0.0020 50 788.5 (12683) 0.0074
23 838.0 (11934) 0.0017 51 788.1 (12688) 0.0048
24 836.4 (11955) 2.4×10−5 52 787.8 (12694) 0.081
25 835.0 (11976) 1.7×10−4 53 787.4 (12700) 0.0018
26 834.0 (11991) 1.5×10−4 54 787.2 (12703) 0.085
27 833.2 (12001) 7.0×10−4 55 787.2 (12704) 0.032
28 832.8 (12007) 3.5×10−4 56 787.0 (12706) 0.023
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Table 5.2: Calculated result of the 56 lowest excitonic state (BChl Qy band) energies (in both
wavenumber and wavelength) and their corresponding oscillator strengths of an S-shaped
LH1 complex from R. sphaeroides. Site inhomogeneous disorders of BChl Qy, Qx, By, Bx
transitions were included. The result was generated from an ensemble of 3000 LH1 complexes.

Eigenstate

k

Eigenenergy Ek

in nm (cm−1)

Norm. Osc.

Strength

Eigenstate

k

Eigenenergy Ek

in nm (cm−1)

Norm. Osc.

Strength
1 903.6 (11067) 0.095 29 815.3 (12266) 0.0039
2 898.3 (11132) 0.97 30 811.3 (12326) 0.0022
3 894.96 (11174) 1 31 808.6 (12367) 0.0036
4 892.1 (11209) 0.96 32 806.2 (12403) 0.010
5 889.5 (11242) 0.11 33 804.1 (12436) 7.8×10−4

6 887.0 (11274) 0.41 34 802.2 (12466) 0.0073
7 884.5 (11306) 0.60 35 800.2 (12496) 0.0013
8 882.0 (11338) 0.11 36 798.4 (12525) 0.0032
9 879.4 (11371) 0.39 37 796.6 (12553) 0.0035
10 876.8 (11405) 0.49 38 794.9 (12580) 0.0054
11 874.1 (11440) 0.12 39 793.2 (12607) 0.0049
12 871.5 (11475) 1.3×10−4 40 791.6 (12633) 0.022
13 868.7 (11512) 0.17 41 790.1 (12657) 0.010
14 865.9 (11549) 0.020 42 788.5 (12682) 0.0053
15 863.1 (11586) 0.048 43 787.0 (12707) 0.0031
16 860.3 (11624) 0.0041 44 785.6 (12730) 0.016
17 857.5 (11662) 0.062 45 784.2 (12752) 0.036
18 854.6 (11701) 0.024 46 782.8 (12775) 0.030
19 851.8 (11740) 0.020 47 781.4 (12797) 0.0091
20 849.1 (11777) 0.037 48 780.1 (12819) 0.025
21 846.4 (11815) 0.016 49 778.7 (12841) 0.018
22 843.7 (11853) 0.0024 50 777.3 (12864) 0.021
23 841.0 (11891) 0.013 51 775.9 (12888) 0.069
24 838.4 (11928) 0.0061 52 774.4 (12913) 0.022
25 835.8 (11965) 0.019 53 772.7 (12941) 0.057
26 833.0 (12005) 0.0025 54 770.8 (12973) 0.11
27 830.0 (12048) 0.030 55 768.3 (13016) 0.12
28 826.0 (12106) 0.043 56 764.2 (13085) 0.018
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To facilitate the interpretation of the observed beating results, we first resorted to the

Frenkel exciton model of a single LH1 complex, i.e. with no static or dynamic disorder

induced due to the fluctuation of the protein environment. As seen from the simulated LH1

Hamiltonian results from Table 5.1, the strongest peak was located at 875.4 nm (11 423

cm−1), closer to the position of the commonly known B875 absorption peak in the LH1

complex from Rhodobacter sphaeroides.

Upon closer scrutiny, there were two main discrepancies between the simulated excitonic

states and the experimental 2DES results of LH1 complexes in our no-disorder Frenkel exciton

model: the energy mismatch between the lowest-energy state in the simulation and the broad

stimulated emission feature in the 2DES, as well as a red shift of the upper BChl Qy band.

First, the state with the lowest energy was located at 877.1 nm (11 401 cm−1), compared

to 880 nm (11 364cm−1) for the observed stimulated emission features of LH1 complexes in

the 2DES. Second, the peak positions of the highest-energy state associated with BChl Qy

transitions were mismatched between the simulated and the measured absorption spectrum.

Two possible assumptions exist to explain these observed discrepancies. The first

assumption is that, the absence of static disorders in the model has led to an overestimation

of the homogeneous linewidth of BChl Qy band during the Hamiltonian fitting process. In

other words, spectral broadening of the absorption peak at 875 nm seen in the measured

UV-Visible spectrum was largely due to both homogeneous broadening and the excitonic

energy splitting within the lower-energy BChl Qy band. To compensate for this discrepancy,

we generated a separate simulated absorption spectrum averaged over 3,000 LH1 complexes

with normally distributed site inhomogeneous disorders (Figure 5.11 and Table 5.2). A major

improvement from including static disorders in the Frenkel exciton model can be seen by

the red-shifting of lower-energy BChl Qy band, in agreement with the observation of the

B896 band, the lowest excitonic state assigned to the LH1 complex, in spectral hole-burning

experiments [75].
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The second assumption is that the lack of excitonic/vibronic couplings in the model

LH1 Hamiltonian has diminished the energy splitting between the lower- and higher-energy

BChl Qy bands in the LH1 complexes. From a two-level system, we know that the energy

splitting between the lower- and the higher-energy eigenstates after mixing will increase

as the coupling between two levels increases. Following a similar logic, we can argue that

the energy splitting between lower- and higher-energy BChl Qy bands can be increased by

introducing more couplings among all possible site transitions on BChl molecules in the LH1

complex, thus pushing the lower-energy BChl Qy band toward the longer-wavelength side of

the spectrum.

5.5.3 Summary on Two-Dimensional Electronic Spectroscopy (2DES)

2DES is a third-order technique that involves three ultrafast laser pulses, each delayed

by a time interval, interacting with a sample in a time-sequential fashion. After the first

pulse interacts with the sample, the system is promoted to a coherence between the ground

and electronic excited state and starts evolving a time-dependent phase related to the energy

gap between ground and the electronic excited state until the second pulse arrives at the

sample after a time delay (coherence time, τ). The system is let to evolve for another time

delay (waiting time, T ), during which excited-state dynamics of the sample can be probed,

before the third pulses interacts with the sample. Afterwards, the system is put to another

coherence between two electronic states. The 2DES signal emerges from the sample as a

function of the time elapsed after the interaction with the third pulse (detection time, t; it

was also referred to as the “rephasing time” in early 2DES works) and is detected at a specific

phase-matching direction. Spectral data from a 2DES experiment elucidates excited-state

dynamics by correlating the excitation and detection energy at different delay time.

Depending on the relative phase evolution during coherence time and detection time,

2DES signals can be categorized into two types. A rephasing 2DES signal occurs when
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the phase evolves with opposite signs between the two time delays, which means the phase

acquired by the system during these delays is subtractive. A rephasing signal becomes the

largest when the phase evolution during the detection time fully cancels out that during

the coherence time. For a nonrephasing signal, on the other hand, the phase evolves with

the same signs during the two time delays; that is, the phase acquired by the system is

accumulative rather than subtractive. The strength of a nonrephasing signal, therefore,

follows the behavior of a free-induction decay: it peaks right when the third pulse interacts

with the sample and exponentially decays to an asymptotic zero.
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5.5.4 Experimental Setup of Gradient-Assisted Photon Echo Spectroscopy

(GRAPES)

Figure 5.12: Schematic of GRAPES experimental setup. Red lines indicate the beam paths
from the Ti:sapphire regenerative amplifier laser source to the CMOS camera detector.
Abbreviations used in the schematic correspond to the following parts: M: flat mirrors;
FM1, FM2, FM3: concave spherical mirrors; CM1, CM2: chirped mirrors; BS: 50/50
beamsplitter; GBS: 60/40 beamsplitter for GRAPES; CG: 1-mm compensating glass; TS:
computer-controlled translational stage; CB: chopper blade; CCM: cylindrical concave mirror;
MS: mechanical stage mount; S: sample cell; BB: beam block for beams 1 and 2; SF: spatial
filter for beam 3. The setup for GRAPES mirror assembly is drawn as an inset [53].
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5.5.5 Procedure for Fitting Exponential Dynamics in the Waiting Time

Domain

The 2DES data from our experiment was a function of three variables: excitation

wavelength (λτ ), detection wavelength (λt), and waiting time (T ). For each (λτ , λt) pair, we

assumed the kinetics in T-domain to be in the form of a multi-exponential decays:

S2D(T, λτ , λt) =
K∑
n=1

An(λτ , λt)e
−bn(λτ ,λt)T (5.1)

To extract the oscillating frequencies of waiting time traces, we chose the number of

exponentials to be 3 (i.e., K=3), and added a coefficient A4 (λτ , λt) to account for the

spontaneous decay lifetime of the excited states that exceeded beyond our experimental

time frame. Each time trace in the whole (λτ , λt) range was fitted independently to the

multi-exponential model to obtain a set of decay constants, (b1, b2, b3), followed by averaging

each decay constant over the (λτ , λt) regions where main signals appeared in the 2DES data.

The averaged decay constants, (b1, b2, b3), were then set for all time traces in the second

multi-exponential fitting process to obtain the (λτ , λt)-dependent amplitude maps, A1 (λτ ,

λt), A2 (λτ , λt), A3 (λτ , λt), and A4 (λτ , λt). The experimental data was de-trended using

the tri-exponential model with fitted parameters, and the resulting residuals were transformed

into the frequency domain (ωT ) by Fast Fourier Transform (FFT) algorithm.
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5.5.6 Additional 2DES Coherence Beating Maps of LH1-Only Membranes

Figure 5.13: Coherence beating maps of LH1-only membranes showing the Fourier transform
spectra of residuals from global analysis. Four beating maps are plotted from (a) Rephasing
part at the beating frequency ωT = −345 cm−1; (b) rephasing part at ωT = +345 cm−1;
(c) nonrephasing part at ωT = −345 cm−1, and (d) nonrephasing part at ωT = +345 cm−1,
respectively. Each beating map is plotted with 500 color-filled contours, on which the
corresponding 2DES signal is overlaid as 25 contours. Solid contours indicate positive 2DES
signals, whereas dotted contours indicate negative 2DES signals. Red diagonals are drawn to
guide the eye for the beating frequency offset from the electronic states.
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Figure 5.14: Coherence beating maps of LH1-only membranes showing the Fourier transform
spectra of residuals from global analysis. Four beating maps are plotted from (a) Rephasing
part at the beating frequency ωT = −413 cm−1; (b) rephasing part at ωT = +413 cm−1;
(c) nonrephasing part at ωT = −413 cm−1, and (d) nonrephasing part at ωT = +413 cm−1,
respectively. Each beating map is plotted with 500 color-filled contours, on which the
corresponding 2DES signal is overlaid as 25 contours. Solid contours indicate positive 2DES
signals, whereas dotted contours indicate negative 2DES signals. Red diagonals are drawn to
guide the eye for the beating frequency offset from the electronic states.
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5.5.7 Integrated Power Spectra of Coherence Beating Maps Over All

Excitation Wavelengths

Figure 5.15: Integrated power spectra of coherence beating maps over all excitation wave-
lengths of (a) nonrephasing and (b) rephasing 2DES beating maps of LH1-only membranes.
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CHAPTER 6

INTER-EXCITONIC COUPLING AND RELAXATION

DYNAMICS IN PHYCOBILISOMES FROM

CYANOBACTERIUM SYNECHOCOCCUS ELONGATUS PCC

7942 EXAMINED BY TWO-DIMENSIONAL ELECTRONIC

SPECTROSCOPY

6.1 Challenges of Studying Excited-State Dynamics in

Phycobilisomes

Photosynthesis is an intricate cascade of biochemical processes that convert solar energy

into chemical energy with which organisms provide their various cellular activities. Most

photosynthetic processes, including those occurring in plants, algae and cyanobacteria,

produce oxygen as their byproducts, and serve as one of the most influential results of

the evolutions leading to the current oxygen-rich atmospheric composition. In oxygenic

photosynthesis, the organisms develop a collection of molecular machinery to convert photons

from sunlight to proton gradients across organelle membranes, inducing water splitting and

the subsequent oxygen formation. The sunlight is first absorbed by the light-harvesting

complexes, the pigment-protein complexes with distinct photophysical properties specific to

each photosynthetic organism.

Cyanobacteria are one of the first group of photosynthetic prokaryotes that evolved

during the early stage of Earth. First appearing around 3.5 billion years ago on Earth,

cyanobacteria are now found dwelling in a wide range of aquatic terrains. The light harvesting

apparatus of cyanobacteria sits on their thylakoid membranes, which are predominantly

phospholipid bilayers. The light harvesting complexes in cyanobacteria are categorized into

two types, depending on their functions and absorption maxima: phycobilisomes (PBS) and
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photosystems (PS). Photosystems contain chlorophylls as their main chromophores and the

reaction center at their center. Photosystems bind chlorophylls tightly together to allow

excitation energy to transfer to the reaction center and initiate electron transfer reactions in

light–dependent reactions of photosynthesis; the energy transferred within photosystems are

often around 680 nm or 700 nm. Phycobilisomes, on the other hand, absorb in a higher–energy

region of the solar spectrum between 550 and 670 nm, not covered by chlorophyll absorption

spectrum, with the aid of chromophores called phycobilins, a family of tetrapyrrole compounds

that are covalently bound to the phycobiliproteins (PBP), comprising the structural basis of

phycobilisomes.

The hemidiscoidal structure of PBS on cyanobacterial and algal thylakoid membranes

has been observed via transmission electron microscopy [1, 2]. A PBS complex generally

consist of two major components: the core that sits on top of the thylakoid membranes and

are often connected to the PS; the rods of PBS extend from the core with four to six PBP

hexamers. PBS structures vary across all cyanobacterial and algal species in their number

and protein composition of rods and cores [3, 4, 5]: Synechocystis PCC 6803, for example,

has a tri-cylindrical core structure; whereas in Synechococcus elongatus, the core is made

of only two cylinders of PBP complexes [6], as seen in the cartoon illustration in Figure

6.1. Rods of the PBS supercomplex are responsible for absorbing lights between 550 and

650 nm, complementing the absorption spectrum of chlorophylls. The absorbed energy then

flows through the rods and is concentrated at the terminal emitter of the rods, where the

energy transfer between rods and cores take place. The cores of the PBS supercomplex

ultimately pass down the excitation energy to the photosystem II (PSII) or photosystem I

(PSI) embedded in the thylakoid membrane.
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Figure 6.1: Illustration of the phycobilisome supercomplex showing its generic assembly. TM:
thylakoid membrane; PSII: Photosystem II.

It is intriguing to ponder how energy transfer processes between PBS supercomplexes and

PSII/PSI are facilitated or regulated in the nature, and numerous studies have been attempting

to answer this question. Nonetheless, conducting time-resolved spectroscopic measurements

on PBS has its own obstacles. One important challenge arises from the structural fragility of

isolated PBS in vitro. In live cyanobacteria, PBS supercomplexes are not embedded within

but anchored onto the thylakoid membrane with anchoring proteins; more linker proteins

are responsible for holding rods and cores together. Typical isolation processes often break

the linkages established by linker proteins, making isolated PBS susceptible to spontaneous

disassembly. Even with a good isolation protocol, isolated PBS supercomplexes have short

shelf-lives and can limit the actual time frame, thus the ability to average out random noises

from optical scatters, in time-resolved spectroscopic experiments that usually takes up several
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hours of lab time.

In this Chapter, we present, to the best of our knowledge, the first 2DES results of

isolated PBS from the wild-type cyanobacterium Synechococcus elongatus PCC 7942 under

ambient temperature. We compare spectroscopic data from the original and revised isolation

protocols, and have shown that the revised protocol improves the purity of isolation by

effectively removing the chlorophylls from the ruptured cell solutions without significantly

increasing the complexity or time of the isolation process. We leverage the single-shot

capability of GRAPE spectroscopy to realize rapid averaging of 2D electronic spectra on

isolated PBS in real-time. We also discuss findings and some speculation from the 2DES

results of isolated PBS regarding its ultrafast dynamics.

6.2 Probing Inter-Complex Couplings and Energy Transfer within

PBS

6.2.1 Cell Culture and Isolation of PBS

Cell cultures of cyanobacterium Synechococcus elongatus PCC 7942 were grown pho-

totrophically in a pasteurized BG-11 medium. PBS supercomplexes were isolated following a

modified procedure from the literature [7]. Cell cultures were pelleted down by centrifugation

at 3,200 g (Eppendorf 5810R with A-4-81 Rotor) for 15 minutes, washed twice with a 0.8 M

phosphate buffer (pH 7.5) containing 1 mM EDTA, 1 mM phenylmethylsulfonyl fluoride, 1

mM hexanoic acid, 1 mM benzamidine and 50 µg/mL DNase. The cells were then ruptured

with 1-mm glass beads by vortexing on a homogenizer (BeadBug, Benchmark Scientific).

Broken cells were immediately incubated with Triton X-100 (2% v/v) for 30 minutes, after

which the solution was centrifuged at 20,000 g (IEC Micromax RF with IEC 851 Rotor) for

20 minutes to remove the cell debris. The supernatant was loaded onto a sucrose gradient

solution containing steps of 1.5 M, 0.75 M, 0.5 M, and 0.25 M sucrose. The sucrose gradient
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was then centrifuged at 100,000 g (Beckman) for 5 hours. Isolated PBS were collected from

the deep-blue portions of the gradient between 0.75 M and 1.5 M layers, and concentrated

with centrifugal filter units (MilliporeSigma Amicon, 10,000 Da) to the desired O.D. of 0.3 in

a 500-µm optical path. The purity and structural integrity of isolated PBS were examined by

both UV-Vis absorption and steady-state fluorescence spectra. All chemicals were purchased

from Sigma-Aldrich.

6.2.2 Steady-State Absorption and Fluorescence Spectroscopy

All measurements were performed under ambient temperature. The absorption spectrum

of PBS was recorded by a photodioarray single beam spectrophotometer (Agilent 8453), in

which a 1.0-mm quartz cuvette filled with PBS solutions was used. The fluorescence spectra

were measured using a spectrofluorometer (Fluorolog-3, Horiba) with a CCD array detector

(Synapse). Samples were prepared to have the O.D. between 0.01 and 0.03 in a 1.0-cm quartz

cuvette for fluorescence measurements. Fluorescence emission spectra of isolated PBS were

collected at the excitation wavelength between 550 nm and 700 nm with a 2-nm step size.

The range of detection wavelength was set to be between 560 nm and 860 nm with 0.25-nm

spectral resolution.

6.2.3 Two-Dimensional Electronic Spectroscopy

Details of 2DES have been documented extensively in the literature [8, 9, 10, 11], and

are provided here in brief for completion. The schematic of the 2DES experimental setup

for this study is drawn in Figure 6.2. The 2DES results of cyanobacterial phycobilisomes

presented here were obtained via GRadient-Assisted Photon Echo Spectroscopy (GRAPES)

[12, 13], a variation of 2DES that spatially encodes the time delay between the first two

pulses, coherence time τ , by focusing all excitation pulses to a vertical line onto the sample,

such that different vertical portions of the sample illuminated by excitation pulses experience
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difference coherence time delay.

The ultrafast laser pulse was generated from a 5-kHz Ti:sapphire regenerative amplifier

(Coherent Legend Elite USP), seeded with a 80-MHz Ti:sapphire laser (Coherent Micra),

resulting in a 35-fs pulse centered at 806 nm with a full width at half maximum of 30 nm.

The pulse was then focused into a pipe filled with argon gas (argon pressure = 18 psi) and

broadened spectrally, bounced off of a pair of chirped mirrors (−60 fs−2 at 800 nm) four

times, passed through the argon-filled pipe again and collimated. The intense residual power

of the fundamental spectrum was filtered with hot mirrors with a cutoff wavelength at 700

nm. The spectrally broadened pulse was compressed to 25 fs with a spatial light modulator

through multiphoton intrapulse interference phase scan algorithm [14]. The compressed

pulse was then split into two via a 50/50 beamsplitter, with one of them passing through

a motor-controlled translational stage (Soloist) to generate the waiting time delay, T . Two

pulses were further split into four pulses used in the 2DES experiment via a home-built

beamsplitter assembly containing a customized 60/40 beamsplitter and a silver mirror for

each beam path. The 60/40 beamsplitter had an anti-reflective-coating front surface and a

partially reflective back surface to allow for total compensation of the amount of dispersion

materials each pulse was passed through. Four pulses were focused via a cylindrical silver

mirror onto a vertical line at the sample. The attenuated local oscillator pulse, arriving

around 2 ps ahead of the other pulses and traveling at the same phase-matching direction as

the photon echo signal, was then passed through a spatial filter, spectrally dispersed inside

the spectrophotometer, and detected by a CMOS camera (Andor Zyla 5.5).
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Figure 6.2: Schematic of GRAPES experimental setup adopted in this work. Red lines
indicate the beam paths from the Ti:sapphire regenerative amplifier laser source to the CMOS
camera detector. Abbreviations used in the schematic correspond to the following parts: M:
flat mirrors; FM1, FM2, FM3: concave spherical mirrors; HM: 45° hot mirror at 700 nm;
CM1, CM2: chirped mirrors; BS: 50/50 beamsplitter; GBS: 60/40 beamsplitter for GRAPES;
CG: 1-mm compensating glass; TS: computer-controlled translational stage; CB: chopper
blade; CCM: cylindrical concave mirror; MS: mechanical stage mount; S: sample cell; BB:
beam block for beams 1 and 2; SF: spatial filter for beam 3. The setup for GRAPES mirror
assembly is drawn as an inset [13].
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6.2.4 Signal Processing and Analysis

The coherence time range was set to be from −350 fs to 350 fs over 1,080 camera pixels,

ensuring an above-Nyquist sampling frequency for both rephasing and nonrephasing signal

collection [15]. Each camera image was collected at a frequency of 8 Hz, equivalent to an

average of 625 laser shots. The waiting time stage is scanned from −500 fs to 2 ps with

a step size of 5 fs. A raw camera image contains the interference between the signal and

the local oscillator, as well as that between the local oscillator and unwanted pump scatters.

A Welch (parabolic) window was employed in Fourier domain of the waiting time to filter

high-frequency scatters [16]. A 40-pixel Hann window was applied in the detection time (t)

domain to isolate the heterodyned third-order signal. A Fourier transform in both coherence

time and detection time domain yielded a purely absorptive 2D spectrum at a single waiting

time. The absolute phase of the complex 2DES signal was assigned by fitting the processed

signal to a separately acquired pump-probe spectrum of the same waiting time range; this

procedure has been shown to be theoretically exact by projection-slice theorem [11]. All data

processing was performed by MATLAB on a 32-GB RAM desktop computer.

6.3 2DES Results of Isolated PBS

Representative 2DES amplitude maps of isolated PBS from Synechococcus elongatus

PCC 7942 at selected waiting time frames of 20 fs, 50 fs, 100 fs, and 2 ps were plotted in

Figure 6.3. The 2DES signals are dominated by the broad stimulated emission (SE) feature

around detection wavelength λdet = 650 nm. There was a minor excited-state absorption

(ESA) feature to the higher excitation energy side of the 2DES maps at all waiting times,

accounting for around 5% of the total signal magnitudes. At first glance, there appeared to

be no apparent change in overall lineshapes of both SE and ESA features, and there was

little decay in amplitude for the SE feature within the first 2 ps of excitation.
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Figure 6.3: Representative 2DES amplitude maps of isolated PBS from Synechococcus
elongatus PCC 7942 at early waiting time frames of 20 fs, 50 fs, 100 fs, and 2 ps. All spectra
were averaged over 3 replicates and normalized to the global maximal magnitude of the
acquired 2DES data.
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To examine the early-time dynamics in isolated PBS, several waiting time traces were

plotted at selected wavelength pairs on the 2DES amplitude map [Figure 6.4]. We could

follow the flow of excitation energy by taking a closer look on several states: the rod absorber

state at 623 nm, the rod emitter state at 650 nm, and the core emitter state at 680 nm.

One apparent observation from Figure 6.4 was that, amplitudes of traces from 623/623 nm

(blue) and 623/650 nm (red) seemed to be complementary, with a fast sub-30 fs kinetic

process followed by a much slower process; the fast process might be attributed to energy

transfer/re-equilibrium processes taking place within the rod, whereas the slow process might

reflect the radiative lifetime of excited states on the rod.

Figure 6.4: Selected waiting time traces from absorptive 2DES signals of isolated PBS. The
shaded areas overlaid on each trace indicated the standard on the mean of 3 replicates. Traces
were plotted from the excitation/detection wavelength pairs of 623/623 nm (blue), 623/650
(red), and 623/680 nm (green).
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We also performed a Fourier analysis on selected waiting time traces to see if there is

any sign of periodic oscillation, a signature of couplings between electronic states or vibronic

states. We subtracted the traces in Figure 6.4 from a bi-exponential fit, and performed

Fourier transform on the residuals, and plotted the normalized power spectra of each residual

in Figure 6.5. The strongest beating signals came from the trace at 623/650 nm (red) with

many resolved beatings. Another observation was that, some cross peaks in the 2D spectrum

share the same subsets of beating frequencies. For example, beatings at −72 cm−1, +200

cm−1, +258 cm−1, +300 cm−1 and +944 cm−1 were present in both 623/650 nm (red) and

623/680 nm (green) cross peaks; beatings at −29 cm−1 and −500 cm−1 could be seen in

both 623/623 nm (blue) diagonal peak and 623/650 nm (red) cross peak. One particular

beating frequency, +128 cm−1, was shared among three peaks.

Figure 6.5: Normalized beating power spectra from residuals of selected waiting time traces
plotted in Figure 6.4. at the excitation/detection wavelength pairs of 623/623 nm (blue),
623/650 (red), and 623/680 nm (green).
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6.4 Supplementary Experimental Details

6.4.1 Detailed Experimental Protocol for Isolating Intact PBS from

Synechococcus elongatus Cell Cultures

This protocol describes a normal two-day preparation of isolated phycobilisomes samples

for spectroscopic measurements. All procedures are to be conducted at ambient temperature

unless specified otherwise. The phosphate buffer used in this protocol includes 1 M potassium

phosphate, 1 mM EDTA, 1 mM hexanoid acid (caproic acid), 1 mM phenylmethylsulfonyl

fluoride (PMSF), 1 mM benzamidine, and 50 µg/mL Deoxyribonuclease I (DNase). Pellet

down the cell cultures at 4,000 r.p.m. (Sorvell centrifuge) for 30 minutes. Discard the

supernatant and transfer the cell pellet to a 50 mL falcon tube, followed by washing with 5

mL phosphate buffer twice to remove brownish white impurities. Centrifuge at 4,000 r.p.m.

(Eppendorf) for 10 min, decant out the supernatant, and resuspend the cell pellet in minimal

amount of phosphate buffer. From this point forward, all procedures are required to be

conducted in dark or minimal light condition due to the fragility of phycobilisomes when

devoid of attachment to intact thylakoid membranes. Load the suspended cell pellet solution

into 2.0 mL tubes already containing 1.0-mm silica beads (Benchmark Scientific) while

maintaining a 1:1 volume ratio between the cell solution and beads. Vortex the cell solution

in bead beating tubes in a homogenizer (Benchmark Scientific) for 1 min and immediately

chill the tubes on ice for 1 min. Repeat the vortexing one more time to complete the cell

rupturing process. Add Triton X-100 into the tubes to a 2% volume ratio (usually around

20-25 µL) and incubate for 30 min to extract water-soluble phycobilisomes from other cell

debris. Centrifuge the incubated solution at 20,000 g (IEC Micromax RF) for 20 min to

separate phycobilisomes supernatant from cell debris. Carefully pipette out blue supernatant

and avoid collecting green impurities. Wash the cell debris with 300 µL phosphate buffer

3-5 times and repeat the centrifugation step once to extract more phycobilisomes into the
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blue supernatant. Combine all blue supernatant parts and carefully load it onto a sucrose

step gradient containing layers of 1.5, 0.75, 0.5, and 0.25 M sucrose (volume ratio = 3:5:3:3)

in 1 M phosphate buffer, and centrifuge overnight at 100,000 g (Beckman) at 23◦C. Collect

the major blue band at the bottom of the sucrose gradient (between 0.75 and 1.5 M sucrose

layers), and concentrate with centrifugal filter units (MilliporeSigma Amicon, 10,000 Da) to

desired O.D. for UV-Vis, fluorescence, and 2DES measurements.

6.4.2 Spectroscopic Characterization of Isolated PBS

The UV-visible absorption spectrum of PBS isolated from Synechococcus elongatus PCC

7942 with the aforementioned isolation protocol is plotted in Figure 6.7, along with the laser

spectrum used in the 2DES experiment. There are three general features in the absorption

spectrum of PBS: the major peak at 621 nm representing large absorption cross sections of

phycocyanobilins (PCB) inside C-phycocyanins (C-PC) in the rod assembly, a red shoulder

around 650 nm arising from allophycocyanins (APC) in the core assembly, and a blue shoulder

around 580 nm, presumably also from PCB chromophores in the C-PC complex in the rod

assembly. Since C-PC is the only type PBP in the PBS from Synechococcus elongatus PCC

7942, and given the fact that the absorption of isolated PC peaks at 620 nm, the origin

of the 580 nm shoulder is very likely a result of either some H-type aggregation between

chromophores among C-PCs on the rod assembly. The X-ray crystal structure of C-PC from

Synechococcus elongatus PCC 7942 shows that there are three PCB chromophores covalently

bound to one C-PC: one at the α-84 cysteine residue on the α subunit, one at the β-84

cysteine residue on the β subunit, and one at the β-155 cysteine residue on the β subunit

[17]. The α-84 PCB and β-84 PCB are much closer in distance and more likely to have

red-shifted excitonic features in the absorption spectrum, whereas the β-155 PCB will behave

more like a stand-alone chromophore. We thus attribute the 580 nm shoulder seen in our

absorption spectrum to the absorption from β-155 PCB, and the major peak at 621 nm to
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the absorption from the α-84 PCB/β-84 PCB dimer structure.

Figure 6.6: Measured UV-visible absorption spectrum of isolated PBS in 0.8 M phosphate
buffer (green curve) and the laser spectrum used in the 2DES experiment (orange shaded
area).

We also conduct a preliminary assessment on structural integrity of isolated PBS with

steady-state fluorescence measurement, plotted in Figure 6.8. The idea is that, for an intact

PBS, an excitation at the blue edge of the rod absorption spectrum will excite the rod

assembly, which passes down the energy to the core assembly in a series of excitation energy

transfer processes, and the spontaneous emission of the core assembly can be detected as

a fluorescence signal peaked at 680 nm. For degraded PBS samples, however, the absence

of energy transfer from the rod to core assembly means that only the emission around or

below 650 nm, corresponding to the red edge of the rod emission, will occur after exciting

at the rod absorption peak. From our fluorescence spectrum in Figure 6.8, we see that an
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excitation at 620 nm indeed result in an emission at 680 nm, confirming that our isolation

protocol yields structurally intact PBS supercomplexes.

Figure 6.7: Steady-state fluorescence spectrum of isolated PBS in 0.8 M phosphate buffer.
The scan step of the excitation wavelength is 2 nm. The spectral resolution of the emission
wavelength is 0.25 nm.
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CHAPTER 7

FUTURE DIRECTIONS

The projects presented in this Dissertation cover spectroscopic studies on two light-

harvesting complexes in two organisms, opening up promising outlook for future research

endeavors on photosynthetic light harvesting. In addition, throughout the research process,

several improvements on the instrument are believed to provide more unobscured interpre-

tations on our 2DES data from GRAPE spectrometer. This chapter aims to address some

working hypotheses to issues on, but not limited to, broader topics on photosynthetic studies

as well as revisions on the GRAPE instrument.

7.1 Advanced 2DES Studies on Purple Bacteria

In Chapters 4 and 5 of this Dissertation, 2DES studies on LH1-only membranes from the

purple bacterium Rhodobacter sphaeroides were conducted at ambient temperature of 20◦C.

Reasons for the choice of experimental temperature include both an appropriate reflection of

in vivo environment for purple bacteria and convenience in conducting our studies in GRAPE

spectrometer at the time of the experiments.

Though some valuable information of the LH1 complex was able to be extracted by

ambient temperature 2DES, the existence of multiple low-frequency vibrational modes in

bacteriochlorophyll molecules and protein backbones means that thermal energy would have

non-trivial effects in the resulting electronic spectra. In addition, small energy spacings

between different excitonic states in the LH1 complex leads to broad absorption and emission

features observed in our 2DES experiments, further confounding the vibrational components

in the 2DES spectra. In order to decipher the contributions of vibrational modes to the

overall electronic structures of the LH1 complex, more efforts need to be made to disentangle

the thermal effect on the experimental spectra.
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7.1.1 Cryogenic 2DES on LH1 membranes

One solution to address this concern will be to conduct the 2DES experiment under

cryogenic temperatures. It is worth re-examining the excited-state dynamics of the LH1

complex at lower temperatures for a few purposes. First, low temperature essentially "freezes"

nuclear motions and isolate the electronic behaviors. Second, due to reduced nuclear motions

at low temperature, spectral diffusion and lineshape broadening on 2DES spectra is minimized,

yielding spectra with higher spectral resolution and revealing the inhomogeneous nature of an

ensemble of the LH1 complex. Dominant excited states that contribute to ultrafast relaxation

and coherences observed in this Dissertation are hence expected to be better identified.

7.1.2 Polarization-Controlled 2DES on LH1 membranes

Another experiment worthy of considering will be polarization-controlled 2DES exper-

iments. Under normal circumstances, 2DES experiments are conducted without altering

the polarization of laser pulses, sometimes referred to as "all-parallel" 2DES due to the fact

that all laser pulses in the 2DES pulse sequence remain parallel with respect to one another.

All-parallel 2DES is a rather straightforward experimental approach; however, some important

pathways contributing to the overall 2DES signals can be buried underneath dominant fea-

tures on 2DES spectra. Pathways including electronic coherences and/or significant changes

in direction of transition dipoles during the waiting time often fall into this category. Another

family of third-order pathways not easily accessible in all-parallel 2DES experiments are

wavevector-dependent pathways such as chirality-sensitive signals [1, 2, 3, 4]. These pathways

carry smaller or, in the case of chiral pathways, no signal magnitudes in all-parallel 2DES often

because of larger diminishing effects of orientational averaging on signals from the ensemble.

Some polarization sequences are designed to isolate cross-peak dynamics or coherence-specific

pathways [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18], which can provide complementary

information on vibronic couplings. The potential of polarization-controlled 2DES remains
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high, and the increasing ability to precisely control the polarization of individual pulses and

minimizing the phase drift posed by the overall instrument setup will be keys to success in

future polarization-controlled 2DES experiments.

7.1.3 Photoprotective Mechanisms in LH1-RC membranes

Due to the inhibiting nature of singlet oxygen molecules to the light harvesting process

in purple bacteria, the organism has developed strategies to handle such oxidative stress.

Aside from complementary light harvesting in the blue-to-green region of the spectrum,

carotenoids such as spheroidene, spheroidenone, rhodopin glucoside and spirilloxanthin [19]

are intercalated in both LH1 and LH2 complexes through non-covalent interactions, providing

extra structural support and protecting light harvesting antenna from photo-oxidative damages

by converting the single oxygen into a less-toxic triplet form [20, 21, 22, 23, 24]. Studies have

suggested that carotenoids are promoted to its S2 singlet excited state, followed by a fast

relaxation to its optically-dark S1 singlet excited state. When purple bacteria are exposed

to excessive light, both S2 and S1 states are involved in quenching excess energy from the

triplet excited state of bacteriochlorophyll a (BChl a) molecules in LH2 complexes through

triplet-triplet excitation energy transfer. A recent study conducted on the ring-shaped LH1

complex enclosing one reaction center (RC) from Rhodospirillum rubrum estimates that

over 60% of excess energy from triplet BChl a to carotenoids [24], compared to 100% BChl

a-to-carotenoid energy transfer observed in the LH2 complex from Rhodobacter sphaeroides

[25]. Enclosing two RCs and forming an S-shaped conformation, the native LH1-RC complex

inside Rhodobacter sphaeroides has potentially different nonphotochemical quenching channels

than those observed in Rhodospirillum rubrum. Future broadband 2DES studies on mutants

carrying LH1-RC-only membranes from Rhodobacter sphaeroides would perhaps shed light to

how carotenoids participate in photoprotective mechanisms within its LH1-RC complex.

171



7.2 Future Topics on Cyanobacteria

In Chapter 6 of this Dissertation, 2DES studies were conducted on the antenna super-

complex, phycobilisomes (PBS), from the cyanobacterium Synechococcus elongatus 7942.

Preliminary results from PBS have shown promising outlook on the capability of tackling

larger cyanobacterial antenna systems with our instrument. One such system may be the

intact thylakoid membranes containing all protein complexes: PBS, photosystem I (PSI), and

photosystem II (PSII). Another system worthy of future investigation includes the associa-

tion of orange carotenoid protein (OCP) and PBS, namely PBS-OCP complex. Questions

regarding these two systems inside cyanobacteria will be proposed in the following subsections.

7.2.1 Non-Photochemical Quenching

Cyanobacteria, like many other photosynthetic organisms, needs to deal with excessive

exposure to sunlight during most of the day. To date, there are a number of photoprotective

mechanisms observed within cyanobacteria [26]. The way in which organisms dissipate the

excess energy from sunlight is through nonphotochemical quenching (NPQ). Bound to the

PBS in some cyanobacteria such as Synechocystis sp. PCC 6803, OCP is a photoactive

protein binding a single keto-carotenoid molecule [27]. OCP is thought to be responsible

for some photoprotective functions in cyanobacteria through dissipating excess energy taken

up by the PBS under some high-light growth conditions [28, 29], although the detailed

mechanism through which OCP is involved in cyanobacterial NPQ is still under investigation.

Specifically, questions one may ask are: what processes occur through excited states inside

OCP, whether there exists any vibronic interaction between OCP and PBS, and to what

degrees OCP preserves the overall light harvesting efficiency inside cyanobacteria. Answering

these questions may open new routes to understanding the evolution of photo-regulation and

unveiling new design principles of light harvesting.
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7.2.2 State Transitions

State transitions are a acclimation mechanism of cyanobacteria under a low-light growth

stress, in which the excitation energy absorbed by cyanobacteria is redistributed between

PSI and PSII [30, 31]. State transitions allow both photosystems in cyanobacteria to reach

optimal efficiency by ensuring no photosystems are exposing to excess energy or experiencing

a deficiency in excitation energy. It has been suggested that the mobility of PBS across

both photosystems may be a necessity for state transitions [32]. PBS may facilitate state

transitions through migrating from PSI to PSII or vice versa, or through reorienting itself to

redirect the excitation energy to the photosystem in greater energy deficiency under certain

light conditions. Although recent spectroscopic studies have shed more light on deciphering

the molecular mechanism of state transitions [33, 34, 35, 36, 37], the question on what exact

role PBS plays is still yet to be determined. Future research on mechanisms of association

between PBS and different photosystems under different external conditions may be able to

answer such question.

7.2.3 Electrostatic Effects on Light Harvesting

A recent study has examined the effect of cationic antiseptics molecules on the energy

transfer efficiency in purple bacteria [38]. It has been hypothesized that cationic antiseptics

bind to the hydrophilic ends of the cytoplasmic membranes and alter the zeta potential of

the chromatophores, which in return disrupts the overall energy transfer mechanism. This

hypothesis is chemically straightforward, yet it is intriguing to observe such effects. Subjecting

photosynthetic membranes to a different electrostatic environment can be also considered

adding an intrinsic local electric field, thus inducing Stark effect. This disruption of the

zeta potential across the membrane may be another design principle of ultrafast dynamics

on light harvesting complexes, which are membrane-bound pigment-protein complexes; an

ultrafast dynamics has been recently resolved in bacterial reaction center through 2DES [39].
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These experimental findings lead us to wonder whether this Stark effect can be observed in

cyanobacteria as well.

7.2.4 Other Acclimation Strategies to Extreme Growth Conditions

Photosynthetic organisms are at times growing under various extreme factors, such

as inadequate light intensities, high environmental temperature, low CO2 concentration,

deficiency in metal cofactors necessary for biochemical processes inside organisms. For

example, cyanobacteria growing under iron deficiency synthesize a Chl a-binding protein IsiA,

which has been suggested to act as an alternative non-photochemical quencher through the

cysteine-mediated regulation of excitation energy transfer [40, 41]. By drawing parallels to

the recent studies on redox-dependent energy transfer in FMO from green sulfur bacteria

[42, 43, 44], we can hypothesize that the energy transfer dynamics within photosystems from

cyanobacteria grown under iron deficiency may have some similar mechanisms for tuning

the energy transfer efficiency. Each of these factors may cause an organism to mutate and

evolve into a more competitive mutant that better acclimates to its extreme growth habitat.

Whether and how these mutations impact the efficiency of photosynthetic light harvesting,

thus overall photosynthetic activity, becomes an interesting question, as it may provide

valuable insights on Nature’s evolutionary strategies in optimizing photosynthesis and design

principles of light harvesting.

7.3 Areas of Improvement for GRAPE Spectrometer

Scientific discoveries and technological advances often happen concurrently: new tech-

nology allows the discovery of previously unseen phenomena, and with newly available data

comes more challenges that may require a different research tool. Our GRadient-Assisted

Photon Echo (GRAPE) spectrometer were developed to speed up the data acquisition of

2DES; the development of GRAPE has proven to be very useful in dealing with biological
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systems, often generating non-resonant scatters during optical experiments and overwhelming

the actual spectroscopic signals that carry molecular information. Throughout the process

of completing research projects in this Dissertation, however, the author believes there are

a few areas where GRAPE spectrometer has left something to be desired. In the following

subsections, these areas of inconvenience will be addressed, and hopefully will serve as future

references for whomever wishes to work on complicated biological systems using the GRAPE

spectrometer.

7.3.1 Global Phasing Strategy

GRAPE spectrometer, like conventional 2DES spectrometers, utilizes three independent

laser pulses and one weaker-powered pulse as a local oscillator (LO) in a displaced BOX-

CARS geometry to generate the third-order signal from the sample. Therefore, there exists

uncertainties in the relative arrival time of pulses 1 & 2 and that of pulse 3 & LO. In all 2DES

setups with non-collinear beam geometry (GRAPE spectrometer included), these timing

uncertainties, or phase uncertainties, are corrected using separately-acquired pump-probe

spectra through projection-slice theorem. The quality of minimizing phase uncertainties of

2DES spectra using this method requires extreme phase stability in the lab environment,

as well as high-quality pump-probe spectra. Recently in our research group, one phasing

strategy leveraging scatters in the acquired 2DES data has been successfully implemented on

the all-reflective point-by-point 2DES spectrometer, eliminating long-term phase drift due

to phase instability caused by lab conditions and subsequently enabling a global phasing

protocol [45]. With a few modification in the data acquisition LabView software, the author

believes that this phasing strategy can be implemented on the 2DES data acquired with the

GRAPE spectrometer and that the overall data reliability will see a significant boost.
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7.3.2 Increasing Signal-To-Noise Ratios

One crucial disadvantage inevitably resulting from the leverage of single-shot coherence-

time scanning in GRAPE spectrometer is the decreased light fluence compared to point-by-

point scanning 2DES techniques. Focusing the excitation laser pulses onto a vertical line

instead of a diffraction-limited point cause the fluence of pulses in GRAPE spectrometer by

about, in our case, a hundred times lower. This drawback can severely inhibit our ability

to collect 2DES data on low-O.D. samples, as often are the cases where high-O.D. samples

are prohibitively hard to obtain within a reasonable time frame for a single doctoral degree

(e.g. challenges on organic/materials synthesis, extremely slow growth of cell cultures, low

efficiency on protein isolation, aggregation/precipitation of samples under high concentration

in solution, thin-film samples with small extinction coefficients.)

There are two areas of improvement to this drawback: increasing pulse powers and

decreasing scattering noises. To increase pulse powers for GRAPE spectrometer, we would

need to diminish possible losses of pulse energy due to imperfect reflectance of reflection

optics, increase the power conversion efficiency of spatial light modulators inside MIIPS pulse

shaper, enhance the generation efficiency of white light supercontinuum, or improve the laser

power from the regenerative amplifier. To lower scattering noises for GRAPE spectrometer,

we could consider strategies such as deploying intelligent scatter-removal beam-chopping

schemes, correcting signals with a second reference camera, shortening signal acquisition time

with compressed sensing techniques. None of these technical improvements is small feat, yet

if implemented successfully, these improvements will with no doubt boost the capability of

GRAPE spectrometer tremendously.
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CHAPTER 8

CONCLUSION

Throughout the history of our planet Earth, the Nature has never ceased to impress

us with its continuing effort on optimizing the survivability of living organisms through

generations of evolution. Photosynthetic organisms have also benefited from natural evolution

by establishing robust machinery and structural network for solar light harvesting processes.

In Chapter 1, I gave an broad overview of topics pertaining to this Dissertation. I

provided my motivation for researching on light harvesting through the lens of dealing with

global climate change and developing alternative energy sources. Then, I introduced the

principles of light harvesting. Finally, I provided two examples in biology on the schemes and

components of light harvesting in photosynthetic bacteria; one on purple bacteria and the

other on cyanobacteria, which constitutes the bulk of my Dissertation projects.

In Chapter 2, I reviewed the theoretical basis of the technical methods employed in this

Dissertation. I described the basics of quantum mechanics, the density matrix notation, time-

evolution of density matrix, mathematical and pictorial representations of optical response

functions, and principles of coherent two-dimensional spectroscopy.

In Chapter 3, I introduced the experimental techniques in this Dissertation. Specifically,

I gave a brief overview on the working principles of pump-probe spectroscopy and two-

dimensional electronic spectroscopy (2DES), as well as means to obtain the final data from

start to finish, including generating a broadband ultrashort laser pulse, applying heterodyne

detection scheme to record the spectral phase of 2DES signals, and retrieving the absolute

spectral phase by a phasing procedure.

In Chapter 4, I presented the first 2DES experimental results on the photosynthetic

membrane embedding only the core antenna complex, the LH1 complex, from the L3 mutant

(∆puc1BA ∆pufLMX) of purple bacterium Rhodobacter sphaeroides, a mutant that produces

the LH1 complex as its sole light harvesting protein. I have resolved a weak spectroscopic
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feature resulting from an ultrafast inter-state population relaxation from the higher-lying

excitonic state, B875* to the bright excitonic state, B875. I have characterized the lifetime of

this ultrafast relaxation to be sub-40 fs.

In Chapter 5, I presented a complete characterization on the coherences observed in

the 2DES experiment on the LH1 complex-only membranes from Rhodobacter sphaeroides.

I have performed Fourier analysis on both rephasing and nonrephasing part of the 2DES

signals of LH1-only membranes. I have attributed some observed high-frequency coherences

to vibronic couplings among higher-lying B875* states, and also characterized low-frequency

vibrational coherences on the bright B875 state.

In Chapter 6, I presented the first 2DES experimental results on the light harvesting

supercomplex, the phycobilisomes (PBS), from cyanobacterium Synechococcus elongatus PCC

7942. I have developed an improved, easy-to-implement isolation protocol to prepare isolated

PBS with structure integrity. I have also utilized the scatter-removal and bulk-averaging

advantages of GRAPE spectrometer to acquire 2DES results on fast-degrading isolated PBS

samples.

In Chapter 7, I provided some future directions for projects seeking to further explore the

design principles of photosynthetic light harvesting. I raised some challenges and opportunities

in studying photobiology in purple bacteria and cyanobacteria. I also made some suggestions

on areas in which the 2D spectrometer utilized in this Dissertation, GRAPE spectrometer,

could be improved.

Scientific research has no ending, as every day our understanding of this Universe

continues to grow and get challenged. This Chapter concludes my small steps in contributing

knowledge to the world of photosynthetic light harvesting. I hope the results presented in

this Dissertation will, just as the ones I have based my doctoral research upon, be a part of

foundation to future aspiring scientists.
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