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ABSTRACT

This thesis explores the theoretical foundations of distributed machine learning with practical
considerations. Distributed learning systems are able to handle data sets that cannot be
processed on a single machine, and utilize parallel computing resources to speed up the
learning process. However, it also brings unique challenges due to the characteristics of
modern data sets and distributed computing infrastructure: on one hand, machines are
required to being able to extract meaningful parsimonious structures from the large-scale,
high-dimensional data; on the other hand, the heterogeneity in distributed data sets enforce
us to consider flexible models that are adaptive to each local machine; last but not least,
the overall effectiveness in distributed learning systems depends on the efficiency of learning
algorithms on multiple resources: computing, communication, sample and memory, and we
need to design algorithms that balance multiple efficiency constraints.

In this thesis, we considered distributed machine learning under both homogeneous and
coupled setting. In the homogeneous setting, each machine has access to an independent
local data set drawn from the same source distribution, while in the coupled scenario, the
local data sets might drawn from different distributions and the goal is to extract the common
structure through distributed learning. In this thesis, we study the trade-offs between sample
complexity, computational cost, communication and memory efficiency in both settings; we
propose novel methods that effectively leverage the similarity /relatedness structure between
machines for several distributed learning problems, with improved theoretical guarantees. We
also examine the practical performance of the proposed approaches with existing methods

via numerical experiments.

xiil



CHAPTER 1
THESIS OVERVIEW

The advent of big data enables machine learns to perform complex tasks such as visual under-
standing and machine translation, extract knowledge from scientific and social-economical
domains. Such a key empirical success can be attributed to several key factors: the mod-
ern data acquisition technologies helped scientists and engineers collected large-scale high
quality data sets; the development of learning algorithms that enables machines to recognize
hidden patterns from noisy observations; the rapid growth of computing power allows us to
perform large-scale training of complex models. For example, multiple computing machines
have been employed to train high-dimensional sparse linear models for click-through rate
prediction problems in advertisement display [McMahan et al., 2013, Li et al., 2014], GPU
clusters are used to train structured neural networks with huge number of parameters in
computer vision and natural language processing [Krizhevsky et al., 2012, Sutskever et al.,
2014]. Therefore, distributed machine learning have been an emerging technology for many
applications with large-scale data sets.

Distributed learning can leverage distributed computing resources, handling data sets
that cannot be processed on a single machine, thus speed up the learning process. Moreover,
when data are naturally collected from decentralized resources such as mobile phones and
sensor networks, distributed learning enables us to construct predictive models without com-
municating the local data thus ensuring better privacy. For example, federated learning have
been deployed for modeling users’ querying behavior, thus create better search experience

on the mobile phones [Konecny et al., 2016, McMahan et al., 2017].



1.1 Challenges of distributed machine learning

Although distributed machine learning have been widely applied in industry, it also brings
unique challenges in developing distributed learning algorithms. In the following, we sum-

marize the following critical challenges which we will address in this thesis.

1.1.1 Large-scale, high-dimensional, heterogeneous data

Nowadays, we often encountered datasets that have contains a lot of instances. For exam-
ple, industry level computational ads displaying models are trained on billions of examples
[McMahan et al., 2013]; intelligent recommendation systems are built upon multiple millions
of users and millions of items [Davidson et al., 2010, Smith and Linden, 2017]; state-of-the-art
image classification models are learned using millions of images [Russakovsky et al., 2015].
To train a prediction model from such a huge database, traditional optimization approaches
such as gradient descent are often infeasible since calculating the full gradient require making
a pass over the whole data which is very expensive. Thus the optimization methods of choice
for large-scale machine learning problems are often some randomized optimization methods
such as stochastic gradient descent and its variants. Stochastic optimization methods pro-
cess a small fraction of the datasets at every iteration, and thus have much cheaper cost per
iteration. Unfortunately, stochastic gradient descent is sequential in nature, thus it is im-
portant to design new optimization methods that can be implemented in parallel computing
platforms. Moreover, when we focus on empirical risk minimization of finite-sum objectives,
stochastic optimization with variance reduction techniques [Johnson and Zhang, 2013] have
been recently proposed as the state-of-the-art solvers. Designing efficient distributed opti-
mization algorithms for solving empirical risk minimization problems has also becomes an
important research problem.

Besides the large sample size challenge (the “big n problem”), another distinguishing

feature of modern datasets is its high-dimensionality (the “big p problem”). For many com-
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plex modeling problems, the number of features of variables used in the prediction problem
is large, often of the similar order or even larger than the sample size. For example, for
click-through rate prediction problem, a lot of descriptive features have been collected, in-
cluding bag-of-words features, making the problem dimension to be also at billions scale [Li
et al., 2014]. It is well known that in high-dimensions, the rate of convergence in statis-
tical estimation is very slow (both in parametric and non-parametric models), and such a
difficulty in performing data analysis in high-dimensions is often referred to the “curse of
dimensionality” phenomena. To tackle this challenge, a key technique proposed is to extract
low-dimensional structures from high-dimensional data [Bithlmann and Van De Geer, 2011,
Hastie et al., 2015], and it has been a major research theme in statistics, machine learning
and signal processing. Thus it is natural to ask how to perform high-dimensional statistical
learning tasks in a distributed environment.

Another key property of the distributed data is the potential heterogeneity. The success
of standard supervised machine learning paradigm relies heavily on the i.i.d. assumption on
the training data as well as the future testing data. However, when the data are collected in a
distributed fashion, it is sometimes no longer reasonable to assume the data from difference
machines came from the same distribution. Taking the on-device intelligence problem as
an example, user data collected from different mobile phones are unlikely to have the same
distribution. Rather, it is more reasonable to argue each user holds a separate distribution,
according to which the user behavior data are generated. But still, different users might
share some common characteristics in the data generating process, and it is important to
take advantages over the shared structure in the learning process. Thus, the heterogeneity in
distributed data brings interesting research question in designing coupled distributed learning

algorithms.



1.1.2  Multiple recourse constraints

Typically, a learning algorithm is evaluated based on its statistical accuracy and compu-
tational efficiency. The statistical accuracy measures the how good prediction the model
make on future unseen data, or how close is the estimated model to the ground truth. The
computational efficiency was traditionally measured by the wall clock time run on a single
processor. In the distributed computing scenario, there is another dimension called commu-
nication efficiency also affect significantly on the total wall clock time. The communication
cost measures the overhead of exchanging information across machines. In a variety of
distributed systems, the communication cost of exchanging a single message is much more
expensive than the floating point operations [Martin et al., 1997]. As a consequence, the
communication efficiency has been a major bottleneck for many distributed learning systems.
To sum up, we face multiple recourse constraints when developing distributed learning algo-
rithms, and these efficiency requirements are often conflict with each other and there might

be some inherent trade-off between them:

e Sample efficiency We would like the distributed algorithms to utilize the available
data efficiently, and the goal is be as statistically accurate as the centralized solution,

which put all data together and solve the problem on a single machine.

e Computation efficiency We would like to use multiple available machines to share
the computation workload in the training process. Ideally we would like to have a

linear reduction in computation compared with best possible single machine solutions.

e Communication efficiency Communication cost consists of latency cost and band-
width cost, we could want to keep the total communication cost of the distributed

learning algorithm as low as possible.

e Memory efficiency and other constraints We might have some constraints in some

situations. For example, like stochastic gradient descent on single machine, we would
4



like to load the data only once to keep memory efficiency; sometimes the machines
would like not to disclosing too much information about their local data, which is

often formulated as guarantees on differential privacy.

With such recourse constraints on multiple dimensions, it becomes challenging in devel-
oping distributed learning algorithms that are good at above all aspects, sometimes natural
trade-offs exists between one kind of recourse (e.g. communication) to another (computa-

tion).

1.2 Traditional approaches

A common approach to distributed learning is to minimize the empirical risk of data dis-
tributed across machines, by viewing the total empirical risk as an average of local per-

machine empirical risks:
n

1
filw) =~ Z““@Zij),
J
where j is the index of individual data instance z;;, n is the sample size on i-th machine and

(-, -) is the loss function. Empirical risk minimization (ERM) then reduces to the distributed

optimization problem

min f(w) = > fi(w) (1.1)

w

where each machine holds the local objective f;(-). There is indeed much work on dis-
tributed consensus problems of the form (1.1) [Tsitsiklis et al., 1986, Bertsekas and Tsit-
siklis, 1997, Xiao et al., 2007, Nedic et al., 2010, Shi et al., 2014]. The main difficulty of
consensus problems is that in general, the local objectives might be arbitrarily different, and
as a result, one can obtain strong lower bounds on the amount of communication that must be
exchanged in order to reach a joint optimum [Olshevsky and Tsitsiklis, 2011]. In particular,
the problem becomes harder as more machines are involved, requiring more communication

and more computation.



But as we argue here, simply reducing distributed learning to such a deterministic con-
sensus problem overlooks the stochastic nature of the learning problem. As discussed above,
guarantees for deterministic consensus necessarily becomes worse as more machine are avail-
able. But a goal of distributed learning is to reduce the cost of learning by having more
machines available. Any approach based on generic deterministic consensus analysis is thus
futile in harnessing the benefit of distributed learning.

There are actually two issues that are ignored here: first, that our true objective isn’t
just getting small empirical error, but rather using samples to minimize our true objective
which is the expected risk (e.g. generalization error, error on future examples). As we
now understand in the serial setting, keeping this true objective in mind changes both our
analysis and our choice of methods [Bousquet and Bottou, 2008, Shalev-Shwartz et al.,
2011b]. Focusing on the true objective also allows us to understand how, at least in the
serial setting, having more data available does not mean runtime must increase (as it would
if we focused only on the empirical objective), but actually makes the problem easier and even
allows decreasing runtime [Shalev-Shwartz and Srebro, 2008]. Second, the local objectives
fi(w) are not arbitrarily different, as in the deterministic consensus setting, as they often
reflect data drawn from the same or similar source distributions. Taking both issues into
account will allow us to develop and study methods that leverage additional machines in
order to make the problem easier, not harder. In this thesis, we ask and pursuit answer for

the following key question in distributed learning:

How to leverage the similarity/relatedness structures between machines

when designing distributed machine learning algorithms ?

1.3 Overview and organization of main results

In this thesis, we make the following contributions to the field of distributed machine learning;:
6



o Efficient distributed learning with sparsity. We propose a novel, efficient ap-
proach for distributed sparse learning with observations randomly partitioned across
machines. In each round of the proposed method, worker machines compute the gra-
dient of the loss on local data and the master machine solves a shifted ¢; regularized
loss minimization problem. After a number of communication rounds that scales only
logarithmically with the number of machines, and independent of other parameters of
the problem, the proposed approach provably matches the estimation error bound of
centralized methods. We present and analyze an approach for distributed stochastic
optimization which is statistically optimal and achieves near-linear speedups (up to log-
arithmic factors). Our approach allows a communication-memory tradeoff, with either
logarithmic communication but linear memory, or polynomial communication and a
corresponding polynomial reduction in required memory. This communication-memory
tradeoff is achieved through minibatch-prox iterations (minibatch passive-aggressive
updates), where a subproblem on a minibatch is solved at each iteration. We provide
a novel analysis for such a minibatch-prox procedure which achieves the statistical
optimal rate regardless of minibatch size and smoothness, thus significantly improving
on prior work. This work appeared in [Wang et al., 2017a], and is presented in detail

in Chapter 2.

e Memory and communication efficient distributed stochastic optimization
with minibatch-prox. We present and analyze an approach for distributed stochastic
optimization which is statistically optimal and achieves near-linear speedups (up to
logarithmic factors). Our approach allows a communication-memory tradeoff, with
either logarithmic communication but linear memory, or polynomial communication
and a corresponding polynomial reduction in required memory. This communication-
memory tradeoff is achieved through minibatch-prox iterations (minibatch passive-

aggressive updates), where a subproblem on a minibatch is solved at each iteration.

7



We provide a novel analysis for such a minibatch-prox procedure which achieves the
statistical optimal rate regardless of minibatch size and smoothness, thus significantly
improving on prior work. This work appeared in [Wang et al., 2017d], and is presented

in detail in Chapter 3.

e Distributed optimization with sketching. We study sketching from an optimiza-
tion point of view. We first show that the iterative Hessian sketch is an optimization
process with preconditioning and develop an accelerated version using this insight to-
gether with conjugate gradient descent. Next, we establish a primal-dual connection
between the Hessian sketch and dual random projection, which allows us to develop an
accelerated iterative dual random projection method by applying the preconditioned
conjugate gradient descent on the dual problem. Finally, we tackle the problems of large
sample size and high-dimensionality in massive data sets by developing the primal-dual
sketch. The primal-dual sketch iteratively sketches the primal and dual formulations
and requires only a logarithmic number of calls to solvers of small sub-problems to
recover the optimum of the original problem up to arbitrary precision. Our iterative
sketching techniques can also be applied for solving distributed optimization problems
where data are partitioned by samples or features. This work appeared in [Wang et al.,

2017b,c], and is presented in detail in Chapter 4.

e Communication-computation balanced optimization. We present novel dis-
tributed optimization algorithms to solve empirical risk minimization problems, the
methods always achieve near-linear computation speedup even for objectives with large
condition number. Empirical results are provided to demonstrate the proposed ap-
proach achieves a good balance between communication and computation. This work

appeared in [Wang et al., 2018], and is presented in detail in Chapter 5.

e Distributed multi-task learning with shared sparsity. We consider the problem

8



of distributed multitask learning, where each machine learns a separate, but related,
task. Specifically, each machine learns a linear predictor in high-dimensional space,
where all tasks share the same small support. We present a communication-efficient
estimator based on the debiased lasso and show that it is comparable with the optimal
centralized method. This work appeared in [Wang et al., 2016b], and is presented in

detail in Chapter 6.

e Distributed multi-task learning with shared subspace. We study the problem
of distributed multi-task learning with shared representation, where each machine aims
to learn a separate, but related, task in an unknown shared low-dimensional subspaces,
i.e. when the predictor matrix has low rank. We consider a setting where each task is
handled by a different machine, with samples for the task available locally on the ma-
chine, and study communication-efficient methods for exploiting the shared structure.

This work appeared in [Wang et al., 2016a], and is presented in detail in Chapter 7.

Some concluding remarks and future directions are presented in Chapter 8.

Empirical vs population objectives Distributed learning algorithms typically construct
the model through minimizing certain forms of optimization objectives. One form of objec-
tives is the population objectives, which take expectation over individual loss functions in-
duced by each data instance, the population objective is directly connected to generalization
[Bousquet and Bottou, 2008], i.e. the ability to predicting the future. Another form of ob-
jective is the empirical objective, which takes empirical average of the loss functions induced
by observed data. With proper forms of regularization, minimizing empirical objective can
also lead to generalization [Vapnik, 1995]. Thus distributed learning algorithms can either
work on empirical objectives or directly work on population objectives. The main results of
Chapter 2, 3, 6 and 7 focus on the population objectives, while the main results of Chapter

4 and 5 focus on empirical objectives.



CHAPTER 2
EFCIENT DISTRIBUTED LEARNING WITH SPARSITY

2.1 Motivation and problem set-up

We consider learning a sparse linear regressor w minimizing the population objective:
w* = arg min Ex yp [((Y, (X, w))] (2.1)
W )

where (X,Y) € X x Y C RP x Y are drawn from an unknown distribution D and £(-,-) is
a convex loss function, based on N i.i.d. samples {x;, yl}zj\i 1 drawn from D, and when the
support S := support(w*) = {j € [p] | W;f # 0} of w* is small, |S| < s. In a standard single-
machine setting, a common empirical approach is to minimize the ¢ regularized empirical
loss (see, e.g., (2.2) below). Here we consider a setting where data are distributed across
m machines, and, for simplicity, assume! that N = nm, so that each machine j has access
to n ii.d. observations (from the same source D) {xj;,y;i}i—; (equivalently, that N = nm
samples are randomly partitioned across machines).

The main contribution of the chapter is a novel algorithm for estimating w* in a dis-
tributed setting. Our estimator is able to achieve the performance of a centralized procedure
that has access to all data, while keeping computation and communication costs low. Com-
pared to the existing one-shot estimation approach [Lee et al., 2017b], our method can
achieve the same statistical performance without performing the expensive debiasing step.
As the number of communication rounds increases, the estimation accuracy improves until
matching the performance of a centralized procedure, which happens after the logarithm of
the total number of machines rounds. Furthermore, our results can be achieved under weak

assumptions on the data generating procedure.

1. Results in this chapter easily generalize to a setting where each machine has a different number of
observations.
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Approach n Z ms” log p . ms? logp Zn2 s’ logp .
Communication | Computation | Communication |  Computation
Centralize n-p T1asso(mn, p) n-p T1asso(mn, p)
Avg-Debias D P Tlasso(n,P) X X
Ours (EDSL) P 2 - T1asso(n, p) logm - p logm - T1asso(n, P)

Table 2.1: Comparison of resources required for matching the centralized error bound of
various approaches for high-dimensional distributed sparse linear regression problems, where
T1asso(7, p) is the runtime for solving a generalized lasso problem of size n x p.

We assume that the communication occurs in rounds. In each round, machines exchange
messages with the master machine. Between two rounds, each machine only computes based
on its local information, which includes local data and previous messages [Zhang et al.,
2013g, Shamir and Srebro, 2014, Arjevani and Shamir, 2015]. In a non-distributed setting,
efficient estimation procedures need to balance statistical efficiency with computation effi-
ciency (runtime). In a distributed setting, the situation is more complicated and we need
to balance two resources, local runtime and number of rounds of communication, with the
statistical error. The local runtime refers to the amount of work each machine needs to
do. The number of rounds of communication refers to how often do local machines need to
exchange messages with the master machine. We compare our procedure to other algorithm
using the aforementioned metrics.

We consider the following two baseline estimators of w*: the local estimator uses data
available only on the master (first) machine and ignores data available on other machines.

In particular, it computes

- 1l
Wlocal = Igmin — ;g(ylia (x15, W)) + A|w]]1 (2.2)
Z:

using locally available data. The local procedure is efficient in both communication and

computation, however, the resulting estimation error is large compared to an estimator that

11



uses all of the available data. The other idealized baseline is the centralized estimator

~ ;o
Weentralize = arg 111N mn Z Zg(yjia <in7 w)) + Al[wl]1.
=li=1

Unfortunately, due to data being huge and communication expensive, we cannot compute
the centralized estimator, even though it achieves the optimal statistical error.

In a related setting, Lee et al. [2017b] studied a one-shot approach to learning w*, called
Awg-Debias, that is based on averaging the debiased lasso estimators [Zhang and Zhang,
2013]. Under strong assumptions on the data generating procedure, their approach matches
the centralized error bound after one round of communication. While an encouraging result,

there are limitations to this approach, that we list below.

e The debiasing step in Avg-Debias is computationally heavy as it requires each local
machine to estimate a p x p matrix. For example, Javanmard [2014] (section 5.1)
transforms the problem of estimating the debiasing matrix © into p generalized lasso
problems. This is computationally prohibitive for high-dimensional problems [Zhang
and Zhang, 2013, Javanmard and Montanari, 2014]. In comparison, our procedure
requires only solving one /1 penalized objective in each iteration, which has the same

time complexity as computing Bloea in (2.2). See Section 2.2 for details.

e Avg-Debias procedure only matches the statistical error rate of the centralized proce-
dure when the sample size per machine satisfies n 2 ms? log p. Our approach improves

this sample complexity to n 2 s%log p.

e Avg-Debias procedure requires strong conditions on the data generating process. For
example, the data matrix is required to satisfy the generalized coherence condition for

debiasing to work?. As we show here, such a condition is not needed for consistent

2. The generalized coherence states that there exists a matrix ©, such that ||£0 — Llloo < 1/ 222 where

~ n

3’ is the empirical covariance matrix.
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high-dimensional estimation in a distributed setting. Instead, we only require standard
restricted eigenvalue condition that are commonly assumed in the high-dimensional

estimation literature.

Our method (EDSL) addresses the aforementioned issues of Avg-Debias. Table 2.1 sum-
marizes the resources required for the approaches discussed above to solve the distributed

sparse linear regression problems.

Parallel Work In parallel work (publicly announced on arXiv simultaneously with the
results in this contribution), Jordan et al. [2018] present a method which is equivalent to
the first iteration of our method, and thus achieves the same computational advantage over
Avg-Debias as depicted in the left column of Table 2.1 and discussed in the first and third
bullet points above. Jordan et al. extend the idea in ways different and orthogonal to this
submission, by considering also low-dimensional and Bayesian inference problems. Still, for
high-dimensional problems, they only consider a one-shot procedure, and so do not achieve
statistical optimality in the way our method does, and do not allow using n < ms?logp
samples per machine (see right half of Table 2.1). The improved one-shot approach is thus
a parallel contribution, made concurrently by Jordan et al. and by us, while the multi-step
approach and accompanied reduction in required number of samples (discusse in the second
bullet point above) and improvement in statistical accuracy is a distinct contribution of this

this submission.

Other Related Work A large body of literature exists on distributed optimization for
modern massive data sets [Dekel et al., 2012, Duchi et al., 2012, 2014, Zhang et al., 2013g,
Zinkevich et al., 2010, Boyd et al., 2011, Balcan et al., 2012, Yang, 2013, Jaggi et al., 2014,
Ma et al., 2015, Shamir and Srebro, 2014, Zhang and Xiao, 2015, Lee et al., 2017a, Arjevani
and Shamir, 2015]. A popular approach to distributed estimation is averaging estimators

formed locally by different machines [Mcdonald et al., 2009, Zinkevich et al., 2010, Zhang
13



et al., 2012, Huang and Huo, 2015]. Divide-and-conquer procedures also found applications
in statistical inference [Zhao et al., 2014a, Shang and Cheng, 2017, Lu et al., 2016]. Shamir
and Srebro [2014] and Rosenblatt and Nadler [2016] showed that averaging local estimators
at the end will have bad dependence on either condition number or dimension of the problem.
Yang [2013], Jaggi et al. [2014] and Smith et al. [2016] studied distributed optimization using
stochastic (dual) coordinate descent, these approaches try to find a good balance between
computation and communication, however, their communication complexity depends badly
on the condition number. As a result, they are not better than first-order approaches, such as
(proximal) accelerated gradient descent [Nesterov, 1983], in terms of communication. Shamir
et al. [2014] and Zhang and Xiao [2015] proposed truly communication-efficient distributed
optimization algorithms. They leveraged the local second-order information and, as a result,
obtained milder dependence on the condition number compared to the first-order approaches
[Boyd et al., 2011, Shamir and Srebro, 2014, Ma et al., 2015]. Lower bounds were studied in
Zhang et al. [2013c], Braverman et al. [2016], and Arjevani and Shamir [2015]. However, it is
not clear how to extend these existing approaches to problems with non-smooth objectives,
including the ¢ regularized problems.

Most of the above mentioned work is focused on estimators that are (asymptotically)
linear. Averaging at the end reduces the variance of the these linear estimators, resulting
in an estimator that matches the performance of a centralized procedure. Zhang et al.
[2013d] studied averaging local estimators obtained by the penalized kernel ridge regression,
with the f9 penalty was chosen smaller than usual to avoid the large bias problem. The
situation in a high-dimensional setting is not so straightforward, since the sparsity inducing
penalty introduces the bias in a non-linear way. Zhao et al. [2014b] illustrated how averaging
debiased composite quantile regression estimators can be used for efficient inference in a high-
dimensional setting. Averaging debiased high-dimensional estimators was subsequently used

in Lee et al. [2017b] for distributed estimation, multi-task learning [Wang et al., 2016b], and
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statistical inference [Battey et al., 2015].

Chapter Organization. We describe our method in Section 2.2, and present the main
results in the context of sparse linear regression in Section 2.3, and provide a generalized
theory in Section 2.4. We demonstrate the effectiveness of the proposal via experiments in

Section 7.5, and Section 2.6 contains detail proof of the technical results.

Notation. We use [n] to denote the set {1,...,n}. For avector a € R", we let support(a) =
{7 : a; # 0} be the support set, [|allg, ¢ € [1,00), the fg-norm defined as ||all; =
(Zie[n] |a;|))1/4, and ||a]|se = max;c [y |a;]. For a matrix A € R™M*"2 we use the following

clement-wise foo matrix norms [|A[|oo = max;c(,,] jeln,) l@ij|- Denote I as n x n identity

n1]
matrix. For two sequences of numbers {ay}>° | and {b,}>° |, we use a, = O(by,) to denote
that a,, < Cby, for some finite positive constant C, and for all n large enough. If a,, = O(by,)
and b, = O(ay), we use the notation a, =< b,. We also use a,, < by, for a, = O(by,) and
ap, 2 by, for by, = O(ay).

Y

2.2 Methodology

In this section, we detail our procedure for estimating w* in a distributed setting. Algorithm
1 provides an outline of the steps executed by the master and worker nodes. Let
1 n
‘Cj(w) = _Zf(y]7,7<levw>)7 J € [m]a

n
i=1

be the empirical loss at each machine. Our method starts by solving a local ¢1 regularized
M-estimation program. At iteration ¢ = 0, the master (first) machine obtains wq as a

minimizer of the following program

min £1(w) + Ag||w|]1. (2.3)
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Algorithm 1 Efficient Distributed Sparse Learning (EDSL).
Input: Data {ij', yji}je[m],ie[n]’ loss function f(, )

Initialization: The master obtains w( by minimizing (6.2), and broadcast wq to every
worker.
fort=0,1,... do
Workers:
for j=2,3,...,mdo
if Receive wy from the master then
| Calculate gradient V.L;(w¢) and send it to the master.
end
end
Master:
if Receive {VL; (vAvt)};n:2 from all workers then
Obtain w; 11 by solving the shifted ¢1 regularized problem in (2.4).
Broadcast w;11 to every worker.
end

end

The vector wq is broadcasted to all other machines, which use it to compute a gradient of
the local loss at wy. In particular, each worker computes V.L;(Wg) and communicates it
back to the master. This constitutes one round of communication. At the iteration ¢ + 1,

the master solves the shifted ¢ regularized problem
1 m
i1 = argminy (w) + <a > V(1) — VEa(S) w> Fxlwll @
j:

A minimizer Wy is communicated to other machines, which use it to compute the local
gradient V.L;(W;41) as before.

Formulation (2.4) is inspired by the proposal in Shamir et al. [2014], where the authors
studied distributed optimization for smooth and strongly convex empirical objectives. Com-
pared to Shamir et al. [2014], we do not use any averaging scheme, which would require
additional rounds of communication and, moreover, we add an ¢; regularization term to
ensure consistent estimation in high-dimensions. Different from the distributed first-order

optimization approaches, the refined objective (2.4) leverages both global first-order infor-
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mation and local higher-order information. To see this, suppose we set A\;11 = 0 and that
L(w) is a quadratic objective with invertible Hessian. Then we have the following closed

form solution for (2.4),

Wiyl = Wi — <V2/~‘1(VAVt)>1 m~t Y VLW |
j€lml
which is exactly a sub-sampled Newton updating rule. Unfortunately for high-dimensional
problems, the Hessian is no longer invertible, and a ¢1 regularization is added to make the
solution well behaved. The regularization parameter A+ will be chosen in a way, so that it
decreases with the iteration number ¢. As a result we will be able to show that the final
estimator performs as well at the centralized solution. We discuss in details how to choose

At in the following section.

2.3 Main theoretical result

We illustrate our main theoretical results in the context of sparse linear regression model
yji = (Xji, Ww') +e€j, i€ [n],j€[m], (2.5)

where x; is a subgaussian p-dimensional vector of input variables and €j; is i.i.d. mean zero
subgaussian noise. The loss function considered is the usual the squared loss £(y,y) = %(y —
@\)2. With this notation, the centralized approach leads to the lasso estimator [Tibshirani,

1996

_ 1
Weentralize = arg min m § 1£j(w) + Allwl1,
]:
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where the loss at worker j is

L;(w) = % > (yji = (w,xji))*.

i€[n]

Before stating the main result, we provide the definition of the subgaussian norm [Ver-

shynin, 2010].

Definition 1 (Subgaussian norm). The subgaussian norm || X||y., of a subgaussian p-dimensional

random vector X, is defined as

1X |y, = sup supg™ YHE|(X, z))1/9,
reSr—1¢g¢>1

where SP~1 is the p-dimensional unit sphere.

We also need an assumption on the restricted strong convexity constant [Negahban et al.,

2012].

Assumption 2. We assume that there ezists a k > 0, such that for any A € C(S,3),
lIX1a15 2 Al
2n -

where

C(5.3) ={A e RP [ [[Agel[1 <3[|Ag]l1}
is a restricted cone in RP, and
X = [xlTl;xlTQ; L ;x?n] e R"*P

1s the data matriz on the master machine.

When x; are randomly drawn from a subgaussian distribution, Assumption (2) is satis-
18



fied with high probability as long as n 2 slogp [Rudelson and Zhou, 2013].
We are now ready to state the estimation error bound for w; 1 obtained using Algo-

rithm 1.

Theorem 3. Assume that data are generated from a sparse linear regression model in (2.5)

with ||xjil|y, < ox and |[ejil[y, < 0. Let

~ log(2p/d
w2 (sl ) - s = will /222 o
o0 5t n

At41 = — ji€ji

[m] ic[n]

Then for t > 0 we have, with probability at least 1 — 20,

N 11— at+1 48so0 log p/o soo log np/é
an
N 1—at+1 12y/soo log(p/d) soo log(n 5
[Wi1 = w2 <— \f x| gp/ ©atp, 27X 1o p/ 28)
n

where

96so0x [log(2p/d)
K n

QAn —

and

b 24y/soox [log(np/d)
n — .
K n

We can simplify the bound obtained in Theorem 3 by looking at the scaling with respect

to n,m, s, and p, by treating x, 0 and ox as constants. Suppose n 2 s21log p and set

N v\/logp \/logp<\/logp>'
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The following error bounds hold for Algorithm 1:

t+1
- | 1
Wt —wl[1 Spsy/ 6P (S\/ﬂ> :
mn n

t
. 1 1 1
19— w¥ll2 Spyf Sl 4 ( : ng) (8 ng) :
mn n n

We can compare the above bounds to the performance of the local and centralized lasso

[Wainwright, 2009, Meinshausen and Yu, 2009, Bickel et al., 2009]. For Wjy.,], we have

. log p
[ Wiocal = W7 ll1 Sp 54/ -

and
[Wiocal — W' ll2 Sp slogp
n
For Weentralize, We have
Weentratize — Wl Sp 51/ 2L
and
Weantraize — wll2 <p 1/ L.

We see that after one round of communication, we have

lo s21o
gp n gp

W1 —w*[[1 Sp s
mn n

and

N 1 3/21
|91 — whllg Sp g/ sl p 2 98P
mn n

These bounds match the results in Lee et al. [2017b] without expensive debiasing step.

Furthermore, when m < —-*—, they match the performance of the centralized lasso. Finally,

~ s=logp
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t+1
as long as t 2 logm and n 2 s2logp, it is easy to check that (s 10%) < g/ l08P

~ mn
Therefore,
N 1
Wit — Wil Sp sy —or
mn
and
~ slo
[Weer — w2 Sp oy ot
mn

which matches the centralized lasso performance without additional error terms. That is,
as long as n 2> s2log p, the rounds of communication to matches centralized procedure only
increase logarithmically with the number of machines and independent of other parameters.
Differently, for distributed learning methods studied in the literature for minimizing smooth
objectives, the rounds of communication to match centralized procedure increase polynomi-
ally with m (see table 1 in Zhang and Xiao [2015]). This is because here we exploit the
underlying restricted strong convexity from empirical loss functions, while prior work on
distributed minimization of smooth objectives Shamir et al. [2014], Zhang and Xiao [2015]

only consider strong convexity explicitly from regularization.

2.4 Generalized theory and proof sketch

In order to establish Theorem 3, we prove an error bound on w —w* for a general loss ¢(-, -)
and w obtained using Algorithm 1. To simplify the presentation, we assume that the domain

X is bounded and that the loss function ¢(-,) is smooth.

Assumption 4. The loss {(-,+) is L-smooth with respect to the second argument:
¢'(a,b) — '(a,c) < L|b— ¢, Va,b,c € R

Furthermore, \Em(a, b)| < M for all a,b € R.

Commonly used loss functions in statistical learning, including the squared loss for re-
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gression and logistic loss for classification, satisfy this assumption [Zhang et al., 2013g].
Next, we state the restricted strong convexity condition for a general loss function [Ne-

gahban et al., 2012].

Assumption 5. There exists k > 0 such that for any A € C(S, 3)
Ly(wW* +A) = L1(w¥) = (VLI(WF),A) > &||A|]3,

with C(S,3) = {A € RP|||Age||1 < 3||Agl1}.

The restricted strong convexity holds with high probability for a wide range of models and
designs and it is commonly assumed for showing consistent estimation in high-dimensions
[see, for example, Van De Geer et al., 2009, Negahban et al., 2012, Raskutti et al., 2010,
Rudelson and Zhou, 2013, for details].

Our main theoretical result establishes a recursive estimation error bound, which relates

the estimation error ||w;11 — w*|| to that of the previous iteration ||wy — w*||1.

Theorem 6. Suppose Assumption 4 and 5 holds. Let

log(2p/9)

1 ~
v =2 L5 w2 (el )l - sl
jelm] > ’
13 ~ *(12
w20 (il ) (15— wiI).

Then with probability at least 1 — 9, we have

. 48s
(W1 — w1 §7

1 48sL N log(2p/d

= N veiwh|| + (ma.xnxﬁnio) w* — 11y 2B2/0)

m . 00 K K n
Jj€m]

488M 3 ~ 2
#2502, ) (190 = wl1)
K 5,0
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1 > vLi(w)

m
Jj€[m]

4y/sM 3 - 2
+ 22 (ol ) (10 - 1)

log(2p/9)

12,/5L _
# 25 (il ) I = sl

)

’ o0

Theorem 6 upper bounds the estimation error ||wyy1 —w™||1 as a function of ||[w; —w*||;.
Applying Theorem 6 iteratively, we immediately obtain the following estimation error bound

which depends on the quality of local ¢1 regularized estimation ||wg — w*||;.

Corollary 7. Suppose the conditions of Theorem 6 are satisfied. Furthermore, suppose that

for all t, we have

- log(2p/d
1 (mo il ) 15 = w o < 2/ 222202 (2.10)

7

Then with probability at least 1 — 9, we have

~ ~ _ 48s 1
[Wes1 — W[l < ab ™ [Wo — w1+ (1 — an) 1(1—%“)'?'“% > VLi(wh)
o0

J

j€[m)

and

)
o0

~ - _ 12¢/s || 1
91 = wlla < abb 190 = il (1= a0) 1= a2 |5 )
jelm

where

96sL log(2p/§
o = 202 (e 2 ) /2L

b

and

24+/sL log(2p/é
b = 2L (i, ) |22,

K n
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For the quadratic loss we have that M = 0 and the condition in (2.10) holds. For other
types of losses, condition in (2.10) will be true for ¢ large enough when m 2 s2, leading to

local exponential rate of convergence until reaching statistical optimal region.

2.4.1 Proof sketch of Theorem 6

We first analyze how the estimation error bound decreases after one round of communication.

In particular, we bound ||w;41 — w*|| with ||w; — w*||. Define

Li(w, W) = L1(w) + <% > VL) - vzl(wt),w> . (2.11)
J€[m]

Then
- N 1 . N
VL (W, W) = VL (W) + — g{j} VLj(Wi) = VL1(Wy).
J1€M

The following lemma bounds the ¢ norm of VL4 (W, Wt).

Lemma 8. With probability at least 1 — 9, we have

‘ 'VZ1 (W", Wy)

) (m il %
00 A

)

1 - log(2p/d
K X vt )l = il B2
jem

3 P 2
01 (a2, ) (1= wI).

)

The lemma bounds the magnitude of the gradient of the loss at optimum point w*.
This will be used to guide our choice of the ¢; regularization parameter \;y1 in (2.4). The
following lemma shows that as long as A\;y1 is large enough, it is guaranteed that wy 1 — w™

is in a restricted cone.
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Lemma 9. Suppose

Aey1/2 > HV@(W*,VA\%)

‘ (.¢]

Then with probability at least 1 — §, we have Wy11 — w* € C(S, 3).

Based on the conic condition and restricted strong convexity condition, we can obtain
the recursive error bound stated in Theorem 6 following the proof strategy as in Negahban

et al. [2012].

2.4.2  Application example: sparse logistic regression

For logistic model, performing maximum likelihood estimation (MLE) on the following lo-

gistic model:

exp(yji(Xji, Ww*))
exp(yji(xji, w*)) + 1’

P(yj; = *1[xj;) = (2.12)
which leads to the logistic loss function £(y;;, (w,xj;)) = log(1 + exp(—y;;{w,x;;))). For
high-dimensional problems, when we add a {1 regularization, we obtain the ¢ regularized

logistic regression model [Zhu and Hastie, 2004, Wu et al., 2009]:

1

Weentralize = arg m“i/n mn Z Z log(1 + eXp(_yji<Wani>>> + Allwl[1.
jelm]ien]

The logistic loss is %—smooth, and we also know M = % because of self-concordance [Zhang
and Xiao, 2015]. Let £;(w) = %Zz’e[n] log(1 + exp(—y;i{w,x;;))), [Negahban et al., 2012]
showed that if x;; are drawn from mean zero distribution with sub-Gaussian tails, then
L1(w) satisfies the restricted strong condition (5). Moreover, we have the following control

on the quantity H% Zje[m] VLj(w*)

o0
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Lemma 10. Then we have the following upper bound holds in probability at least 1 — §:

2log(p/d)

mn

S lx
00

jilloo

1 *
HE > vLi(wh)
J€[m]

The following ¢1 error bound states the estimation error for logistic regression with ¢1
regularization, which was established, for example, in [Van de Geer et al., 2008, Negahban

et al., 2012].

Lemma 11. Under the model (2.12), when n > (64/k)slog p, we have the following estima-

tion error bound for wq holds with probability at least 1 — 0

~ 21 )
[wo —w*||; § 27X o8lnp/0)
n

With above analysis for sparse logistic regression model with random design, we are ready
to present the results for the estimation error bound which established local exponential

convergence.

Corollary 12. Under sparse logistic regression model with random design, and set \yy1 as

(2.9). If the following condition holds for some T > 0:

N 1 2 5
g —wily < 4y B0 (2.13)

Then with probability at least 1 — 20, we have the following estimation error bound for all

t>1T:

N 1—at- T+l 96500 log p/9d) log( 2p 5
Hwt+1 _ W*Hl < - na X / + 4q t T+1 / (214)
- Un

1—at-THly 1 5 [log(2 5
Hwt#»l _W*HQ < l_n \/_JUX Og(p/ ) +4q t— Tbn Og p/ (215>




where

0 — 24soox  [log(2p/d) and b, — Vsoox /log(np/é).
K n K n

2.4.8 Application example: high-dimensional generalized linear models

The results are readily extendable to other high-dimensional generalized linear models [Mc-
Cullagh and Nelder, 1989, Van de Geer et al., 2008], where the response variable yji €Y is

drawn from the distribution

jiln W) — B, W)
P(yjilx;;) o eXp( S e L :

where ®(+) is a link function and A(o) is a scale parameter. Under the random subgaus-

sian design, as long as the loss function has Lipschitz gradient, then the algorithm and

corresponding estimation error bound and be applied.

2.4.4  Application example: high-dimensional graphical models

The results can also be used for the distributed unsupervised learning setting where the task
is to learn a sparse graphical structure that represents the conditional independence between
variables. Widely studied graphical models are Gaussian graphical models [Meinshausen
and Biithlmann, 2006, Yuan and Lin, 2007] for continuous data and Ising graphical models
[Ravikumar et al., 2010] for binary observations. As shown in [Meinshausen and Biihlmann,
2006, Ravikumar et al., 2010], these model selection problems can be reduced to solving
parallel ¢ regularized linear regression and logistic regression problems, respectively. Thus

the approach presented in this chapter can be readily applicable for these tasks.
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2.5 Experiments

In this section we present empirical comparisons between various approaches on both sim-
ulated and real world datasets. We run the algorithms for both distributed regression and
classification problems, and compare with the following algorithms: i) Local; ii) Centralize;
iii) Distributed proximal gradient descent (Prox GD); iv) Avg-Debias [Lee et al., 2017b] with

hard thresholding, and v) the proposed EDSL approach.

2.5.1 Simulations

We first examine the algorithms on simulated data. We generate {in}je[m],ie[n] from a
multivariate normal distribution with mean zero and covariance matrix 3. The covariance
3 controls the condition number of the problem and we will varying it to see how the
performance changes. We set Y;; = 0.5/7=71 for the well-conditioned setting and X;; =
0.5/7=31/5 for the ill-conditioned setting. The response variable {yji}je[m],ie[n} are drawn
from (2.5) and (2.12) for regression and classification problems, respectively. For regression,
the noise €;; is sampled from a standard normal distribution. The true model w* is set to
be s-sparse, where the first s-entries are sampled i.i.d. from a uniform distribution in [0, 1],
and the other entries are set to zero.

We run experiments with various (n, p, m, s) settings®. The estimation error ||W¢ — w*||
is shown versus rounds of communications for for Prox GD and the proposed EDSL algo-
rithm. We also plot the estimation error of Local, Avg-Debias, and Centralize as horizontal
lines, since the communication cost is fixed for for these algorithms*®. Figure 2.1 and 2.2
summarize the results, averaged across 10 independent trials. We have the following obser-

vations:

3. n: sample size per machine, p: problem dimension, m: number of machines, s: true support size.
4. these algorithms have zero, one-shot and full communications, respectively.

5. To give some senses about computational cost, for a problem with n = 200,p = 1000, at each round
EDSL takes about 0.048s, while Avg-Debias takes about 40.334s.
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Figure 2.1: Comparison of various algorithms for distributed sparse regression, 1st and 3rd
row: well-conditioned cases, 2nd and 4th row: ill-conditioned cases.
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Figure 2.2: Comparison of various algorithms for distributed sparse classification (logistic
regression), 1st and 3rd row: well-conditioned cases, 2nd and 4th row: ill-conditioned cases.
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Figure 2.3: Comparison of various approaches for distributed sparse regression and classi-
fication on real world datasets. (Avg-Debias is omitted when it is significantly worse than
others.)
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e The Avg-Debias approach obtained much better estimation error compared to Local
after one round of communication and sometimes performed quite close to Centralize.
However, in most cases, there is still a gap compared with Centralize, especially when

the problem is not well-conditioned or m is large.

e ProxGD converges very slow when the condition number becomes bad (3;; = 0.5/1=31/5

case).

e Astheory suggests, EDSL obtained a solution that is competitive with Avg-Debias after
one round of communication. The estimation error decreases to match performance
of Centralize within few rounds of communications; typically less than 5, even though
the theory suggests EDSL will match the performance of centralize within O(logm)

rounds of communication.

Above experiments illustrate our theoretical results in finite samples. As suggested by
theory, when sample size per machine n is relatively small, one round of communication is not
sufficient to make Avg-Debias matches the performance of centralized procedure. However,
EDSL could match the performance of Avg-Debias with one round of communication and
further improve the estimation quality by exponentially reducing the gap between centralized
procedure with Avg-Debias, until matching the centralized performance. Thus, the proposed

EDSL improves the Avg-Debias approach both computationally and statistically.

2.5.2 Real-world data evaluation

In this section, we compare the distributed sparse learning algorithms on several real world
datasets. The datasets are publicly available from the LIBSVM website® and UCI Machine

Learning Repository7. The statistics of these datasets are summarized in Table 5.2, where

6. https://www.csie.ntu.edu.tw/ cjlin/libsvmtools/datasets/
7. http://archive.ics.uci.edu/ml/
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Table 2.2: List of real-world datasets used in the experiments.

’ Name \ #Instances \ #Features \ Task ‘
ada 48,842 123 Classification
connect-4 67,557 127 Regression
dna 2,000 181 Regression
mitface 6,977 362 Classification
mnist 1 vs 2 14,867 785 Classification
mnist 60,000 785 Regression
mushrooms 8,124 113 Classification
protein 17,766 358 Regression
spambase 4,601 57 Classification
usps 7,291 257 Regression
w8a 64,700 301 Classification
year 51,630 91 Regression

some of the multi-class classification datasets are adopted under the regression setting with
squared losses. For all data sets, we use 60% of data for training, 20% as held-out validation
set for tuning the parameters, and the remaining 20% for testing. We randomly partition
data 10 times and report the average performance on the test set. For regression tasks,
the evaluation metric is the normalized Mean Squared Error (normalized MSE), while for
classification tasks we report the miss-classification error. We randomly partition the data
on m = 10 machines. The results are plotted in Figure 7.2 where for some datasets the
performance of Avg-Debias is significantly worse than others (mostly because the debiasing
step fails), thus we omit these plots. The plots are shown in Figure 7.2 We have the following

observations:

e Since there is no well-specified model on these datasets, the curves behave quite dif-
ferently on different data sets. However, a large gap between the local and centralized

procedure is consistent as the later uses 10 times more data.

e Avg-Debias often fails on these real datasets and performs much worse than in simu-

lations. The main reason might be that the assumptions, such as well-specified model

33



or generalized coherence condition, fail, then Avg-Debias can totally fail and produce

solution even much worse than the local.
e Prox GD approach still converges slowly in most of the cases.

e The proposed EDSL is quite robust on real world data sets, and can output a solu-
tion which is highly competitive with the centralized model within a few rounds of

communications.

e There exits a slight “zig-zag” behavior for EDSL approach on some data sets. For

example, on the mushrooms data set, the predictive performance of EDSL is not stable.

In sum, the experimental results on real world data sets verified that the proposed EDSL

method is effective for distributed sparse learning problems.

2.6 Proofs of technical results

The section contains proofs of some theorems and lemmas stated in this chapter.

2.6.1 Proof of Lemma 8

Proof. Recall the definition of £; from (2.11). We have

_ R . 1 R R
VLi(w*, W) =VLi(W") + . .Z[:] VL;i(w¢) — VL (W)
jem

1

=— > VLW + VL(W) = VL (W)
j€lml
(L > VL (W) - - > VLi(Wy)
m J m-. 7
j€lm] j€m]
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Using the triangle inequality

HVﬁl w*, wy)

=l 3 v

‘ (0.9]

HOO

+ Hv,cl(w ) — VL (W Z VL —% > VL (W)
jElm

We focus on bounding the second term in the right-hand-side inequality above. Let 7;; =

O (yji, (W*,x;)) and define v;(w¢) € RP:

vii(We) = x5 (0 (yji, (W5, x53)) — O (yji, (Wi, %54)))

. " (yji, uj;)
= Tjinz'X]Ti (W —w") + X]ZM<< Wi — W, x;))?

where wj; is a number between (w¢,x;;) and (w*, x;;). With this notation

1 ~
Hv.cl(w ) — VL (W Z VL —% > VLi(Wy) H
elm o0
1
< ||= _
=15 Z Vlz mn ZZV]Z ’
i€[n]
1 N ~ *
< Hﬁ > i (We — w) %ZZTjixﬁxﬁ(Wt - w)
i joi 00

3 B 2
01+ (il ) -1~ w71

)
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The first term above can be further upper bounded by

1 T 1 T
Hﬁ > mixxg; (We — W) — — YD mixjix (W — W)
J Joi

00
1 T 1 T R .
<= mad = — 33wl ISe— Wl
, — L ~
J 7 1
1 1
< H— Z TliXIiX{i —E [TjiniX?i} H + H— Z Z Tjixjix;‘(; — K [Tjixjixﬁ} ‘ ’
i€[n] i
W — w1 -

Using Hoeffding’s inequality together with a union bound, we have with probability at least
1-9,

1 T T 2 2log(2p/d)
H— > mixiixy; — E [Tjixjixji] ' <L (m@X ||in||oo) —,
n 00 75 n
i€[n]
and
1 T T 2 2log(2p/0)
H% Z ZTjinini -k [Tjixjixji} HOO <L (m%XHinHoo> o
J i
Combining the bounds, the proof of the lemma is complete. O
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2.6.2 Proof of Lemma 9

Proof. The proof uses ideas presented in [Negahban et al., 2012]. By triangle inequality we

have

Wil = W5l =[[W* + (W1 — W) ge + (Wi — wh)glh — [[w'[h
2|+ (Wi = wWH)gell1 = [[(We1 = w5l = [[wH[l1

=[|(We1 — W) gellt = [[(Wer1 — wF)gll1-
By the optimality of w;, 1 for (2.4), we have
L1(Fe41, W) + Mgt [[Wegall1 — L1(W*, We) = Mg || w1 < 0.
Thus
L1(Wig1,We) = L1(W*, We) + A1 ([(Weg1 = W) gell1 = [[(Weq1 — w¥)gll1) < 0.
By the convexity of El(-, w¢), we further have
L1(Wiy1,Wp) — L1(W*, Wi) > (VLW W), Wy — W),
Thus by Holder’s inequality

0 >(VL (W, W), Wit — W)+ M1 ([|[(Feg1 — w)sell1 — ||(We1 — w)sllh)

> = [IVLL (W, Wi)lloo [Weg1 = W1 + At (H(Weg1 = W) sellt = [[(We = w¥)sl1)-
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Under the assumption on A;41 we further have

At+1 - N
0> __+||Wt+1 W1+ A1 (W1 — W) gellr = [|(Wer1 — w5)sl1)
>‘t+1 ~ 3/\t 1
= ——[|(We11 — W")ge|l1 — 5 [(Wer1 —wH)gll1,

which completes the proof.

2.6.3 Proof of Theorem 6

Proof. For the term L (Wip1, W) — L (W*, w¢) we have
~ R ~ . R 1 R A
L1(Wey1, W) — L1(W", W) =L1(Wip1) + <E Z VLj(wi) — V£1<Wt)awt+1>

— Li(w < Zvc W) Vﬁl(\/ift),w*>

> (VL (W), W1 — w*> + kW1 — w3
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where the first inequality we use the restricted strong convexity condition (5). Also by the

optimality of w;, 1 for (2.4), we have
L1(Wip1, Wi) — L1(W5, W) + A1 |[Wegal[1 — A |[w7][1 < 0.
Combining above two inequalities we obtain with probability at least 1 — 9:

M1l W1 = M1 [[Wepall1 > (VLU (W, W), Wi — W) + w1 — w3
> — ||VLLUW, W) ool [Wig1 — W¥I|1 + #][Wep1 — w13
At+1

> = S [Wi1 — WL+ Al W — w3,

By triangle inequality that Ay 1||[Wir1 — W1 > At |[WH |1 — Ae+1||Wea1]]1, we have

3At+1
2

Kl[Wip1 — w5 < Wi — w1

M4 1)/~ .

= (W1 = w5 )gllt + [[(Wer1 — w™)gell1)
SANAT )y N

< ([(Wer1 — W) g1 + 3|[(Wep1 — W) sl]1)

2

=61 1|(Wer1 — W) sl
<6v/sA 41| (Wig1 — W) gll2

<6v/sAr11][ W1 — w o

We get

. 6y/sAt41
[[Wip1 — w¥|2 < TJF
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Substitute Azt in (2.9) concludes the proof for ¢5 estimation error bound. For ||w;1—w*||1,

we know
[Wit1 — w1 <[|(Wig1 — w)gll1 + [[(Wep1 — W) gell1
<4||(Wir1 — w)sll1 < 4Vs||(Wip1 — wH)gll2
~ 245)\75 1
<4/s|[ Wi — wWH|2 < TJr,
which obtains the desired bound. O

2.6.4 Proof of Theorem 3

Proof. Theorem 3 follows from Theorem 6 after we verify some conditions. First, it is easy
to see that the quadratic loss L = 1, M = 0. Under conditions of Theorem, with probability

1-9,
< voy log(p/9)

~J °

mn

’ e.¢]

1 *
HE > VLi(w)
J€[m]

This follows from Corollary 5.17 of Vershynin [2010]. Furthermore, with probability at least

1 — 0, we have

- max |[xjilleo S ox/log(mnp/é).
J€[m],i€[n]
Finally,

soox [log(np/d)
K n

[Wo —w¥|[1 S

with probability at least 1 — § [Wainwright, 2009, Meinshausen and Yu, 2009, Bickel et al.,

2009]. Plugging these bounds into Theorem 6 completes the proof.
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2.6.5 Proof of Corollary 7

Proof. The proof proceeds by recursively applying Theorem 6 and sum a geometric sequence.

For notation simplicity let

B 48s

a =——
K

Y

1 *
~ > vLi(w) ‘
j€lm] >

48sL 41og(2p/9)
b:( =5 (el ) o E )

)

48sM (
C =

e
= (a2 )

)

By Theorem 6 we have

W41 — w1 <a+ bl[¢ — w*||1 + ¢l [%; — w*|[]
<a+ 2b||w; — W]

<a+ 2b(a + 2b||Wi_1 —w¥||1) < ...
t
<a ) (2b)F + (20) %o — w1
k=0
a(1 - (20)1+1

1o ok
) sy - wl (2.16)

which completes the ¢1 estimation error bound. For ||[Wyy1 — w*||2, we first use (2.16) to

obtain
a(l — (20)")

2b)! || Wy — w1

W — w1 <
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Then apply Theorem 6 to obtain that

It~ wlle <2+ Py ey < e (=0
bl 24 as V=45 a5 U 1= (2)

1 (a a<<2b>—<2b)t+1>) (20) | |wo — w*[y

T () |[% —w*||1)

T 4/s 1— (20) 4/s
_a(l= (0 20w — wl
1A (20) s
which concludes the proof. O

2.6.6  Proof of Lemma 10

Proof. By the definition of £;(w), we have

1 P s Yji

je€[m]i€n]

It is easy to check that

Yji ] Yji ‘
E |y — =0, and i — <1
[yﬂ 1+ exp(—y;i (W, X;i)) Vi + exp(— — yji(W, xj;))
and thus
Yji
Elx (v — =0,
{ o (yﬂ 1+ eXP(—ijW,in))ﬂ

- )H
Xji | Yji — < max (|xji]|oo) -
ﬂ(‘” L+ exp(— — yji{w, Xji)) ) oo~ Ji (IFjillec)

Appling Azuma-Hoeffding inequality [Hoeffding, 1963] and the union bound over [p] leads
to the desired bound. O
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CHAPTER 3
MEMORY AND COMMUNICATION EFCIENT
DISTRIBUTED STOCHASTIC OPTIMIZATION WITH
MINIBATCH-PROX

3.1 Motivation and problem set-up

Consider the stochastic convex optimization (generalized learning) problem [Nemirovskii

et al., 1983, Vapnik, 1995, Shalev-Shwartz et al., 2009]:

min ¢(w) = Eg.p [£(w, €)] (3.1)

wel

where our goal is to learn a predictor w from the convex domain €2 given the convex in-
stantaneous (loss) function ¢(w,§) and i.i.d. samples £1,&s,... from some unknown data
distribution D. When optimizing on a single machine, stochastic approximation methods
such as stochastic gradient descent (SGD) or more generally stochastic mirror descent, are
ideally suited for the problem as they typically have optimal sample complexity require-
ments, and run in linear time in the number of samples, and thus also have optimal runtime.
Focusing on an ¢ bounded domain with B = supyeq ||W|| and L-Lipschitz loss, the min-
max optimal sample complexity is n(c) = O(L?B?/<?), and this is achieved by SGD using
O(n(e)) vector operations. Furthermore, if examples are obtained one at a time (in a stream-
ing setting or through access to a “button” generating examples), we only need to store O(1)
vectors in memory.

The situation is more complex in the distributed setting where no single method is known
that is optimal with respect to sample complexity, runtime, memory and communication.
Specifically, consider m machines where each machine ¢ = 1, ..., m receives samples &;1, &9, ...

drawn from the same distribution D. This can equivalently be thought of as randomly
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distributing samples across m servers. We also assume the objective is [S-smooth, taking
L,B = O(1) in our presentation of results. The goal is to find a predictor w € 2 satisfying
E [p(W) — mingecq ¢(w)] < € using the smallest possible number of samples per machine,
the minimal elapsed runtime, and the smallest amount of communication, and also minimal
memory on each machine (again, when examples are received or generated one at a time).
Ideally, we could hope for a method with linear speedup, i.e. O(n(e)/m) runtime, using the
statistically optimal number of samples O(n(¢€)) and constant or near-constant communica-
tion and memory. Throughout we measure runtime in terms of vector operations, memory
in terms of number of vectors that need to be stored on each machine and communication in
terms of number of vectors sent per machine!. These resource requirements are summarized
in Table 7.1.

One simple approach for distributed stochastic optimization is minibatch SGD [Cotter
et al., 2011, Dekel et al., 2012], where in each update we use a gradient estimate based
on mb examples: b examples from each of the m machines. Distributed minibatch SGD
attains optimal statistical performance with O (n(g)/m) runtime, as long as the minibatch
size is not too large: Dekel et al. [2012] showed that the minibatch size can be as large as
bm = O(y/n(e)), and Cotter et al. [2011] showed that with acceleration this can be increased
to bm = O(n(e)3/4). Using this maximal minibatch size for accelerated minibatch SGD thus
yields a statistically optimal method with linear speedup in runtime, O(1) memory usage,
and O(n()'/4) rounds of communication-see Table 7.1. This is the most communication-
efficient method with true linear speedup we are aware of.

An alternative approach is to use distributed optimization to optimize the regularized

empirical objective:

min ¢5(w) + 3w, (3.2)

1. In all methods involved, communication is used to average vectors across machines and make the result
known to one or all machines. We are actually counting the number of such operations.
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where ¢ g is the empirical objective on n(e) i.i.d. samples, distributed across the machines and
v=0O(L/(B \/@ )). A naive approach here is to use accelerate gradient descent, distribut-
ing the gradient computations, but this, as well as approaches based on ADMM [Boyd et al.,
2011], are dominated by minibatch SGD (Shamir and Srebro 2014 and see also Table 7.1).
Better alternatives take advantage of the stochastic nature of the problem: DANE [Shamir
et al., 2014] requires only O(BQm) rounds of communication for squared loss problems,
while DiSCO [Zhang and Xiao, 2015] and AIDE [Reddi et al., 2016]) reduce this further
to O(Bl/ 2t/ 4) rounds of communication. However, these communication-efficient meth-
ods usually require expensive computation on each local machine, solving an optimization
problem on all local data at each iteration. Even if this can be done in near-linear time,
it is still difficult to obtain computational speedup compared with single machine solution,
and certainly not linear speedups—see Table 7.1. Furthermore, since each round of these
methods involves optimization over a fixed training set, this training set must be stored thus
requiring n(g)/m memory per machine.

Designing stochastic distributed optimization problems with linear, or near-linear, speedups,
and low communication and memory requirements is thus still an open problem. We make
progress in this chapter analyzing and presenting methods with near-linear speedups and
better communication and memory requirements. As with the analysis of DANE, DiSCO
and AIDE, our analysis is rigorous only for least squared problems, and so all results should
be taken in that context (the methods themselves are applicable to any distributed stochastic

convex optimization problem).

Our contributions

e We first apply the recently proposed distributed SVRG (DSVRG) algorithm for reg-
ularized loss minimization to the distributed stochastic convex optimization problem,

and show that on least square problems it can achieve near-linear speedup with very
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Figure 3.1: Trade-offs between memory and communication for the proposed MP-DSVRG
approach.

low communication, but with high memory cost—see DSVRG in Table 7.1.

e We propose a novel algorithm that improves the memory cost, which we call minibatch-
prox with DSVRG (MP-DSVRG). For least square problems it achieves near-linear
speedup with communication cost that is higher than DSVRG but increases only loga-
rithmically with n(e), but with much lower memory requirements. Moreover, our algo-
rithm is flexible, allowing to trade off between communication and memory (depicted
in Figure 3.1), without affecting the computational efficiency. Our method is based on
careful combinations of inexact minibatch proximal update, communication-efficient

optimization and linearly convergent stochastic gradient algorithms for finite-sums.

e As indicated above, our method is based on minibatch proximal update. That is, a
minibatch approach where in each iteration a non-linearized problem is solved on a
stochastic minibatch. This can be viewed as a minibatch generalization to the passive-
aggressive algorithm [Crammer et al., 2006] and has been considered in various con-
texts [Kulis and Bartlett, 2010, Toulis and Airoldi, 2014]. We show that such an

approach achieves the optimal statistical rate in terms of the number of samples used
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’ H Samples ‘ Communication ‘ Computation ‘ Memory ‘

Ideal Solution n(e) O(1) n(e)/m O(1)
Accelerated GD n(e) Bl/2n(5)1/4 Bl/Qn(5)5/4/m n(e)/m
Acc. Minibatch SGD n(e) BY/2p(e)l/4 n(e)/m O(1)
DANE n(e) B%m B?n(e) n(e)/m
DiSCO n(e) BY/2p1/A B 2n(e) /m3/% | n(e)/m
AIDE n(e) B2ml/A | BY2p(e) /m3/4 | n(e)/m
DSVRG n(e) O(1) n(e)/m n(e)/m
MP-DSVRG (b < bpax) n(e) n(e)/(mb) n(e)/m b
MP-DSVRG (b = bmax) n(e) o(1) n(e)/m n(e)/m

Table 3.1: Summary of resources required by different approaches to distributed stochastic

least squares problems, in units of vector operations/communications/memory per machine,

ignoring constants and log-factors, here byax = n(e)/m.
independent of the number of iterations, i.e. with any minibatch size. This signifi-
cantly improves over the previous analysis of Li et al., as the guarantee is better, it
entirely avoid the dependence on the minibatch size and does not rely on additional
assumptions as in Li et al.. The guarantee holds for any Lipschitz (even non-smooth)
objective. Furthermore, to make the minibatch proximal iterate more practical and
useful in distributed setting, we also extend the analysis to algorithms which solve
each minibatch subproblem inexactly. Our analysis of exact and inexact minibatch
proximal updates may be of independent interest and useful in other contexts and as

a basis for other methods.

Notations We denote by wy = argmingcq ¢(w) the optimal solution to (3.1). Through-
out the chapter, we assume the instantaneous function ¢(w, ) is L-Lipschitz and A-strongly

convex in w for some A > 0 on the domain €:

|£(W7£) - K(W/7§)‘ < L||W - WIH7

((w, &) — L(w' &) > <V€(w/,f), W — W/> + %Hw — Wl||2, vw,w' € Q.
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Sometimes we also assume ¢(w,¢) is f-smooth in w:
(w. &) — (W €) < (VIW.&). w—w) + Dllw = w2 vww/ eq

For distributed stochastic optimization, our analysis focuses on the least squares loss ¢(w, §) =

%(WTX —y)? where € = (x, ).

3.2 Distributed SVRG for stochastic convex optimization

Recently, Lee et al. [2017a] suggested using fast randomized optimization algorithms for
finite-sums, and in particular the SVRG algorithm, as a distributed optimization approach
for (3.2). The authors noted that, for SVRG, when the the sample size n(c) dominates
the problem’s condition number /v where [ is the smoothness parameter of ¢(w, &), the
time complexity is dominated by computing the batch gradients. This operation can be
trivially parallelized. The stochastic updates, on the other hand, can be implemented on a
single machine while the other machines wait, with the only caveat being that only sampling-
without-replacement can be implemented this way. The use of without-replacement sampling
was theoretically justified in a recent analysis by Shamir [2016].

In the distributed stochastic convex optimization setting considered here, DSVRG in
fact achieves linear speedup in certain regime as follows. In each iteration of the algorithm,
each machine first computes its local gradient and average them with one communication
round to obtain the global batch gradient, and then a single machine performs the SVRG
stochastic updates by processing its local data once (sampling the n(e)/m examples without
replacement). By the linear convergence of SVRG, as long as the number of stochastic
updates n(g)/m is larger than 8/v = O(B8B+/n(g)/L), the algorithm converges to O(e)-

suboptimality (in both the empirical and stochastic objective) in O(log1/e) = O (logn(e))
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iterations; and this condition is satisfied? for n(e) > m?2.

Clearly, in the above regime, each iteration of DSVRG uses two rounds of communications
and the total communication complexity is O (n(€)). On the other hand, the computation for
each machine is compute the local gradient (in time O(n(e)/m)) in each iteration, resulting in
a total time complexity of O(n(e)logn(e)/m). This explains the DSVRG entry in Table 7.1.

Being communication- and computation-efficient, DSVRG requires each machine to store
a portion of the sample set for ERM to make multiple passes over them, and is therefore not
memory-efficient. In fact, this disadvantage is shared by previously known communication-
efficient distributed optimization algorithms, including DANE, DiSCO, and AIDE. In order
to develop a memory- and communication-efficient algorithm for distributed stochastic opti-
mization, we need to bypass the ERM setting and this is enabled by the following minibatch-

prox algorithm.

3.3 The minibatch-prox algorithm for stochastic optimization

In this section, we describe and analyze the minibatch-prox algorithm for stochastic opti-
mization, which allows us to use arbitrarily large minibatch size without slowing down the
convergence rate. We first present the basic version where each proximal objective is solved
exactly for each minibatch, which achieves the optimal convergence rate. Then, we show
that if each minibatch objective is solved accurately enough, the algorithm still converges at

the optimal rate, opening the opportunity for efficient implementations.

2. If n(g) = m? does not hold, we can use a “hot-potato” style algorithm where we process all data once
on machine ¢ and pass the predictor to machine ¢ 4+ 1 until we obtain sufficiently many stochastic updates.
But then the computation efficiency deteriorates and we no longer have linear speedup in runtime.
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3.3.1 FExact minibatch-prox

The “exact” minibatch-prox is defined by the following iterates: for t =1,...,

W = argmin ft(w)u
well

Tt 1 Vt
where  fi(w) := ¢y, (w) + §||W —wi|]* = 7 > Uw, &)+ 5||W —will® (3.3)
Sel
vt > 0 is the (inverse) stepsize parameter at time ¢, and I; is a set of b samples from the
unknown distribution D. To understand the updates in (3.3), we first observe by the first

order optimality condition for fi(w) that
Vor,(wi) + v (wy — wi_1) € —No(wy), (3.4)

where V¢r, (wy) is some subgradient of ¢7, (w) at wy, and Ng(wy) = {y|(w —wy, y) <0, Vw € Q}

is the normal cone of €2 at w¢. Equivalently, the above condition implies

wi = Po (Wt—l - %V%(Wt)) ) (3.5)

where Po(w) denotes the projection of w onto 2. The update rule (3.5) resembles that of
the standard minibatch gradient descent, except the gradient is evaluated at the “future”
iterate.

Proximal steps, of the form (3.3) or equivalently (3.5), are trickier to implement compared
to (stochastic) gradient steps, as they involve optimization of a subproblem, instead of merely
computing and adding gradients. Nevertheless, they have been suggested, used and studied
in several contexts. Crammer et al. [2006] proposed the “passive aggressive” update rule,
where a margin-based loss from a single example with a quadratic penalty is minimized—this

corresponds to (3.3) with a “batch size” of one. More general loss functions, still for “batch
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sizes” of one, were also analyzed in the online learning setting [Cheng et al., 2007, Kulis and
Bartlett, 2010]. For finite-sum objectives, methods based on incremental /stochastic proximal
updates were studied by Bertsekas [2011, 2015], Defazio [2016]. Needell and Tropp [2014]
analyzed a randomized block Kaczmarz method in the context of solving linear systems,
which also minimizes the empirical loss on a randomly sampled minibatch. To the best of
our knowledge, no prior work has analyzed the general minibatch variant of proximal updates
for stochastic optimization except Li et al.. However, the analysis of Li et al. assumes a
stringent condition which is hard to verify (and is often violated) in practice, which we will
discuss in detail in this section.

The following lemma provides the basic property of the update at each iteration.

Lemma 13. For any w € ), we have

A+

2
[[we = wl? < |lwi—1 = w[[* = [lwg—1 — wil[* = ” (¢1,(wt) = ér,(w)) . (3.6)

To derive the convergence guarantee, we need to relate ¢, (wy) to ¢(w). The analysis

of Li et al. for minibatch-prox made the assumption that for all ¢ > 1:
Tt
Er, [Do(wiiwi-1)] < Eg, | Dy, (wiiwi1)| + 21w = wia| 2 (3.7)

where Dy(w,w') = f(w) — f(w') — (Vf(w'), w —w') denotes the Bregman divergence
defined by the potential function f. This condition is hard to verify, and may constrain the
stepsize to be very small. For example, as the authors argued, if {(w,¢) is S-smooth with

respect to w, we have
, g 2
Dy(wi;wi_1) < §|\Wt - w1l

and combined with the fact that D¢]t (wg; wy_1) > 0, one can guarantee (3.7) by setting
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v > . However, to obtain the optimal convergence rate, Li et al. needed to set v =
O(y/T/b) which would imply b = O(T) in order to have 7y > 8. In view of this implicit
constraint that the minibatch size b can not be too large, the analysis of Li et al. does not
really show advantage of minibatch-prox over minibatch SGD, whose optimal minibatch size
is precisely b = O(T).

Our analysis is free of any additional assumptions. The key observation is that, when b

is large, we expect ¢ (W) to be close to ¢(w). Define the stochastic objective
M
Fy(w) = Ep, [fl(w)] = é(w) + F{lw — w1 (3:8)

Then w; is the “empirical risk minimizer” of Fy(w) as it solves the empirical version f;(w)
with b samples. Using a stability argument [Shalev-Shwartz et al., 2009], we can establish

the “generalization” performance for the (inexact) minimizer of the minibatch objective.

Lemma 14. For the minibatch-prox algorithm,we have

412

|]EIt [(b(Wt) - ¢It(Wt>” < m

Moreover, if a possibly randomized algorithm A minimizes fi(w) up to an error of n, i.e.,

A returns an approzimate solution wy such that E 4 [fe(wy) — fe(wye)] < me, we have

412 N 2L2%n;
(A+7)b Ay

B, A [0(We) — o1, (wi)]| <
Combining Lemma 13 and Lemma 14, we obtain the following key lemma regarding the
progress on the stochastic objective at each iteration of minibatch-prox.

Lemma 15. For iteration t of exact minibatch-prox, we have for any w € §2 that

2 ]2

A+ v
By lfwi — w2 < llwey = wl? = 2By ofwi) — o(w)) + =5

(3.9)
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We are now ready to bound the overall convergence rates of minibatch-prox.

Theorem 16 (Convergence of exact minibatch-prox — weakly convex ¢(w,§)). For L-

Lipschitz instantaneous function ((w,§), set v = \/% —L _ fort =1,....,T in

" [wo—w]]

minibatch-prox. Then for wp = %Zthl w¢, we have

Blotwr) - o(we)] < Yo — .

Theorem 17 (Convergence of exact minibatch-prox — strongly convex ¢(w,¢)). For L-
A(t—1)

Lipschitz and \-strongly convex instantaneous function ((w,§), set v = =5~ fort =
1,...,T in minibatch-prozx. Then for wp = ﬁ Zthl twy¢, we have
1612
E[p(wp) — < —

3.3.2  Inexact minibatch-prox

We now study the case where instead of solving the subproblems f;(w) exactly, we only
solve it approximately to sufficient accuracy. The “inexact” minibatch-prox uses a possibly
randomized algorithm A for approximately solving one subproblem on a minibatch in each

iteration, and generates the following iterates: for t =1,...,

Wi A Wy = argngn fr(w)  where  fi(w) = o, (w) + %HW —wi1l)?, (3.10)
we

and  Ey | fi(Wi) — fi(%0)| <y

Analogous to Lemma 15, we can derive the following lemma using stability of inexact mini-

mizers.
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Lemma 18. Fix any w € (). For iteration t of inexact minibatch-prox, we have

~ Tt . 9 A+ - 5 AL?
_ < v — _ _ _
Er, 4lo(Wi) — o(w)] < 5 BrAllWi—1 — wl| 5 Lr Allwe —wl|” + b
2L277t ~
2(\ W/ E —wl|]2.  (3.11
S VRO Bl - Wl (311)

Note that when 7 = 0, the above guarantee reduces to that of exact minibatch-prox.
We now show that when the minibatch subproblems are solved sufficiently accurately,
we still obtain the O(1/vbT") rate for weakly-convex loss and O(1/(AbT)) rate for strongly-

convex loss.

Theorem 19 (Convergence of inexact minibatch-prox — weakly convex ¢(w,¢)). For L-

Lipschitz instantaneous function ¢(w,§), set 4 = v = \/% . m forallt > 1 in

inexact minibatch-prox. Assume that for all t > 1, the error in minimizing ft(w) satisfies

for some § > 0 that

Nl

B [i(¥%) — mjn Fo(w)] < min (Cl ()

3 -
T\2\ L|[wo— w«|
WA 12426 :

Then for wp = %Zle wy, we have E[p(Wp) — p(wy)] < w\/%w"”, where c3 only

depends on c1,co and 6. For example, by setting c; = 1074, 9 =107%,6 = 1/2, we have

. VI0L||wg — wi|
E p(wr) — o(wy)] < .
Theorem 20 (Convergence of inexact minibatch-prox — strongly convex ¢(w,§)). For L-

Lipschitz and A-strongly convex instantaneous function ((w,§), set v = )‘(t2_1) fort=1,...

in inexact minibatch-prox. Assume that for allt > 1, the error in minimizing ﬁ(w) satisfies
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for some § > 0 that

sl i) 2o (1 (5). 2 (5) ) -5

Then for wp = ﬁ Z?:l twy, we have E [p(Wp) — ¢(wy)] < C/\?’b—L;, where cg only depends

on c1,c9 and 6.

Remark 1. The final inequalities in Theorem 16 and 19 actually apply more generally to

all predictors in the domain. That is, our proofs still hold with w* replaced by any w € Q:

E[¢(Wr) — ¢(w)] < O (W)  weq

This allows us to compete with any predictor in the domain (other than the minimizer).
For ezample, in order to compete on ¢(w) with the set of predictors with small norm
{w: ||w|| < B}, we can set the domain Q = R and initialize with wo = 0. In view of
the above inequality, we still obtain the optimal rate O (\57%) from minibatch-prox by solv-

ing simpler, unconstrained subproblems (though we might have ||[wrpl|| > B).

3.4 Communication-efficient distributed minibatch-prox with

DANE

As discussed in Section 3.5, it is also possible to use other efficient distributed optimiza-
tion solver for minibatch-prox. Here we present a novel method that use the distributed
optimization algorithm DANE [Shamir et al., 2014] and its accelerated variant AIDE [Reddi
et al., 2016] for solving (3.16), which define better local objectives than EMSO and take into
consideration the similarity between local objectives.

We detail our algorithm, named MP-DANE, in Algorithm 2. The algorithm consists of

three nested loops, where ¢, r and k are iteration counters for minibatch-prox (the outer
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Algorithm 2 MP-DANE for distributed stochastic convex optimization.
Initialize wy.
fort=1,2,...,7T do
Each machine ¢ draws a minibatch It(l) of b samples from the underlying data distribu-
tion.
Initialize yg «— W¢_1, X ¢ Wi_1.
forr=1,2,...,R do
Initialize zg < y,—1, ag = /7/ (7 + K).
for k=1,2,..., K do
1. All machines perform one round of communication to compute the average
gradient

m
Vo, (z1) ¢ > 96,0 (ak-),
2. Each machine ¢ approximately solves the local objective to #-accuracy:
apply prox-SVRG to find zl(j) s.t. Hz](j) - zl(f)*H <0||lzp_1 — zl(f)*H
shere 20" = argnin 6,0 (2) + (Vo (1) = Vo, (z-1), 2) + Jll = wiall

K
5l = yrall® (3.12)

3. All machines reach consensus by averaging local updates through another round
of communication:

1 Zm (i)
1
=1
end for

Update x, ¢ z.
Compute a; € (0, 1) such that o2 = (1 — ozr)oz%_l + yay /(v + k), and compute

ap_1(1 — oy
y7" = Xp + r 1( 2 L 1> (XT’ - XT'—l) (314)
ar—'—arfl

end for
Update wy < x;.
end for
Output: wr is the approximate solution.
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for-loop), AIDE (the intermediate for-loop) and DANE (the inner for-loop) respectively.
Compared to EMSO, DANE adds a gradient correction term to (3.17) which can be compute
efficiently with one round of communication. On top of that, AIDE uses the idea of universal
catalyst [Lin et al., 2015] and adds an extra quadratic term to improve the strong-convexity
of the objective for faster convergence, i.e., in order to solve (3.16), AIDE solves multiple

instances of the “augmented large minibatch” problems of the form
N L v 2 K 2
min fy (W) := ¢r,(w) + Sl[w —wi_1[|” + S|[w — yr_1]] (3.15)
wel) 2 2

with carefully chosen extrapolation points y,_1. At each DANE iteration, we perform two
rounds of communication, one for averaging the local gradients, and one for averaging the
local updates, and the amount of data we communicate per round has the same size of the
predictor.

To sum up, in Algorithm 2, we have introduced two levels of inexactness. First, we only
approximately solve the “large minibatch” subproblem (3.16) in each outer loop; results
from the previous section guarantee the convergence of this approach. Second, we only
approximately solve the local subproblems (3.12) to sufficient accuracy in each inner loop;
the analysis of “inexact DANE” (for the non-stochastic setting) provides guarantee for this
approach [Reddi et al., 2016], and enables us to use state-of-the-art SGD methods (e.g.,
SVRG Johnson and Zhang, 2013, Xiao and Zhang, 2014) for solving local subproblems.
Overall, we obtain a convergent algorithm for distributed stochastic convex optimization.

We now present detailed analysis for the computation/communication complexity of Al-
gorithm 2 for stochastic quadratic problems, and compare it with related methods in the

literature.
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3.4.1 Efficiency of MP-DANE

We present the main results of this section (full analysis is deferred to Appendix 3.7.10),
which show that with careful choices of the minibatch size and the desired accuracy in each
level of approximate solution, MP-DANE achieves both communication and computation
efficiency with the optimal sample complexity. Interestingly, the choices of parameters differ
in two regimes which are separated by an “optimal” minibatch size (also denoted as by,,_gane

in the main text)

"~ 32m2p2B2log(md)’

Theorem 21 (Efficiency of MP-DANE for b < b*). Set the parameters in Algorithm 2 as

follows:
L? n(e) 8n(e)L
ter 1 b< b= n(e) pome)
(outer loop) - 32m2p32B2log(md)’ bm’ bmB
(intermediate loop) k=0, R=1,
1
(inner loop) 0 = 5 K =0 (logn(e)) .

Then we have E [gb (% Zthl Wt) - gb(w*)} < ‘/ZS(B;)L =0(e).
n(e)

Moreover, Algorithm 2 can be implemented with O (W) rounds of communication, and

each machine performs O <%> vector operations in total, where the notation 6() hides

poly-logarithmic dependences on n(e).

~ 2132
When we choose b = b*, Algorithm 1 can be implemented with O (%ﬁ) rounds of

n(e)L?
el

n(e)

communsication, O <W> vector operations, and O < ) memory for each machine.

We comment on the choice of parameters. For sample efficiency, we fix the sample size

n(e) and number of machines m, and so we can tradeoff the local minibatch size b and the

total number of outer iterations 7', maintaining b1 = # For any b, the regularization
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parameters in the “large minibatch” problem is set to v = 4/ % . % = ;ZL(E)L according to

Theorem 19. When b < b*, we note that (3.35) can be satisfied with x = 0 and there is no

need for acceleration by AIDE (R = 1). Then the values of § and K follow from Lemma 8.

Remark 2. The above theorem suggests that in the regime of b < b*, we only need to have
logarithmic number of DANE iterations for solving each “large minibatch” problem, and
logarithmic number of passes over the local data during each DANE iteration. We present

experimental results validating our theory in Appendiz 3.6.

The next theorem shows that when we use a large minibatch size b in Algorithm 2, we
can still satisfy the condition (3.35) by adding extra regularization (x > 0), and then apply
accelerated DANE.

Theorem 3 (Efficiency of MP-DANE for b > b*). Set the parameters in Algorithm 2 as

follows:

n(e)L? T n(e) ~ /8n(e)L

32m?2 2 B2 log(md)’ bm ! bmB

log(dm) pl/Aml/2 . gl/2gl/2
— R:(’)< ETENATE ogn(e) |,

(outer loop) b>b* =

(intermediate loop) k=160

1
(inner loop) 0 = 5 K =0 (logn(e)).

Then we have E [¢ (% Zthl Wt) - gb(w*)} < \/‘Tgif =0 (e).
~ 3/4.51/2 1/2
Moreover, Algorithm 2 can be implemented with O (n(s) [p2BY

b3/4m /2. 1/2

~ [ p1/4, (\3/4.31/2 31/2
munication, and each machine performs O <b ni)l/zflm B ) vector operations in total,

> rounds of com-

where the notation (5() hides poly-logarithmic dependences on n(e).
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’ H Samples ‘ Communication ‘ Computation ‘ Memory ‘

1<b<b* n(e) n(e)/mb n(e)/m b
b=10" n(e) B%m n(e)/m n(e)/(m?B?)
b* <b<bmax | n(e) | BY2n(e)?4/(m!203/4) | BV 2n()3/461/4 fm1/? b

Table 3.2: Summary of resources required by MP-DANE for distributed stochastic convex
optimization, in units of vector operations/communications/memory per machine, ignoring
constants and log-factors. Here b* < n(e)/(m?B?), and byax = n(e)/m.

3.4.2  Two regimes of multiple resource tradeoffs

From the above analysis, we summarized in Table 3.2 the resources required by MP-DANE.
We observe two interesting regimes, separated by the minibatch size b* < n(e)/ (szQ), that

present different tradeoffs between communication, computation and memory.

e When 1 < b < b*, the computation complexity remains O (n(e)/m) which is indepen-
dent of b. This means we always achieve near-linear speedup in this regime. Moreover,
there is a tradeoff between communication and memory: the communication complex-
ity decreases, while the memory cost increases as the minibatch size b increases, both at
the linear rate. Thus in this regime, we can trade communication for memory without

affecting computation.

e When b* < b < byax, the computation starts to increase with b at the rate bl/4 which
is slower than linear, while the communication cost continues to decrease at the rate
b3/4 which is also slower than linear. Thus in this regime, we can trade communication

for computation and memory.

3.5 Communication-efficient distributed minibatch-prox with

SVRG

We now apply the theoretical results of minibatch-prox to the distributed stochastic

learning setting, and propose a novel algorithm that is both communication and computation
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Algorithm 3 Minibatch-prox with DSVRG for distributed stochastic convex optimization.
Initialize wg = 0.
fort=1,2,....T do
% Outer loop performs minibatch-prox.

(1)

Each machine ¢ draws a minibatch A

tion, and split ]t(i) to p; batches of size b/p;: B%i), Béi), e B]g?
Initialize zg <— wy_1, xg< Wy_1, J< 1, s+ 1
for k=1,2,..., K do

1. All machines perform one round of communication to compute the average gradient:

of b samples from the underlying data distribu-

Vo, (zg—1) ZV¢> (zg—1)

2. Machine j performs stochastic updates by going through ng )

placement:

once without re-

Xp = Xp—1 — 0 (VUxp—1,§) — VUzp_1,§) + Vo, (z1-1) + 7 (xp—1 — W—1))

for & € BY),
3. Machine j update z;.:

Z < X/r,
|B§J)| r=0

and broadcast zj to other machines.
4. Update indices: s < s+ 1,
if s > p; then
s<1, j<+<J7+1L

end if

end for

Update wy < z .

end for
Output: wr is the approximate solution.

efficient, and being able to explore trade-offs between memory and communication efficiency.

Suppose we have m machines in a distributed environment. For each outer loop of our
algorithm, each machine ¢ draws a minibatch It(i) of b samples independently from other
machines, and denote I} = Ugillt(i) which contains bm samples. To apply the minibatch-

prox algorithm from the previous section, we need to find an approximate solution to the
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following problem:
.7 g
min fi(w) = ér,(w) + l[w — wi_1][* (3.16)

Since the objective (3.16) involves functions from different machines, we use distributed
optimization algorithms for solving it. In Li et al., the authors proposed a simple algorithm
EMSO to approximately solve (3.16), where each machine first solve its own local objective,
ie.,

Wgz) = argmin ¢ (i) T z||W - Wt—1||2> (3‘17)
w2

and then all machines average their local solutions via one round of communication: w; =
% i1 Wzgi)‘

We note that this can be considered as the “one-shot-averaging” approach [Zhang et al.,
2012] for solving (3.16). Although this approach was shown to work well empirically, no con-
vergence guarantee for the original stochastic objective (3.1) was provided by Li et al.. Here
we instead use the distributed SVRG (DSVRG) algorithm [Lee et al., 2017a, Shamir, 2016]
to approximately solve (3.16), as DSVRG enjoys excellent communication and computation
cost when the problem is well conditioned (cf. Table 7.1).3

We detail our algorithm, named MP-DSVRG (minibatch-prox with DSVRG), in Algo-
rithm 3. The algorithm consists of two nested loops, where ¢, k are iteration counters for
minibatch-prox (the outer for-loop), and DSVRG (the inner for-loop) respectively. In each
outer loop, each machine draws a minibatch It(i) to form the objective (3.16), which will be

solved approximately by the inner loops. Moreover, each machine splits its local dataset into

p; batches: I (0) = U?LIBJ(-i). In each inner loop, all machines communicate to calculate the

3. It is also possible to equip minibatch-prox with other communication-efficient distributed optimization
algorithms, for example in Appendix 3.4, we present a minibatch-prox DANE (MP-DANE) algorithm which
uses the accelerated DANE method for solving (3.16).
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global gradient (averaged local gradients) of (3.16), and then one of the machines j picks a
local batch ng ) to perform the stochastic updates, where the local batch contains enough
samples such that one pass of stochastic updates on ng ) decrease the objective quickly.
We perform two rounds of communication in each inner loop, one for computing the global
gradient, and one for broadcasting the new predictor obtained by a machine j. As we will
show in the next section, by carefully choosing the parameters, we will obtain a convergent
algorithm for distributed stochastic convex optimization with better efficiency guarantees
than previous methods.

We now present detailed analysis for the computation/communication complexity of Al-
gorithm 3 for stochastic quadratic problems, and compare it with related methods in the
literature. Throughout this section, we have {(w, &) = %(WTX — )2 where € = (x,y). We
assume that ¢(w,§) is S-smooth and L-Lipschitz in W,4 and we would like to learn a pre-

dictor that is competitive to all predictors with norm at most B. Note that each ¢(w,¢&) is

only weakly convex.

3.5.1 Efficiency of MP-DSVRG

For the distributed stochastic convex optimization problems, we are concerned with effi-
ciency in terms of sample, communication, computation and memory. Recall that for convex
L-Lipshitz, B-bounded problems, to learn a predictor w with e-generalization error, i.e.,
E [p(W) — ¢(wx)] < &, we require the sample size to be at least n(e) = O(L?>B?/<?). This
sample complexity matches the worst case lower bound, and can be achieved by vanilla SGD.

The theorem below shows that with careful choices of parameters in the outer and in-
ner loops, MP-DSVRG achieves both communication and computation efficiency with the

optimal sample complexity.

4. We can equivalently assume ||x||> < 8 and y is bounded.
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Theorem 22 (Efficiency of MP-DSVRG). Set the parameters in Algorithm 3 as follows:

8n(e)L n(e)L
= pmp =0 (m—3>

(outer loop) ] "

K =0 (logn(e)) .

(inner loop)

Then we have E [gzﬁ (% Z?:l Wt) - gb(w*)} < @i)L =0 (e).
n(e)

Moreover, Algorithm 3 can be implemented with O (W log n(g)) rounds of communica-

n(e)

tion, and each machine performs O (W log n(e)) vector operations in total.

We comment on the choice of parameters. For sample efficiency, we fix the sample size

n(e) and number of machines m, and so we can tradeoff the local minibatch size b and the

n(e)

total number of outer iterations T', maintaining b7" = —-=. For any b, the regularization

L _ /8n(e)L

parameters in the “large minibatch” problem is set to v = 4/ % "B = "B

according to
Theorem 19. Moreover, we choose the number of batches p; in each local machine in a way
that performing one pass of stochastic updates over a single batch by without-replacement

sampling is sufficient to reduce the objective by a constant factor.

3.6 Experiments

Table 3.3: List of datasets used in the experiments.

’ Name \ #Samples \ #Features \ loss ‘
codrna 271,617 8 logistic
covtype 581,012 54 logistic
kddcup99 | 1,131,571 127 logistic
year 463,715 90 squared

In this section we present empirical results to support our theoretical analysis of MP-

DANE. We perform least squares regression and classification on several publicly available
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Figure 3.2: Illustration of the convergence properties of MP-DANE, for different minibatch
size b, number of machines m, and number of DANE iterations K.
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datasets®; the statistics of these datasets and the corresponding losses are summarized in
Table 5.2. For each dataset, we randomly select half of the samples for training, and the
remaining samples are used for estimating the stochastic objective.

For MP-DANE, we use SAGA [Defazio et al., 2014] to solve each local DANE subprob-
lem (3.12) and fix the number of SAGA steps to b (i.e., we just make one pass over the local
data), while varying the number of DANE rounds K over {1,2,4,8,16}. For simplicity, we
do not use catalyst acceleration and set R = 1 and £ = 0 in all experiments. Our experi-
ments simulate a distributed environment with m machines, for m = 4,8,16. We conduct
a simple comparison with minibatch SGD. Stepsizes for SAGA and minibatch SGD are set
based on the smoothness parameter of the loss.

We plot in Figure 3.2 the estimated population objective vs. minibatch size b for different

parameters. We make the following observations.

e For minibatch SGD, as b increases, the objective often increases quickly, this is because

minibatch SGD can not uses large minibatch sizes while preserving sample efficiency.

e For MP-DANE, the objective increases much more slowly as b increases. This demon-

strates the effectiveness of minibatch-prox for using large minibatch sizes.

e Running more iterations of DANE often helps, but with diminishing returns. This
validates our theory that only a near-constant number of DANE iterations is needed

for solving the large minibatch objective, without affecting the sample efficiency.

5. https://www.csie.ntu.edu.tw/~cjlin/libsvm/
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3.7 Proofs of technical results

3.7.1 Proof of Lemma 13

Proof. Observe that (3.4) implies v;(W¢_1 — w¢) is a subgradient at wy of the sum of ¢, (w)
and the indicator function of © (which has value 0 in 2 and oo otherwise), and thus we have

for any w € (2 that
A 2
01, (W) = O1,(We) = 7 (Wi—1 — Wi, W —we) + Z[[w — wy[[~. (3.18)
For any w € (), we can bound its distance to w;_1 as

Iwi—1 —wl? = [[wi_1 — wi + wi — wl|?
= ||wi1 — Wil + 2 (w1 — Wy, Wi — W)+ ||wy — w2

2 A
> [[wi_1 — wel[2 + ” (o1,(wi) — o1, (W)) + %HW — wi|[® + | |wi — wl|?

A+

2
|lwe — wl® + ” (o1, (W) — ¢1,(W)) + |[wi—1 — w2

where we have used (3.18) in the first inequality. Rearranging the terms yields the desired

result. O

3.7.2  Proof of Lemma 14

The following lemma, which is essentially shown by Shalev-Shwartz et al. [2009, Theorem 6],
characterizes the convergence of the empirical loss to the population counterpart for the

(approximate) regularized empirical risk minimizer.

Lemma 4. Let the instantaneous function ¢(w,&) be L-Lipschitz and A-strongly convex in
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w. Consider the following reqularized ERM problem with sample set Z = {&1,...,&n}:

. - 1 ¢
w = argmin F(w) where  F(w) = — Z b(w, &) +r(w),
we n =1

and the regularizer r(w) is y-strongly conver. Denote by G(w) = E¢ [{(w,§)] and G(w) =

1xn

i U(w,&;) the expected and the empirical losses respectively.

1. For the reqularized empirical risk minimizer W, we have

‘EZ [G(VAV) - @(VAV)H < %

2. If for any given dataset Z, a possibly randomized algorithm A minimizes ﬁ(w) up to an

A~

error of n, i.e., A returns an approzimate solution w such that E 4 [F\(W) —F(Ww)| <

1, we have

412 N 2121

’]EZA [G(ﬁ)-é(ﬁ)” <Gaan Vi

Proof. We prove the lemma by a stability argument.

Exact ERM Denote by Z () the sample set that is identical to Z except that the i-th
sample &; is replaced by another random sample SZ’, by a (i)(w) the empirical objective

defined using Z<i)7 ie.,
(i) _ 1 § : , /
F (W) . n ]#Z K(W,fz) +€(W7gz) +T(W>7

and by w(!) = argming F)(w) the empirical risk minimizer of F()(w).
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By the definition of the empirical objectives, we have

o N D ey (e |

Z?(VT'(Z))—F(VT'):K(W“’Q)R E(W,ﬁz)_i_z]?gzg(w &) g(“’,fz)_’_ C

(W9, 6) - 08.&) W &) — . €
n + n

n n

2L &) _ ) (3.19)

S

IN

IN

n
where we have used the fact that w(?) is the minimizer of F(!)(w) in the first inequality, and

the L-Lipschitz continuity of (w,¢) in the second inequality.

On the other hand, it follows from the (A 4 7)-strong convexity of F/(w) that

FwW) - F(w) > 1w — w2 (3.20)

(A+7)
2

Combining (3.19) and (3.20) yields ||vAv(i) —w|l < —(AiLv)n'

Again, by the L-Lipschitz continuity of ¢(w, &), we have that for any sample £ that

0w, &) — e(vw),g)‘ < L)W — | < % (3.21)
Since Z and Z() are both i.i.d. sample sets, we have
Ez [G®) =By [GED)] =By, [(F10,6)].
As this holds for all i = 1,...,n, we can also write
EZ[GW®) = iﬁzwu{&} w0, &)] . (3.22)
iz
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On the other hand, we have

£ [G®)] =27 |- > 0w, &-)] = > EZUR.6) (3.:23)
1=1 i=1

Combining (3.22) and (3.23) and using the stability (3.21), we obtain

412 412
A+y)n” (A+y)n]

£z [G) - O] = > By [090,6) — 68,6)] < [—
1=1

Inexact ERM For the approximate solution w, due to the (A + 7)-strong convexity of

F(w), we have

~ 2 ~ ~ 2n
Ellw — w||? < mEA [F(W) - F(W)] < P

and thus E 4||w — w|| < )\2—% by the fact that Ez% > (Ez)? for any random variable .

It then follows from the Lipschitz continuity of G(w) that

Finally, we have by the triangle inequality and the stability of exact ERM that

Q)

By [GO¥) - G)]| < E£[E4IGW) - G®))) + B |G(&) - G|
2L2n N 412
Aty (A+9)n’

]

Then Lemma 14 follows from the fact that that our stochastic objective (3.8) is equipped
with L-Lipschitz, A-strongly convex loss ¢(w) and ~y-strongly convex regularizer % ||w —
wi1|[%.

70



3.7.3 Proof of Lemma 15

Proof. We have by Lemma 14 that

4172

Ep, [61,(wi) — o(wy)]| < e

Take expectation of (3.6) over the random sampling of I; and we obtain

Ep,|lwi — w|* < |[wieg — w||* — % (Ep, [o1,(we)] — o(w))
= Jlwp_1 — W] % (Ex, [b1,(wr) — d(we)] +Eg, [$(we) — (w)])
< Jlwee1 — w2 - %Eg [(wr) — d(w)] + % 1y, [6,(we) — b(we)] |

w2 . _ 8%
< lIwimy = wll® = 2By, [o(we) = o(w)] + — =y

3.7.4  Proof of Theorem 16

Proof. When f(w,£) is weakly convex (i.e., A = 0), we further set 74 = ~ for all t > 1.

Applying Lemma 15 with w = w, yields

Ep, [p(wi) — d(w)] <

o2

(IIwier = wel? = By lwe = wal ?) + = (3.24)

Summing (3.24) for t = 1,..., T yields
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Minimizing the RHS over v gives the optimal choice

8T L
Y= T e
b [[wo — |

with a corresponding regret
1 & L
— E|o(wy) — d(wyi)| < ——||lwg — W]

As aresult, by returning the uniform average wp = % Zthl w¢, we have due to the convexity

of ¢(w) that

V8L

Elp(wr) = o(ws)] < Z=llwo = wall.

3.7.5 Proof of Theorem 17

Proof. Let {(w, ) be A-strongly convex for some A > 0. Applying Lemma 15 with w = w

yields

Y 2 A + Yt 9 4L2
Er, [p(wt) — o(wy)] < <§|\Wt—1 —wy|” — 5 Er,[|we — w| ) + F b (3.25)

Setting v = )‘(t2_1) for t =1,....5, the above inequality becomes

2
Emwwa—wwms( AﬁZDEHWV”“W)+ﬁ%%3

At —1 At +1 8L2
< (M e = vl - 2 - wal?) + 5

At — 1)

[[wi—1 = wl|* =

6. This choice is inspired by the stepsize rule of Lacoste-Julien et al. [2012] for stochastic gradient descent.
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and therefore

82
b

>~ >

t B [o(wr) = o(wi)] < 7 (6= Diliwi1 = will? =t + DB Iwe — w2 +

Summing this inequality for ¢t = 1,...,7T yields

T 2
St Els(w) — o(wa)] <
t=1

As a result, by returning the weighted average wp = ﬁ Z?:l twy, we have due to the
convexity of ¢(w) that ¢(wp) < ﬁ Zthl t-¢(wy) and
r 2
2 16 L
Elo(wp) — < — t-E — < —
O
3.7.6  Proof of Lemma 18
Proof. Due to the (A + ¢)-strong convexity of ﬁ(w), we have
- _ 2 ~ ~ 2n;
E 4| [wi — we||? < E [ wi) — fr(we)| < .
Allwe tH_/\Jr%Aft( t) = Jfe( t)_/\Jr%
Applying Lemma 13 to the exact minimizer wy yields
_ Ve A7
o1, (Wt) — o1, (w) < [[Wi—1 — wl[® - 5 |[We = wl[?.
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Therefore, for the t-th iteration, we have

Er, alo(Wt) — ¢(w)]

= E1, A [6(Wt) = ¢1,(W)] + Ep, [61,(We) — ¢1,(W)]

412 2L277t o S
< RATE A e
N (>‘+/7t>b+ )\—i‘”}/t + 2 Hwt 1 WH 2 ItHWt WH

412 2L v s A - ) 2
< Mie, o — B . o o
SO T\ g Wt = WP = T B A (1 wil = (9= wal)

412 2L%m 7yt~ 9 A+ B )
< Mie, | B . -
_(A+%%+_,kww+zuwt1 wl| 5 Lr,.AlWe —w]|

+ A +7) - Epalllwe —will - [[we — wi]]

4L? 2020 | vt~ 2 A+ ~ 2
< + + —=||wy_1 — W||© — E Wi — W
S oq TV g T2 e vl 5 L, Allwe —wl|

+ A+ B all — w2 Eg, alle — w2

AL? 2020 | e~ 2 A+ ~ 2
< + + —||Wi—1 — W||” — E Wi — W
= kb T\ g 5 W1 — wl] 5 L, AllWe —w]|

V2O /B, 4l — w2

where we have applied Lemma 4 to the approximate minimizer w; in the first inequality,
used the triangle inequality ||w¢ — w|| > |||W¢ — w]|| — ||W¢ — W¢||| in the second inequality,
dropped a negative term in the third inequality, and used the Cauchy-Schwarz inequality for

random variables in the fourth inequality. O]
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3.7.7 Proof of Theorem 19

When /(w, £) is weakly convex (i.e., A = 0), set 74 = v for all ¢ > 1 as in exact minibatch-

prox. Then summing (3.11) for ¢t = 1,...,T yields

T

T

_ N v 4L%T 212,
> E[p(Wi) — d(wi)] + SEl[wp — wal[? < 2 [|Wo — wal[® + +)

t=1 2 2 ’yb t=1 v

T
+ > V2 \JEBlW — w2 (3.26)
t=1

where the expectation is taken over random sampling and the randomness of A in the first

T iterations. To resolve the recursion, we need the following lemma by Schmidt et al. [2011].

Lemma 5. Assume that the non-negative sequence {up} satisfies the following recursion for

allT > 1:

T

up < Sp+ Y A,
t=1

with S an increasing sequence, Sp > u% and A\t > 0 for allt. Then, for all'T > 1, we have

1
2\ 2

T T
Z At < \/@ + Z At.
t=1 t=1

T

1
uT§§Z)\t+ St +
t=1

| —

We are now ready to prove Theorem 19.

Proof. Bounding /E||W; — w.||2. Dropping the Zg;l E [p(w¢) — ¢(wy)] term from (3.26)

which is non-negative due to the optimality of wy, we obtain

T T
B _ SL2T 8 L2, 8¢ =
E|[Wr — we|[* < [[Wo — wi|[* + 5 +Z 3 +Z — A\ E[[W — w2
oIV = V7
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8L2nt

Now apply Lemma 5 (using up = \/]EHV"(;T — w42, Sy = [|[wo— W*||2+8L T+Zt X

and \y = ,/8—;71) and the fact that /o +y < /x4 /y for z, y > 0, we have

8L2T

VEIFT = wall? < (W0 — wal| + 1|~
v4b

We have thus bounded the sequence of \/E||[Wp — w||2 by a non-negative increasing se-

quence.

Bounding function values. Dropping the E|[W7 — wy||? term from (3.26) which is

non-negative, we obtain

T
ZE P(w+)]

=1

o~

2L nt
+Z\/277t El[w¢ — w2
) T T
Yo AL”T 2121, —
§HW0_W*”2 +Z\/ + > V2 - max. E|[wi — w2
t=1 =t=

I
l\DL\Q
El
=)
|
z
:w
q>
h
ﬂ
1]~

IN

To achieve the same order of regret as in exact minibatch-prox, we require that 7; decays

with ¢, and in particular

1 3
(o (T (T Ll —wil )

for some 6 > 0. Note that 7; has the unit of function value. Let ¢ := Z?il ﬁ < 1%‘5
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2
which only depends on § (as a concrete example, we have ¢ = % when § = 2).

Using the choice of v = \/% . ||Wo—£WH’ we obtain from (3.28) that

T T T
S S Iwo—well g1 b 1
> TZZ\/ T L t§84012HW0—W*HZt1+5
t=1 t=1 -
L1
< 810120]]\7% Wy,

T T 3 153
SN2 S Y I e O VRS SO
—\ ¥ = 813 L - i =

+_ Z 877t

+\/2T E b - wallx
—  — - 84cicl|lwg — W
b flwo —wif[ O

_ 1L I
<2||W0—W*||+840120||W0—W*||+\/8 4C§CI|W0—W*|I2>

T -
= e\ Lo = el

The suboptimality of Wy is then due to the convexity of ¢(w):

_ a3Lflwo — wi|

_thl B o VT

7



3.7.8 Proof of Theorem 20

Proof. We have by Lemma 18 that

At 1) At + 1)

4

SL2 4127,
+ b + /A t-i— 77;5 \/EItAHWt W*H2

TNer) T\t

[Wi-1 = we[* = Eg, allWe — wel|?

Er, Alo(Wt) — d(wy)] <

Relaxing the HLl to % on the RHS, and multiplying both sides by ¢, we further obtain

At — 1)t -

At(t+1
A

4

8L2 4L2tn,
= T VB a [H(E 4 D)W — wa] 2],

Summing this inequality for ¢t =1,...,T yields

£ B, 4 [0(W1) — d(w)] < Eg, AllWe = wel |

T
S0 Eow) ot + MO D gy — wlP

2
8LT Z [4L2 tnt Z*/_A“?t \/IE [£(t + 1)|[3; — w4 |2]. (3.29)

Bounding /E||w; — w.||2. Dropping the Zg;l t-E[p(we) — o(wy)] term from (3.29)

which is non-negative due to the optimality of w, we obtain

T T
32L%T 6412t 16t
~ 2 Tt Uz ~ 2
E|7(T + 1)|[%p — ws| } <=5 +; e +;,/ . .\/IE [£(t + 1)[[W; — wal[2].

D)
Applying Lemma 5 (using up = \/E (T + 1)||wp — ws|]?], St = 32L2T+Zt 1A /64L i
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and \¢ = 16;\7”), we have

T T
= 32L2T 16tn; 64L2tny
_ 2
\/IE? [T+ DlIFr —wall2] </ S5=+ 2 + ;1: S
Bounding function values. Dropping the E|[Wy — wy||? term from (3.29) which is
non-negative, we obtain

T 2 T 2
~ 8L-T 4Lt
DL EWE) — 9w < T3+ 3 o

T T
32L%T 161&77,5 64L%tn;
E Atng | - [ A [ — § \[—— E . (3.30

To achieve the same order of regret as in exact minibatch-prox, we require that 7; decays

with ¢, and in particular

_ T ™%\ L?
Nt < min (Cl (z) , C9 <3) ) . m (331)

for some 6 > 0. Note that 7; has the unit of function value. Let ¢ := Y 7% ﬂ% < 1T+5

Then (3.31) ensures that

T T 2
tne L2T L2t77t LT
2y s Ty md DT s gy
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Continuing from (3.30), we have

T 2 2
Bl — owa)] < L 420y T
t=1

L2T 32L2T L2T
—i—c\/a\/T \/ 2 40\/_\/ \/640 o\ %

3 L’T
2 b

In view of the convexity of ¢(w), by returning the weighted average wp = ﬁ Zthl twy,

we have

T
E[¢(Wr) — ¢(w) T .y Z — o(wa)] <

3.7.9 Connection to minibatch stochastic gradient descent

To see the connection between minibatch-prox and minibatch SGD, note that if we solve the
linearized minibatch problem exactly, we obtain the minibatch stochastic gradient descent

algorithm:

- . ~ ~ ~ Vt ~
Wi = argmin ¢, (Wy_1) + V (o1, (Ws_1), W — Wi _1) + 5”“’ — Wyl
wel)
Following Cotter et al. [2011], we assume that {(w,§) is S-smooth:
IVe(w, &) — VUW, &) < Bllw —w'||,  Vw,w €Q.

We then have the following guarantee for each iterate of minbatch SGD.
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Proposition 6. For iteration t of minibatch SGD, we have

212 Ve — A ~ Yt ~
W = Wi1l[? = S Epllwe — wel[. (3.32)

Proof. Our proof closely follows that of Cotter et al. [2011].

Due to the smoothness of ¢, we have that

B(52) < G 1) + (VO(Fy 1), ¥y — 1) + 511 — 94
< O(F11) + (ol 1) — Vo (1), %~ 1) + 5[5 —
+(Vor,(Wi_1), W — Wi_1)
= ¢(Wi—1) + [[VO(Wi—1) = Vor,(We1)l] - [[We — W1 ]| + §||V~Vt — Wi

+(Vor,(Wi—1), W¢ — Wi_1)

~ 1 ~ ~ — ~
< 0(81-1) + s IV0(1) = Vo )|+ 2 —
+ gHVNVt — W2+ (Vor, (W), Wi — Wi_1)
~ 1 ~ ~ -~
= 0(Wi1) + 5 IVO(We1) = Vor )|+ 18 —

+ <V¢It ({i}t—l)7 ‘?Vt - {i’t—1> (333)
where we have used the Cauchy-Schwarz inequality in the second inequality, and the inequal-
2 2
ity 2y < 3~ + %4~ in the third inequality.
Now, since wy is the minimizer of the ~-strongly convex function

Yt ~ ~ ~
5||W — w1 + (Vor,(Wi—1), w —w;_1)

in 2, we have according to Lemma 13 (replacing the local objective with its linear approxi-
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mation) that

Tt ~ ~ -
§||W* — Wi ||? 4+ (Vor,(Wi—1), Wi — Wi_1)

Mt~ ~ ~ ~ ~ Yt ~
2 5 lIWe = Wio1|? + (Vor, (Wi_1), Wi — Wi_1) + o llwe = w2

Substituting this into (3.33) gives

1
2(v — )

_ _ o _
+ (Vo (Wi_1), We — Wp_1) — o llwx = Wl |7

O¥1) < G(Wi-1) + V(1) = Vor, (%12 4+ |lwe = 1

Taking expectation of this inequality over the random sampling of I} further leads to

Er, [o(wy)] < ¢p(Wi—1) + Ep,||[Vo(Wi—1) — Vo, (W_1)|]* + %HW* — Wi_1]?

1
2(v —B)
- - Yt 2
+ (Vo(Wi_1), We — Wy_1) — gEItHW* — wel|

1

37— 5 B V(1) = Vor, (%)

"= A ~ 2 M ~ 12
2 Wi — wi—1]] —EEItHW*—thl (3.34)

< Cb(W*) +

+

where in the second inequality we have used the fact that
~ - _ A _ 9
P(W) 2 ¢(Wi—1) + (VO(Wt—1), Wi = Wi1) + S [[wi — Wi_1]]

due to the convexity of ¢p(w).
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On the other hand, let Iy = {&1,...,&}, we have

Er,|[Vo(w) — w (w)][?

= By, ||Ve(w ——ZW &l
1 b
=Egll; Y (Vo(w) = Vi(w,&)) |1
1=1

b

= 0 B IV6(w) — VUw G + 5 ST, (Volw) - Vilw, &), Vo(w) — Vi(w.6;))
=1 i#]

= 1 EelIVo(w) — Ve(w, 6|

4172
< —
)

where we used the fact that the samples are i.i.d. in the fourth equality, and the fact that
IVo(w)||, [IVlw,&)|| < L in the last inequality. Continuing from (3.34) yields the desired

result. O

Comparing this result to (3.24) and (3.25), we observe that minibatch SGD has a similar
recursion to that exact minibatch-prox, except the appearance of § in the denominator of
the “stability” term. We now show that this difference leads to significant difference in
convergence rate.

Let {(w, ) be weakly convex (A = 0), and v = v for all ¢ > 1. Summing (3.32) over

t=1,...,T gives

T

~ 20°T v N
;E [p(Wt) — ¢(wy)] < m + §HW* - WOHQ.
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Minimizing the RHS over v gives

4T L
/VZB—F 5 ~ )
b [lwx — wo|

which leads to

_ 2L||wx — Wol| | Bllws — Wyl
;Ew(wo—awms N

el

So we obtain the familiar O <\/%7T + %) rate for minibatch SGD.

3.7.10 Theoretical analysis of MP-DANE

In order to fully analyze Algorithm 2, we need several auxiliary lemmas that characterize
the iteration complexity of solving the local problem (3.12) by prox-SVRG [Xiao and Zhang,
2014], the large minibatch problem (3.16) by DANE [Shamir et al., 2014] and AIDE [Reddi
et al., 2016].

Some auxiliary lemmas

First, we apply prox-SVRG to the local problem (3.12), pushing all terms but ¢It(i) (z) in to
the proximal operator. The benefit of this approach (as opposed to using plain SVRG John-
son and Zhang, 2013) is that the smoothness parameter that determines the iteration com-
plexity is simply 3, same results hold when applying prox-SAGA [Defazio et al., 2014] as
well. For sampling without replacement SVRG, the current analysis works only for plain

SVRG, so we quote the results from [Shamir, 2016].

Lemma 7 (Iteration complexity of SVRG for (3.12)). For any target accuracy 6 > 0, with
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initialization zy,_1, proz-SVRG outputs z](;) such that ||z](;) - Z](;)*H <0||zp_1 — z](;)*H after

o((rr) )

vector operations, and sampling without replacement SVRG outputs z](j) such that Hz,(:) -

2\ || < 6lzg_y — 27| after

o[ 50) =)

vector operations.

Proof. Observe that the objective (3.12) by f]?(z), which is an quadratic function of z with

the Hessian matrix H; = V2q§](,~) (z) + (v + &)I = (y+ k)I. As a result, the suboptimality of
t
(i)

Zk 1S

etinar = £ (2\7) — £ (2{0*) =

i Ny i i)* + i i)x
(z]g)—z](q) ) H; (z&c)—z,&,) ) > i 5 /{||z,(€)—z](€) ||2

N —

To satisfy the requirement of ||z](j) - z](ci)*|| <0||z_1 — z](ci)*||, we require

(v + r)6* )% 12
chnal < 5 Iz 1 — 7|2

On the other hand, when initializing from zj_;, the initial suboptimality is

UmaX(Hz')

B+vy+k (Z)*||2
5 )

einit = [} (2 1) = 17 (2) < 2y = 2P < T gy — 7

Therefore, it suffices to have

€nit _ (B+7+~)
€final (v + H)QQ
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Noting that gbl(i) (z) is the sum of b components, and each component is -smooth while

t
the overall function f]gz) is (v + k)-strongly convex, the lemma follows directly from the
convergence guarantee of prox-SVRG [Xiao and Zhang, 2014, Corollary 1], and sampling

without replacement SVRG [Shamir, 2016, Theorem 4]. O

Next, we state the convergence rates of “inexact DANE” and AIDE, which can be easily
derived from Reddi et al. [2016]. At the outer loop ¢ and intermediate loop 7, let X =
argming, f¢,(w) be the exact minimizer of the “augmented large minibatch” problem (3.15),

which is approximately solved by the inner DANE iterations.

Lemma 8 (Iteration Complexity of inexact DANE). Let 6 = %, and assume that
b(y + k)% > 25652 log(dm/9). (3.35)

By initializing from y,._1, and setting the number of inner iterations in Algorithm 2 to be

1 (B+7v+r)
K=Tgloays =0,

—‘7

we have with probability 1 — § over the sample set Iy that

ﬁ,r(xr) - ﬁﬂ”(x;ﬁ) <n (ﬁ,r(YT—1> - ft,r(xi)) .

Proof. Denote by H; = V2¢I(i) (z) + (7 + x)I the Hessian matrix of the local objective (3.12)
¢
for machine 7. Let H = % i | H; be the Hessian matrix of the global objective (3.15), and

H1= % oy H;l. As our objective is quadratic, H;, H, H~1 remain unchanged during

the inner iterations. By Reddi et al. [2016, Theorem 1], we have

- 0

-1 -1

WWWWSQW'H—W+E§H% mmer«m. (3.36)
i=1
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Since VQE(W, €) < 3, by Shamir et al. [2014, Lemma 2], we have with probability at least

1 — 0 over the sample set I; that

2
Hﬂz—fJHssz26]O§d”U5)=:m i=1,..m.

On the other hand, we have H; = (v + x)I and

4p? B 12832 log(dm /4)

Grr2 - be?

1
2

by our assumption (3.35). By Shamir et al. [2014, Lemma 1], we have

~ 1
|H1H —1|| < 5 (3.37)
Moreover, we have
0 0
— D HTH| < — S (U [[HH 1))
=1 1=1
9 m
-1 -1
§E2(1+HHZ. [H —H;|])
1=1
0 m
< — <1+ P >
m Y+ K
<3 (1)
N mz 1 2\/§
30 1
< — < - 3.38
-2 74 ( )

Plugging (3.37) and (3.38) into (3.36) yields

3
1z, =l < 7121 = xrll;
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and thus ||z —x%|| < (3/4)%||y,—1 —x}||. To guarantee the suboptimality in the objective

ﬁ,r(W), we note that

B+~v+k

Filaie) — Forlos) = o — ) Hizg —x7) < 2

2

<<§>2K6+”2y+/<;

4
o\ 2K o )
<(3) I e - Gt

25 — x|

lyr—1— X:HQ

where we have used the fact that f;,(w) is (7 + k)-strongly convex in the last inequality.
. 3 2K B+v+k . . . . . .
Setting <Z[> S = and noting x, = zj, we obtain the desired iteration complexity.

]

At the outer iteration t of Algorithm 2, we are trying to approximately minimize the
objective (3.16) by iteratively (approximately) solving R instances of the “augmented” prob-

lem (3.15). Let w; be the exact minimizer of the “large minibatch” subproblem (3.16):

w; = argmin frlw).
w

The following lemma characterizes the accelerated convergence rate.

Lemma 9 (Acceleration by universal catalyst, Theorem 3.1 of Lin et al. [2015]). Assume

that for all r > 1, we have

o)~ ) = 2 (1= 2 TN () i)

then

A\

)~ iy < 220 (19 [T (i) i)
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Proof of Theorem 21

Proof. First of all, because R = 1, our algorithm collapses into two nested loops.
On the one hand, as we choose v as Theorem 19 suggested, we just need to verify the
inexactness conditions in Theorem 19 is satisfied, i.e., for ¢ = 1,...,T, we require (recall

that w; = argming, fr(w))

~ ~ 1 T\Y2 /7 \¥%\ 2LB
fr(wy) — fr(wi) < e min ((%) , (b_m> > 5

On the other hand, we can bound the initial suboptimality f;(w) (cf. derivation for (3.40)):
fi(Wi1) = fo(wi) < L?/y.

Using Lemma 8, we know as long as the inequality (3.35) is satisfied, we have the desired

suboptimality in f;(w) using (cf. the derivation for (3.41))
K = O (logn(e))

rounds of communication, where we have plugged in the value of v in the second step.

It remains to verify the condition (3.35), by our choice of v and b, we have

o 8n(e)L? - 8n(e)L?

_ 2
iy e—" ey 2564 log(md), (3.39)

by

as desired.
Next we summarize the communication, computation, and memory efficiency.

Communication: the total rounds of communication required by Algorithm 2 is

KRT =0 (% logn(a)) .
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Computation: For each communication round, we need to solve the local problem (3.12)
using prox-SVRG. Now, in view of (3.39), we have 8 = O(v/by). This implies that g =
O(\/B) and thus by Lemma 7, the dominant term of the iteration complexity of prox-SVRG

18

B+

0] (blog ) — O (blogn(e)).

Multiplying this with the number of communication rounds yields the desired computation
complexity.

Memory: It is straightforward to see each machine only need to maintain b samples. [

Proof of Theorem 3

Proof. First, it is straightforward to verify the condition (3.35):
b(y + k)% = 2562 log(dm).

Similarly to Theorem 21, we need the ratio between final versus initial error for the R

AIDE iterations to be
ratio = O(n(e)).

R+1
Equating this ratio to be w <1 — 1%, /ﬁ) , we have

1 1
R:—O ’y+/£10g(800(’y+/<;). )
9 ol ratio

pL/Am1/2 . 3L/2 pL/2
=0 ( ETIRTE logn(e) | .
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Now according to Lemma 9, the final suboptimality for ft,r (w) need to be

€final = g (1 = 1%\/7—?>R' (ft(Xo) — ﬁt(WZ‘)) :

Let us initialize minw f;,(w) by x¢. By definition, we have f; ,(w) > fi(w) and thus

€init = ft.r(X0) — fr.r(x))
< ﬁ(xo) - ﬁ(xr*)

< fe(xo) — fe(w})

where we have used the fact that w} is the minimizer of fi(w) in the second inequality.

This means we only need the initial versus final suboptimality of solving ft,r(w) to be

lzm:?(l_ﬂ 7 )_R
n €final 2 0V~y+k ’

which, according to Lemma 8, is achieved by inexact DANE with

ﬁ—i-’}/—l—/i)

1
K:O(log—+log
U v+

:O(R 7 )
Y+ K

iterations.

Next we analyze the communication and computation efficiency of our algorithm.
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Communication: The total rounds of communication is

pl/Aml/2 . g1/2Bl/2 n(e)

TS TR
3/4  p1/2p1/2

=0 (n(a) b8 log? n(s)) .

p3/4m1/2 . 11/2

KRT =0 (log n(e) -

Computation: Similar to the case of b < b*, for each DANE local subproblem (3.12),
the sample size b is larger than its condition number. Therefore, the total computational

cost 1s

pL/4(2)3/4 . g1/2g1/2
OMBKRT)=0 ( nii)lm ) Lﬁl/Q log? n(s)) :

3.7.11 Proof of Theorem 22

Proof. On the one hand, as we choose 7 as Theorem 19 suggested, we just need to verify
that the inexactness conditions in Theorem 19 is satisfied, i.e., for t = 1,...,T, we require

(recall that w; = argminy, fi(w))

~ - 1 T 1/2 T 3/2 LB
fr(wi) — fr(wi) < e min ((%> , (%) ) 3

On the other hand, we can bound the initial suboptimality of ]?t(w) when initializing from
w¢_1. This is because, by the optimality of wj, we have |[|w} —w;_1|| = ||%V¢It (Wi <

L/v, and

frwis1) = fu(wi) = 0+ 6, (wi—q) — %wa —wi_1]]? — ¢7,(w])
< o1, (Wi—1) — op,(Wi) < L||wf —wy_1|| < L?/7. (3.40)
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Combining the above two inequalities, the initial versus final error for the X DSVRG itera-

tions is bounded by

= 10" - max T T B \/8n(e)L
o (2 )
=0 (n2(€)>

where we have used the definition of v and T' = % in the first and second step respectively.

By the iteration complexity results for sampling without-replacement DSVRG [Shamir,

2016, Theorem 4], we have the desired suboptimality in f;(w) using

K = 0O (logn(e)) (3.41)

iterations, as long as the batch size b/p; is larger than the problem condition number.

Now, the condition number of f(w) is

B+ :0( BbmB )
Y vn(e)L

Equating this to the batch size b/p; yields the p; specified in the theorem. It is also easy

to check that % = O(bm), i.e., the total number of stochastic updates is less than the total

number of samples, as required by Shamir [2016, Theorem 4].

Communication: the total rounds of communication required by Algorithm 3 is

n(e)

KT =0 (W logn(s)) .
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Computation: For each communication round, each machine need to compute the local
full gradient, which can be done in parallel, and then one of the machines perform b/p; steps

of stochastic update. So the computation cost is

k(54 2) -0 ("gnic).

Di

Memory: It is straightforward to see each machine only need to maintain b samples. O]
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CHAPTER 4
MORE EFCIENT DISTRIBUTED LEARNING VIA
SKETCHING

4.1 Motivation and problem set-up

Machine learning is nowadays successfully applied to massive data sets collected from various
domains. One of the major challenges in applying machine learning methods to massive data
sets is how to effectively utilize available computational resources when building predictive
and inferential models, while utilizing data in a statistically optimal way. One approach
to tackling massive data sets is via building distributed computer systems and developing
distributed learning algorithms. However, distributed systems may not always be available.
Furthermore, the cost of running a distributed system can be much higher than one can
afford, making distributed learning unsuitable for all scenarios. An alternative approach
is to use the state-of-the-art randomized optimization algorithms to accelerate the training
process. For example, many optimization algorithms are available for solving regularized
empirical risk minimization problems, with provably fast convergence and low computational
cost per iteration (see [Johnson and Zhang, 2013, Zhang et al., 2013a, Defazio et al., 2014]
for examples). It is worth pointing out at this point that the speed of these optimization
methods still heavily depends on the condition number of the problem at hand, which is
undesirable for many real world problems.

Sketching has emerged as a technique for big data analytics [Woodruff et al., 2014]. The
idea behind sketching is to approximate the solution of the original problem by solving a
sketched, smaller scale problem. For example, sketching has been used to approxzimately solve
various large-scale problems, ranging from least square regression and robust regression to
low-rank approximation and singular value decomposition (see [Halko et al., 2011, Mahoney

et al., 2011, Lu et al., 2013, Alaoui and Mahoney, 2015, Woodruff et al., 2014, Raskutti and
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Mahoney, 2015, Yang et al., 2015, Oymak et al., 2015, Oymak and Tropp, 2015, Drineas and
Mahoney, 2016] and references therein), and has been implemented in high-quality software
packages of least-square packages [Avron et al., 2010, Meng et al., 2014]. However, one major
drawback of sketching is that it is typically not suitable in scenarios where a highly accurate
solution is needed. To obtain a solution with exponentially smaller approximation error, we
often also need to increase the sketching dimension exponentially as well.

Recent work on “iterative sketch”, iterative Hessian sketch (IHS) [Pilanci and Wain-
wright, 2016] and iterative dual random projection (IDRP) [Zhang et al., 2014], has im-
proved the situation. These methods are able to refine the accuracy of their solution by
iteratively solving small scale sketched problem. Hessian sketch [Pilanci and Wainwright,
2016] is designed to reduce the sample size of the original problem, while dual random projec-
tion [Zhang et al., 2014] is proposed to reduce the dimensionality of data. As a consequence,
when the sample size and feature dimension are both large, IHS and IDRP still need to solve
relatively large-scale subproblems as they can only sketch the problem from one perspective.

In this chapter, we address the problem of the recovery of optimal solution for big and
high-dimensional data by solving small sketched problems of original problem. We make
the following contributions. First, we propose an accelerated version of THS that is com-
putationally as effective as ITHS at each iteration, but requires provably fewer number of
sketching iterations to reach a certain accuracy. Next, we reveal a primal-dual connection
between IHS [Pilanci and Wainwright, 2016] and IDRP [Zhang et al., 2014], that were inde-
pendently proposed by two different groups of researchers. We show that these two methods
are equivalent in the sense that the dual random projection is essentially performing the
Hessian sketch in the dual space. This connection allows us to provide a unified analysis of
IHS and IDRP, and also develop an accelerated sketching schema. Finally, we alleviate the
computational issues raised by big and high-dimensional learning problems. We propose a

primal-dual sketching method that can simultaneously reduce the sample size and dimension
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of the problem, and recover the optimal solution to the original large-scale high-dimensional
problem with provable convergence guarantees. We also demonstrate applicability of the
iterative sketching techniques for the distributed optimization problems where the data are

partitioned across machines, either by samples or features.

Chapter Organization. The rest of this chapter is organized as follows: in Section 4.2.1
we review the iterative Hessian sketch as an optimization process and propose a new algo-
rithm with faster convergence rate. In Section 4.2.3 we show that the dual random projection
is equivalent to the Hessian sketch. This equivalence allows us to propose the corresponding
accelerated dual random projection. In Section 4.2.6 we combine the sketching from both
primal and dual perspectives, and propose an iterative algorithm that reduces both sample
size and problem dimension. Theoretical properties of are investigated in Section 4.3, while
technical details are deferred to Appendix. In Section 4.4 we discuss an application of the
iterative sketching for distributed optimization. We present experiments in Section 7.5 to

support our theoretical results.

Notation. We use bold-faced letters, such as w, to denote vectors, and bold-faced capital
letters, such as X, to denote matrices. The set of real numbers is denoted by R. Given a

matrix X € R"*P, we define the following matrix induced norm for any vector w € RP,

w!XTXw
Iwllx = | "

We use NV (p, 2) to denote the multivariate normal distribution with mean g and covariance
3. We use I,, to denote the identity matrix of size n x n. The maximum and minimum
eigenvalues of H are Apax(H) and Ay (H), respectively. The condition number of a matrix
H is denoted by x(H), which is the ratio of the largest to smallest singular value in the

singular value decomposition of H. For two sequences {an} > and {a,}>° |, we denote
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ap < by if ap < Cby, always holds for n large enough with some constant C', and denote

an 2, by if by < an. We also use the notation a, = O(by) if ap < by, and use (5() for O(+)

~Y ~Y

to hide logarithmic factors.

4.2 Insights on iterative sketching algorithms on single machines

In this section, we describe our new insights on single machine iterative sketching algorithms

from an optimization view.

4.2.1 [Iterative Hessian sketch as optimization with preconditioning

We first review the iterative Hessian sketch proposed in [Pilanci and Wainwright, 2016]. We
present the iterative Hessian sketch as an iterative preconditioned optimization process. This
allows us to propose a faster iterative algorithm by solving a different sketched problem.

Consider the following ¢ regularized least-squares problem, also known as the ridge
regression:

: 1 2 A2
min P(X,y;w)= min —|ly — Xw|[5 + =||w]||5. 4.1
min P(X,yiw) = min o ly — Xw|§ + 5wl (4.1

where X € R"*P is the data matrix, y € R" is the response vector, and A is the tuning
parameter. Let w* denote the optimum of problem (4.1) which can be computed in a closed

form as

?

n

-1
XX Xy
n

however, to compute the closed-form solution requires one to construct and invert the co-
variance matrix, which can take O(np2 + p?) time to finish.

Sketching has become a widely used technique for efficiently finding an approximate
solution to (4.1) when both n and p are large [Drineas et al., 2011, Mahoney et al., 2011,

Woodruff et al., 2014]. To avoid solving a problem of huge sample size, the traditional
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sketching techniques (for example, [Sarlos, 2006, Pilanci and Wainwright, 2015]) reduce the
sample size from n to m, with m < n, and solve the following sketched ¢ regularized

least-squares problem:

min POTTX I yiw) = min LTy ~ T XwlB+ S0wl3 (42)
where IT € R"*™ ig a sketching matrix. The problem (4.2) can be solved faster and with less
storage as long as we can choose m < n. Typical choice of II includes a random matrix with
Gaussian or Rademacher entries, sub-sampled randomized Hadamard transform [Boutsidis
and Gittens, 2013|, and sub-sampled Randomized Fourier Transform [Rokhlin and Tygert,
2008]. See discussions in Section 2.1 of [Pilanci and Wainwright, 2016] for more details.

Though the classical sketching has been successful in various problems and has provable
guarantees, as shown in [Pilanci and Wainwright, 2016], there is an approximation precision
limit for classical sketching methods could achieve, given a fixed sketching dimension. To
obtain an approximate solution with high precision, the sketching dimension m often needs
to be of the same order as n. This is impractical as the goal of sketching is to speed up the
algorithms via reducing the sample size.

The main idea behind the Hessian sketch [Pilanci and Wainwright, 2016] is based on the

following equivalent formulation of (4.1):

1

. .1 1 A
min P(X,yiw) = min —{|y|[3+ | Xwl} -~ (v, Xw) + Slwl}. (43)

weRP weRP 2n

In the Hessian sketch one only sketches the quadratic part ||Xw]||3 with respect to X, but

not the linear part (y, Xw), leading to the following problem:

A
(v, Xw) + SlIwl3. (4.4

S|

, SRS RTRRIC NS ST, U
Pys(X,y; T, w) = min —|ITT " Xwl|3 -
Join Pys(X,y;ILw) = min o-{lyllz + 5 -[[T1" Xwlf3

99



The solution to the problem (4.4) has the following closed form solution:

(4.5)

n

-1
. X'Ir'x X'y
Compared to the classical sketch where both the data matrix X and the response vector
y are sketched, in the Hessian sketch one only sketches the Hessian matrix, through the

following transform:

X'X o x'mma'x.

The Hessian sketch suffers from the same approximation limit as the classical sketch.
However, one notable feature of the Hessian sketch is that one can implement an iterative
extension to refine the accuracy of the approximation. Define the initial Hessian sketch

(1)

approximation as V?IHS:

T T
W o (XTOITX A 1
Wipg = argmin w <—2n + 21p w n(y,Xw).

(1)

A refinement of Wyg can be obtained by considering the following optimization problem

1 ~(1)\2 A ~(1)\12
argmin - ly = X(u+ wid) |3 + 51l(u -+ F1)l[3
XTX A XT(y - X®)
:argm&nuT< - +§Ip)u—< (y . 1s) —)‘Wg)&u ;

(1)

whose optimum is w* — VT’HS' The main idea of the iterative Hessian sketch is to approx-

(1) (t)

imate the residual solution w* — vAvHS by the Hessian sketch. At iteration ¢, w* — vAvHS is

approximated by i) that minimizes the following problem

T X XT(y — Xwif)
G®) — argminu ! [ 2 DX AN Y~ AWhs) o)
u arg min u < o™ + 5y | u " AWpg U ), (4.6)
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Algorithm 4 Iterative Hessian Sketch (IHS).
Input: Data Xy, sketching matrix II.
Initialization: vAvI({O% = 0.

fort=0,1,2,... do

Update the approximation by \/K\II(;; D _ vAvg% + 4@, where i) is obtained by solving
the sketched problem (4.6).
end

(t+1)

and the new approximation Wyg ~ is updated as
) _ &) (¢
Whg = = Wyg T+ u( ).

The algorithm for THS is shown in Algorithm 4. Since (4.6) is a sketched problem with
sample size m, it can be solved more efficiently than the original problem (4.1). Notice
that we can reuse the previously sketched data matrix ITT X without constructing any new
random sketching matrices. [Pilanci and Wainwright, 2016] showed that the approximation
error of THS is exponentially decreasing with the number of sketching iterations. Thus THS
can find an approximate solution with an e-approximation error within O(log(1/¢)) itera-
tions, as long as the sketching dimension m is large enough. THS was originally developed for
the least-squares problem in (4.1), the idea can be extended to solve more general problems,
such as constrained least-squares [Pilanci and Wainwright, 2016], optimization with self-
concordant loss [Pilanci and Wainwright, 2017], as well as non-parametric methods [Yang
et al., 2017].

Though THS improved the classical sketching by enabling us to find a high quality ap-
proximation more efficiently, it is imperfect due to the following two reasons. First, the guar-
antee that the approximation error decreases exponentially for IHS relies on the sketching
dimension being large enough. The necessary sketching dimension depends on the intrinsic
complexity of the problem, and, if the sketching dimension is too small, IHS can diverge, ob-

taining arbitrary worse approximation. Second, even when the sketching dimension is large
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enough, the speed at which the approximation error decreases in IHS can be significantly
improved.

Now, we show that the iterative Hessian sketch is in fact an optimization process with
preconditioning. This view allows us to develop better iterative algorithms by searching the

conjugate directions. For notation simplicity, let

XX - X'mm'x
Let
XT(y—-X
VP(w) = _y L ow

denote the gradient of P(X,y;w) with respect to w. Then the IHS algorithm can be seen

as performing the following iterative update
~(t =1 ~(t
Whs = W%)S -H VP (W%)S),

which is like a Newton update where we replace the true Hessian H with the sketched Hessian
H. Another way to think about this update is via the change of variable z = H!/2w and

then applying the gradient descent in the z space
ZtD =20 _ v, pEV2%20) =70 _ g2y, pE1/220).

Multiplying by H 1/ 2 changes the update back to the original space, leading back to the
[HS update

With above discussion, we see that the iterative Hessian sketch is in fact an optimization
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process with the sketched Hessian as preconditioning.

4.2.2  Accelerated IHS via preconditioned conjugate gradient

In this section, we present the accelerated iterative Hessian sketch (Acc-IHS) algorithm by
utilizing the idea of preconditioned conjugate gradient. Conjugate gradient is known to have
better convergence properties than gradient descent in solving linear systems [Hestenes and
Stiefel, 1952, Nocedal and Wright, 2006]. Since the iterative Hessian sketch is performing
the gradient descent (with stepsize 1) in the transformed space z = HY/ 2w, it can be
accelerated by performing the conjugate gradient descent instead. Equivalently, we can
implicitly transform the space by defining inner product as (x,y) = x| Hy.

This leads to the algorithm Acc-IHS as detailed in Algorithm 5. At each iteration, the

solver is called for the following sketched linear system:

T T
i® — argminu’ | 2L X ALY 40
u arg min u < o + 5y | u <r ,u>. (4.7)

Unlike THS, which uses ItI_1VP(vag)S) as the update direction at iteration ¢, Acc-IHS uses

p(t) as the update direction where p(t) is chosen to satisfy the conjugate condition: Vti,t9 >

0,t1 # tg
(pm))T A-1/2HA-1/2p) —

Since the updating direction is conjugate to the previous directions, it is guaranteed that

after p iterations we reach the exact minimizer, that is,
~(t
W%)S =w", Vt>p.

Moreover, Acc-IHS has the same computational cost as the standard IHS in solving each

sketched sub-problem. However, the convergence rate of Algorithm 5 is much faster than
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Algorithm 5 Accelerated Iterative Hessian Sketch (Acc-THS).
Input: Data Xy, sketching matrix II.

b
Initialization: vAvI({O% =0,r0) = —%.
Compute 40 by solving (4.7), and update p(o) = —ﬁ(o), calculate v(0) =

(XX +1,) p).

fort=0,1,2,... do

(r® u®))

O~ D)

Update the approximation by ngl) = vAvgé +a®p),
Update r(t+1) = ¢(t) 4 o))

Update ult+1) by solving (4.7).

t11 <r(t+1),u(t)>
Updateﬁ( ) BrCFCI

Update p(tt1l) = —u(t+1) 4 gt+1) (1),
Update v(t+1) (X;_X + )\Ip> p(t+1)

end

Calculate a(t) =

[HS, that is, it requires solving much smaller number of sketched sub-problems compared to

[HS to reach the same approximation accuracy.

4.2.8  FEquivalence between dual random projection and Hessian sketch

While Hessian sketch [Pilanci and Wainwright, 2016] tries to resolve the issue of huge sample
size, Dual Random Projection [Zhang et al., 2013b, 2014] is aimed at resolving the issue of
high-dimensionality by using random projections as a tool for reducing the dimension of data.
Again, we consider the standard ridge regression problem in (4.1). A random projection is

now used to transform the original problem (4.1) to a low-dimensional problem:

, .1 9 Ao
min Prp(XR,y;z) = min —||y — XRz||5 + =||z||5, 4.8
min Prp(XR.y:z) = min, o ly - XRal} + 5|/ (4.9

where R € RP*? is a random projection matrix, and d < p.
Let z = argming Prp(XR,y;z). If we want to recover the original high-dimensional

solution, [Zhang et al., 2014] observed that the naive solution wgrp = Rz results in a bad
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approximation. Instead, the optimal solution of the original problem, w*, is recovered from
the dual solution, leading to the dual random projection (DRP) approach that we explain

below. The dual problem of the optimization problem in (4.1) is

DX,y ) L Tas Y@ L oTxxT (4.9)
max ;) = max ——Oo & — — —/— . .
acR” Y acR”  2n n 2 n?

Let a® = argmaxyere D(X,y; a) be the dual optimal solution. By the standard primal-
dual theory [Boyd and Vandenberghe, 2004], we have the following connection between the

optimal primal and dual solutions:

1
o =y—Xw" and w'= EXTa*. (4.10)

The dual random projection procedure works as follows. First, we construct and solve the
low-dimensional, randomly projected problem (4.8) and obtain the solution z. Next, we

calculate the approximated dual variables by
aDRp =Y - XR/Z\, (4.11)

based on the approximated dual solution apgrp. Finally, we recover the primal solution as:

. 1 o714
WDRP = X QpRP- (4.12)

Combining the steps above, it is easy to see that the dual random projection for ridge

regression has the following closed form solution:

-1
N x T XRRXT
WDRP — T ()\In 4+ y. (413)

n

The recovered solution from the dual, wpgp, has much better approximation compared to
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the solution recovered directly from primal problem wgp. Specifically, wrp is always a
poor approximation of w*, because Wrp lives in a random subspace spanned by the random
projection matrix R, while wpgp can be a good approximation of w* as long as the projected
dimension d is large enough [Zhang et al., 2014]. Finally, an iterative extension of DRP can
exponentially reduce the approximation error [Zhang et al., 2014], that we explain next.

(t)

Suppose at iteration ¢ we have the approximate solution \/A\IDRP. Consider the following

optimization problem:

1 () At 2
l{gﬁlp%”}’_x(u‘i‘w]}fwm?*’§||U+WDRP||27 (4.14)

(t)

with optimum at w* — VAVDRP. Similar to the iterative Hessian sketch, the idea behind the
iterative dual random projection (IDRP) is to approximate the residual w* — v/\\/]()ti{P by
(t)

applying dual random projection again. Given WDRP we construct the following randomly

projected problem:

1 ¢ A t
min — ||y — Xwil, — XRa|[3+ |z + RTwll] |2 (4.15)

Let Z() to be the solution of (4.15), which is used to refine the dual and primal variables as:

_(t+1 t N
a](DRP) =Yy~ XW](D%{P — XRz,

and
~(T+ 1 ~(T+
W(t 1) = X (I(t 1)

DRP = DRP

The iterative dual random projection (IDRP) algorithm is shown in Algorithm 6. Here
we presented the idea in the context of o regularized least-squares. However, the iterative
dual random projection can be used to solve any /9 regularized empirical loss minimization

problem, as long as the loss function is smooth [Zhang et al., 2014], such as, logistic regression
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Algorithm 6 Iterative Dual Random Projection (IDRP).
Input: Data X,y, projection matrix R.

e 1 . ~0)
Initialization: WhHRP = 0.
fort=0,1,2,... do

Solve the projected problem in (4.15) and obtain solution 7).

Update dual approximation: &SEQ =y — XWS%{p — XRz®).

Update primal approximation: ng%} = ﬁXT&SEQ

end

or support vector machines with smoothed hinge loss.

The iterative dual random projection algorithm is a powerful algorithm for dealing with
high-dimensional problems, but it suffers from the same limitations as the iterative Hessian
sketch. First, the projection dimension needs to be large enough to guarantee that the
approximation error decreases exponentially. Second, the convergence speed is not optimal.
We address both of these issues next. We will show that the dual random projection is
equivalent to an application of the Hessian sketch procedure on the dual problem. This
connection will allow us to develop an accelerated iterative dual random projection akin to

accelerated the iterative Hessian sketch algorithm presented earlier.

4.2.4  Dual random projection s Hessian sketch in dual space

We present the equivalence connection between Hessian sketch and dual random projection.
Note that the Hessian sketch is used for sample reduction, while the dual random projection
is utilized for dimension reduction. Recall that the dual maximization objective (4.9) is

quadratic with respect to . We can write it in the equivalent form as:

XxXT 1
min a ' < + 5In> a—(y,a). (4.16)

acR™ 2\n
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By applying the Hessian sketch with sketching matrix R € RP *d e find an approximate

solution for o™ as:
- XRR'XT 1
Qapgg = arg anéi[éln al (T + §In> a—(y,a), (4.17)

which has the closed form solution as

n

-1
R XRR'XT
aps = A (AIn + —) y.

Substituting arpyg in the primal-dual connection (4.10), gives us the following approximation

to the original problem

n n

-1
o xT XRR'XT
w=" AL+ )y,

which is the same as the DRP approximation in (4.13). From this discussion, we see that the
Dual Random Projection is the Hessian sketch applied in the dual space. To summarize, for

ridge regression problem (4.1) one has closed form solutions for various sketching techniques
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as:

X'x) xT
Original : w* = ()\Ip + > Y
n n
1
xT XX T
= (AIn + ) yi

Classical Sketch: weg = ()\Ip +

_ R'XTXR) _+XT
Random Projection: wgrp =R ()\Id + T) R =Y.

Hessian Sketch: wpyg = <)\Ip + - ) ;
Dual Random Projection: wprp = XTT ()\In + M) y.
As we can see above, the Hessian sketch is sketching the covariance matriz:
XX - XTI ' X,
while DRP is sketching the Gram matriz:
XX - XRR'X".

4.2.5 Accelerated iterative dual random projection

Based on the equivalence between dual random projection and Hessian sketch established in
Section 4.2.4, we propose an accelerated iterative dual random projection algorithm, which
improves the convergence speed of standard iterative DRP procedure [Zhang et al., 2014].

The algorithm is shown in Algorithm 7. Notice that in each iteration ¢, we call the solver
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Algorithm 7 Accelerated Iterative Dual Random Projection (Acc-IDRP)—Primal Version.
Input: Data X,y, projection matrix R.
Initialization: {{’]()OI){P =0, a](DOI){P = O,r(o) = —y.

Compute z(0) by solving (4.18), and update u® = 0 — xRz, p(O) = —u®), v(0) =

(XXL 4 a1,) p0).

fort=0,1,2,... do
) w®
t r‘’,u
Calculate a(t) = W
Update the dual approximation by aggllj) _ a]()t%ﬂ) +a®p),

Update primal approximation: wgﬁllj) = )\1nX—r gﬁllj)

Update r(t+1) = ¢(t) 4 ()0,
Solve the projected problem in (4.18) and obtain solution Z(t+1)
Update w1l = (1) _ xRz(E+D).

t+1 < (t+1) ( )>
Update ﬂ( ) —< Ly
Update p(tt1) = —u(t+1) + gt p),
Update v(t+1) ( ) (t+1)

end

for the following randomly projected problem based on the residual r(t):

T~ T
X'X
2() = arg min z ' (u éId> (RTXTr(t), z). (4.18)

The accelerated IDRP algorithm runs the Acc-IHS Algorithm 5 in the dual space. However,
Acc-IDRP is still a primal algorithm, since it updates the corresponding dual variables
after solving the randomly projected primal problem (4.18). The dual version of Acc-IDRP
algorithm would at each iteration solve the following dual optimization problem

XRR'X"T A
: T (A A A W)
Jnin u ( o + 21n> u— (r'", u), (4.19)

where r(®) is the dual residual. This, however, is not a practical algorithm as it requires
solving relatively more expensive dual problem. We present it in Algorithm 8 as it is easier

to understand since it directly borrows the ideas of Acc-IHS described in Section 4.2.2.
110



Algorithm 8 Accelerated Iterative Dual Random Projection (Acc-IDRP)—Dual Version.
Input: Data X,y, projection matrix R.

Initialization: {{’](DOI){P =0, a]()OI){P = O,r(O) = —y. :
Compute u(®) by solving (4.19), and update p0 = —u0) (0 = (X%( + )\In> p(0).
fort=0,1,2,... do
£ (0
Calculate o) = W
~(t+1) (1)

Update the dual approximation by aprp = Aprp t a(t)p(t).

Update primal approximation: ng%} = ﬁXT&SEQ

Update r(t+1) = ¢(&) 4 o)y (0,
Update u*™1) by solving (4.19).

1) <I‘(t+1),u(t)>
Update gt+1) = OIS

Update p(tt1l) = —ut+1) 4 gt+1) (1),
Update v(t+l) (XXT + )\In> p(’H’l).

n
end

Though the computational cost per iteration of Acc-IDRP and standard IDRP are the
same, Acc-IDRP has two main advantages over IDRP. First, as a preconditioned conjugate
gradient procedure, Acc-IDRP is guaranteed to converge, and reach the optimum w™* within
n iterations, even when the projection dimension d is very small. Second, even when the pro-
jection dimension d is large enough for the standard IDRP converge quickly to the optimum,

Acc-IDRP converges even faster.

4.2.6  Primal-Dual sketch for big and high-dimensional problems

’ Approach H Suitable Situation ‘ Reduced Dimension ‘ Recovery ‘ Iterative ‘
Classical Sketch large n, small p sample reduction X X
Random Projection | small n, large p | dimension reduction X X

Hessian Sketch large n, small p sample reduction v v
DRP small n, large p | dimension reduction v v

Table 4.1: Comparison of various algorithms for data sketching in solving large-scale prob-
lems.

In this section, we combine the idea of the iterative Hessian sketch and iterative dual
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random projection from the primal-dual point of view. We propose a more efficient sketching
technique named Iterative Primal-Dual Sketch (IPDS), which simultaneously reduces the
sample size and dimensionality of the problem, while recovering the original solution to a
high precision.

The Hessian sketch is particularly suitable for the case where the sample size is much
larger than the problem dimension and the computational bottleneck is “big n”. Here the
Hessian sketch reduces the sample size significantly, and as a consequence, speeds up the
computation. By utilizing the iterative extension approximation error can be further reduced
to recover the original solution to a high precision. In contrast, the dual random projection
is aimed at dimensionality reduction and is suitable for the case of high-dimensional data,
with relatively small sample size. Here the computational bottleneck is “large p” and the
random projection is used to reduce dimensionality and speedup computations.

Hessian sketch is particularly suitable for the case where sample size is much larger than
problem dimension, where the computational bottleneck is ”big n”. Therefore, it is possible
to use Hessian sketch to reduce the sample size significantly and consequently speed up the
computation. It also possible to utilize the iterative extension to reduce the approximation
error further to recover the original solution to a high precision. In contrast, dual random
projection is aimed at dimension reduction and is mostly suitable for the case of high-
dimensional data but relatively small sample size, where the computational bottleneck is
“large p”, and we would like to use random projection to perform dimension reduction and
gain speedup. Table 7.1 summarizes these characteristics.

As shown in Table 7.1, the Hessian sketch and dual random projection are suitable
for problems where the number of observations n and the number of variables p are not
balanced, that is, when one is much larger than the other. Modern massive data-sets have a

characteristic that both n and p are very large, for example, the click-through rate (CTR)
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Algorithm 9 Iterative Primal-Dual Sketch (IPDS).
Input: Data X € R"*P|y € R", sketching matrix R € RP*? IT € R"*"™,
Initialization: vAV]()O% =0.
fort=20,1,2,... do
Initialization: z(®) = 0,k =0
if not converged then
Solve the sketched problem in (4.21) and obtain solution Az(¥).
Update zk+1) = Z(k) 4 AgR),
Update k = k + 1.

end

Update dual approximation: agg_l) y — Xv?fg)s — XRz(F+1),

Update primal approximation: wggl) = %XT&SQI)-

end

prediction data sets provided by Criteo! has n > 4 x 102 and p > 8X 108. To tackle problems
of this size, it is desirable to have a sketching method capable of simultaneously reducing
the sample size and dimensionality.

Inspired by the primal-dual view described in Section 4.2.4, we propose the iterative
Primal-Dual Sketch. The iterative Primal-Dual Sketch only involves solving small scale
problems where the sample size and dimension are both small. For the original problem (4.1)
with data {X,y}, we first construct the randomly projected data, as well as the doubly
sketched data, as follows:

X +XR, XR —II'XR,

where XR is the randomly projected data, and II'XR is doubly sketched data. Let Wg)s); =

0. At every iteration of IPDS, we first apply random projection on the primal problem

(which is equivalent to the Hessian sketch on the dual problem), and obtain the following

1. available at http://labs.criteo.com/downloads/download-terabyte-click-logs/
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problem:

1 (1) > A T ()12
i 5{ly — XL~ XRal§ + Gz + RTWELB, (4.20)

which is the same as the iterative dual random projection subproblem (4.15). However,
different from IDRP, we do not directly solve (4.20). Instead, we apply the iterative Hessian

sketch to find an approximate solution to

T~ T ()T
X'X -X XR
min z (u + %Id> zZ— <(y ¥ps) - /\RT\/A\/](;)S, z> :

zcRd 2n n

Let z(9) = 0. At iteration k in the inner loop, we solve the following sketched problem:

Azk) = arg min Az

+ =1
Az d

T+ (RTXTIIIITXR A i}
2n 2

DS

<RTXT(y ~xw'l) XRz (k)
n

ARTRIL 2z, Az> (4.21)

and update 7k +1) g

Zk D) = 70 4 Az (k).

The key point is that for the subproblem (4.21), the sketched data matrix is only of size
m X d, compared to the original problem size n x p, where n > m,p > d. In contrast, the
IHS still needs to solve sub-problems of size m x p, while IDRP needs to solve sub-problems
of size n x d. We only need to call solvers of m x d problem (4.21) logarithmic times to
obtain a solution of high approximation quality.

The pseudo code of Iterative Primal-Dual Sketch (IPDS) is summarized in Algorithm 9.
It is also possible to perform iterative Primal-Dual Sketch via another direction, that is, first

perform primal Hessian sketch, and then apply dual Hessian sketch to solve the sketched
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primal problem:

X-I'X, II'X-I XR.

The idea presented in Section 4.2.2 can also be adopted to further reduce the number of
calls to m x d scale sub-problems, which leads to the accelerated iterative primal-dual sketch
(Acc-IPDS) algorithm, of which the pseudo code is summarized in Algorithm 10. In Acc-
IPDS, we maintain both the vectors in the primal space up, vp,rp and the vectors in the
dual space up, vp, rp, to make sure that the updating directions for both primal variables
and dual variables are conjugate with previous updating directions. Moreover, based on the
residual vector rp, Acc-IPDS iteratively calls the solver to find a solution of the following

sketched linear system of scale m x d:

T~T T
(k) RTXTIIITXR A d>u—< ) ) (4.22)

~(k) . T A
Up’ = argminu ( o + 21 rp’,u
As we will show in the subsequent section, the number of calls for solving problem (4.22)

only grows logarithmically with the inverse of approximation error.

4.3 Main theoretical results

We present theoretical properties of various iterative sketching procedures, while the proofs
are deferred to Section 5.5. First, we provide a unified analysis of the Hessian sketch and
dual random projection. The unified analysis basically follows the analysis of [Zhang et al.,
2014] and [Pilanci and Wainwright, 2016], but provides recovery guarantees for both the
primal and dual variables of interest, simultaneously. Next, we present convergence analysis
for the proposed accelerated THS and IDRP algorithms. We show improved convergence
speed compared to the standard THS and IDRP algorithms. Finally, we prove that the
iterative primal-dual sketch converges to the optimum with the number of iterations growing

only logarithmically with the target approximation accuracy. This makes the proposed
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Algorithm 10 Accelerated Iterative Primal-Dual Sketch (Acc-IPDS).

Input: Data X € R"*P,y € R", sketching matrix R € RP*? II € R"*™,

Initialization: w}()o% =0, AI(DO% =0 I‘](g&al =Y.

Initialization: k = 0,z%) =0, ré) = RTXTr](DO).
Compute u( ) by solving (4.22), and update pg]) = —ug]), calculate vl(jo) = (% + )\Id> pg)).

if not converged then

Calculate ag{) = % and update the approximation by z(+1) =z*) 4 ag)p% ),
Update r(kH) (k) + a( )v(®) and update u; ) by solving (4.22).

Update B (k+1) _ W and update p(kH) (kH + 5 (k1) (k).

Update v(k“) = (M + Al ) (t+1) , and update k =k + 1.

end
Compute u( ) _ ( ) — XRz*+D), p](DO) _ _u](DO)’ V](DO) _ (xiﬂ n )\In) p](DO).
fort=0,1,2,. d

RO R
Calculate a(t) = << ](Dt)’u?t)i and update the dual approximation by aggl) = oz](% + a](j) g)
Pp»Vp
Update primal approximation: ngl) zXTa]()S ), and update I‘](3 U= ( ) =+ a](D) ©
Initialization: k = 0,z%) = 0,r (0) =R"™X'r (tH)
Compute ﬁg)) by solving (4.22), and update p( )= _u§30)7 calculate véo) =
(RTXxR i >\Id) pg)).
if not converged then
(k) (k)
Calculate a(k) %, and update the approximation by zkt1) = Z(k) 4 agc)pgc).
Update r(kH) = %) + a{; )v(k) and update u( ) by solving (4.22).
(k+1) (k)

Update (kH) = <<(m7?10> and update p(kH) — (kﬂ —I—B (k+1) (k).

Update viF™Y) = (M + I ) (1) and update k = k + 1.
end

(t+1)  (£)
Update u(tH) = r(tH) — XRE(k b , and update (1) %.
r'pIp
Update p(tH) — (tH) + B (t+1) pD), and update V(t+1) (XTXT + )\In) pg+1).
end
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primal-dual sketching schema suitable for large-scale learning problems with huge number

of features.

4.3.1 A unified analysis of Hessian sketch and dual random projection

In this section we provide a simple and unified analysis for the recovery performance of the
Hessian sketch and dual random projection. First, we define the following notion of the
Gaussian width, which will be useful in the statement of our results. For any set K C RP,

the Gaussian width is defined as:

W) =B [ sup (w.g) (423)

where g is a random vector drawn from a Normal distribution A (0,1I,). Intuitively, if the
set K is restricted to certain directions and magnitude, then W(/XC) will be small [Vershynin,
2015]. Given a set K and a random matrix R € Rde, and a unit-length vector v € RP, the

following quantities will be important:

pi(K,R)= inf u'RR'u
ucknse-1
p(K,R,v) = sup )uT (RRT — Ip> V‘ ,
uensr-1

where SP~1 = {x € RP | ||x|| = 1} is the p-dimensional Euclidean unit-sphere. The sketching

matrix R will be constructed to satisfy
-
E[RR'| -1,

and, as the sketching dimension d increases, the matrix RR' will get closer to I,. Thus,
we would like to have p1(IC,R) be close to 1, and ps(K, R, v) be close to 0. To simplify

presentation, assume that the entries of a random matrix R are sampled i.i.d. from a
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sub-Gaussian distribution and E [RRT] = I,,. The following lemma states how large the

sketching dimension d should be in order to control p1 (K, R) and p2 (K, R, V).

Lemma 23 ([Pilanci and Wainwright, 2015]). When R is sampled i.i.d. from a sub-Gaussian

distribution and E [RRT] =1, then there exists universal constants Cy such that

2 p—1
(K, R)>1— C’O\/W (K 2 s log (%) (4.24)
and
2 p—1
pa(K. R, v) < Co\/ PRS0y (%) | (4.25)

with probability at least 1 — 6.

For a set L C RP, define the transformed set X/C with X € R™"*P as

XK={u=XveR"|veK}

Before presenting the main unifying result, let us recall the reductions in the Hessian sketch
and dual random projection. For the Hessian sketch, we perform sample reduction with the
transformation X — IT' X, while for the dual random projection, we perform dimension
reduction with the transformation X — XR, where IT € R"*™ and R € RP*?. Let Wyg be
an approximate solution obtained via the Hessian sketch by solving (4.4). The corresponding

dual variables are obtained using the following transformation

aps =y — Xwys.

Likewise, let aprp and wprp be the approximate dual and primal variables obtained by

the dual random projection. The following theorem established the recovery bound for
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ays, aprp and wig, Wpgrp simultaneously.

Theorem 24. Suppose we perform the Hessian sketch or the dual random projection for the
problem (4.1) with a sub-Gaussian sketching matriz IL € R™™ (for HS) or R € RP*¢ (for
DRP), satisfying E [RRT] =1I, and E [HHT] = 1I,,. Then there exists a universal constant
Co such that with probability at least 1 — 9, the following approximation error bounds hold
for HS or DRP: For Hessian sketch:

oI
g

wie — Wi|x < w*llx, and 4.26
IWhs |Ix = \/WQ(XRPHS”*)I X W™ lIx (4.26)
—+0 m g (s
2 n—1
JiCo \/W (XR;;OS )log ( %>
~ * *
||ags — 7|2 < W™ x- (4.27)

N e

m

For dual random projection:

TRn -
CO\/WQ(X Hflﬁsp Yo

1
_ 1)
[Wprp — W2 < [[w*|l2, and (4.28)

2 T —1
1 - o/ PPX ]12”087’ )10

(

g
Coy/ PO 10g (1)

g

o P 1 )

llaprp — o||xT < lla™||xT- (4.29)

Theorem 24 is proven in Appendix 4.6.1. We have the following remarks on Theorem 24.

Remark 1. For a general low-dimensional problem where n > p, W2(XRP N S"~1) = p.
Thus we have |[Wpg — w*||x < 4/ £ log (%) ||w*||x. This is the recovery bound proved in

[Proposition 1, Pilanci and Wainwright, 2016].

Remark 2. For high-dimensional problems when p is large, WQ(XTR” N Sp_l) =n. Thus

we have ||[Wprp — W2 < \/%log (%) [|lw*||l2. Moreover, when X is low-rank, that is
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rank(X) = 7 and r < min(n, p), we have W2(XR" N SP~Y) = r, leading to ||Wprp —
wHla < \/>log( ) ||w*||2. This recovery bound removes a +/logr factor from a bound
obtained in Theorem 1 of [Zhang et al., 2014].

Analysis of THS and DRP when X is approximately low-rank

In this section we provide recovery guarantees for the case when the data matrix X is
approximately low rank. To make X be well approximated by a rank r matrix where r <
min(n,p), we assume o,y1, the r + 1-th singular value of X, is small enough. Let us

decompose X into two parts as
X=UzV' =0,V +U:Z:V]! = X, + X7,

where X, corresponds to the largest r singular values and X corresponds to the remaining
singular values with 7 = {r + 1,..., max(n,p)}. Furthermore, suppose that the solution to
(4.1), w*, is well approximated by the a linear combination of the top r left singular vectors
of X and that the remaining singular vectors are almost orthogonal to w*. We can represent
this notion more formally depending on the particular method. For the Hessian sketch we

assume that for some p we have
IXrw*|l2 < pl|Xw|a,
while for the dual random projection we assume that
1VZ w*ll2 < ol [w*|l2,

for some p. For simplicity, assume that the entries of the sketching matrix IT € R™*"™ and

R € RP*? are sampled i.i.d. from a zero-mean sub-Gaussian distributions, and satisfying
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E [RRT} =1I, and E [HHT} = I,, respectively. We have the following recovery bounds for

the Hessian sketch and the dual random projection.

Theorem 25. With probability at least 1 — &, we have:

For the Hesstan sketch:

2 7840
m > max (32(7" +1),4log ( ?) ,9—;“) log (%)

then

2

2 2 2.2 2 20,2 52
IWhs — w¥||x §4\/1 mpnis v \/ T o IWlIx;

For the dual random projection: if

2d\ 784
d > max (32(r +1),4log ( 5 ) %) log (g)
n

then

2 2 2.2 2 2 2,22
N 1 Oyl [T TH0°  Ty0,4q T 0750,
¥pRp — Wl 34\/1_62+ It -\/21_32 2L BT Yy, (430)

where €1, €9, T1, Ty, V1, V9 are defined as

o 2r+ 1) 2r B \/2(r +1), 2r
€1 —2\/ - log?, € =2 7 log 5
7 2(n—71), n 7 2(p—r) p
—— —1 — — — —
m 3\/ m °s 73N 55
U1:2\/2(n—r—|—1)log2(n—7” 2_2\/ —T—I—l gZ(p—r)'
m ) )

The proof is provided in Appendix 4.6.2. We make the following comments on Theorem
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25.

Remark 3. When 0,11 =0 and X s of exact rank r, the above result simplifies to

~ r ~ T
I¥ms — wllx S [ oliwCllx pre - w2 S e (43

These are the results of Theorem 24.

Remark 4. We see that if we have 0,41, p, and o sufficiently small, then the guarantees

(4.31) still hold. In particular, for the Hessian sketch we need that

r
VA 95t

while for the dual random projection we need

[ An r
Or41 5 ?7 0 5 \/;

4.8.2  Analysis of the accelerated IHS and IDRP methods

In this section we provide convergence analysis for the Acc-IHS and Acc-IDRP algorithms.
Recall that Acc-THS and Acc-IDRP algorithms are preconditioned conjugate gradient meth-
ods on primal and dual problems, with a sketched Hessian as a pre-conditioner. Therefore,
we will use a classical analysis of preconditioned conjugate gradient [Luenberger, 1973] to

obtain the following convergence guarantees.

Proposition 26. Iterates obtain by Acc-IHS satisfy

t
HVAVS)S—W*HXS2< Hsgﬁiiﬂ w7llx. (432
KHS(A, L A) +
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where

n

XTI ' x 1 IXTx
n

Iterates obtain by Acc-IDRP satisfy

t
kprp(X, R, \) — 1
v o™ || (4.33)

~(t) %
a -« T<2
@i x (\/KDRP(X,R, A)+1

where

XRR'X ' L IxxT
kprp(X, R, A) =k — + I, + A,

n n

From Proposition 26, we see that the convergence of Acc-IHS and Acc-IDRP heavily
depend on the respective condition number, kyg(X,II, \) or kprp(X, R, A). Therefore, it
is crucial to obtain a refined upper bound on these condition numbers. We make use of the

following result in [Mendelson et al., 2007].

Lemma 27. Suppose the elements of II € R"™™™ qare sampled i.i.d. from a zero-mean sub-
Gaussian distribution satisfying E [HHT} = I,,, then there exists a universal constant Cy

such that, for any subset I C R", we have

uelsggn—l ‘UT <HHT a In)) u‘ < Co % log (%)

with probability at least 1 — 6.

An application of this lemma gives us the following bounds on the condition numbers

rus(X, 1L A) and kprp (X, R, A).
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Theorem 28. If the sketching matrices II € R™™ and R € RP*% are sampled from sub-

Gaussian distributions, and satisfying E [RRT} =1, and E [HHT} = I,, respectively, then

-1

2 P n—1
prs(X, T N) < (1 - 200\/ PRS0 o (%))

and

kprp (X, R, A) < [ 1-2C)

W2(XTR? 0 SP—1) (1)
g log

with probability at least 1 — 6.

Proof is provided in Appendix 4.6.3. With Theorem 28, we immediately obtain the

following corollary, which states the overall convergence of Acc-IHS and Acc-IDRP.

Corollary 29. Suppose conditions of Theorem 28 hold. If the number of iterations of Acc-
ITHS satisfy

~1/2
2 P n—1 *
. (1_200\/W (XRmﬂs >10g<%)> log(M) |
€

then with probability at least 1 — §, we have

~(t
¥ = w'llx < e

If the number of iterations of Acc-IDRP satisfies

2(XTRY N sp—1 1 2||w*
t> 1— 200\/W ( AL log (—) log <M)

d
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then with probability at least 1 — §, we have

~(t
W, —whlly < e.

We can compare the convergence rate of Acc-IHS and Acc-IDRP with that of the standard

IHS [Pilanci and Wainwright, 2016] and the IDRP [Zhang et al., 2014].

Remark 5. The number of iterations to reach e-accuracy for IHS is

@) ((1 p> log <M>>, where p = CO\/WQ(XR;G‘S‘”*) 1 g( ) [Corollary 1 Pilanci and

Wainwright, 2016]. Acc-IHS reduces the number of iterations to O ((, [ 1= 2p> log <M> ),

which is significantly smaller when p is relatively large. Furthermore, IHS requires m 2,
Wz(XRp N S”_l) for the convergence to happen, while Acc-IHS is always guaranteed to

converge. This will be illustrated in simulations.

Remark 6. In a setting with low-rank data, [Theorem 7 Zhang et al., 2014] showed that
IDRP requires (’)(H_p) log (M> to e-accuracy where p = Cyy/ g log (%) Acc-IDRP
reduces the number of iterations to O(M) log (M> and, furthermore, relaxes the
stringent condition d 2 rlogr needed for IDRP to converge, since Acc-IDRP always con-

verges.

4.8.8 Analysis of the primal-dual sketch method

In this section, we provide analysis for the primal-dual sketch method. Recall that here the
sketched dual problem is not solved exactly, but is approximately solved by sketching the
primal problem again.

Consider an outer loop iteration ¢. The analysis of the iterative Hessian sketch gives us

the following lemma on the decrease of the error.
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Lemma 30. Let ngl) be the iterate defined in Algorithm 4. Then we have

m

(t)
e \/W2(XRPHS”—1) log < %> HS

2 n—1
o) \/W (XRPNS )log ( % )
~ (t+1) * A~ *
IWpg " —wilx < IWhs — willx.

m

Note, however, that in the iterative primal-dual sketch, we do not have access to the

exact minimizer vAvgg b . Instead, we have an approximate minimizer Wg; b , which is close
to v/\\fl({térl). So it remains to analyze the iteration complexity of the inner loop and see how

(t+1)

close the approximate minimizer V~VHS is to the optimal solution w*. We have the following

theorem.

Theorem 31. With probability at least 1 — 9, we have the following approximation error

bound for vNVgg_l) in the iterative primal-dual sketch:
t
2 n—1
Cl \/w XRPOS™) )0 ( 1)
IWps " —wlx < = W™ Ix
W2(XRPAS" 1) 1
1—-Cy ) log <3>
k
T W2 (XTRrNSP—1
Wi () (T g3\
+ w|2.
22 W2(X TR?NSP-1
1— CO\/ ( d ) log (%)

The proof is given in Appendix 4.6.5.
With Theorem 31, we have the following iterative complexity for the proposed IPDS

approach.

Corollary 32. If the number of outer iterations t and number of inner iterations k in the
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IPDS satisfy

W2( RPHS” 1 1
L [ Hog (3) o (A1)
- \/W2 (XRPNS™1) 1 € ’
P
W2 XTR”OSP 1) 1
. 1+ ¢ 05" ) hog (3) 10X (555 1w 12
2(X TR~ 1) ’
1_00\/WXR08P log() Ae
then with probability at least 1 — 9

~ (t+1)
||w IPDS W*ngf-

Proof. The result directly follows by an application of Theorem 31. n

Remark 7. The total number of sketched subproblem to solve in iterative primal-dual sketch

1s t- k. To obtain € approximation error, the total number of subproblems is

W2(XRPNSP—1) \/W2(XTanSp—1)
< 1+ \/ m . L+ d 2 1
tk log .

~ 1_ \/W2(XRPOS"—1) 1_ \/WQ(XT]R”OSP*)
d

m

Thus the iterative primal-dual sketch will be efficient when the Gaussian width of set XIRP
and X TR" s relatively small. For example, when rank(X) = r < min(n, p), we can choose
the sketching dimension in IPDS to be m,d 2 r. In this case the IPDS can return a solution

with e-approzimation error by solving log® (1/€) small scale subproblems of scale r X r.

We next provide iteration complexity for the proposed Acc-IPDS algorithms in Algo-

rithm 10.

127



Corollary 33. If the number of outer loops t and number of inner loops k in IPDS satisfy

i —1/2
2 D n—1 *
€

m

~1/2

XX
10X 0 (X55) 11w 12

k> 1—2C)y 3 ,
€

W2(XTR"? 0 Sp—1) 1
7 log 5 log

then with probability at least 1 — 9:

~ (t+1
Wpd — w*llx < e
Proof. The proof is similar to the proof of Theorem 31. We simply need to substitute the

lower bounds for ¢t and & to obtain the desired result. O

4.3.4  Runtime comparison for large n, large p, and low-rank data

To solve problem (4.1), the runtime usually depends on several quantities including the
sample size n, the dimension p, as well as the condition number. To make the comparison
between different algorithms, we simply assume X is of rank r, noting that  might be much
smaller than n and p. In (4.1), the regularization parameter X is generally chosen at the order
of O(1/y/n) to O(1/n) [Sridharan et al., 2009, Dhillon et al., 2013]. Here, we simply consider
the large value for A, that is, of order O(1/4/n), which gives a better condition number for the
problem. For iterative optimization algorithms, the convergence depends on the smoothness
parameter of the problem. In (4.1), the smoothness parameter is Apax (XTTX + )\Ip>, which
is often of the order O(p), for example, under a random sub-Gaussian design. To attain the
runtime of solving (4.1) in different scenarios, we consider the following methods which are
summarized in Table 4.2 with their time complexities in terms of stated parameters:

Solving Linear System: which solves the problem exactly using matrix inversion, and
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Approach / Runtime H o) Comment

Linear System an + p3
LS with Low-rank SVD npr + r3
Gradient Descent (n1'5p2) log (1)
Acc.Gradient Descent (n1'25p1'5) log (l)
Coordinate Descent (n1’5p) log (%)
SVRG, SDCA, SAG (np + n"?p?) log (2)
Catalyst,APPA (np + n0'75p1'5) log (%)
DSPDC npr + (nr 4+ n®Pp!r)log (1)
IHS + Catalyst nplogp + n%*p 1 57“10g2 (%) Fast when p < n
DRP + Exact nplogn + (nr? —|— r3) log (%) Fast when n < p
Iter.primal-dual sketch nplogp + (n + r?)log? (%) Fast when r < max(p,n)

Table 4.2: Comparison of runtime of different approaches for solving the large scale opti-
mization problem in (4.1) stated in terms of number of samples n, the dimensionality of data
points p, the rank of data matrix r, and the target accuracy of recovered solution ¢.
: 2 3
requires O(np® + p°).
Linear System with Low-rank SVD: if we have the factorization X = UV T avail-

able, where U € R"™" V ¢ RP*" then we can solve the matrix inversion efficiently us-

ing the Sherman-Morrison-Woodbury formula: ()\Ip X X> - = %Ip — %VUTU(IT +
VIVUTU)"'VT. This can be done in O(npr + r3) in total.

Gradient Descent: standard analysis [Nesterov, 2013] shows that the gradient descent
requires O <<§> log (%)) iterations, with each iteration has a time complexity of O(np)
to compute the full gradient for all training samples. Since L = O(p), A\ = O (1/+/n), the
overall runtime becomes O <( 1.5 2) log ( >)

Accelerated Gradient Descent [Nesterov, 2013]: which requires O (1 / (%) log <%>)

iterations, where the cost of each iteration is O(np). For the stated values of parameters

L =0(p) and A = O (1/4/n), the overall runtime would be O (( 1.251. 5) log ( ))
Randomized Coordinate Descent [Nesterov, 2012]: which requires O (p (X) log (%))

iterations, with each iteration O(n), since A = O (1/4/n). We have the overall runtime is

@) ((n1'5p) log <%>>

SVRG, SDCA, SAG [Johnson and Zhang, 2013, Zhang et al., 2013a, Shalev-Shwartz
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and Zhang, 2013, Roux et al., 2012]: which requires O ((n + %) log (%)) iterations, with
the time complexity of O(p) for each iteration to computed the gradient of simple sample.
Since L = O(p), A = O (1/4/n), the overall runtime for this family of algorithms would be
O ((np+n05 2) log< ))

Accelerated SVRG: Catalyst, APPA, SPDC, RPDG [Lin et al., 2015, Frostig
et al., 2015, Zhang and Xiao, 2017, Lan and Zhou, 2017]: thanks to acceleration, this al-
gorithm requires O ((n + \/@) log (%)) iterations, with each iteration shares the same
O(p) complexity per iteration as SVRG. Since L = O(p), A = O (1//n), the overall runtime

becomes

@) <(np+n0 75 15) log ( ))

DSPDC [Yu et al., 2015]: requires O <(n—i— ﬁp) log (%)) iterations, and each
iteration is in order of O(r). Here L = O(p),\ = O (1/y/n). Also, to apply DSPDC, one
should compute the low-rank factorization as a preprocessing step which takes O(npr). Thus
we have the overall runtime for this algorithm as O <npr -+ (nr + n0-75p0-5 ) log ( ))

Iterative Hessian Sketch + Accelerated SVRG [Pilanci and Wainwright, 2016]:
computing the sketched problem takes O(nplogp) (e.g., via fast Johnson-Lindenstrauss
transforms [Ailon and Chazelle, 2009]). The algorithms solves O (log (l)) sketched prob-
lems using accelerated SVRG type algorithm that takes O ( 025,151 10 < >> This leads
to the overall runtime of O <np log p + n0-25pL-5r 1og? ( ))

DRP + Matrix inversion [Zhang et al., 2014]: computing the sketched problem takes
O(nplogn). The algorithms needs to solve O <10g (%)) reduced problems where each of
them requires a matrix inversion with time complexity of O (nr2 + 7“3). This leads to the
overall runtime of O (np logn + (m“2 + 7‘3) log (%)) for this algorithm.

Iterative Primal-Dual Sketch: computing the sketched problem takes O(nplogp).
The algorithms iterates for O <log2 (%)) rounds, and at each iteration it needs to solve a

reduced problem that exactly takes O (n + T?’). As a result the overall runtime becomes as
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O (np log p + (n 4 3) log? (%))

4.4 Communication-efficient distributed optimization via

sketching

In this section we apply the improved iterative sketching in the distributed optimization
problems. Typically, distributed optimization approaches can be divided into two cate-
gories, depending how the data set is partitioned across different machines: data could be
partitioned across features [Heinze et al., 2014, 2015, Wang et al., 2016¢, Yang et al., 2016]
or it could be partitioned by samples [Shamir et al., 2014, Zhang and Xiao, 2015, Lee et al.,
2017b, Wang et al., 2017a, Jordan et al., 2018, Smith et al., 2016]. For the setting where
features are partitioned across machines, we propose the (accelerated) iterative distributed
dual random projection (DIDRP). In the setting where samples are partitioned across ma-
chines, we propose the (accelerated) iterative distributed Hessian sketch (DIHS). We discuss

in detail how these proposals compare to and improve over existing work.

4.4.1 Distributed iterative dual random projection

We first consider a setting where features are distributed across different machines. In this
setting, LOCO [Heinze et al., 2014] and Dual-LOCO [Heinze et al., 2015] considered sketch-
ing based approaches, where randomly projected data are transmitted across machines to
approximate the original data. However, as predicted by theory, these one-shot approaches
require communicating a very large number of vectors in order to obtain a high accuracy
solution for the original optimization problem. On the other hand, iterative sketching meth-
ods are very powerful in reducing the approximation error by solving a different problem
using the same sketched data. At the same time, once we have transmitted the sketched

data matrix, at every iterative sketching round each machine only needs to communicate
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two vectors in R to solve the next sketched problem.

RnXd

Suppose X € is partitioned across features over m machines, X = [X[l] , X[z], cee X[

m]l;
such that machine & holds X[k] consisting of p/m features (for simplicity we assume that
m divides p). Without loss of generality, assume the first machine serves as the master
machine, and it contains the local data X[l], as well as the transmitted, randomly projected
data [X[Q]R[Q]’ X R - ,X[m]R[m]]. Let X = [Xm,X[Q]R[Q], X3 Rgps - - ,X[m]R[m]] be
the concatenated data matrix which contains full local data and the sketched global data.

Here each random matrix Ry, k = 2,...,m is of dimension (p/m) x (d/(m—1)), so that the

dimension of X is n x (p/m) + d. At each iteration, the master machine solves the following

problem:
min -y — X¥0) - Xz|Z + 2|1z + 70|12 (4.34)
z 2n 279 2’
where w(!) = [W[(f]) : R[TQ]W[(;]) Do ;R[Tn]wfz]]. In order to do so, each machine communicates

X[k}w[(la , and the master machine aggregates and computes Xw(t) = Z?:l X[k]vAv[(lg . With
Z obtained by solving (4.34), the master machine can update the dual solution &(t+1) and
communicate it back to each machine. Each machine, in turn, uses the obtained a1l to
updated their local primal solution as v?ffzrl) = % X [—};]a(”r 1) The details of the algorithm
are presented in Algorithm 11. It is noteworthy to point out that after the initial transmission
stage, in each iteration, each worker only communicates two vectors in R to the master
machine.

The following corollary states the communication complexity of Algorithm 11 which is a

direct consequence of Theorem 24.

Corollary 34. Suppose that sub-Gaussian sketching matrices were used in Algorithm 11.

For Algorithm 11 to reach € accuracy, ||VAV(t) —w*||a <€, the total number of vectors (in R"™)
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Algorithm 11 Distributed Iterative Dual Random Projection (DIDRP).

Input: Data X y.
Initialization: w(?) = 0.
for Fach worker k =2,...,m do
‘ Compute and communicate randomly projected data X[k]R[k]'
end
fort=0,1,2,... do
The master machine solves the projected problem in (4.34), and obtains 7).
The master machine computes and communicates the dual approximation: al
y — Xw(t) — Xz,
for Fach worker k = 2,...,m do

t+1)

Update local primal approximation: VAVEIZTD = %Xf]z]a(prl).
Compute and communicate X[k]vAvEli]Jrl) .
end
end

each machine needs to communicate is upper bounded by

o (PR (1112))

Remark 8. We can compare our result with that established for Dual-LOCO [Heinze et al.,

2015]. Dual-LOCO requires the number of communication rounds to linearly with 1/€>. On
the other hand, the number of communication rounds of DIDRP only grow logarithmically

with 1/e. Therefore, DIDRP presents a significant improvement over Dual-LOCO. This is

also verified by the empirical results.

4.4.2  Distributed iterative Hessian sketch

Next, we consider a setting where the data are partitioned by samples. The data matrix X is

partitioned as X = [X(l); X(2);--- ;X(m)] where each machine k holds the local data Xk €

R"/ mxP " which contains n/m samples. In this setting, our main idea is to approximate

the Hessian matrix with a mix of local data and sketched global data. Again, assume the
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first machine serves as the master. At the beginning of the algorithm, workers compute

T

and communicate their sketched local data H(k)X(k)- The master constructs the sketched

data matrix as X = [X(1)5 H&)X(z); e ;H(Tm) (m)], which will be used for constructing an

approximation to the Hessian matrix as H = % At each iteration of the algorithm,
the master solves a sub-problem of form
N ~ Xy —xwt))
i = argminu” (H + 3 p) u-— < y v Aw® u), (4.35)
u n

which is inspired by the iterative Hessian sketch. The quantity XTxXw(®) is computed by
communicating and aggregating the local information X' Xw(t) = S X&)X(k)\?v(t).
The details of the algorithm DIHS are presented in Algorithm 12. The following corollary

on its communication efficiency is a direct consequence of Theorem 24.

Corollary 35. Suppose we use sub-Gaussian sketching in Algorithm 11 and for Algorithm
12 to reach € approzimation: ||[W() — w*||x < e, the total number of vectors (in RP) each

machine need to communicate is upper bounded by

0 (w 4 log (”W:HX)) ‘

Acceleration The acceleration techniques presented in Section 4.2.1 and 4.2.3 can also

be applied in the distributed optimization setting to further improve the communication
efficiency of DIDRP and DIHS. In the experiments, we found that the accelerated algorithms

can often help in saving communication because of their faster convergence.

4.5 Experiments

In this section we present extensive comparisons for the proposed iterative sketching ap-

proaches on both simulated and real world data sets. We first demonstrate the improved
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Algorithm 12 Distributed Iterative Hessian Sketch (DIHS).
Input: Data X y.
Initialization: w(?) = 0.
for Fach work k =2,...,m do
Compute and communicate randomly projected data H&;)X(k).

end
fort=0,1,2,... do
for Fach worker k = 2,...,m do

Compute and communicate X(Tk)X(k)vAv(t).

end
The master machine computes w1 = &) 4+ G() where G is obtained by solving

the sketched problem (4.35), and communicates w(t+1).

end

convergence of the proposed Acc-THS and Acc-IDRP algorithms on simulated data sets.
Then we show that the proposed iterative primal-dual sketch procedure and its accelerated
version could simultaneously reduce the sample size and dimension of the problem, while still
maintaining high approximation precision. Finally, we evaluate these algorithms on some

real world data sets.

4.5.1  Simulations for Acc-IHS and Acc-IDRP

We first examine the effectiveness of the proposed Acc-IHS and Acc-DRP algorithms on

simulated data. We generate the response {yi}ie[n] from the following linear model
yi = (X, W) + ¢,

where the noise ¢; is sampled from a standard Normal distribution. The true model w* is
a p-dimensional vector where the entries are sampled i.i.d. from a uniform distribution in
[0, 1].

We first compare the proposed Acc-IHS with the standard IHS on some “big n”, but

relatively low-dimensional problems. We generate {Xi}ie[n] from a multivariate Normal
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Table 4.3: List of real-world data sets used in the experiments.

’ Name \ #Instances \ #Features
connect4 67,557 126
slice 53,500 385
year 51,630 90
colon-cancer 62 2,000
duke breast-cancer 44 7,129
leukemia 72 7,129
cifar 4,047 3,072
gisette 6,000 5,000
sector 6,412 15,000
mnist 60,000 780
tomes 28,179 96
twitter 582,350 7

distribution with mean zero vector, and covariance matrix ¥, which controls the condition
number of the problem. We will varying ¥ to see how it affects the performance of various
methods. We set Y;; = 0.5/7=3! for the well-conditioned setting, and X;; = 0.5/1=31/10
for the ill-conditioned setting. We fix the sample size n = 10° and vary the dimension
p € {50,100,300}. The results are shown in Figure 4.1. For each problem setting, we test 3
different sketching dimensions (number inside parentheses in legend). We have the following

observations:

e For both THS and Acc-IHS, the larger the sketching dimension m, the faster the iter-
ative algorithms converges to the optimum, which is consistent with the theory that
characterize the benefit of using larger sketching dimension. And this has also been
observed in [Pilanci and Wainwright, 2016] and [Zhang et al., 2014] for IHS and IDRP

algorithms.

e When compared with THS, we observe that Acc-IHS converges significantly faster.
Moreover, when the sketching dimension is small, ITHS can diverge and go far away

from the optimum, while Acc-THS still converges.
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e For all the simulation setting we tried, Acc-IHS converges faster than IHS, even when

its sketching dimension is only 1/3 of the sketching dimension of THS.

Next, we compare the proposed Acc-IDRP with the standard IDRP on high-dimensional,
but relatively low-rank data. We generate {Xi}ie[n] from a low-rank factorization X = UV T,
where the entries in U € R™*" and V € RP*" are sampled i.i.d. from a standard Normal dis-
tribution. We fix the sample size n = 10% and vary the dimensions p € {2000, 5000, 20000} .
We also vary the rank r € {20,50}. The results are shown in Figure 4.2. For each prob-
lem setting, we test 3 different sketching dimensions (number inside parentheses in legend).
We have similar observations as in the IHS case. Acc-IDRP always converges significantly
faster than IDRP. When the low sketching dimension causes IDRP to diverge, Acc-IDRP
still converges to the optimum.

Above simulations validate the theoretical analysis, which showed that the accelerated
procedures for IHS and IDRP could significantly boost the convergence speed of their stan-
dard counterparts. Since the computational cost per iteration of the standard iterative
sketching techniques and their accelerated versions is almost the same, Acc-IHS and Acc-

IDRP will be useful practical techniques.

4.5.2  Simulations for IPDS and Acc-IPDS

In this section we demonstrate how iterative primal-dual sketch and its accelerated version
work on simulated data. We generated the data using the same procedure described in the
previous section for Acc-DRP. We generate the low-rank data matrix X with rank 10 and
vary the sample size n and dimension p. For primal-dual sketching, we reduce the sample
size to m and the dimension to d, with m < n,d < p. We compare with the standard
[HS and IDRP. For IHS, we perform the sample reduction from n to m, while for IDRP we
perform data dimension reduction from p to d. Thus the sizes of the sub-problems for IPDS

(and Acc-IPDS), THS, and IDRP are m x d, m x p, and n x d, respectively. For IPDS and
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Acc-IPDS, we terminate the inner loop when the { distance between two inner iterations
is less than 10719, The results are shown in Figure 4.3, where the sketched dimension (m, d)
is shown in legend.

We have the following observations:

e IPDS and Acc-IPDS are able to recover the optimum to a very high precision, even
though they simultaneously reduce the sample size and data dimension. However,
they generally require more iterations to reach certain approximation level compared
with THS and IDRP, which, on the other hand, need to solve a substantially larger
subproblem at each iteration. Therefore, primal-dual sketching approach still enjoys
computational advantages. For example, on a problem of size (n,p) = (10000, 20000),
IHS and IDRP need to solve 5 sub-problems of scale (m, p) = (500, 20000) and (n,d) =
(10000, 500), respectively, while Acc-IPDS is only required to solve 35 sub-problems of

scale (m, d) = (500,500) to obtain the same approximation accuracy.

e Acc-IPDS converges significantly faster than IPDS, which again verifies the effective-

ness of the proposed acceleration procedure for the sketching techniques.

4.5.8  Ezxperiments on real data sets

In this section, we present experiments conducted on real-world data sets. Table 5.2 sum-
marizes their statistics. Among these data sets, the first 3 are cases where sample size is
significantly larger than the data dimension. We use them to compare the IHS and Acc-THS
algorithms. The middle 3 data sets are high-dimensional data sets with small sample sizes.
We use them to compare the DRP and Acc-DRP algorithms. Finally, the last 3 data sets are
cases where the sample size and data dimensions are both relatively large, which is suitable
for iterative primal-dual sketching methods. For the last 3 data sets, we found that standard

[HS and DRP often fail, unless a very large sketching dimension is used. As a result, we
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compared with Acc-IHS and Acc-DRP algorithms. We follow the same experimental setup
used in the simulation study. The convergence plots are summarized in Figure 4.4.

We have the following observations:

e Acc-THS and Acc-DRP converge significantly faster than IHS and DRP, respectively.

This is consistent with the observation drawn from simulation studies.

e For the last 3 data sets, where n and p are both large, and the data are not exactly
low-rank, THS, DRP, and IPDS often diverge. This is because the requirement on
the sketching dimension to ensure convergence is high. The accelerated versions still
converge to the optimum. It is notable that the Acc-IPDS only requires solving several

least squares problems with both sample size and dimension being relatively small.

4.5.4  Experiments for distributed optimization

We consider distributed optimization in both partition by features and partition by samples
settings. We follow the data generating process as in the simulation study for Acc-DRP,
where we fix a low-rank data matrix X with rank 10, and vary the sample size n and
dimension p, as well as number of machines m. For partition by features scenario, we compare
with LOCO and Dual-LOCO [Heinze et al., 2014, 2015]. We plot the relative approximation
error versus the number of vectors (in R”) communicated. The results are shown in Figure
4.5. We LOCO and Dual-LOCO fail to quickly decrease the approximation error even with
relatively large communication, this is consistent with theory that characterize the limit
of one-shot sketching methods. The proposed DIDRP algorithm clearly outperforms LOCO
methods as the number of communicated vectors grows. We further observe that Acc-DIDRP
is more efficient than DIDRP, which again illustrates that the acceleration techniques can
be helpful in further reducing the communication.

For the partition by sample scenario, we compare with several state-of-the-art algorithms

including accelerated gradient descent (AccGD) [Nesterov, 2013], ADMM [Boyd et al., 2011],
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DANE [Shamir et al., 2014] and DiSCO [Zhang and Xiao, 2015]. The results are sum-
marized in Figure 4.6. We observe that the methods leveraging higher-order information
(DANE,DiSCO,DIHS,Acc-DIHS) are significantly more communication-efficient compared
to AccGD and ADMM. Generally speaking Acc-DIHS has a slight advantage over existing
approaches. We also tested on several real world data sets and the results are shown in

Figure 4.7, where we observed a similar behavior.

4.6 Proofs of technical results

The appendix contains proofs of theorems stated in this chapter.

4.6.1  Proof of Theorem 2/

Proof. Based on the optimality condition for w* and wyg, we have

XX xT XTI ' x N xT
( - + /\Ip) w* = Y and (— + )\Ip WHS = y.

n n n

Therefore

XX XTI ' x N
( . Mp> wt (_ ' Mp) Gs = 0.

n n

XX XTI 'x R R
<( - +)\Ip> *—<T+>\IP>WH8,W*—WH8>—O.

and
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N T T
By adding and subtracting <W* — WHS; (w + /\Ip> w*>, we have

n

<<XTHHTX XTX> . *>
— W, WHS — W
n n

N XTI ' x N
= (w* —Wpg) ' (— + Mp> (W — wpg)

The term on right hand side is lower bounded as

N XTI X . 9
(W* —Whg) ' (T) (W'=wps) + Allw" — Wpgl[3
(4.36)
> p1(XRP, T0)||w* — Wi |lx .-
For the left hand side, we have the following upper bound
Xw* X N
< ('’ -1, % = (Whs - w*>> < po(XRP, IL w*)|lw*[[x | [Wps — w'[[x. (4.37)

Combining (4.36) and (4.37) we have

02 (XRP, 11, W*) "
xer,m

~ *
lwhs —w'[x <
For the recovery of dual variables, we have

lams — of[l2 =|ly — Xwyg — (y — XwH)][2

=v/n|[Wpg — w*[|x

p2(XRP IT, w*)
< w .

This completes the proof for the Hessian sketch.

For the dual random projection, the proof is mostly analogous. Based on the optimality
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condition for a* and apgrp, we have

XX XRR'XT
( + /\In) a® =)y and (L + /\In) QpRrp = \Yy.

n n

Therefore
<XXT + AIn> a’ — (m + >\In> apgrp =0,
n n
and
<<X§T + )\In> - (%TXT + )\In> aprp, ¢’ — aDRP> =0.

Simple algebra gives us

XRR'X"T XxxT\ , _ .
n - n (84 )aDRP -«

XRR'XT

n

= (a* — apgrp) | ( + >\In> (o — apgp).

The term on right hand side is lower bounded as

XRR'XT

* o~ T
(a™ — apgrp) < "

) (o — @pgrp) + Alla* — apgrpl/3
(4.38)

T 0
> p1(X R", R)|la” — aprpllx-

The term on the left hand side is upper bounded as

T XTQ* XT ~ * Tmon * * -~ *
(RR _Ip) NG ,—=(aprp —a”) ) < p2(X R" R, a")||a’||xT||laprp — a”||xT-

9

(4.39)
Combining (4.38) and (4.39) we have
»(XTR", R, a*)

p1(XTR"” R)
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For the recovery of primal variables, we have

R 1, . 1 po(XTR" R, a")
W . W* E——r . a* < ) ) a*
[WpRP |2 A\/ﬁH DRP HXT—)\\/H W (XTR.R) la™[|x
~ p(XTR™,R) v
An application of Lemma 23 concludes the proof. O

4.6.2  Proof of Theorem 25

We only prove the result for the Hessian sketch here as the proof for the dual random
projection is analogous. We will make usage of the following concentration result for sub-

Gaussian random matrices.

Lemma 36 (Lemma 3 in [Zhang et al., 2014]). Let B € R"*™ be a random matriz with

entries sampled i.i.d. from zero-mean sub-Gaussian distribution with variance 1/m, then

200r +1) . 2
IBBT — 1|5 < 2\/M log = = ¢
m )

with probability at least 1 — 9.

Lemma 37 (Theorem 3.2 in [Recht, 2011]). Let B € R"™*™, A € RO=")X" be 0 random
matrices with entries sampled i.i.d. from a zero-mean sub-Gaussian distribution with variance

1/m, then

7 [2(n—r n
JABT|; < 5\/%1%5 =Tl

with probability at least 1 — .
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Let Aw = w* — wyg. Then

XAw||?

v lla

(US, VT + USVTHAw
vn 2

2 1=V AW

+H NG

2
|Awl|x =

2

VI Aw 2

vn

2 2

Consider the term Aw (XTHH—HTX + AIp) Aw. We have

n

XTHI'x
Aw' (— - A1p> Aw

n

T T T T
>, U I1'us
> Aw ' (V rY Usrv ) Aw + \||Aw||3

T T T T
AFU'TIIT ' UX
+ 2AW | (V Y U2V ) Aw.

n

Since
vizunn'us, v’ .V Aw]|[?
Aw' L 4 Aw > (1 —¢€) ’r—w ,
and
A 2 |12V Aw |2
2 T 2
AMAw|[3 > ——[|ZrV  Aw|[3 = — . 7 ,
Tri1 Tri1 n 2
where

n n

vis-u'nm'us, v’ vis.vlnmmm'u, s, v’
2AwT< ru Uy Aw =2Aw | rUr U Aw

3 VIiAw
vn

VI Aw
vn

> -7

Y

2

2
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we have

XTI’ x .V Aw]|[? > VIAw]|[2

Aw' ——+ A | Aw > (1 — ) ‘ rV_Aw )gn rV_Aw
n VAR I PR PR | VAT P

) S VIAw]| || 2-VTAw
.
Vn 2 Vn 2
N (1 - _) HETVTAW >\n Y-V Aw||?
Consider the term <<1’IHT — In) X\/‘%*, —Xﬁﬁw>, we have
X, w* X, Aw

(15 X )

>~

29
=
l€>:

5
SESES
S~ T~ T~~~

34
g*
><

s
g*
><

Notice that the random matrix HTUT and HTUT can be treated as two Gaussian random
matrices with entries sampled i.i.d from N(0,1/m). Applying Lemma 36 and Lemma 37,

we can bound above terms separately:

< (HHT B 1n> er _XTAW> < e 2 VIiw | |2V Aw |
v lg vl
< HHT B In Xrw* ’ XrAW> <n ¥V T w* PV Aw 7
vn vn vl vl

< HHT _In X, w* XTAW> -, . VIiw || |2V Aw
NN i bl vl

< HHT _In Xrw* | Xwa> “0 v VI Aw
n Vn Vil Vel



By Cauchy-Schwarz inequality, we have

Xw* X
T’ -1 )— 2 (g — wt
_ > Viwe| ||Z,VIAw N Vw12, VIAw
> €] 71
vy vn 2 VIOIP vn
N S Viwt|| |2V Aw SVIiw | [ ZRV T Aw
m U1
vy vn 2 vy vn
4} | VIw |2 1—¢]|= VI Aw
A2 = VIwH |2 -6 ||V Aw
+
+471203+1 2,V Iw*||? N M || SRV Aw
+4U%Jg+1 >V w2 N n ETVTAW‘
An N4 9 807%+1 vn
From the proof of Theorem 24, we know
L—qll=VTaw|]?  an ||ZV I Aw]]?
2 Vi lle 202 NERIE
XTI’ x
<Aw' (— + )\Ip) Aw
n
Xw* X
- HHT—I) 2 (Fgg — W) ).
(- 1) B R g - w)
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Combining the above, we have

2

l—al||=VTaw|]?  an [|ZVIAw]]?
4e? 47’1203_1_1 HETVTW* 2
N 472 4U%0‘3+1 2V w2
2 2 2,2 2
4ef  Aroryy  4rip® | Aptvior, %112
< W% -
1—¢€ An 1—¢ An
Thus
Aw]2 ' 2,V Aw||? ‘ SV Aw |2
W fry _— _—_—
X vn 2 vn 2
(4 102\ (1= || VTAaw|? I ||S: VAW
“\1l—¢ An 4 vn 9 4072,+1 vn
2 2 2 2 2 2 2,2 2
B O def  Amopyy | Amppt ApTvioiy,
“\1—¢ An 1—¢ An 1—¢€ An

which concludes the proof.

4.6.3  Proof of Theorem 28

For notation simplicity, let

XX

XTI ' x
H=-" """

+ A, and H=
n

+ A,

Based on the property of similarity matrices, we have

maXy w H 1/ 2HH 12w
minw wTH-1/2HH /2w

k(HH) = k(HYV2HH1/2) =
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Consider the quantity |w ' H~Y/2(H — HYH Y/2w|. We have

|WTﬁ_1/2(H - ﬁ)ﬁ_l/zw| = <<H - ﬁ) ﬁ_l/zw, ﬁ_1/2W>

_ <<HHT — In> %ﬁ_l/zw, %ﬁ_1/2w>

X = 1/2 S 1/2. 12

W2(XRP N Sn—1 1\, =_
SCO\/ SRS g (5 ) I 2w

For any vector u € RP, we have

- XTI 'x
HHl/ZuH% —u! (— + )\Ip> u

n

XTI 'x
—u' (T) u+ Alfulf3

>p1 (XRP, TT)|[u| %

W2(XRP N Sn—1 1
> (1—00\/ ( - )log (g)) ||u]|%(

Let u= ﬁ_l/QW, we have

1

e \/W2(XRPOS”1) log ( 1 )

m

rr—1/2 2 2
IHY2w||% < l|wl[3.

Combining, we get

W2(XRPNS™—1
CO\/ ( pon ) 1()g (—3;)
<

|w H 1/2(H — ﬁ)ﬁ 1/2W|
W2 (XRrPNS™—1
1— CO\/ (XRPn ) log (%)

m

2
[Iwll3,
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which implies

m 2

oy g (1)

maxw | H-/2HH 1/ ?w <|lwl|3 + |lwl]5
w W2(XRPNS"™—1) 1
1 2
i
P e
and
W2(XRPNS"—1
C’O\/ ( - ) log (%) )
[Iwl[3

m

W2 (XRrNSn—1
1-— 26’0\/ ( :;ﬂ ) log (%)
2

e \/w%xmmn—l) log ( 1 )

minw ' H™V2HH 12w >||w]|3 —
w 2 n—1
- CO\/W (XEPNS™ 1) (%)

m
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The proof for kprp(X, R, A) is analogous.
4.6.4  Proof of Lemma 30

Note that (4.6) is sketching the following problem

XTX A )u_<XT(y—XvAvg)) %)

- AWHS’ u> 9

S
—I
argml}nu ( o —1—2 P -

150



where w* — v?g)s is the optimal solution. Thus applying Theorem 24, We have
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() ek (D) < 0 m &\35 (1)
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1— Oo\/ log (%)
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- w|x

Using the definition that ng— b_ V/G%{)S + ﬁ(t), we obtain the desired result.

4.6.5 Proof of Theorem 51

By triangle inequality we have the following decomposition:

~ t+1 ~ t—l—l ~ t—|—1 t+1
i = wllx < 1%y =l + ¥vygg ) — sVl
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For the term |[Wyg (t+1) _ Hl HX, we can further bridge W;{t;l) and %{t;l) by w

< (1)

which is the result of one exact step of IHS initialized at Wyg. Thus we have the following

decomposition
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Applying the Theorem 24 for DRP we have the following bound for ||wyq X:
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We can relate the error |[Wyg ||x to the error term at ¢-th outer loop iteration:
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. . ~(t+1),
Combining above inequalities we obtained the following iterative error bound for wyq ™
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CHAPTER 5
COMMUNICATION-COMPUTATION BALANCED
OPTIMIZATION

5.1 Motivation

Distributed computing systems are widely used to train machine learning models due to large
data sets collected across sciences. When a data set cannot fit into the memory of a single
machine or the learning process is too time consuming, the data set is distributed across
multiple computation nodes and a distributed optimization algorithm is used to speedup
the training process. When developing a distributed optimization algorithm, in order to
keep the runtime low, one needs to consider two important factors: the communication and
computation costs. The communication cost arises from multiple machines exchanging their
local information to reach a global consensus, while the computation cost accounts for each
machine processing the local data. A typical optimization algorithm consists of a number of
iterative steps that might require multiple rounds of communication and within each round of
communication a number of local computations are performed. When designing an efficient
distributed optimization method there is a fundamental challenge in balancing efficiency in
communication and computation, as they often conflict with each other.

In this chapter, we consider the problem of distributed optimization of finite-sums, which
appears ubiquitously in machine learning [Bottou et al., 2016]. To the best of our knowledge,
even if one just considers the computational costs, while ignoring communication, no existing
distributed optimization algorithm can obtain linear speedup in computation compared to
any single machine algorithm when the condition number is large. Concretely, we consider

a setting with m-machines, each holding n individual functions, and the goal is to minimize
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the following global average:

min f(w) = =33 figlw) = —— 33wl ag by +gw),  G)

d

where f;;(w) is the i-th individual function on j-th machine. This problem arises in, for
example, regularized empirical risk minimization. Let {a;;, bij}ie[n],je[m] be i.i.d. samples
from an unknown distribution D, where a;; represents observed feature vectors and b;;
represents responses of interest. By setting f;;(w) = E(wTaij, bij) + Ag(w), where t(w'a,b)
is a loss function and g(w) is a regularization term, the optimization problem (5.1) can be
used for fitting generalized linear models used in classification and regression. For example,
when £(w ' a,b) = log(1 + exp(—(w"a)b)) and g(w) = (1/2)||w]|?, one gets fo regularized
logistic regression, while when ¢(w'a,b) = (1/2)(w'a — b)?, and g(w) = (1/2)||w||; one

obtains the lasso objective.

Our contributions. We propose novel distributed optimization algorithms to minimize
the convex finite-sum objective in (5.1). The approach provably achieves near-linear speedup
in computation, even when the condition number is large. Compared with previous attempts,
our proposed approaches obtain a communication-computation balance that is beneficial for

improving the overall runtime efficiency.

Notation. For a vector w € R?, we use ||w|| to denote its ¢ norm and ||w||; to denote
its /1 norm. For a matrix A, we use trace(A) to denote the trace of A. For two sequences
of numbers {ay} and {by,}, we say a, = O(by) if a,, < Cby, for n large enough, with some
positive constant C', and use the notation 6() to hide polylogarithmic factors. We say
ap = Q(by) if by, = O(an). We denote ap, < by, if ap, = O(by) and by, = O(ay). Finally, we

use [ to denote an identity matrix, and use [n] to denote the set {1,...,n}.
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5.2 Problem Set-up and related work

Throughout this chapter, we focus on objectives f(w) that satisfy the following smoothness

and strong convexity conditions.

Assumption 38. The function f(w) admits the finite-sum structure
f(w) = (1/mn) Z;nzl S E(wTaij, bij) +g(w), where the loss function ((w"a,b) is conver
and L-smooth, the regularization function g(w) is convez, and the overall objective f(w) is

A-strongly converz.

e Fvery loss function é(w—l—aij, bij) is differentiable and its gradient is L-Lipschitz con-

tinuous with respect to w: Yi € [n],j € [m],wy,wy € R?, we have
Ve(wy aij,bij) — VE(ws agj,bij)| < Liwy — wy|.

e The overall objective f(w) is A\-strongly convex with respect to w: Ywi,wy € Rd, we

have

Flr) > flawn) 4 {9 flwn),wn — wr) + 5wy —wol

Note that for non-strongly convex or non-smooth objectives, we can add a small qua-
dratic term and approximate the original problem via a strongly convex objective, or we
can transform the non-smooth loss function to a smooth one using the smoothing technique
of Allen-Zhu and Hazan [2016]. The corresponding guarantees can be established as below
then.

Recall that there are m machines and the j-th machine has access to {f;;(w)}i;. We
consider the synchronous message passing model for distributed computing [Gropp et al.,
1996, Dean and Ghemawat, 2008]. In this model, in every round of communication each
machine can broadcast (send to all others) information linear in the problem’s dimension d.

An example of such communication would be the case where each machine communicates
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its local solution or a gradient vector. Between two communication rounds, each machine
performs computations based only on their local information and previously received mes-
sages. To quantify the overall runtime of a distributed optimization algorithm, we use the

following quantity:

Time = Communication rounds x (#Communication + #Computation),

where #Communication and #Computation represents per round time for communication
and time for local computation, respectively. In particular, we can measure #Communication
by the number of vectors in R% transmitted in one communication round, and measure
#Computation by the number of parallel gradient calculations performed between two
rounds, since gradient calculations are the main computational part in any first-order opti-
mization algorithms.

A number of approaches have been proposed recently to solve (5.1) in a distributed setting
under Assumption 38. Ma et al. [2015], Smith et al. [2016], and Zheng et al. [2017] considered
the dual formulation of (5.1) and proposed randomized distributed dual coordinate methods
(for example, CoCoA, CoCoA™, DADM). Alternating direction method of multipliers (ADMM)
[Boyd et al., 2011] can be used to naturally formulate the distributed optimization problem
in an augmented Lagrangian form, but the best known efficiency guarantees do not improve
over accelerated gradient methods [Deng and Yin, 2016, Makhdoumi and Ozdaglar, 2017].
Shamir et al. [2014], Zhang and Xiao [2015], Reddi et al. [2016], and Wang et al. [2017¢]
focused on provable communication efficient approaches that explored similarity between
local objectives and the fact that all the data are i.i.d. from an unknown, fixed distribution
(for example, DANE, DiSCO, AIDE, GIANT). These methods provably improve communication
efficiency over accelerated gradient methods [Nesterov, 1983], but are computationally not
as efficient as stochastic optimization methods as they require each machine to process

the whole local data between two communication rounds. To achieve both communication
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and computation efficiency, Lee et al. [2017a] proposed the distributed stochastic variance
reduced gradient method (DSVRG), which extends the SVRG method [Johnson and Zhang,
2013] in a distributed fashion. DSVRG uses all machines to compute in parallel the “reference
full gradient”, while one machine performs stochastic gradient updates, using the “reference
full gradient” to reduce the variance of updates. However, this method is not practical as
it requires extra data to be stored on each machine in order to simulate uniform sampling
with replacement in SVRG. Shamir [2016] fixed this issue by proving that sampling without
replacement can be used in SVRG to achieve the same rate of convergence. Unfortunately, the
convergence result only holds for quadratic objectives. In summary, existing DSVRG methods

have the following communication and computation efficiency guarantees to solve (5.1).

Theorem 39 (Lee et al. 2017a, Shamir 2016). Suppose the objective in (5.1) is quadratic
and satisfies Assumption 38. DSVRG outputs a solution w satisfying f(w) — f(w*) < € in
O ((1+ L/(Mn))log(1/e)) rounds of communication, with each machine performing

O ((n+ L/X)1og(1/€)) parallel operations.

When the condition number is small, L/A < n, Theorem 39 states that DSVRG only re-
quires (5(1) rounds of communication and 6(71) parallel computations. Ignoring log-terms,
this rate is optimal in terms of both communication and computation, since simply mak-
ing one pass over the whole data sets would require O(n) parallel computations. However,
when the condition number is large, the above rate can be bad in terms of both communi-
cation and computation. Lee et al. [2017a] proposed to fix this issue using an accelerated
approach, called DASVRG, which combines the DSVRG algorithm with an accelerated proxi-
mal point technique [Shalev-Shwartz and Zhang, 2016, Lin et al., 2015, Frostig et al., 2015].
When the condition number is big, L/\ > n, DASVRG improves over DSVRG as it needs
O((1++/L/(Mn))log?(1/¢)) rounds of communication and O((n+/(nL)/\) log?(1/e)) par-
allel computations. Lee et al. [2017a] showed that Q(y/L/(An)) rounds of communication

are necessary for a wide range of first-order algorithms, even when local second-order in-
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formation is used for preconditioning. Therefore, DASVRG is optimal in terms of rounds of
communication in the “large condition number” regime, but it does not obtain linear speed-
up in computation as we discuss next. First, for single machine optimization problems both
upper bound and lower bound are well understood, the cost of solving (5.1) on a single
machine using accelerated SVRG is O((mn + /(mnL)/X)log?(1/€)) [Lin et al., 2015]. This
computational complexity is almost tight for any randomized optimization method that uses
gradient and proximal oracles, as a lower bound is Q(mn+/(mnL)/Xlog(1/e)) [Woodworth
and Srebro, 2016]. For multiple machines setting, we have the following corollary stating a
lower bound on the computational cost for distributed optimization of finite-sums, which is

a consequence of the single machine computational lower bound.

Corollary 40. (Computational lower bound for distributed optimization of fi-
nite sums) Suppose the objective to minimize is in form (5.1) and there are m machines,
each machine holding n unique functions. Then for any algorithm with only access to first
order oracle of f;;, it must make at least Q(n+ v/ (nL)/(mX)log(1/€)) parallel gradient com-
putations in order to achieve € objective suboptimality for any objective (5.1) that satisfies

Assumption 38.

By comparing the computation cost of running accelerated SVRG on a single machine
with that of running DASVRG on m parallel machines, we observe that the computation cost is
only reduced by a /m factor — from O(+/(mnL)/X) to O(y/(nL)/X), thus the computation
efficiency of DASVRG does not match the lower bound. Moreover, between two communication
rounds DSVRG/DASVRG only use one machine to perform stochastic gradient update on its
local data, while other machines just wait and do not perform any computation, leading to
a waste of computing resources. Another issue with DSVRG/DASVRG is imbalance between
communication and computation cost. Though communicating a vector is much more costly
than vector floating-point operations, the number of vector floating-point operations is a

larger by a factor of n compared to the number of vector communications in DSVRG/DASVRG
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algorithms. In other words, DSVRG/DASVRG uses machine to make one pass computation
on whole local data between two communication rounds!. Thus the overall computation is
still the main bottleneck in the overall efficiency in a typical distributed system. Our work
obtains a better communication-computation balance in a distributed system. Recent work
of Tsianos et al. [2012] and Berahas et al. [2017] also consider achieving communication-
computation balance in a distributed optimization without exploiting the special finite-sum
structure that arises in machine learning problems. By exploiting this structure, our proposed

algorithms and corresponding guarantees are substantially different.

5.3 Proposed algorithms

Our first approach to achieve better computation efficiency is through minibatching. The
algorithm is similar to the DSVRG method, which uses parallel computing to calculate the
“reference full gradient”, but differs from DSVRG in how the stochastic variance-reduced up-
dates are performed. Instead of using one machine to perform sequential stochastic gradient
update, while other machines wait, we use all machines to calculate the variance-reduced
stochastic gradient in parallel, and communicate local averages of the gradient vectors to
the master machine. Through this averaging scheme, the variance is further reduced, thus
it further improves the convergence over serial SVRG.

Details of the algorithm, named AMD-SVRG, are given in Algorithm 13. The algorithm is

divided into R stages and in each stage we approximately solve a proximal point problem:
. « 2
min £ () + 5[l = (52)

Here y,_1 is a vector that linearly depends on previous iterates and « is a tuning parameter.

The proximal point problem (5.2) is easier to solve for larger « values as the quadratic penalty

1. It is also the case for other communication efficient approaches, such as DANE, DiSCO, AIDE.
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Algorithm 13 AMD-SVRG method.
Initialize wq, yo, Yo = VA (A + ).
forr=1,2,...,R do

T < Yr—1-

for k=1,2,..., K do
All machines perform one round of communication to compute the average gradient
U (1/mn) 3750 300 VEG(T—1).

Initialize zg, 20 < Tp_1, Bt = (1 — /(A +a)n)/(1 + /(A + a)n
fort=1,2,...,T do
()

1. Each machine j draws a minibatch I,

of b samples from the local data set,
compute and communicate %Ziel(j) Vlii(z-1).
t

2. Master Compute

3. Master compute
vy = argming (v 1, 2) + o ||z — 211 + §llr — yra[]* + g(2).
4. Master update z; = x4 + S¢(xs — x4—1), and broadcast 2.
end for
Update 7} < z7p.
end for
Update wy  Tf.
Compute v, € (0,1) such that 2 = (1 — VT)V?,_I + A /(A + ), and compute y, =

vr—1(1=vp_1) .
wr + <—1/7n—|—1/31 ) (wp — wp_1).

o) Veij(z—1) +0 = 7 S0 STy Vi (Tp—1)-

’LEI ’LEI

end for
Output: wg.

makes the strong convexity parameter larger. However, by setting a smaller a value, one
needs fewer proximal point steps to approximate the minimizer of f(w). To efficiently find an
approximate minimizer of (5.2), we use parallel computing to calculate a minibatch gradient
direction and, to save on communication cost, an acceleration scheme accompanied with a
large minibatch size. The acceleration technique was used proposed in single machine setting
[Nitanda, 2014]. We have the following communication and computation cost guarantees for

our double acceleration technique in Algorithm 13.

Theorem 41. Suppose the objective in (5.1) is quadratic and satisfies Assumption 38. The

AMD-SVRG method (Algorithm 13) with parameters o and b, the stepsizen < {1/L, L\ + a))/LQ}
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with

~ A« L | L
O( A .<1+max{(/\—|—a)mb’ /\—l—a}))

rounds of communication, and

~ P e L | L
(’)( 3 -<n+max{()\+a)m,b )\+a}>>

parallel computation will find a solution w such that f(w) — f(w*) <e.

An immediate corollary of Theorem 41 is that the AMD-SVRG method always obtains near
linear speedup in computation compared with the single machine solution, irrespective of

how large the condition number is, when « and b are chosen appropriately.

Corollary 42. Suppose the condition of Theorem 41 are satisfied. In addition, suppose that

ax= L andb= w/%. Then the AMD-SVRG method with

(e
(/)

parallel computation will find a solution W such that f(w) — f(w*) <.

rounds of communication, and

Corollary 42 establishes that the parallel computational cost for Algorithm 13 is reduced
by a factor of m (ignoring the log factors) compared with the best single machine algorithm
(accelerated SVRG), which is O((mn + /(mnL)/L)log(1/¢)), it matches the computational
lower bound of Corollary 40 thus is optimal up to logarithmic factors. Moreover, the ratio
between computation/communication operations in AMD-SVRG is O( \/n/—m), which is more

balanced compared with DSVRG/DASVRG.

166



Extensions to non-strongly convex or non-smooth objectives. Our results can be
readily extended to objectives that are non-strongly convex. The main technique to handle
this is setting is by adding a small strongly-convex regularization, such as the squared /9
norm. For distributed finite-sum problems, we can also the AdaptReg technique [Allen-
Zhu and Hazan, 2016] to obtain the following guarantees, which is also optimal in terms of

computation.

Corollary 43. Suppose the AMD-SVRG methods is used together with AdaptReg technique on
a distributed finite-sum optimization problem (5.1) with a quadratic objectives. [fﬁ(wTa, b) is
L-smooth and ||wy — w*|| < B, where wy is the initialization point, then O(y/mn+ \/L/eB)
rounds of communication and O(n++/nL/(me)B) parallel computation is sufficient to obtain

e-objective suboptimality.

Connection to a practical version of DSVRG. Konecny et al. [2016] proposed a practical
version of DSVRG (Federated SVRG or FSVRG) to stop wasting computation resources during
the stochastic update stage in DSVRG method. FSVRG uses all machines to run stochastic
variance reduced gradient updates and then averages the iterates from all machines to obtain
the iterate for the next stage. Konecény et al. [2016] showed that FSVRG worked well in
practice, but did not analyzed its theoretical convergence. AMD-SVRG is similar to FSVRG
in that both use all machines to perform the stochastic updates, but FSVRG sequentially
updates the iterate, while AMD-SVRG computes the minibatch gradient to obtain one-step
update. Furthermore, AMD-SVRG uses the momentum techniques to obtain faster convergence.
Combining the idea behind FSVRG with AMD-SVRG, we can obtain a more practical version
of AMD-SVRG (we name it AMD-SVRG-P, see Appendix). The main idea is to run sequential
stochastic updates on a local machine instead of taking one step minibatch average gradient.
By using the fresher gradient information, we are able to empirically demonstrate improved
efficiency in communication. See Section 7.5 for details.

From Corollary 42 we know that Algorithm 13 always achieves near linear computational
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Table 5.1: Comparison of communication and computation cost of various distributed opti-
mization approaches for solving finite-sum optimization problem (5.1) with quadratic objec-
tives. It is assumed that L/A > mn, n > m, and the comparison ignores log factors.

’ Algorithm \ Communication \ Computation ‘
y Ideal (lower bound) \ V/L/(n)\) | V/(L)/(m)) |
CoCoA+ [Ma et al., 2015, Smith et al., 2016] L/X L/X
DANE [Shamir et al., 2014] L?/(\n) L?/)\?
AccGD [Nesterov, 1983]/ADMM [Boyd et al., 2011] VL/A ny/L/\
DiSCO [Zhang and Xiao, 2015]/AIDE [Reddi et al., 2016] VL] (v/n\) n3/4\ /L)
DSVRG [Lee et al., 20174 L/(n\) L/
DASVRG [Lee et al., 2017a] V/L/(n)\) vV (nL)/\
AMD-SVRG VL/A V(nL)/(mA\)
AMD-SVRP \/rnln p~d~ )/n} (L/N) (nL)/(m\)

speedup, regardless of how large the condition number is. However, the communication cost
is considerably higher than that of DASVRG (by a factor of y/n). In the next section, we
explore better approaches to further reduce the communication cost, while maintaining near

linear speedup in terms of computation.

5.3.1 The accelerated minibatch distributed proximal method

In this section, we propose to use proximal methods as a precondition step to improve
the communication efficiency of AMD-SVRG method. Recall that AMD-SVRG method uses mini-
batching technique to achieves optimal computational efficiency, while we can further reduce
the required communication rounds by incorporating the second-order information in the
minibatch. Details of the algorithm AMD-SVRP are given in Algorithm 15 in Appendix. The
main idea is motivated by Wang and Zhang [2017], who incorporate subsampled second-order
and variance-reduced first order information through a minibatch proximal step. At every
iteration, instead of just performing a minibatch variance-reduced gradient step, we solve

a proximal problem that incorporates second-order information. With this preconditioning
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Algorithm 14 AMD-SVRG-P: A practical variant of Accelerated Minibatch Distributed SVRG
method.
Initialize wg, yo, o = VA (A + a).
forr=1,2,...,R do
T < Yr—1-
for k=1,2,..., K do
All machines perform one round of communication to compute the average gradient

T
m_zz mxkl

~ A+
20, 20 < Tp—1, bt = 14—\/#73;2'
fort=1,2,...,7T do .
1. Each machine j draws a minibatch [t(J )

(4)

2. Each machine initialize 2, < z;_1, and perform the following sequential update

of b samples from the local data set.

in parallel: for ¢ € ]t(j ) do
o) e argmin(V;5 af?) +7 = Vb @pr)oa) gl P+ G el (o)

(4)

3. Each machine send r;”’ to master.

4. Master compute
L5~ 0)
Tt — — x

5. Master update
2t =xp + Bz — 2-1),

and broadcast z;.
end for
Update 7} < 7.
end for
Update wy < Tf.
Compute v € (0,1) such that v2 = (1 — I/7~)I/72,71 + A /(A + @), and compute

Ur = wy + (l/r—l(l — Vr—1)> (wr _ wr—l)- (53)

v+ Vi

end for
Output: wg.
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Algorithm 15 AMD-SVRP: Accelerated Minibatch Distributed SVR Proximal Iterations.
Initialize wo, yo, Yo = V/A/ (A + a).
Sampling For each machine, sampling b items from [n], they jointly form form a minibatch B of size mb.
forr=1,2,...,R do
550 < Yr—1-
for k=1,2,...,K do
All machines perform one round of communication to compute the average gradient

m n

T % > V(@)

j=1i=1

Xo, 20 < Ekfl.

fort=1,2,...,T do
1. Each machine j draws a minibatch It(j ) of b samples from the local data set, compute and
communicate %Ziel(” Vi (2¢-1).
2. Find z; that apf)roximately solve (5.4) (Option-I) or (5.5) (Option-II) such that
fi(wy) — min,, fi(w) < e (Using DSVRG).

) ~ 1 1 «— o
Option-1: fi(w) := - Zfi(w) - <mb Z Z V&j(zt—l),w> + §\|w —yra|]?

i€B J=1 Z‘e[fj)

NN o - A
+<mbz Z vgij(ztfl)'i‘nv_%z Z V&j(mr1),w>+2|w—zt1|27

I=1erl?) I=1erl?)
(5.4)
Option-IT : fy(w) 1= = (w— 2 1) [ = 3 V(201 | (0= 20-1) + Sllw — g2
1Y st =9 t—1 mb 2= i\ Zt—1 t—1 9 Yt—1
i€B
RS & - A
+ <mb Z Z V&j(zt_l) —+ nv — % Z Z V&j(xr_l),w> -+ 5”11) —_ Zt_lHQ'
j=1 ’iEIt(J) j=1 ’iEIt(J)
(5.5)
3. Master update
ze = ¢ + Bt — 2-1),
and broadcast z;.
end for
Update Ty < x7.
end for
Update w, < Tk.
Compute v, € (0,1) such that v? = (1 — v,.)v2_; + A\ /(A + @), and compute
o Vrfl(l - 1/7«,1)
4o = wy + ( — ) (10r — wy_1). (5.6)

end for

Ensure: wg.
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step, we are in fact running a minibatch SVRG algorithm in a preconditioned space:

n
2,

- 1 &
f( Xl/Q _mnz lfw ), (5.7)

j=1li=
where H~ = mb > icB V20;(w*) 4+ M is a sub-sampled Hessian matrix using mb samples.
This preconditioning transformation improves the condition number. In order to provide
rigorous analysis, we need the following notion of effective dimension and statistical leverage

[Zhang, 2005, Hsu et al., 2014, Wang and Zhang, 2017].

Definition 44. (Effective dimension at X) Let the Ay, ..., \g be the top-d eigenvalues of
Hy = (1/mn) Z}nzl Yo V2fij(w*). The effective dimension ds; (for some X>0) of Hy is

d Aj
defined as d~ = > 5_ J.

The effective dimension dX is a monotonically decreasing function with respect to A
Thus we always have dX < d. Moreover, when \ is not too small and Hy has a fast decaying
spectrum, the effective dimension dX can be much smaller than d, as demonstrated in the

following proposition.

Proposition 45. We have the following upper bound for dX"

Aj
d~§min{k+zj>k }
ATk

A

As an example of a data with fast decaying spectrum, consider generalized linear pre-
dictors in a Hilbert space induced by a Gaussian kernel K (a, a’) = exp(—c||a — d’||?) where
c is a bandwidth parameter. The covariance matrix has exponentially decaying eigenvalues
with A; < 1 exp(—02j2), where ¢; and ¢y are constants [Zhang et al., 2015]. Using the
above proposition, we have that d5 < O(y/log(1/ \)) even though Gaussian kernel maps the

original data to an infinite dimensional space.
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The following notion of statistical leverage measures the ratio between the maximum

norm and average norm of the whitened data set.

Definition 46. (Statistical leverage at \) Let Hy(w*) = (1/mn) 3271 220 V20, (w*)+
M. The statistical leverage of a data matriz X is bounded by p5 at A if Vi € [n],j € [m], we

have:

1/2
ajl|

m n - oy 1/2
0 ) S S 12 ) P

i
‘|HX_1/2€Z']'(W*)

< Py

In the definition of statistical leverage, the numerator is the maximum norm of the
A-whitened data set, while the denominator is its average norm. When rows of a data
matrix X are drawn from a sub-Gaussian distributions, the statistical leverage only grows
logarithmically with the dimension. We will use the above two quantities to establish the
efficiency guarantees for the proposed AMD-SVRP algorithm. The following proposition upper

bounds the quantity p%dx, which is used extensively in the analysis afterwards.

Proposition 47. Let L be the smoothness parameter for each loss function £. Then p%dx <
L

A

The following proposition, adopted from Lemma 8 and Lemma 9 of Wang and Zhang

[2017], states how the condition number improves by using a preconditioning matrix.

Proposition 48. (Improved condition number after preconditioning) If we choose

X = max{\, L/b} where b < mb, then the condition number of (5.7) can be upper bounded

by

24~
4Lpgd)\
Ab

max {4p§dx,

with with probability at least 1 — 0 if mb = Q(p%dx log?(d/é)).
172



In Algorithm 15, each step involves solving a subproblem (equations (5.4) or (5.5)),
which incorporates higher-order information from mb instances (each machine contributes b
samples). We can use a distributed optimization algorithm to solve these subproblems to
high accuracy. To that end, we set X to be large enough so that (5.4) or (5.5) can be solved
efficiently. In particular, we use the DSVRG algorithm with A=1L /b, which allows us to solve
(5.4) or (5.5) to € sub-optimality using O(blog(1/¢)) parallel computations and O(log(1/¢))
communication rounds.

Based on the above discussion, we have the following communication and computation

efficiency guarantees for the AMD-SVRP method (Algorithm 15).

Theorem 49. Suppose the objective in (5.1) is quadratic and satisfies Assumption 38. The
AMD-SVRP method (Algorithm 15), with parameters «, b, and A= L/b, finds a solution W
usIng

2d; L 2d-L
~ A+« p>\ 2 p/\ 2

O 1
)\ TN DT \ Ot

rounds of communication and

2 2
O Ata - | 7 + max deXL deXbL
A A+a)ymb’ \ A+a

parallel computations which satisfies f(w) — f(w*) < e.

Based on Theorem 15, we have the following corollary which states the efficient guarantees

by choosing o and b appropriately.

Corollary 50. Suppose the conditions of Theorem 49 are satisfied, and the parameters in

AMD-SVRP method (Algorithm 15) are set as a < %,b = /4 and X = %, then it finds a
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solution W using

2
_ pzdsm |
@ vmn+ |min < 1, A A N
n

()

parallel computations which satisfies f(w) — f

rounds of communication and

€.

Corollary 50 tells us that Algorithm 15 always obtains near-linear speed up in computa-
tion compared to a single machine, but with potential of using fewer communication rounds
than Algorithm 13, if p%dx is small.

Table 5.1 summarizes the theoretical communication and computation efficiency guar-
antees for various distributed optimization algorithms in solving finite-sum problems.2. We
highlight the following conclusions from the comparisons:

i) In terms of both communication and computation, accelerated methods are preferred
over non-accelerated methods (CoCoA+ and DANE) as they only have square root dependency
on the condition number L/X. Among the accelerated methods, we can conclude that DASVRG
improves over DiSCO/AIDE (by a factor of n/4), and DiSCO/AIDE improves over AccGD and
ADMM (also by a factor of nl/4).

ii) AMD-SVRG/AMD-SVRP algorithms are the only ones that achieve near-linear speed up
in computation, thus matching the computational lower bound in distributed finite-sums
optimization.

iii) In terms of communication, AMD-SVRP improves over AMD-SVRG when the effective
dimension and statistical leverage is small. However, it is still worse than DASVRG, which

matches the communication lower bound.

2. In the communication lower bound we implicitly assume L/\ <= n?, otherwise each machine can just
send their whole local data and the lower bound becomes invalid.

174



Table 5.2: List of data sets used in the experiments.

’ Name \ #Instances \ #Features \ Task ‘

aloi 108,000 128 Regression
cadata 20,640 8 Regression

codrna 59,535 8 Classification

covtype 581,012 54 Classification

synthetic-c 500,000 500 (Classification

magic04 19,020 10 Classification
synthetic-r 500,000 500 Regression

spambase 4,601 56 Classification

svmguidel 7,089 4 Classification
tomshardware 28,179 96 Regression
twitter 58,3250 7 Regression
year 463,715 90 Regression

5.4 Experiments

We compare the proposed AMD-SVRG/AMD-SVRG-P and AMD-SVRP algorithms to existing dis-
tributed SVRG approaches for minimizing (5.1). We tested these algorithms on 6 classification
and 6 regression data sets, which were summarized in Table 5.2. Most of the data sets in-
volve real-world classification or regression tasks, with the source available from the LibSVM
website?. Besides real world data, we also consider a synthetic data set for each task, where

each data point {a;,b;}!_; is drawn i.i.d. from the following model:

Regression : b; =@ a; +¢;, a; ~N(0,%), & ~N(0,1), Vieln],

exp(biw " a;)
1+ exp(b;w ' a;)

Classification :  P(b; = +1) = ;2 ~N(0,%), Vie|n],

and each entry of @ is drawn ii.d. from N(0,1). We set ¥;; = 2-17=kI/500 7 k€ [n] to
make the problem ill-conditioned with fast decaying spectrum.
We consider ridge regression, for which £(w ' a,b) = (1/2)(¢(w"a—b)?, and ¢5 regularized

logistic regression, for which ﬁ(w—ra, b) = log(1 + exp(—b(wTa))), objectives for regression

3. https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
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and classification problems, respectively. We normalize the data set by a; < a;/(max; ||a;||?)
to ensure that the maximum norm of a data point is 1, and set the regularization parameter
A to be 1072 /N where N is the total number of data instances. With these parameters, the
condition number L/ is much larger than the total sample size, which represents the typical
situation of “large condition number” regime where existing DSVRG/DASVRG algorithms are
not computationally optimal. We vary the number of machines m = 16 and m = 64 and
partition data uniformly across the machines, so that each machine gets access to n = N/m
instances.

We compare the proposed AMD-SVRG/AMD-SVRG-P and AMD-SVRP methd with DSVRG ap-
proach and its accelerated version DASVRG [Lee et al., 2017al, as these algorithms dominate
other previously proposed methods in both communication and computation efficiency. See
Table 5.1 and also Lee et al. [2017a]. For all algorithms, we compare both the communica-
tion and (parallel) computation cost. In particular, we use the number of (parallel) gradient
evaluations each machine performed to evaluate the computation cost, since gradient com-
putations are the main computational part in these algorithms. Moreover, we use the rounds
of communication to measure the communication cost, where at each round each machine
is allowed to broadcast and receive one vector of the dimension as a data point z;;. For
the proposed AMD-SVRP method, at every iteration we simply run one pass of DSVRG method
initialized with y;_1, to approximately solve (5.4). For AMD-SVRG and AMD-SVRP methods,
following the theoretical analysis, we set the minibatch size each machine process to be
|\/n/m] and run T = [/L/(\b)] iterations. For DSVRG and DASVRG methods, at each stage
we first compute the full gradient in parallel, then randomly pick one machine, and perform
stochastic variance reduced gradient update on that machine’s whole local data set. For all
accelerated methods (all compared approaches except DSVRG), we set the number of refer-
ence full gradient computations within each acceleration stage to be K = 2. For AMD-SVRG-P

method, we set b = |\/n/m| and run T" = |n/b] iterations, which we found to achieve a
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good balance between communication and computation. Section 5.4.1 explore the trade-offs
between communication and computation in AMD-SVRG-P.

The results are shown in Figure 5.1 to Figure 5.4. We plot the communication and
computation cost for each algorithm to find a solution that achieves 1x 106 primal objective

suboptimality. We have the following observations:

e In terms of parallel computation cost, we observe that the proposed AMD-SVRG and
AMD-SVRP methods significantly improve over the DSVRG and DASVRG methods. In many
cases, the computational speedup over DSVRG/DASVRG is often at the scale of 10x to
100x. Furthermore, we observe significant computational advantages for the proposed
methods when we have more machines (compare the right column with the left). This

is consistent with the theoretical analysis (Table 5.1).

e In terms of the communication cost, AMD-SVRG and AMD-SVRP methods are obviously
worse than DSVRG/DASVRG. But for all methods, the number of bits each machine com-
municated is still of a much smaller order compared with the number of floating point
operations. Thus for many modern distributed computing platforms, the communica-
tion cost of these algorithms might still play a relatively minor role in affecting the

overall runtime.

e When we compared AMD-SVRG and AMD-SVRP, we observed that AMD-SVRP method of-
ten uses less communication, but with comparable or fewer computation resources.
This demonstrates the effectiveness of proximal iterations to incorporate higher-order
information in a minibatch. The practical variant AMD-SVRG-P seems to have signif-
icantly less communication cost, but comparable computation with AMD-SVRG, which
demonstrate that the “sequential then average” strategy works better than the stan-
dard minibatch approach. This is consistent with previous empirical studies [Koneény

et al., 2016].
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5.4.1 Communication-computation trade-offs in AMD-SVRG-P

In the AMD-SVRG-P algorithm, the minibatch size per machine b can be interpreted as a
parameter to trade-off between communication and computation. When b is relatively small,
then the effect of local sequential updates is small and the method is closely connected to
AMD-SVRG (when b = 1, then it is exactly AMD-SVRG, but with a suboptimal minibatch size),
which is computationally optimal, but with a potentially heavy communication. When b
is large, then the method is similar to DASVRG, which is communication optimal, but with
a potentially heavy computation. The difference here is that AMD-SVRG-P runs multiple
stochastic sequential updates then takes average and also uses a momentum scheme. In
this section, we explore these trade-offs via experimental studies. In particular we vary the
parameter b in {[n/2']} where i € {0,2,4,6,8,10} and set T = |n/b].

The results are plotted in Figure 5.5. We observe that as b decreases, the communication
cost increases significantly. At the same time, the computation cost first decreases and then
does not change too much since it already achieves near-linear computation speedup. From
the plots we observe that by choosing b = [n/4] or [n/16] the algorithms obtains a good

balance between computation and communication.

5.5 Proofs of technical results

5.5.1 Proof of Corollary 40

Proof. Let G; to be the total number of individual function gradient calls that machine j
during the the optimization process to achieve e-objective suboptimality. By the oracle com-
plexity of first-order optimization methods (Theorem 8 of [Woodworth and Srebro, 2016]),
the total number or gradient oracle calls for all machines to make must obey the following

inequality:

m

mnlL 1
Z:lGjZQ<mn+ 3 log(g>),
]:
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Figure 5.1: Comparison of communication and computation cost of various algorithms for
distributed optimization.
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Figure 5.2: Comparison of communication and computation cost of various algorithms for
distributed optimization (cont.).

180



Vectors communication/operation

Vectors communication/operation

Vectors communication/operation

Comparison of costs to achieve suboptimality 1e-6

108 B

DSVRG

Comparison of costs to achieve suboptimality 1e-6

Em Communication
I Computaton

Vectors communication/operation

DASVRG AMD-SVRG AMD-SVRP AMD-SVRG-P

synthetic-r, m = 16

106 4

DSVRG

Comparison of costs to achieve suboptimality 1e-6

Em Communication
I Computaton

Vectors communication/operation

DASVRG AMD-SVRG AMD-SVRP AMD-SVRG-P

spambase, m = 16

106 4

DSVRG

HEE Communication
Il Computaton

Vectors communication/operation

DASVRG AMD-SVRG AMD-SVRP AMD-SVRG-P

svmguidel, m = 16

Comparison of costs to achieve suboptimality 1e-6

108 B

DSVRG

Em Communication
I Computaton

DASVRG AMD-SVRG AMD-SVRP AMD-SVRG-P

synthetic-r, m = 64

Comparison of costs to achieve suboptimality 1e-6

106 4

DSVRG

I Communication
I Computaton

DASVRG AMD-SVRG AMD-SVRP AMD-SVRG-P

spambase, m = 64

Comparison of costs to achieve suboptimality 1e-6

106 4

DSVRG

I Communication
Il Computaton

DASVRG AMD-SVRG AMD-SVRP AMD-SVRG-P

svmguidel, m = 64

Figure 5.3: Comparison of communication and computation cost of various algorithms for

distributed optimization (cont.).
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Figure 5.4: Comparison of communication and computation cost of various algorithms for
distributed optimization (cont.).
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Figure 5.5: Experiments on the communication-computation trade-offs in AMD-SVRG-P Al-
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which implies max;¢p,,) G > <n + v/nL/(mA) log(l/e)). While in parallel implementa-
tion, the paralleled number of gradient oracle calls must be at least MAXj 7] G, which

concludes the proof. n

5.5.2  Proof of Theorem 41

Proof. Fist using the theory of accelerated proximal point algorithm (Lemma 51), we know

the number of outer rounds (indexed by r) in Algorithm 13 are upper bounded by

RSO(ng (%))

Further more, each proximal point problem (5.2) is now L-smooth and (A + «)-strongly

convex, by the iteration complexity of accelerated minibatch SVRG (Lemma 52), since the
effective minibatch size in Algorithm 13 is mb, the number of stochastic iterations at each

stage (indexed by t) are bounded by

L L
reo(vems{ it [ )

By choosing T' as above, the number of middle loops (indexed by k) is upper bounded by

K < O(log(1/e)). Combining above we know the total rounds of communication can be

bounded by

R-K-Tg(’)(W- (1+max{<A+La)mb,\/HTa}> -log? (%))

And the total paralleled computation can be upper bounded by

A+« L [ L 9 (1
K- KT -b< ) ) -
R-K-n+R-K-T b_(9< 3 <n+max{(/\+a)m,b A—i—a}) log (€)>
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5.5.8  Proof of Corollary 42

Proof. Simply substitute the order of b and « stated in Corollary 42 to Theorem 41, we

obtain the stated result. O

5.5.4  Proof of Corollary 43

Proof. We follow the AdaptReg strategy in [Allen-Zhu and Hazan, 2016] by adding a %||z —
z¢|| regularization at each stage, where o5 = (f(z9) — f(z*))/(||zo — z*]|?2%). At each
stage s, we are required to reduce the primal objective suboptimality be a factor of 4. Let
S =log(f(xg) — f(z*)/e€), by Theorem 3.1 of [Allen-Zhu and Hazan, 2016], and combine the

results with Corollary 42. We know the total number of communication rounds for AMD-SVRG

O i<W+\/§S> :5<W+B\/§>,

s=1

18

and its paralleled computation cost is upper bounded by

s
O Z<n+ %) =(5<M+B\/%>.

s=1

5.5.5  Proof of Proposition 45

Proof. We first decompose the terms )\Aj_ 5 into two parts, the first one contains indexes
J
smaller or equal than £ and the second part contains indexes larger than k, then we upper
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bound these two parts get obtain the stated results.

5.5.6 Proof of Proposition 47

Proof. First noted that

d
)\ .
dy = E ) _ = trace <H~( ) 1H0>
A A
=1 )‘j + A
1 m n //
E E -1
= trace % L éij (w*)a”aw H)\(w*)
]: 1=
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5.5.7 Proof of Theorem 49

Proof. By Proposition 48, the condition number of f (ﬁxw) for randomized optimization al-
gorithm have been improved to O((Lpfivdx)/ (Ab)) after preconditioning using mb samples as
Algorithm 15 did. Moreover, since we choose A=L /b, the subproblem 5.4 is which involves
mb samples has condition number O(b), thus can be solved to e-accuracy within O(log(1/€))
rounds of communication, and O(b) paralleled computation. Then by the iteration complex-
ity of accelerated minibatch SVRG, we know the number of stochastic iterations needed at

each stage can be upper bounded by

2 20~
de)\L deAL

T<o|1
= Ty N am \ vt (|

to ensure K < O(log(1/epsilon)). Combining with the accelerated proximal point iteration
complexity R < O (\ S(A+a)/A log(l/e)) , we know the communication rounds can be upper
bounded by

2 2
~ A+« deXL p~dXL
R-K-T<O 1 A , A ,
e TR N amr | a

and the paralleled computation cost can ube upper bounded by

2 2
R-K-n-log(l/e)+R-K-T-blog(1 <O . +m
n-log(1/e) og(1/€) < A " ax (A + a)mb’ V A+«
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5.5.8 Proof of Corollary 50

Proof. Substitute the order of b, a and X stated in Corollary 50 to Theorem 49, and combine

with Proposition 47 we obtain the stated result. [

5.5.9 Collections of tools in the analysis

Lemma 51. (Iteration complexity of catalyst acceleration, Theorem 3.1 of [Lin et al.,
2015] rephrased) For any \-strongly convex function f(w), If the minimization step of (5.2)

satisfies Vr

(e =S eyl =min (£() + S0 = yp1]]) < 2 (FCwp) () (1 - a) ,

then if we initialize vy = )\J%a and set vy such that v? = (1 — vp)v2 | + () /(A + ),

then the sequences {w;} in Algorithm 13 satisfies

r+1
) — fu) < HEED (1 -5 ja> (f(wp) — F(w")).

Thus after

stages, we have f(wg) — f(w*) <e.

Lemma 52. (Iteration complexity of accelerated minibatch SVRG, Theorem 1 and
Corollary 1 of [Nitanda, 2014] rephrased) For any \-strongly convex and L-smooth function

f(w) in form (5.1), If we use accelerated minibatch SVRG it with minibatch size b, then it we

(X2 1
= min _, —
T] L ) L M

then to obtain a solution with € primal objective suboptimality, the following amount of total
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gradient calculations are sufficient:

o(<m+m{

HIEIE
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CHAPTER 6
DISTRIBUTED MULTI-TASK LEARNING WITH SHARED
SPARSITY

6.1 Motivation

Learning multiple tasks simultaneously allows transferring information between related tasks
and for improved performance compared to learning each tasks separately Caruana [1997].
It has been successfully exploited in, for example, spam filtering Weinberger et al. [2009],
web search Chapelle et al. [2010], disease prediction Zhou et al. [2013] and eQTL mapping
Kim and Xing [2010].

Tasks could be related to each other in a number of ways. In this chapter, we focus on the
high-dimensional multi-task setting with joint support where a few variables are related to
all tasks, while others are not predictive Turlach et al. [2005], Obozinski et al. [2011], Lounici
et al. [2011]. The standard approach is to use the mixed ¢1/l or {1/l penalty, as such
penalties encourage selection of variables that affect all tasks. Using a mixed norm penalty
leads to better performance in terms of prediction, estimation and model selection compared
to using the /1 norm penalty, which is equivalent to considering each task separately.

Shared support multi-task learning is generally considered in a centralized setting where

Approach | Communication | /1/f5 estimation error Prediction error
Local lasso 0 \/|5|210gp |S|log p logp
Group lasso O(np) 15 \/ 1+ IOgP \5| ( >
S 1 S|%1o S 1 3(lo
DSML O(p) |¢—nl\/1+ °§p+‘ Plogp | ]3] (1+ oer) | lox "

Table 6.1: Comparison of scaling of parameter estimation errors and prediction errors, for well-
conditioned subgaussian feature vectors, with m tasks, n samples per task, p features of which |S]
are relevant—see Section 6.4 for dependence on other parameters. DSML improves over Lasso
and has the same leading term as the Group lasso as long as m < n/(|S|?logp).
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data from all tasks are available on a single machine, and the estimator is computed using
a standard single-thread algorithm. With the growth of modern massive data sets, there
is a need to revisit multi-task learning in a distributed setting, where tasks and data are
distributed across machines and communication is expensive. In particular, we consider a
setting where each machine holds one “task” and its related data.

We develop an efficient distributed algorithm for multi-task learning that exploits shared
sparsity between tasks. Our algorithm (DSML) requires only one round of communication
between the workers and the central node, involving each machine sending a vector to the
central node and receiving back a support set. Despite the limited communication, our
algorithm enjoys the same theoretical guarantees as the centralized approach under mild
conditions. This is summarized in Table 6.1, which compares the prediction and parameter
error guarantees of the Lasso run locally on each machine, the communication-intensive

group Lasso procedure, and our communication-efficient DSML.

6.1.1 Related work on distributed learning and optimization

With the increase in the volume of data used for machine learning, and the availability of
distributed computing resources, distributed learning and the use of distributed optimization
for machine learning has received much attention.

Most of work on distributed optimization focuses on “consensus problems”, where each
machine holds a different objective f;(w) and the goal is to communicate between the ma-
chines to jointly optimize the average objective 1/m ), f;(w), that is, to find a single vector
w that is good for all local objectives Boyd et al. [2011]. The difficulty of consensus problems
is that the local objectives might be rather different, and, as a result, one can obtain lower
bounds on the amount of communication that must be exchanged in order to reach a joint
optimum. In particular, the problem becomes harder as more machines are involved.

The consensus problem has also been studied in the stochastic setting Ram et al. [2010],
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in which each machine receives stochastic estimates of its local objective. Thinking of each
local objective as a generalization error w.r.t. a local distribution, we obtain the following
distributed learning formulation Balcan et al. [2012]: each machine holds a different source
distribution D; from which it can sample, and this distribution corresponds to a different
local generalization error f; = E( X,y)~D; [loss(w, X,y)]. The goal is to find a single predictor
w that minimizes the average generalization error, based on samples sampled at the local
nodes. Again, the problem becomes harder when more machines are involved and one can
obtain lower bounds on the amount of communication required—Balcan et al. [2012] carry
out such an analysis for several hypothesis classes.

A more typical situation in machine learning is one in which there is only a single source
distribution D, and data from this single source is distributed randomly across the machines
(or equivalently, each machine has access to the same source distribution D; = D). Such a
problem can be reduced to a consensus problem by performing consensus optimization of the
empirical errors at each machine. However, such an approach ignores several issues: first,
the local empirical objectives are not arbitrarily different, but rather quite similar, which can
and should be taken advantage of in optimization Shamir et al. [2014]. Second, since each
machine has access to the source distribution, there is no lower bound on communication—an
entirely “local” approach is possible, were each machine completely ignores other machines
and just uses its own data. In fact, increasing the number of machines only makes the prob-
lem easier (in that it can reduce the runtime or number of samples per machine required
to achieve target performance), as additional machines can always be ignored. In such a
setting, the other relevant baseline is the “centralized” approach, where all data is commu-
nicated to a central machine which computes a predictor centrally. The goal here is then to
obtain performance close to that of the “centralized” approach (and much better than the
“local” approach), using roughly the same number of samples, but with low communication

and computation costs. Such single-source distributed problems have been studied both in
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terms of predictive performance Shamir and Srebro [2014], Jaggi et al. [2014] and parameter
estimation Zhang et al. [2013f,¢e], Lee et al. [2017b].

In this chapter we suggest a novel setting that combines aspects of the above two settings.
On one hand, we assume that each machine has a different source distributions D;(X,y),
corresponding to a different task, as in consensus problems and in Balcan et al. [2012]. For
example, each machine serves a different geographical location, or each is at a different
hospital or school with different characteristics. But if indeed there are differences between
the source distributions, it is natural to learn different predictors w; for each machine, so
that w; is good for the distribution typical to that machine. In this regard, our distributed
multi-task learning problem is more similar to single-source problems, in that machines
could potentially learn on their own given enough samples and enough time. Furthermore,
availability of other machines just makes the problem easier by allowing transfer between the
machine, thus reducing the sample complexity and runtime. The goal, then, is to leverage as
much transfer as possible, while limiting communication and runtime. As with single-source
problems, we compare our method to the two baselines, where we would like to be much
better than the “local” approach, achieving performance nearly as good as the “centralized”

approach, but with minimal communication and efficient runtime.

Related Work To the best of our knowledge, the only previous discussion of distributed
multi-task learning is Dinuzzo et al. [2011], which considered a different setting with an
almost orthogonal goal: a client-server architecture, where the server collects data from dif-
ferent clients, and sends sufficient information that might be helpful for each client to solve its
own task. Their emphasis is on preserving privacy, but their architecture is communication-
heavy as the entire data set is communicated to the central server, as in the “centralized”
base line. On the other hand, we are mostly concerned with communication costs, but, for
the time being, do not address privacy concerns.

In terms of distributed methods for uncovering shared sparsity, Baron et al. [2009] propose
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a “group orthogonal matching pursuit”’-type algorithm. Their algorithm (DCS-SOMP) can
be naturally implemented in a distributed way. However, (i) they consider only a noiseless
setting, whereas we allow for noise; (ii) they do not establish any guarantees for DCS-SOMP,
presenting only empirical results; and (iii) they require O(|S|) rounds of communication, with
overall communication O(|S|p) per machine, whereas our DSML procedure requires only a

single round and O(p) communication.

6.2 Problem set-up

We consider the following multi-task linear regression model with m tasks:
yt:XtW?—i—Et, t=1,...,m, (6.1)

where X; € R™*P ¢y, € R™, and ¢ ~ N(O,a?]) € R™ is a noise vector, and w; is the
unknown vector of coefficients for the task . For notation simplicity we assume each task
has equal sample size and the same noise level, that is, we assume, ny =ng = ... =n and
01 =09 =...=o0. We will be working in a high-dimensional regime with p possibly larger
than n, however, we will assume that each wy is sparse, that is, few components of w; are
different from zero. Furthermore, we assume that the support between the tasks is shared.
In particular, that support(w;) = {j € [p] : wy; # 0} C 5, with s = |S| < n. Suppose
the data sets (X1,y1), ..., (Xm, ym) are distributed across machines, our goal is to estimate
{w}}/, as accurately as possible, while maintaining low communication cost.

The lasso estimate for each task ¢ is given by:

N 1
wt:argmm—Hyt—XtWtH%+)\tHwt|]1. (6.2)
Wi n
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The multi-task estimates are given by the joint optimization:

R 1 2
{Wiitq =arg min — ) ||y — Xywy||5 + Apen({w¢ i), (6.3)
{we i, mn ;

where pen({w¢}" ;) is the regularizaton that promote group sparse solutions. For example,
the group lasso penalty uses pen({w;}i" ;) = Zje[p] /2 tem W?j Yuan and Lin [2006], while
the iICAP uses pen({w¢}" ) = >~y maxi=1,...m [Wej| Zhao et al. [2009], Liu et al. [2009].
In a distributed setting, one could potentially minimize (6.3) using a distributed consensus
procedure (see Section 6.1.1), but such an approach would generally require multiple rounds
of communication. Our procedure, described in the next section, lies in between the local
lasso (6.2) and centralized estimate (6.3), requiring only one round of communication to

compute, while still ensuring much of the statistical benefits of using group regularization.

6.3 Methodology

In this section, we detail our procedure for performing estimation under model in (6.1).
Algorithm 16 provides an outline of the steps executed by the worker nodes and the master

node, which are explained in details below.

Algorithm 16 DSML:Distributed debiased Sparse Multi-task Lasso.
Workers:
fort=1,2,....,m do
Each worker obtains w; as a solution to a local lasso in (6.2) Each worker obtains w}'
the debiased lasso estimate in (6.4) and sends it to the master if Receive §(A) from the
master then
| Calculate final estimate wy in (6.6).
end

end
Master:
if Receive {w}'}" | from all workers then
Compute S (A) by group hard thresholding in(6.5) and send the result back to every

worker.
end
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Recall that each worker node contains data for one task. That is, a node ¢ contains data
(Xt,yt). In the first step, each worker node solves a lasso problem locally, that is, a node ¢
minimizes the program in (6.2) and obtains wy. Next, a worker node constructs a debiased
lasso estimator wy' by performing one Newton step update on the loss function, starting at

the estimated value wy:
Wi =W+ 0 M X (g — Xy W), (6.4)

where n_lxtT (y¢ — Xywy) is a subgradient of the loss and the matrix M; € RP*P serves as an
approximate inverse of the Hessian. The idea of debiasing the lasso estimator was introduced
in the recent literature on statistical inference in high-dimensions Zhang and Zhang [2013],
Van de Geer et al. [2014], Javanmard and Montanari [2014]. By removing the bias introduced
through the ¢1 penalty, one can estimate the sampling distribution of a component of w}'
and make inference about the unknown parameter of interest. In this chapter, we will also
utilize the sampling distribution of the debiased estimator, however, with a different goal in
mind. The above mentioned papers proposed different techniques to construct the matrix
M. Here, we adopt the approach proposed in Javanmard and Montanari [2014], as it leads to
the weakest assumption on the model in (6.1): each machine uses a matrix My = (fhtj)‘?:l
with rows:
My; = arg min ijfltmj
m;ERP

st |[Xemy —ejlloo < e

where e; is the vector with j-th component equal to 1 and 0 otherwise and it = n’lXtT Xt
After each worker obtains the debiased estimator wy', it sends it to the central machine.
After debiasing, the estimator is no longer sparse and as a result each worker communicates

p numbers to the master node. It is at the master where shared sparsity between the task
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coefficients gets utilized. The master node concatenates the received estimators into a matrix
B= (Wi, wg,...,wp,). Let Ej be the j-th row of B. The master performs the hard group

thresholding to obtain an estimate of S as
S(A) = {7 |Bjll2 > A}. (6.5)

The estimated support S (A) is communicated back to each worker, which then use the
estimate of the support to filter their local estimate. In particular, each worker produces the
final estimate:

Wi if j € S(A
i 1€ SWh) (6.6)

Wi =
0 otherwise.
Extension to multitask classification. DSML can be generalized to estimate multi-task
generalized linear models. We be briefly outline how to extend DSML to a multi-task logistic
regression model, where y;. € {—1,1} and Vk =1,...,n,t =1,...,m:

o (X -

P(yse| Xeie) = N - N N
exp <—73/tk;thWt) + exp (Qythtk:Wt>

First, each worker solves the ¢1-regularized logistic regression problem

1

W, = in— log(1 —y X A .

Wi argrrvlvltnnkz[ ] 0g(1 + exp(—yp X1pWt)) + At |wi| |1
n

Let Wy € R™ ™ be a diagonal weighting matrix, with a k-th diagonal element

W _ 1 ) eXp(—th\/R\ft)
HR) ™ 1 4 exp(—XppWy) 1+ exp(—XyWe)
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which will be used to approximately invert the Hessian matrix of the logistic loss. The
matrix My = (ﬁztj)§:1, which serves as an approximate inverse of the Hessian, in the case

of logistic regression can be obtained as a solution to the following optimization problem:

~ . T+ T
My; = arg min my: X~ WiXemys
ty my;ERP t ty

s.t. ||n71XtTWtXtmtj — e]”OO < .
Finally, the debiased estimator is obtained as
cu_ o, L r(l o1
Wi = Wi + EMtXt §(yt +1) — (L +exp(=Xewe)) ™ ),

and then communicated to the master node. The rest of procedure is as described before.

6.4 Theoretical Analysis

In this section, we present our main theoretical results for the DSML procedure described
in the previous section. We start by describing assumptions that we make on the model in
(6.1). We analyze here the well-specified random model, i.e. when samples are generated
by the model (6.1), with rows of X; drawn from some sub-Gaussian distribution (possibly
a different distribution for each task). In the Appendix we also analyze the “fixed-design”
setting, i.e. in terms of properties of the sample matrices Xt.

We assume rows of X; are drawn from a subgaussian distribution with covariance matrix
Eln~1XTX;] = %4

We assume the distribution of rows of X; for each task have bounded subgaussian norm
max; maxy, || Xyp|ly, < ox Vershynin [2010]. Let ¥; be the covariance for task ¢. We rely
on upper and lower bounds on the eigenvalues of the covariances ¥; of the data for each

task t: Vidmind = 2t = Amax!. Our analysis is based on assuming A, > 0. We also rely
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on a bound on the elements of precision matrices, V¢ ‘Et_ 1‘ < K. We can always take
o0
K = 1/Apin, but we often have a much tighter bound.

The following theorem is our main result, which is proved in appendix.

Theorem 53. With the assumptions and notation above, if A in (6.2) is chosen as \y =

404/ 10%])7 and the coefficients in (6.1) satisfy

A Jml
min 5 )2 > 6Ko mHng CUX sl |51/ log p = 20*,  (6.8)
! tj 3/2
JjES n

mlIl

where C' < 5000 is some numeric constant, then the support estimated by the master node

satisfies §(A*) = S with probability at least 1 — mp~ 1.

Based on Theorem 53, we have the following corollary that characterizes the parameter

and prediction errors of DSML, with the proof given in the appendix:

Corollary 54. With the same choice of \¢, with probability at least 1 — mp~1

p
B 1 CoS A S 1
Z|’Bj_BjH2§6K|S|UW+ UX max2|/2| \/_ogp

Jj=1 )‘mlnn

, we have

nm - n

Zgl(EXt(tht - Xtﬂf))Q < 36K72|S|0? (1 N logp) N 020§()\maX02|S|3(logp)2

3. n2
Amln

m

Let us compare these guarantees to the group lasso. For DSML Corollary 2 yields:

18] logp 1S|2log p

\/—%]ZIHEJ'—lelzN NG - (6.9)

where a(n) 2 b(n) means that for some ¢, N, a(n) > c¢-b(n),¥n > N. When using the

~Y

group lasso, the restricted eigenvalue condition is sufficient for obtaining error bounds and
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Approach Min signal strength | Strength type

Lasso 10% Element-wise
Group lasso \/ % (1 + 10%) Row-wise

DSML \/1 (1+'82) + ISegr | Row-wise

Table 6.2: Lower bound on coefficients required to ensure support recovery with p variables, m
tasks, n samples per task and a true support of size |S|.

following holds for the group lasso [Corollary 4.1 of Lounici et al., 2011]:

b
1 ~ 32v/20|9| 2.51logp S| log p
— Y IBj = Bjlls < ——F=—/ {1+ —==] S /1 6.10
/—mj_1” J ]||2_ P \/< + - ~ + . ( )

which is min-max optimal (up to a logarithmic factor). DSML matches this bound when

2 2
> m|S[“(logp)” Similarly for prediction DSML attains:

~  (m+logp)
1 ~ So? 1 2153 (log p)?
— 3 (Ex, (XiBy — XeB87))? < ISlo” (1 + ng) it (2ogp) , (6.11)
nm =1 n m n

which in the same regime matches the group lasso minimax optimal rate:

R m m

1 & ~ 128]S]02 251 S|o? ]
S e (- i) < T (14 2208 ) < IS (1 B )
=1

In both cases, as long as m is not too large, we have a linear improvement over Lasso, which
corresponds to (6.10) and (6.12) with m = 1.

The discussion of support recovery is more complex as typically more stringent conditions
(for example, mutual incoherence or irrepresentable condition) are imposed on X; for lasso
and group lasso to achieve sparsistency. See Van De Geer et al. [2009] for an extensive
discussion of different conditions used in the literature. In any case, we can also compare

the minimal signal strength required for DSML to that required by lasso and group lasso.
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Let B = [B1,09,...,0m] € RP*™ be the matrix of true coefficients. Simplifying (6.8), we

have that our procedure requires the minimum signal strength to satisfy

1 1 1
mm\/_||B||2 \/ ( in)ﬂs';gp. (6.13)

For the centralized group lasso, the standard analysis assumes a stronger condition on the

data, namely that X; satisfies mutual incoherence with parameter o and sparse eigenvalue
condition [Lounici et al., 2011] (see Van De Geer et al. [2009] for an extensive discussion
of different conditions used in the literature to guarantee support recovery). Under this

condition, group lasso recovers the support if [Corollary 5.2 of Lounici et al., 2011]:

4+/2C 2.51 1
mlﬂ \/—||Bj||2> v2 Oma\/ Z008P >\/ ng (6.14)

where Cq x depends only on the mutual incoherence and sparse eigenvalue of X;. Under the

irrepresentable condition on X3, which is weaker than the mutual incoherence [Van De Geer

et al., 2009], the lasso requires the signal to satisfy [Bunea et al., 2008, Wainwright, 2009]:

log p \/logp
min min >C 0\/ pe 6.15
te[m] j€S 1811 2 G (6.15)

for some C ;, which depends only on the irrepresentable condition and the sparse eigenvalue.
Ignoring for the moment the differences in the conditions on the design matrix, there are
two advantages of the multitask group lasso over the local lasso: (1) relaxing the signal
strength requirement to a requirement on the average strength across tasks (i.e. any single
coefficient can be arbitrarily small, even zero); and (2) a reduction by a factor of m on
the logp term. Similarly to the group lasso, DSML requires a lower bound only on the

average signal strength, not on any individual coefficient. And as long as m < n, or more

m|S|?(log p)*

, DSML enjoys the same linear reduction in the dominant term of
k*(m+logp)

precisely n 2
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Figure 6.1: Hamming distance, estimation error, and prediction error for multi-task regres-
sion with p = 200. Top row: the number of tasks m = 10. Sample size per tasks is varied.
Bottom row: Sample size n = 50. Number of tasks m varied.

the required signal strength, matching the leading term of the group lasso bound. This is
summarized in Table 6.2.

To better elucidate the differences in conditions, in the Appendix, we carry out an analysis
of DSML in a “fixed design” setting. We show that Theorem 53 and Corollary 54 for fixed X¢,
as long two conditions hold: generalized coherence (a weakening of the mutual incoherence
condition) and restricted eigenvalue. These conditions are stronger than what is required
for only small parameter and prediction error using the Lasso and Group Lasso (restricted
eigenvalue on its own is sufficient, not need for generalized coherence), but similar and in
a sense weaker than what is required for support recovery. See the Appendix for precise
definitions and statements of the results.

It might be interesting to ask why debiasing is needed, and simple “local lasso” plus
“group thresholding” will not work. To see this, let us consider a simple case of “weak

signals group”: suppose there is a coordinate in the support S where signals for all models
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are weak, on the order of O ( % <1 + 10,%1) ) + 15] fgp ) The local lasso cannot distinguish
this weak signal from zeros, making it always remove the coordinate from the support, if
the estimator wants to ensure removing all zero coordinates from the estimated support.
In contrast, DSML will save this weak signal, making the estimated support consistent. A

concrete example illustrating the situation will be presented in the experiments section.

6.4.1 Fixed design analysis

In this section, we present our theoretical results for the DSML procedure for fixed design,
we will state the results without proof since the process is essentially the same as the case for
random design. The results and comparisons are summarized in Table 6.3 and 6.4. We start
by describing assumptions that we make on the model in (6.1). We assume the following

condition on the design matrices {X;}" ;.

Approach | Communication Assumptions Min signal strength Strength type
Lasso 0 Mutual In.coherence \/ e Element-wise
Sparse Eigenvalue n
Mutual Incoherence 1 log p> .
Group lasso O(np) Sparse Bigenvalue \/ - (1 + =2 Row-wise
Generalized Coherence 1 log p S| log p )
DSML o) Restricted Eigenvalue \/” (1 *om ) T Row-wise

Table 6.3: Conditions on the design matrix, and corresponding lower bound on coefficients required
to ensure support recovery with p variables, m tasks, n samples per task and a true support of size

|S].

A1l (Restricted Eigenvalues): Let C(s,L) = {A € RP | ||Aye|lh < L||Ayl1,U C

[p], [U| < s}. There exists a constant £ > 0 such that

min ATitAZKHAUH%, t=1,...,m.
AeC(|S],L)
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Approach Assumptions {1 /¢y estimation error Prediction error

Lasso Restricted Eigenvalue \/ W# W%
Group lasso | Restricted Eigenvalue %\/ 1+ 10% % (1 + 10%)

Generalized Coherence | |g logp |, |S|%logp | |S] log p |S|? (log p)?
DSML Restricted Eigenvalue | vn 55+ n (1 + 7) + n?

Table 6.4: Conditions on the design matrix, and comparison of parameter estimation errors and
prediction errors. The DSML guarantees improve over Lasso and have the same leading term as
the Group lasso as long as m < n/(|S]?logp).

There exists a constant ¢max < oo such that

ALSA Agl3.
ine%@’ g2t S<¢max“ SH2

The above assumption is commonly assumed in the literature in order to establish con-
sistent estimation in high-dimensions Bickel et al. [2009]. A1 imposes restrictions directly
on the sample covariances it, however, it is well known that the assumption will hold with
high-probability when rows of X; are i.i.d. sub-gaussian or sub-exponential random vectors
with population covariance satisfying A1 Raskutti et al. [2010], Rudelson and Zhou [2013].

We will also need the following notion of coherence of the design matrices.

Definition 55 (Generalized Coherence). For matrices X € R™*P and M = (mq,...,my) €
RP*P et

H(X, M) = max|[Sm; — ]|
JEP]

be the generalized coherence parameter between X and M, where ¥ = nIXTX. Further-

more, let p* = ming g/, Min s cppxp w(X¢, M) be the minimum generalized coherence.

This assumption is more relaxed than the mutual coherence parameter Donoho and
Huo [2001]. As shown in Theorem 2.4 of Javanmard and Montanari [2014], (X, £71) <
24/log(p)/n with high-probability when the rows of X} are i.i.d. sub-gaussian vectors with

covariance matrix 2.
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The following theorem is our main result, which is proved in appendix.

Theorem 56. Assume that A1 holds and that the generalized coherence condition satisfies

wr < Cuy/ 107%17 for some constant Cy,. Suppose X in (6.2) was chosen as Ay = Aa\/lo%

with constant A > /2. Furthermore, suppose that the multi-task coefficients in (6.1) satisfy

the following bound on the signal strength

20 [5124202m|S|%(log p)?
: *\2 H 2 2 — *
gnelg /tg[ ](Wtj) Z\/ﬁ\/ o +60Mm+2\/§C'Mlogp.— 2A7,
m

(6.16)

where Cyy is a constant that only depends on {M;}{" . Then the support estimated by the

1-A2/2 _ —1

master node satisfies §(A*) = S with probability at least 1 — mp P

Based on Theorem 53, we have the following corollary that characterizes estimation error

and prediction risk of DSML, with the proof given in the appendix.

Corollary 57. Suppose the conditions of Theorem 56 hold. With probability at least 1 —

1-A2/2 _p!

mp , we have

p 2021q|2 2

- |S|o [5124=C7]S|*(log p)
E HBJ-—BngS\/ﬁ /;Qn +6C2,m +2v2C2 logp
j=1

and

212 2 2
bmax|S|o2 (512A C2m|S|*(log p) 62,

n

1 & . 2/2C2 log p
— N X (W = w3 < L 2V .
nm m

2
=1 ReN

6.5 Experiments

Our first set of experiments is on simulated data. We generated synthetic data according

to the model in (6.1) and in (6.7). Rows of X; are sampled from a mean zero multivariate
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Figure 6.2: Hamming distance, estimation error, and prediction error for multi-task classifi-
cation with p = 200. Top row: the number of tasks m = 10. Sample size per tasks is varied.
Bottom row: Sample size n = 150. Number of tasks m varied.

9—la=0|

normal with the covariance matrix X = (34p)q pefp]: Zab = The data dimension p

is set to 200, while the number of true relevant variables s is set to 10. Non-zero coefficients

2 is set to 1. Our simulation results are

of 8 are generated uniformly from [0, 1]. Variance o
averaged over 200 independent runs.

We investigate how performance of various procedures changes as a function of problem
parameters (n,p,m, s). We compare the following procedures: i) local lasso, ii) group lasso,
iii) refitted group lasso, where a worker node performs ordinary least squares on the selected
support, iv) iCAP, and v) DSML. The parameters for local lasso, group lasso and iCAP were
tuned to achieve the minimal Hamming error in variable selection. For DSML, to debias
the output of local lasso estimator, we use p = \/W. The thresholding parameter A is
also optimized to achive the best variable selection performance. The simulation results for

regression are shown in Figure 7.3. In terms of support recovery (measured by Hamming

distance), Group lasso, iCAP, and DSML all perform similarly and significantly better than
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the local lasso. In terms of estimation error, lasso perform the worst, while DSML and
refitted group lasso perform the best. This might be a result of bias removal introduced by
regularization. Since the group lasso recovers the true support in most cases, refitting on it
yields the maximum likelihood estimator on the true support. It is remarkable that DSML

performs almost as well as this oracle estimator.

&—e |asso
®—e8 | asso + Thresholding |1
o—e DSML

Hamming error

@,

L (0] o
50 100 150 200 250

Sample size per task

Figure 6.3: Comparison of DSML with “Local lasso 4+ thresholding” on a synthetic example.

Figure 7.4 shows the simulation results for classification. Similar with the regression
case, we make the following observations: i) The group sparsity based approaches, includ-
ing DSML,; significantly outperform the individual lasso; ii) In terms of Hamming variable
selection error, DSML performs slightly worse than group lasso and iCAP. While in terms
of estimation error and prediction error, DSML performs much better than group lasso and
icap. Given the fact that group lasso recovers the true support in most cases, refitted group
lasso is equivalent to oracle maximum likelihood estimator. It is remarkable that DSML
only performs slightly worse than refitted group lasso; iii) The advantage of DSML, as well
as group lasso over individual lasso, becomes more and more significant with the increase in
number of tasks.

To illustrate why debasing is necessary, and a naive “local lasso + centralized thresh-
olding” approach will not work, we also performed a simple simulation with the following
setup: we divide support set S into a strong signal group Sg C S and a weak signal group

Sw C S, with the coefficients of § in S generated uniformly from [0, 1], while the ones in Sy,
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Figure 6.4: Comparison on real world datasets.

generated uniformly from [0,0.4]. We test this setting on a multi-task regression problem
with p = 100, the hamming selection error was shown in Figure 6.3, selecting the best reg-
ularization and thresholding parameter. We can see that the “Local lasso + thresholding”
approach only works slightly better than lasso, while DSML improved significantly on both.

We have also evaluated DSML on the following real world data sets:

School. This is a widely used dataset for multi-task learning [Argyriou et al., 2008]. The
goal is to predict the students’ performance at London’s secondary schools. There are 27
attributes for each student. The tasks are naturally divided according to different schools.
We only considered schools with at least 200 students, which results in 11 tasks.

Protein. The task is to predict the protein secondary structure [Sander and Schneider,
1991]. We considered three binary classification tasks here: coil vs helix, helix vs strand,
strand vs coil. The dataset consists of 24,387 instances in total, each with 357 features.

OCR. We consider the optical character recognition problem. Data were gathered by
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Rob Kassel at the MIT Spoken Language Systems Group !. Following [Obozinski et al.,
2010], we consider the following 9 binary classification task: ¢ vs e, g vsy, g vS s, m vs n, a
vs g,ivsj,avso,fvst, hvsn. Eachimage is represented by 8 x 16 binary pixels.

MNIST. This is a handwritten digit recognition dataset 2. Each image is represented
by 784 pixels. We considered the following 5 binary classification task: 2 vs 4, 0 vs 9, 3 vs
5, 1vs7,6vsS8.

USPS. This dataset consists handwritten images from envelopes by the U.S. Postal
Service. We considere the following 5 binary classification task: 2 vs 4, 0 vs 9, 3 vs 5, 1 vs
7, 6 vs 8. Each image is represented by 256 pixels.

Vehicle. We considered the vehicle classification problem in distributed sensor networks
[Duarte and Hu, 2004] with 3 binary classification task: AAV vs DW, AAV vs noise, DW vs
noise. There are 98,528 instances in total, each instances is described by 50 acoustic features
and 50 seismic features.

In addition to the procedures used in the previous section, we also compare against the
dirty model Jalali et al. [2010], as well as the centralized approach that first debias the
group lasso, then perform group hard thresholding. Tuning parameters for these procedures
were chosen based on performance on held-out data set. All regularization or thresholding
parameters were tuned to be optimal using a 20% held-out validation dataset. We vary the
training sample size as 10%, 30% and, 50% of the total data set size and report the perfor-
mance on the test set (normalized Mean Squared Error for regression and classification error
for classification). Figure 7.2 shows the results. We have the following general observations.
Local lasso performs the worst, which demonstrates that utilizing group sparsity helps to
improve the prediction performance. Our DSML methods performs comparably with to the

state-of-the-art centralized approaches. Debiasing group lasso followed by hard thresholding

1. http://www.seas.upenn.edu/~taskar/ocr/

2. http://yann.lecun.com/exdb/mnist/
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compares favorably to group lasso and has similar performance to dirty model.

6.6 Proofs of technical results

6.6.1 Proof of Theorem 53

We first introduce the following lemma.

Lemma 58. When the rows of X1, ..., Xt are independent subgaussian random vectors, with

mean zero, covariance X1, ..., >, respectively. Let

xXrx
Cjy = max max MtT t 2 My .
te[m] jelp] n i

Then with probability at least 1 — 2mpexp (—cn) — 2mp~2 for some constant ¢, we have

Cyr < 2 max max(Et_l

o ()i

Proof. As shown in Theorem 2.4 of Javanmard and Montanari [2014], X, 1 will be a feasible
solution for the problem of estimating M;. Since we’re minimizing (M TEtMt) ., we must
have

max (MF Sy My) ;5 < max (5,715,571
J€lpl J€lp] I

Based on the concentration results of sub-exponential random variable Vershynin [2010], also
Lemma 3.3 of Lee et al. [2017b], we know with probability at least 1 —2pexp (—cn) for some
constant ¢, we have

max (X, ZtZ D < 2max(Z )5
selp SR O

Take an union bound over t € [m], we obtain with probability at least 1 — 2mpexp (—cn),

Cyr < max maX(M ZtMt) < max max (2, ZtE 1) <2 max max (X, ) )
tefm) jelp] ¢ 37 tefm) jel) 0TS " vepm) jelp) ¢
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Now we are ready to prove Theorem 1, recall the model assumption

Yt = Xtﬁgk + €, t=1,...,m, (617)

and the debiased estimation

Bl = B+ n "My XY (yr — Xe ), (6.18)

we have

~ ~ 1 ~ 1
B =Pt + HMtXtT(Xtﬁt* — XiB) + EMtXtTEt

S ~ 1
=B + (M — )(Bf = Br) + ﬁMtXtTet.

For the term (Mtit — 1B — B\t), define

)\max

?

4
min

we have the following bound

(MZ — D) (BF — Bi)l|so Sm?X|’§tmtj —€jllool1BF = Bl

<pCuyf L 10551, /22 (6:19)

_16AC,0]S|logp
B Kn '

Noticed that
O'QMtEtMtT>

nIM X e ~ N (0,
n

Our next step uses a result on the concentration of x2 random variables. For any coordinate
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7, we have
m 2 9 m
2 50
-1 7T T M 2
> (nte] MexTe) < AN
i=1 =1

where (5i)z'e[m] are standard normal random variables. Using Lemma 61 with a weight vector

s sy
n n n

2 2 2 2 2 2
U:<CMU CMO' CMcr)

and choosing t = \/m + log p , we have

m
<T) S log p (vim +2)
P s — E>\/%+ <2exp | — Tog 7
%(—CMU ) vm 2+2v2(1 + 55P)
n

A union bound over all j € [p] gives us that with probability at least 1 — p1

2 02 2 CQ 2
> (n7 el mxTe) §3m< M7 >+\/§10gp< J‘ia . vYielp.  (6.20)

n
1€[m)

Combining (6.19) and (6.20), we get the following estimation error bound:

N R . 2
1Bj = Bjlla= | > ([MtZt = 1)(Bf = Bt)]; + [n_lMtXtTGt]j)
i€[m]

<[>0 2 (S0 = 18— Bl + [ X Te]?)
i€[m]

512A420252|912(1 2 02 2 02 2
< Z i 15 (log p) + 6m M7 +2v/21ogp M7
l€2n2 n n

i€[m]

512A2C2m|S|2(log p)?
Z%\/ TR L 602 m -+ 21203, o

§91C’ua|5|\/ﬁlogp 300 [m + logp’
KN n
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where the first inequality uses the fact (a + b)2 < 242 + 202, and the second inequality uses
(6.19) and (6.20)), the last inequality uses the fact that va+b < v/a + vb. For every

variable j € S, we have

~ 91C,0|S|/mlogp m + logp
1By lp < LUOSWVIIED g g f L T0BD,

plug in kK > %)\min, Cu= 106031( ))\““#,CM < 2K, we obtain

1/2

~ 1820ecd N\l 5ol S vmlo m + lo

|Bjll2 < X mg%' | gp+6Ka\/—gp.
AT n n

min

From (6.21) and the choice of A*, we see that all variables not in S will be excluded from S

as well. For every variable j € S, we have
1Bjll2 2 11Bjllz — 135 = Bjll2 > 28" — A* = A"
Therefore, all variables in S will correctly stay in S after the group hard thresholding.

6.6.2 Proof of Corollary 54

From Theorem 2 we have that S (A*) C S and

1/2

- 1820e0t )\ S|lyml ]

1B; — Byl < —2X mg’/{g' VmIogD e, [t 108P (6.22)
Al n n

min
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with high probability. Summing over j € S, we obtain the ¢1 /{9 estimation error bound.

For the prediction risk bound, we have

1 & Amax e

. o

— Y (B = BONE <=2 D 16— B3
t=1 1=1

m

Amax o= | ~ )
max
= > 1IB; - Bl

Using (6.22) and the fact that B — B is row-wise |S|-sparse, we obtain the prediction risk
bound.

6.6.3 Collection of known results

For completeness, we first give the definition of subgaussian norm, details could be found at

Vershynin [2010].

Definition 59 (Subgaussian norm). The subgaussian norm ||X||y, of a subgaussian p-

dimensional random vector X, is defined as

X[y = sup supg™ Y2(E[(X, )| 1),
reSr—1¢g>1

where SP~1 is the p-dimensional unit sphere.

We then define the restricted set C(]S/], 3) as
C(151,3) = {A e RP|[|Age|lr < 3[[Ayllh, U C [p),|U| < |S]}.

The following proposition is a simple extension of Theorem 6.2 in Bickel et al. [2009].

Proposition 60. Let

1
A = Acy | 2P
n
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with some constant A > 2v/2 be the reqularization parameter in lasso. With probability at

least 1 — mpl_AQ/S,
~ 16 A logp
18t — B¢l < —-0lS] :
K n
where x is the minimum restricted eigenvalue of design matrix X1, ..., Xy:
AT <—XtT Xt) A
n
K = min  min 5
te[m] AeC(|S],3) 1As!15
Proof. Using Theorem 6.2 in Bickel et al. [2009] and take an union bound over 1,...,m we
obtain the result. O

Lemma 61 (Equation (27) in Cavalier et al. [2002]; Lemma B.1 in Lounici et al. [2011]).

Let £1,&9,..&m be i.i.d. standard normal random variables, let v = (v{,...,vm) # 0, Ny =

\@|1|U||2 ;'11(51‘2 — 1)v; and m(v) = |||"l;||||°2°, We have, for all t > 0, that
t2
P(|ny| > t) < 2exp (—m) '

The next lemma relies on the generalized coherence parameter:

Definition 62 (Generalized Coherence). For matrices X € R"*P and M = (mq,...,my) €
RP*P et

H(X, M) = max|[Sm; — e
JEP]

be the generalized coherence parameter between X and M, where ¥ = nXTX. Further-

more, let p* = ming ey, Min s cppxp w(X¢, M) be the minimum generalized coherence.

Lemma 63 (Theorem 2.4 in Javanmard and Montanari [2014]). When X; are drawn from
subgaussian random vectors with covariance matriz ¢, and XtEt_ 1/2 has bounded subgaus-

sian norm ||Xt2t_l/2||w2 < ox. Whenn > 24logp, then with probability at least 1 — 2p~2,
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we have

A 1
H(Xe By < Leoy [ 5 %8P
min n

For subgaussian design, we also have the following restricted eigenvalue condition Rudel-

son and Zhou [2013], Lee et al. [2017D].

Lemma 64. When X; are drawn from subguassian random vectors with covariance matriz
Y¢, and bounded subgaussian norm ox. When n > 4000s’0x log <605—\/,§ep> where s =

(1 + 30000&‘“1#) |S|, and p > ', then with probability at least 1 — 2eXp(—n/4OOOC,§)’ for any

vector A € C(|S],3) where we have

n

xI'x, 1
o (215) 5 s
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CHAPTER 7
DISTRIBUTED MULTI-TASK LEARNING WITH SHARED
SUBSPACE

7.1 Motivation

Multi-task learning is widely used learning framework in which similar tasks are considered
jointly for the purpose of improving performance compared to learning the tasks separately
[Caruana, 1997]. By transferring information between related tasks it is hoped that samples
will be better utilized, leading to improved generalization performance. Multi-task learning
has been successfully applied, for example, in natural language understanding [Collobert
et al., 2011], speech recognition [Seltzer and Droppo, 2013], remote sensing [Xue et al.,
2007], image classification [Lapin et al., 2014], spam filtering [Weinberger et al., 2009], web
search [Chapelle et al., 2010], disease prediction [Zhou et al., 2013], and eQTL mapping [Kim
and Xing, 2010] among other applications.

Here, we study multi-task learning in a distributed setting, where each task is handled
by a different machine and communication between machines is expensive. That is, each
machine has access to data for a different task and needs to learn a predictor for that task,
where machines communicate with each other in order to leverage the relationship between
the tasks. This situation lies between a homogeneous distributed learning setting Shamir
and Srebro [2014], where all machines have data from the same source distribution, and
inhomogeneous consensus problems Ram et al. [2010], Boyd et al. [2011], Balcan et al. [2012]
where the goal is to reach a single consensus predictor or iterate which is the same on all
machines. The main argument for this setting is that if each machine indeed has access to
different data (e.g. from a different geographical region or different types of users), as in the
consensus problems studied by Balcan et al. [2012], then we should allow a different predictor

for each distribution, instead of insisting on a single consensus predictor, while still trying
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to leverage the relationship and similarity between data distributions, as in classical multi-
task learning. Heterogeneous distribution across machines is a nature phenomenon in some
practical distributed learning problems. For example, the recent proposed federated learning
[McMahan et al., 2017] framework tries to learn from decentralized data generated in user’s
model devices, where one of the main challenges is how to tackle the non i.i.d. distributions
for different users. As was recently pointed out by Wang et al. [2016b], allowing separate
predictors for each task instead of insisting on a consensus predictor changes the fundamental
nature of the distributed learning problem, allows for different optimization methods, and
necessitates a different analysis approach, more similar to homogeneous distributed learning
as studied by Shamir and Srebro [2014].

The success of multi-task learning relies on the relatedness between tasks. While Wang
et al. [2016b] studied tasks related through shared sparsity, here we turn to a more general,
powerful and empirically more successful model of relatedness, where the predictors for
different tasks lie in some (a-priori unknown) shared low-dimensional subspace and so the
matrix of predictors is of low rank [Ando and Zhang, 2005, Amit et al., 2007, Yuan et al.,
2007, Argyriou et al., 2008]. In a shared sparsity model, information from all tasks is used
to learn a subset of the input features which are then used by all tasks. In contrast, in a
shared subspace model, novel features, which are linear functions of the input features, are
learned. The model can thus be viewed as a two-layer neural network, with the bottom
layer learned jointly across tasks and the top layer task-specific. Being arguably the most
complex multi-layer network that we can fully analyze, studying such models can also serve
as a gateway to using deeper networks for learning shared representations.

Multi-task learning with a shared subspace is well-studied in a centralized setting, where
data for all tasks are on the same machine, and some global centralized procedure is used
to find a good predictor for each task. In such a situation, nuclear norm regularization is

often used to leverage the low rank structure [e.g. Argyriou et al., 2008, Amit et al., 2007]
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’ Approach H Rounds \ Communication \ Worker Comp. \ Master Comp. ‘

Local 1 0 ERM 0
Centralize 1 eéit (% + %) 0 Nuclear Norm Minimization
’ SVD Truncation H 1 ‘ 2-p ‘ ERM ‘ SV Shrinkage ‘
ProxGD mh; A 2:p Gradient Comp. SV Shrinkage
AccProxGD %’42 2-p Gradient Comp. SV Shrinkage
ADMM mA? 3.p ERM SV Shrinkage
DFW mHA? 2-p Gradient Comp. Leading SV Comp.
DGSP m}g A 2-p ERM Leading SV Comp.
DNSP — 2:p ERM Leading SV Comp.

Table 7.1: Summary of resources required by different approaches to distributed multi-task learning
with shared representations, in units of vector operations/communications, ignoring log-factors.
and learning guarantees are known ([Pontil and Maurer, 2013] and see also Section 7.2).
With the growth of modern massive data sets, where tasks and data often too big to handle
on a single machine, it is important to develop methods also for the distributed setting,
and distribute learning of multiple related tasks have been an emerging technique studied
recently [Vanhaesebrouck et al., 2016, Liu et al., 2017, Smith et al., 2017] . Unfortunately,
we are not aware of any prior work on distributed multi-task learning with shared subspaces.
In this chapter we focus on methods with efficient communication complexity (i.e. with
as small as possible communication between machines), that can still leverage most of the
statistical benefit of shared-subspace multi-task learning. Although all our methods are
also computationally tractable and can be implemented efficiently, we are less concerned
here with minimizing the runtime on each machine separately, considering communication,
instead, as the main bottleneck and the main resource to be minimized [Bekkerman et al.,
2011]. This is similar to the focus in distributed optimization approaches such as ADMM
[Boyd et al., 2011] and DANE [Shamir et al., 2014] where optimization within each machine

is taken as an atomic step.

Contribution The main contributions of this chapter are:
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i) We present and formalize the shared-subspace multi-task learning [Argyriou et al.,
2008] in the novel distributed multitask setting, identifying the relevant problems and pos-
sible approaches. We analyze two baselines, several representative first-order distributed
optimization methods, with careful sample and communication complexity analysis.

ii) We proposed and analyzed two subspace pursuit approaches which learn the shared
representation in a greedy fashion, and leverage the low-dimensional predictive structure in
a communication efficient way:.

iii) We conducted comprehensive experimental comparisons of the discussed approaches
on both simulated and real datasets, where we demonstrated that the proposed approaches
are more communication efficient than first-order convex optimization methods.

Table 7.1 summarized the approaches studied in this chapter, which will be discussed in

detail in the following sections.

7.2 Problem set-up and baselines

We consider a setting with m tasks, each characterized by a source distribution D;(X,Y")

over feature vectors X € RP and associated labels Y, and our goal is to find linear predictors

W1, ..., Wy, € RP minimizing the overall expected loss (risk) across tasks:
1 m
T
L) = - Zlmxj,yj)ij (X, v5)]. (7.1)
]:

where for convenience we denote W € RP*™ for the matrix with columns w;, and £(-,-) is
some specified instantaneous loss function.

In the learning setting, we cannot observe £(W) directly and only have access to i.i.d. sam-
ple {x;;, yﬂ}:z 1 from each distribution Dy, j = 1,...,m. For simplicity of presentation, we

will assume that n; =n, j = 1,...,m, throughout the chapter. We will denote the empirical
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loss Lp(W) = % Z;nzl Ly;(w;) where

is the local (per-task) empirical loss.

We consider a distributed setting, where each task is handled on one of m separate
machines, and each machine j has access only to the samples drawn from D;. Communication
between the machines is by sending real-valued vectors. Our methods work either in a
broadcast communication setting, where at each iteration each machine sends a vector which
is received by all other machines, or in a master-at-the-center topology where each machine
sends a vector to the master node, whom in turn performs some computation and broadcasts
some other vectors to all machines. Either way, we count the total number of vectors

communicated.

7.2.1 Review of homogeneous, inhomogeneous and multi-task distributed

learning.

We briefly review the relationship between homogeneous, inhomogeneous and multi-task
learning, as recently presented by Wang et al. [2016b].

A typical situation considered in the literature is one in which data on different machines
are all drawn i.i.d from the same source distribution. In this setting, tasks on different ma-
chines are all the same, which should be taken advantage of in optimization Shamir et al.
[2014]. Furthermore, as each machine has access to samples from the source distribution it
can perform computations locally, without ever communicating with other machines. While
having zero communication cost, this approach does not compare favorably with the central-
ized approach, in which all data are communicated to the central machine and used to obtain

one predictor, when measured in terms of statistical efficiency. The goal in this setting is to
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obtain performance close to that of the centralized approach, using the same number of sam-
ples, but with low communication and computation costs Shamir and Srebro [2014], Jaggi
et al. [2014], Zhang et al. [2013c, 2012], Lee et al. [2017b]. Another setting considered in
the distributed optimization literature is that of consensus optimization. Here each machine
has data from a different distribution and the goal is to find one vector of coefficients that
is good for all the separate learning or optimization problems Boyd et al. [2011], Ram et al.
[2010], Balcan et al. [2012]. The difficulty of consensus problems is that the local objectives
might be rather different, and, as a result, one can obtain lower bounds on the amount of
communication that must be exchanged in order to reach a joint optimum.

In this chapter we suggest a novel setting that combines aspects of the above two settings.
On one hand, we assume that each machine has a different source distributions D, corre-
sponding to a different task, as in consensus problems. For example, each machine serves
a different geographical location, or each is at a different hospital or school with different
characteristics. But if indeed there are differences between the source distributions, it is
natural to learn different predictors w; for each machine, so that w; is good for the distri-
bution typical to that machine. In this regard, our distributed multi-task learning problem
is more similar to single-source problems, in that machines could potentially learn on their
own given enough samples and enough time. Furthermore, availability of other machines
just makes the problem easier by allowing transfer between the machine, thus reducing the
sample complexity and potentially runtime. The goal, then, is to leverage as much transfer
as possible, while limiting communication and runtime. As with single-source problems, we
compare our method to the two baselines, where we would like to be much better than the
local approach, achieving performance nearly as good as the centralized approach, but with
minimal communication and efficient runtime.

As in standard agnostic-PAC type analysis, our goal will be to obtain expected loss L(V)
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which is not much larger than the expected loss of some (unknown) reference predictor! W*,
and we will measure the excess error over this goal. To allow obtaining such guarantees we

will assume:

Assumption 65. The loss function ((-,-) is 1-Lipschitz and bounded® by 1, be twice differ-

entiable and H-smooth, that is
10 (a,c) = ¢'(b,c)| < H|a —b], Va,b,c € R.

All the data points are bounded by unit length, i.e. |[xjlla < 1,Vi,4, and the reference

; . *(12 2
predictors have bounded norm: max e/, HWjH2 < A-

7.2.2  Baseline approaches

The simplest approach, which we refer to as Local, is to learn a linear predictor on each
machine independently of other machines. This single task learning approach ignores the
fact that the tasks are related and that sharing information between them could improve
statistical performance. However, the communication cost for this procedure is zero, and with
enough samples it can still drive the excess error to zero. However, compared to procedures
discussed later, sample complexity (number of samples n required to achieve small excess
error) is larger. A standard Rademacher complexity argument [Bartlett and Mendelson,
2002] gives the following generalization guarantee, which is an extension of Theorem 26.12

in Shalev-Shwartz and Ben-David [2014].

1. Despite the notation, W* need not be the minimizer of the expected loss. We can think of it as the
minimizer inside some restricted hypothesis class, though all analysis and statements hold for any chosen
reference predictor W*.

2. This is only required for the high probability bounds.
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Proposition 66. Suppose Assumption 65 holds. Then with probability at least 1 — 9,

— 2A 2In(2m/é
£ i) — £V < 2+ ZRE0E)

where Wigeal = [W1, ..., Win| with Wj = argminy|y <4 Ly (W).
. . 2
That is, in order to ensure €giat €xcess error, we need n = O (6124 ) samples from each
stat
task.

At the other extreme, if we ignore all communication costs, and, e.g. communicate all
data to a single machine, we can significantly leverage the shared subspace. To understand
this, we will first need to introduce two assumptions: one about the existence of a shared
subspace (i.e. that the reference predictor is indeed low-rank), and the other about the spread

of the data:
Assumption 67. rank(W*) <r

Assumption 68. There is a constant p, such that

m

1 T
Ha 2Bk, ), x|
j:

1

9 P

Since the data is bounded, we always have 1 < p < p, with p being a measure of how
spread out the data is in different direction. A value of 1 = p indicates the data is entirely
contained in a one-dimensional line. In this case, the predictor matrix will also always be
rank-one, imposing a low-rank structure is meaningless and we can’t expect to gain from it.
However, when p is close to p, or at least high, the data is spread in many directions and
the low-rank assumption is meaningful. We can think of p as the “effective dimensionality”
of the data, and hope to gain when r < p.

With these two assumptions in hand, we can think of minimizing the empirical error

subject to a rank constraint on W. This is a hard and non-convex optimization task, but
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we can instead use the nuclear norm (aka trace-norm) ||V ||« as a convex surrogate for the
rank. This is because if Assumptions 65 and 67 hold, then we also have |[W*||x < y/rmA.

With this in mind, we can define the following centralized predictor:

—

Weentralize = arg ||W||1237A Ln(W) (7.2)

which achieves the improved excess error guarantee:

Proposition 69. (Theorem 1 in Pontil and Maurer [2013]) Suppose Assumptions 65, 67

and 68 hold. Then with probability at least 1 — 6,

L(Weentralize) < LW*) + \/W 2/rA (\/7+ 5\/7)

~ 2
The sample complexity per task, up to logarithmic factors, is thus only n = O ( ‘24 <L + Q)) )

m
€stat p

When p > m, this is a reduction by a factor of r/m. That is, it is as if we needed to only
learn r linear predictors instead of m.

The problem is that a naive computation of chntrahze requires collecting all data on
a single machine, i.e. communicating O(n) = O (Z‘S% <% + %)) samples per machine.
In the next Sections, we aim at developing methods of approximating /chntralized using

communication efficient methods, or computing an alternate predictor with similar statistical

properties but using much less communication.

One-shot SVD Truncation A natural question to ask is whether there exists a one-shot
communication method for the shared representation problem considered here, that still
matches the performance of centralized methods. One reasonable solution is to consider

the SVD truncation approach, which is based on the following derivation: consider the well

225



specified linear regression model:
*
Yji <xjia “j) €jis

where €;; is drawn from mean-zero Gaussian noise. It is easy to verify the following equation

for OLS estimation:

-1
~ * T
Flocal(j) = Wj T (Z ij‘%ﬂ) (Z 6jini) -
1 1
Since Wiyeaq) is just W* plus some mean-zero Gaussian noise, it is natural to consider the

following low-rank matrix denoising estimator:
I%i/n ||/M7local — W||% s.t. rank(W) =r.

where the solution is a simple SVD truncation, and can be implemented in a one-shot way:
each worker send its Local solution to the master, which then performs an SVD truncation

step to maintain the top-r components
Weva = UrSy Ve, where USV*® = SVD(Wipeal)s

and send the resulting estimation back to each worker, where Uy, S;, V;- are top-r compo-
nents of U, S, V. Though this approach might work well for some simple scenarios, but will
generally fail when the features are highly correlated: although the Local solution /V[710ca1
can output normal estimation of W*, the estimation noise <ZZ inXjTi> - (>, ej-z-le-) might
be highly correlated (depend on the correlation between features), which makes the SVD

truncation estimation not reliable.
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7.3 Distributed convex optimization approaches

In this section, we study how to obtain the sharing benefit of the centralized approach using
distributed convex optimization techniques, while keeping the communication requirements
low.

To enjoy the benefit of nuclear-norm regularization while avoiding the high communi-
cation cost of Centralize, a flexible strategy is to solve the convex objective (7.2) via
distributed optimization techniques. Let W®) be the solution at t-iteration for some iter-
ative distributed algorithms for (7.2), by the generalization error decomposition [Bousquet

and Bottou, 2008],
ﬁ(W(t)) - £<W*) <2€gtat + €opts

Suppose W) satisfying En(W(t)) < En(/W) + O(€opt) With eopt = O(€stat). Then W)
will have the generalization error of order O(egtat). Therefore in order to study the general-
ization performance, we will study how the optimization error decreases as the function of

the number of iterations t.

Distributed Proximal Gradient Maybe the simplest distributed optimization algorithm
for (7.2) is the proximal gradient descent. It is not hard to see that computation of the
gradient VL, (W) can be easily done in a distributed way as the losses are decomposable

across machines:

VL, (W)= [Vﬁnl(wﬁa e ,v£nm(wm>]

1 n
where Vﬁnj (W]) = % Zﬁl(<Wj, in>, yji)xji-
1=1
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Algorithm 17 ProxGD: Distributed Proximal Gradient.

fort=1,2,... do
Workers:

for j=1,2,...,mdo

Each  worker compute the its gradient direction Vﬁnj(wg.t)) =

mn £Z4i=1
Wait;

L s~n E’((wy),xﬂ-), Yji)X;ji, and send it to the master;

(t+1)

Receive w j from master.

end
Master:

if Receive VLy; (w§t)) from all workers then
Concatenate the gradient vectors, and update Wt+1) a5 (7.3);
(t+1)

Send w j to all workers.

end
end

Thus each machine j needs to compute the gradient V£, ;(w;) on the local dataset and send
it to the master. The master concatenates the gradient vectors to form the gradient matrix

VL, (W). Finally, the master computes the proximal step

WD — arg I%HHW - (W(t) - UVEn(W(ﬂ))H%“

AW, (7.3)

which has the following closed form solution [Cai et al., 2010]: let W) — pv L, (W) =
USVT be the SVD of W® — v L, (W®), then WD = U (2 — 0.501), VT with (2)+ =
max{0,z} applied element-wise.

The algorithm is summarized in Algorithm 17 (in Appendix), which has well established

convergence rates [Bach et al., 2012]:

o 2
Lo(W D) = £,() < mgtA |
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Algorithm 18 AccProxGD: Accelerated Distributed Proximal Gradient for Multi-Task
Learning.

fort=1,2,... do
Workers:

for j=1,2,...,mdo

(t)

Each  worker compute the its gradient direction Vﬁn(zj) =

% S E’((zg.t), Xji), Yji)Xji, and send it to the master;

Wait;

Receive zgtﬂ) from master.
end
Master:

if Receive Vﬁn(zy)) from all workers then
Concatenate the gradient vectors, and update W (1) ag (7.4);
Update Z(H1) as (7.5);

Send zg-t—H) to all workers.

end
end

2
To obtain e-generalization error, the distributed proximal gradient descent requires O (%)

2
rounds of communication, with a total O <%‘4p> bits communications per machine.

Distributed Accelerated Gradient It is also possible to use Nesterov’s acceleration idea
[Nesterov, 1983] to improve the convergence of the proximal gradient algorithm from O (%)

to O <tl2> [Ji and Ye, 2009]. Using the distributed accelerated proximal gradient descent,

one needs O ( mH A2> rounds of communication with a total O (\/ %/12 : p) bits com-

€

municated per machine to achieve e-generalization error. The algorithm is summarized in
Algorithm 18 (in Appendix), where the master maintains two sequences: W and Z. First, a

proximal gradient update of W is done based on Z

WO — argmin||Z = (20— 5L (20))[ 3

+ 2]« (7.4)
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and then 7 is updated based on a combination of the current W and the difference with

previous W

Z(t+1) _ (1) %(W(m) _ W(t)). (7.5)

7.3.1 Distributed alternating direction methods of multipliers

Algorithm 19 ADMM: Distributed ADMM for Multi-Task Learning.

fort=1,2,... do
Workers:

for j=1,2,...,mdo

(t+1)

Each worker solves the regularized ERM problem as (7.6) to get w i and send it

to the master;

Wait;
. t+1 t+1
Receive zg. + ), q§. +1) from master.

end
Master:

(t+

if Receive W, 2 from all workers then

(t+1

Concatenate the current solutions w ; >, and update Z(11) as (7.7);
Update Q1) as (7.8):
Send Z(tJrl) (.tJrl)

j 4, to the corresponding worker.
end

end

The Alternating Direction Methods of Multipliers (ADMM) is also a popular method for
distributed optimization [Boyd et al., 2011] and can be used to solve the distributed low-rank

multi-task learning problem. We first write the objective (7.2) as
arg%ig Ly,(W)+ MI|Z||«, subjectto W =Z.

)

By introducing the Lagrangian and augmented terms, we get the following unconstrained
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problem:

LW, 2,Q) =Ln(W) + N|Z||s + (W = Z,Q)

P 2
+§||W—Z||F,

where p is a parameter controlling the augmentation level. Note that except for Z, the aug-
mented Lagrangian objective are decomposable across tasks. To implement the distributed
ADMM algorithm, we let the workers maintain the data and W, while the master maintains

Z and (). At round ¢, each machine separately solves

W](_t—l—l) —argmin £,,j(w;) + (W§t+1) _ Zg-t)’ qg_ﬁ)>
+ 2wl — 20, (76)

which is minimizing the local loss plus a regularization term. Next, each worker sends their

solution to the master, which performs the following updates for Z and @

7+ — arg min WD — Z,Q" + N1 2|l
p
+ WD )3, (7.1)

QD) =) 4 pw(tHD) _ Z(t+1)y (7.8)

which have closed-form solutions.

The algorithm ADMM is summarized in Algorithm 19. Note that compared to methods dis-
cussed before, ADMM needs to communicate three p-dimensional vectors between each worker
and the master at each round, while the proximal gradient approaches only communicate
two p-dimensional vectors per round. Based on convergence results of ADMM [He and Yuan,

2
2012], O <%> rounds of communication are needed to obtain e-generalization error.
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Algorithm 20 DFW: Distributed Frank-Wolfe for Multi-Task Learning.

fort=0,2,...do
Workers:

for j=1,2,...,mdo

Each worker compute the its gradient direction VL, (wg.t)), and send it to the master;
end
if Receive vju from the master then
Set v = H%;
Update W;-H_l) as (7.9).
end
Master:

if Receive VLp; (W§t)) from all workers then
Concatenate the gradient vectors, and compute the largest singular vectors: (u,v) =
SV(VLn(W));
Send vju to j-th worker.

end
end

7.3.2  Distributed Frank-Wolfe method

Another approach we consider is the distributed Frank-Wolfe method [Frank and Wolfe,
1956, Jaggi, 2013, Bellet et al., 2015]. This methods does not require performing SVD,
which might bring additional computational advantages. Instead of directly minimizing
the nuclear norm regularized objective, the Frank-Wolfe algorithm considers the equivalent

constrained minimization problem
r%i/nﬁn(W) subject to  ||W]]« < R.
At each step, Frank-Wolfe algorithm considers the following direction to update

Z0) = arg min (Vﬁn(W(t)), Z)=—R-uv’,
1Z]l«<R
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where (u,v) = SV(VL,(W 1)) is the leading singular vectors of VL, (W), The next

iterate is obtained as
WD — (1 — w4 20,

where 7 is a step size parameter. To implement this algorithm in a distributed way, the
master first collects the gradient matrix Vﬁn(W(t)) and computes u and v. The vector v,;u

is sent to j-th machine, which performs the following update:

W](-H—l) =(1—- 7)w§t> —yRv;u. (7.9)

The algorithm is summarized in Algorithm 20. Similar to the distributed (accelerated)
proximal gradient descent, the distributed Frank-Wolfe only requires communication of two
p-dimensional vectors per round. Though computationally cheaper compared to other meth-
ods considered in this section, the distributed Frank-Wolfe algorithm enjoys similar conver-
gence guarantees to the distributed proximal gradient descent [Jaggi, 2013], that is, after

2
@) (@) iterations, the solution will be £ suboptimal.

7.4 Distributed greedy representation learning approaches

In this section we propose two distributed algorithms which select the subspaces in a greedy

fashion, instead of solving the nuclear norm regularized convex program.

7.4.1 Distributed gradient subspace pursuit

Our greedy approach is inspired by the methods used for sparse signal reconstruction [Tropp,

2004, Shalev-Shwartz et al., 2010]. Under the assumption that the optimal model W* is low-
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Algorithm 21 DGSP: Distributed Gradient Subspace Pursuit.

fort=1,2,... do
Workers:

for j=1,2,...,mdo

Each worker compute the its gradient direction VL, (wg.t)), and send it to the master.

end

f Receive u from the master then

Update the projection matrix U = [U u;

Solve the projected ERM problem: v; = arg miny, L;(Uv;j);

o

Update WéHl) = Uv;.
end
Master:

if Receive VL (w;.t)) from all workers then
Concatenate the gradient vectors, and compute the largest singular vectors: (u,v) =
SV(V L (W1));

Send u to all workers.
end

end

rank, say rank r, we can write W* as a sum of r rank-1 matrices:
T
W* =3 amvi =0V,
=1

where a; € Ryu; € RP v; € R and ||u;||2 = ||v;]|]2 = 1. In the proposed approach, the
projection matrix U is learned in a greedy fashion. At every iteration, a new one-dimensional
subspace is identified that leads to an improvement in the objective. This subspace is then
included into the existing projection matrix. Using the new expanded projection matrix
as the current feature representation, we refit the model to obtain the coefficient vectors
V. 1In the distributed setting, there is a master that gathers local gradient information
from each task. Based on this information, it then computes the subspace to be added
to the projection matrix and sends it to each machine. The key step in the distributed
greedy subspace pursuit algorithm is the addition of the subspace. One possible choice is

the principle component of the gradient direction; after the master collected the gradient
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matrix VL, (W®)), it computes the top left and right singular vectors of VL, (W®)). Let
(u,v) = SV(VL,(W®)) be the largest singular vectors of VL, (W ). The left singular
vector u is used as a new subspace to be added to the projection matrix U. This vector is
sent to each machine, which then concatenate it to the projection matrix and refit the model
with the new representation. Algorithm 21 details the steps.

Distributed gradient subspace pursuit (DGSP), detailed in Algorithm 21, creates subspaces
that are orthogonal to each other, as shown in the following proposition which is proved in

Appendix 7.6.1:
Proposition 70. At every iteration of Algorithm 21, the columns of U are orthonormal.

Both the distributed gradient subspace pursuit and the distributed Frank-Wolfe use the
leading singular vector of the gradient matrix iteratively. Moreover, leading singular vectors
of the gradient matrix have been used in greedy selection procedures for solving low-rank
matrix learning problems [Shalev-Shwartz et al., 2011a, Wang et al., 2015]. However, DGSP
utilize the learned subspace in a very different way: GECO [Shalev-Shwartz et al., 2011a] re-fit
the low-rank matrix under a larger subspace which is spanned by all left and right singular
vectors; while ORIMP [Wang et al., 2015] only adjust the linear combination parameters
{a;}i_, of the rank-1 matrices. The DGSP algorithm do not restrict on the joint subspaces
{uinT}, but focused on the low-dimensional subspace induced the projection matrix U, and
estimate the task specific predictors V' based on the learned representation.

Next, we present convergence guarantees for the distributed gradient subspace pursuit.
First, note that the smoothness of ¢(-,-) implies the smoothness property for any rank-1

update.

Proposition 71. Suppose Assumption 65 holds. Then for any W and unit length vectors

u € RP and v € R™, we have L,(W + anT) < Lp,(W)+ uTV£n(W)v + izn—z

We defer the proof in Appendix 7.6.2. The following theorem states the number of itera-

tions needed for the distributed gradient subspace pursuit to find an e-suboptimal solution.
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Figure 7.1: Excess prediction error for multi-task regression, with highly correlated features.

Theorem 72. Suppose Assumption 65 holds. Then the distributed gradient subspace pursuit
finds W) such that L,(W®) < L,(W) + & when t > [_Mgﬂ .

We defer the proof in Appendix 7.6.3. Theorem 72 tells us that for the distributed gradi-

ent subspace pursuit requires O (%) iterations to reach € accuracy. Since each iteration

2
requires communicating p number, the communication cost per machine is O (@ . p).

Improved convergence under restricted strong convexity The rates established in
Theorem 72 can be further improved to have linear convergence is the restrict strong con-
vexity holds, as recently showed in [Khanna et al., 2017]. Under such a stronger condition
the distributed proximal gradient type methods will also enjoy linear convergence [Agarwal

et al., 2012].

7.4.2  Distributed Newton subspace pursuit

In some applications the communication cost of DNSP might be still too high and in order to
improve it we will try to reduce the number of rounds of communication. To that end, we
develop a procedure that utilizes the second-order information to improve the convergence.
Algorithm 22 describes the Distributed Newton Subspace Pursuit algorithm (DNSP). Note
that distributed optimization with second-order information have been studied recently to

achieve communication efficiency [Shamir et al., 2014, Zhang and Xiao, 2015].
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Algorithm 22 DNSP: Distributed Newton Subspace Pursuit.

fort=1,2,... do
Workers:

for j=1,2,...,mdo

Each ~ worker ~ computes  the  Newton  direction AL, (Wgt) ) =
-1
<V2£nj (Wgt))) VL, (Wgt)) and sends it to the master.

end

f Receive u from the master then
Perform Gram-Schmidt orthogonalization:

u<—u-— 22;11<Uk>u>3

Normalize u = u/||u|2;

Update the projection matrix U = [U u;
Solve the projected ERM problem:

Vv = arg miny, % i (v, UTin>, Yji);

Update W§t+1) =Uv;.

o

end

Master:

if Receive ALy (Wt(t)) from all workers then
Concatenate the Newton vectors, and compute the largest singular vectors: (u,v) =
SV(Aﬁn(W(t)))Q

Send u to all workers.
end

end

Compared to the gradient based methods, the DNSP algorithm uses second-order informa-
tion to find subspaces to work with. At each iteration, each machine computes the Newton

direction

ALyj(Wj) =[V2Lj(w))) 1V Loy (W)
n -1
1
= % Z ell(W]Tin, yji)inX]Ti Vﬁnj (Wj),
i=1

based on the current solution and sends it to the master. The master computes the overall

Newton direction by concatenating the Newton direction for each task

AL,(W) = [ALp1(W1), ALp2a (W), . . s ALy (Win)]
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and computes the top singular vectors of ALy, (W). The top left singular vector u is then sent
back to every machine, which is then concatenated to the current projection matrix. Each
machine re-fits the predictors using the new representation. Note that at every iteration a
Gram-Schmidt step is performed to ensure that the learned basis are orthonormal.

DNSP is a Newton-like method which uses second-order information, thus its generic
analysis is not immediately apparent. However empirical results in the next section illustrate

good performance of the proposed DNSP.

7.5 Experiments

We first illustrate performance of different procedures on simulated data. We generate data

according to

T
yji | xji ~ N(wjxj3,1), and

-1
yji | xj; ~ Bernoulli <(1 + eXp(—w]Tin)) )

for regression problems and for classification problems, respectively. We generate the low-
rank W* as follows. We first generate two matrices A € RP*" B € R™*" with entries sam-
pled independently from a standard normal distribution. Then we extract the left and right
singular vectors of ABT denoted as U, V. Finally, we set W* = US VT where Sis a diagonal
matrix with exponentially decaying entries: diag(S) = [1,1/1.5,1/(1.5)%,...,1/(1.5)"]. The
feature vectors x;; are sampled from a mean zero multivariate normal with the covariance
matrix ¥ = (X,) a,belp]s Sab = 92-0-1a=b| ' The regularization parameters for all approaches
were optimized to give the best prediction performance over a held-out validation dataset.
For ProxGD and AccProxGD, we initialized the solution from Local. Our simulation results
are averaged over 10 independent runs.

We investigate how the performance of various procedures changes as a function of prob-
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lem parameters (n,p,m,r). We compare the approaches listed in Table 7.1. The results
are shown in Figure 7.1 3, respectively. We plot how the excess prediction error decreases
as the number of rounds of communications increases (Local, Centralize and BestRep are
one shot approaches thus the lines are horizontal). From the plots, we have the following
observations:

i) One-shot SVD truncation approach does not significantly outperforms Local, some-
times even slightly worse.

ii) Nuclear norm regularization boosts the prediction performance over plain single task
learning significantly, which shows clear advantage of leveraging the shared representation
in multi-task learning.

iii) ADMM and AccProxGD perform reasonably well, especially ADMM. One reason for the
effectiveness of ADMM is that for the problem of nuclear norm regularized multi-task learning
considered here, the ADMM update solves regularized ERM problems at every iteration. ADMM
and AccProxGD clearly outperform ProxGD.

iv) ProxGD and DGSP perform similarly. DGSP usually becomes worse as the iterations
increases, while ProxGD converges to a global optimum of the nuclear norm regularized
objective.

v) DNSP is the most communication-efficient method, and usually converges to a solution
that is slightly better compared to the optimum of the nuclear regularization. This shows
that second-order information helps a lot in reducing the communication cost.

vi) The DFW performs the worst in most cases, even though DFW shares some similarity
with DGSP in learning the subspace. The empirical results suggest the re-fitting step in DGSP

is very important.

3. For better visualization, here we omit the plot for DFW as its performance is significantly worse than
others.

239



Regression, School(260,27,72) Regression, ATP(337,411,6)

. 18 220
s Regression, Computer Survey(20,14,190) i oS FPTTReTS
sees OLS 17 == Nuclear 200 == Nuclear
== == Nuclear AltMin AltMin
7 AltMin —P0XGD —ProXGD
e P1OXGD. 16 e ACCPTOXGD 180 e ACCPOXGD
e ACCPTOXGD. ADMM s ADMM
ADMM w DFW w s DGSP
ye DFW 215 e DGSP 2 160 ——base
s s DGSP T s DNSP [
o s DNSP 14 T 140
o5 T T LI LR L LI LIt ® 51 .
D [=} j=J
= ° o
g g 13 g 120
Sy < <
3
12 100
T L LI L LR LR LI LIL L
¢ i = 80 M .............................
2 10 60
0 5 10 15 20 25 30 0 5 10 15 20 25 30 0 5 10 15 20 25 30
Rounds of Communication Rounds of Communication Rounds of Communication
Classification, Protein(13701,357,3) Classification, L i 10,19) 0.65 Classification, Cal500(502,68,78)
0.26 0.6 -
wess R wess (R ween LR
= === Nuclear 0.55 = === Nuclear = === Nuclear
0.24 AltMin AltMin 0.6 AltMin
s PrOXGD 05 s Pr0XGD m—ProxGD
s ACCPTOXGD : s ACCPTOXGD s ACCPTOXGD
O 022 ADMM [$) ADMM S e ADMM
3 DFW 2045 DFW X 055 DFW
- —DGSP o DG SP o s DGSP
S 02 s DNSP. S 04 \ e DNSP % s DNSP
s 5 g
] [ 2 o5
z Z 035 z
<o < <
- T 03 Nl a
P o e A AT L L LLL LI 0.45
0.16 ~-
0.25 —_——
0.14 0.2 0.4
0 5 10 15 20 25 30 0 5 10 15 20 25 30 0 5 10 15 20 25 30

Rounds of Communication Rounds of Communication Rounds of Communication

Figure 7.2: Prediction Error on real data.

7.5.1 Evaluation on real world datasets

We also evaluate discussed algorithms on several real world data sets, with 20% of the whole
dataset as training set, 20% as held-out validation, then report the testing performance on
the remaining 60%. For the real data, we have observed that adding /9 regularization usually
helps improving the generalization performance. For the Local procedure we added an /9
regularization term (leads to ridge regression or {9 regularized logistic regression). For DGSP
and DNSP, we also add an /9 regularization in finding the subspaces and refitting. We have
worked on the following multi-task learning datasets:

School.* The dataset consists of examination scores of students from London’s secondary
schools during the years 1985, 1986, 1987. There are 27 school-specific and student-specific
features to describe each student. The instances are divided by different schools, and the task

is to predict the students’ performance. We only considered schools with at least 100 records,

4. http://cvn.ecp.fr/personnel/andreas/code/mtl/index.html
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Figure 7.3: Excess prediction error for multi-task regression.

which results in 72 tasks in total. The maximum number of records for each individual school
is 260.

Computer Survey. The data is taken from a conjoint analysis experiment [Lenk et al.,
1996] which surveyed 180 persons about the probability of purchasing 20 kinds of personal
computers. There are 14 variables for each computer, the response is an integer rating with
scale 0 — 10.

ATP.5 The task here is to predict the airline ticket price [Spyromitros-Xioufis et al.,
2016]. We are interested in the minimum prices next day for some specific observation date
and departure date pairs. Each case is described by 411 features, and there are 6 target
minimum prices for different airlines to predict. The sample size is 337.

Protein. Given the amino acid sequence, we are interested predicting the protein sec-

ondary structure [Sander and Schneider, 1991]. We tackle the problem by considering the

5. http://mulan.sourceforge.net/datasets.html
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Figure 7.4: Excess prediction error for multi-task classification.

following three binary classification tasks: coil vs helix, helix vs strand, strand vs coil. Each
sequence is described by 357 features. There are 24,387 instances in total.

Landmine. The data is collected from 19 landmine detection tasks [Xue et al., 2007].
Each landmine field is represented by a 9-dimensional vector extracted from radar images,
containing moment-based, correlation-based, energy ratio, and spatial variance features. The
sample size for each task varies from 445 to 690.

Cal500.5 This music dataset [Turnbull et al., 2008] consists of 502 songs, where for
each song 68 features are extracted. Each task is to predict whether a particular musically
relevant semantic keyword should be an annotation for the song. We only consider tags with
at least 50 times apperance, which results in 78 prediction tasks.

We compared various approaches as in the simulation study, except the BestRep as the
best low-dimensional representation is unknown. We also compared with Al1tMin, which

learns low-rank prediction matrix using the alternating minimization [Jain et al., 2013]. The

6. http://eceweb.ucsd.edu/~gert/calab/
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results are shown in Figure 7.2. Since the labels for the real world classification datasets are
often unbalanced, we report averaged area under the curve (AUC) instead of classification

accuracy. We have the following observations:

e The distributed first-order approaches converge much slower than in simulations, es-
pecially on ATP and Cal500. We suspect this is because in the simulation study, the
generated data are usually well conditioned, which makes faster convergence possi-
ble for such methods [Agarwal et al., 2012, Hong and Luo, 2017]. On real data, the

condition number can be much worse.

e In most case, DNSP is the best in terms of communication-efficiency. DGSP also has
reasonable performance with fewer round of communications compared to distributed

first-order approaches.

e Among the first-order distributed convex optimization methods, AccProxGD is overall
the most communication-efficient, while DFW is the worst, though it might have some
advantages in terms of computation. Also, we observed significant zig-zag behavior of

the DFW algorithm, as discussed in [Lacoste-Julien and Jaggi, 2015].

7.6 Proofs of technical results

7.6.1 Proof of Proposition 70

Proof. 1t is sufficient to prove that at every iteration, the current projection matrix U and
the subspace to be added u are orthogonal to each other. Note that by the optimality

condition:

Vi (En(UVT)) —UTvL,(w®) = 0.
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Since u is the leading left singular vector of V[,n(W(t)), we have UTu = 0. Each column of

U has unit length, since it is a left singular vector of some matrix. O]

7.6.2  Proof of Proposition 71

Proof. 1t is sufficient to prove that the largest eigenvalue of V2£n(W) does not exceed H.
Since V2L, (W) is a block diagonal matrix, it is sufficient to show that for every block
J € [m], the largest eigenvalue of the block Vgﬁnj (w;) is not larger than H.

This is true by the H-smoothness of £(-) and the fact that the data points have bounded
length:

IV2Ly(wj)ll2 < H - max [|xjill2 < H.

7.6.3  Proof of Theorem 72

Proof. Let (u,v) = SV(Vﬁn(W(t))), without loss of generality we can assume UTVEn(W(t))V <

0 (otherwise let u = —u), by the smoothness of £, we know

En(W(Hl)) < mbin En(W(t) + buv?!)

2
<Lo(WO) + piav?, VL, (WB)) 4 %
W (t) 2
<2,y SV VE W) | HY
Wllp 2

Let W) = UvT. Since V is a minimizer of £,(UVT) with respect to V, we have

ULV L, (W) = 0 and therefore (WO VL, (W)Y = trace VULV L, (WD) = 0. From
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convexity of Ly, (+), we have

(W, VL, WD)y =W —w® v, (wh))

<Ln(W) — Ly(WH).

Combining with the display above

IWIlF 2

By choosing

we have

(W)~ (7))

LWy — £, (wtt)) > —
2H||W||%,

(W)~ (7))
2mH A2

v

Using Lemma 73 in Appendix, and let &; = £,(W®)) — En(W), we know that after

FmHA?-‘
t>
€

—~

iterations, we have £,(W®)) < £,(W) +¢.

7.6.4 An auxiliary lemma

Lemma 73. (Lemma B.2 of Shalev-Shwartz et al. [2010]) Let x > 0 and let €q, €1, ...

be a

sequence such that e;41 < ¢ — catQ for all t. Let € be a positive scalar and t be a positive

integer such that t > [Clgw Then e < €.
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CHAPTER 8
CONCLUSION AND FUTURE DIRECTIONS

In this chapter, we summarize the key contributions made in this thesis to the field of
distributed machine learning, and then discuss several open questions for each work. Finally,
we outline several interesting research directions.

In Chapter 2, we proposed a novel approach for distributed learning with sparsity, which
is efficient in both computation and communication. Our theoretical analysis showed that the
proposed method works under weaker conditions than AvgDebias estimator while matches
its error bound with one round communication. Furthermore, the estimation error can be
improved with a logarithmic more rounds of communication until matching the centralized
procedure. As we see in real data experiments, the proposed approach can still perform
slightly worse than the centralized approach on certain datasets.

In Chapter 3, we made progress toward linear speedup, communication and memory
efficient methods for distributed stochastic optimization, although we still do not have an
algorithm that obtains the “ideal” distributed stochastic optimization performance of linear
speedup with constant or near constant communication and memory. There is also no single
known algorithm that dominates all others, with different methods being preferable in terms
of different resources.

In Chapter 4, we focused on sketching techniques for solving large-scale ¢o regularized
least square problems. We established the equivalence between two recently proposed tech-
niques, Hessian sketch and dual random projection, from a primal-dual point of view. We
proposed accelerated methods for IHS and IDRP, from the preconditioned optimization
perspective. By combining the primal and dual sketching techniques, we proposed a novel
iterative primal-dual sketching approach, which substantially reduces the computational cost
when solving sketched subproblems. We demonstrated applications of the iterative sketching

techniques for distributed optimization when the data is partitioned by features or by sam-
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ples. The proposed approach can be extended to solve more general problems. For example,
by sketching the Newton step in a second-order optimization method, as done in [Pilanci
and Wainwright, 2017], we will be able to solve regularized risk minimization problems with
self-concordant losses.

In Chapter 5, we have developed several algorithms to achieve communication-computation
balance in distributed optimization for empirical risk minimization. In particular, we present
the first computational near-linear speed up in distributed optimization algorithms, even with
large condition numbers.

In Chapter 6, we introduced and studied a shared-sparsity distributed multi-task learning
problem. We presented a novel communication-efficient approach that required only one
round of communication and achieves provable guarantees that compete with the centralized
approach to leading order up to a generous bound on the number of machines. DSML can be
easily extended to other types of structured sparsity, including sparse group lasso [Friedman
et al., 2010], tree-guided group lasso [Kim and Xing, 2010] and the dirty model [Jalali et al.,
2010].

In Chapter 7, we studied the problem of distributed representation learning for multi-
ple tasks, discussed the implementation and guarantees for distributed convex optimization
methods, and presented two novel algorithms to learn low-dimensional projection in a greedy
way, which can be communication more efficient than distributed convex optimization ap-

proaches.

8.1 Future directions

In this section, we summarize several open questions related to the research in this thesis,
and discuss future research directions.
For the sparse learning under homogeneous distributed setting, it is interesting to explore

how to make EDSL provably work under even weaker assumptions. For example, EDSL
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requires O(s2 log p) samples per machine to match the centralized method in O (log m) rounds
of communications, however, it is not clear whether the sample size requirement can be
improved, while still maintaining low-communication cost. Moreover, it is interesting to
explore similar ideas to improve the computational cost of coupled distributed learning with
shared sparsity [Wang et al., 2016b].

To understand the communication-computation trade-offs in distributed optimization
better, there are several interesting questions to investigate in the future. First, are there
algorithms that can match both the communication and computation lower bound in dis-
tributed optimization, or there is an inherent trade-off between communication and com-
putation? Empirically, the AMD-SVRG-P algorithm appears to have optimal computational
efficiency, with significantly improved communication efficiency over AMD-SVRG. It will be
very interesting to establish theoretical guarantees for it. Second, if the inherent trade-offs
exist, are there approaches that allow us to perform smooth transition between communica-
tion optimal algorithms and computational optimal algorithms?

When studying the distributed multi-task learning with shared sparsity, our main theo-
retical results were presented under the random sub-Gaussian design, however, the proofs are
based on fixed design assumptions, namely Restricted Eigenvalue and Generalized Coher-
ence conditions are imposed. These conditions are satisfied with high-probability under the
random design. Furthermore, such conditions, or other similar conditions, are required for
support recovery, but much weaker conditions are sufficient for obtaining low prediction error
with the lasso or group lasso. An interesting open question is whether there exists a commu-
nication efficient method for distributed multi-task learning that requires sample complexity
n = O(s + (logp)/m), like the group lasso, even without Restricted Eigenvalue and Gener-
alized Coherence conditions, or whether beating the n = O(s + logp) sample complexity of
the lasso in a more general setting inherently requires large amounts of communication.

As a long term research direction, it is interesting and important to obtain better theo-
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retical understanding on algorithms that are often used in practice. For example, iteratively
run several steps of stochastic gradient descent in parallel and average the iterates from
multiple machines, have been widely used in practice (e.g. the federated learning system
[McMahan et al., 2017]) as an important alternative of minibatch SGD, it would be interest-

ing to theoretically prove its convergence, and understand when it outperforms minibatch

SGD.
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