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Abstract:  
 

Credit to the private sector has been growing dramatically in both developed and developing 

countries for more than six consecutive decades, and since the developing world differs in the 

effects of private debt accumulation, it requires particular policies adjusted to the level of local 

financial development. This paper discusses the way policymakers in the EMDEs can distinguish 

«unhealthy» build-ups using real economic data and ex-post empirical analysis and economic 

measures that are proven to be efficient in containing them. First, this paper summarises the 

economic activity around the booms of private debt, connecting macroeconomic processes and 

general levels of financial development to the booms' quality. Then, by analysing an unbalanced 

dataset for more than 50 developing countries, it discusses which macroeconomic policies and 

economic reforms have the strongest connection and predictive power over the «unhealthy» booms. 

This research documents evidence that policymakers in EMDEs have tools to distinguish bad and 

good booms in the early stages of their accumulation, and that specific policy interventions in the 

domain of financial liberalisation and macroprudential supervision are crucial for the subsequent 

private credit build-ups' developments.  



I.  Introduction  

 
Private debt hadn’t been considered a major threat to economic stability and was overlooked 

for the sake of public debt and its importance. Private debt booms, or episodes of rapid growth and 

expansion of credit to households and non-financial corporations, had been underestimated as a 

source of economic turbulence even though eight of the past ten recessions were preceded by 

substantial problems in housing and consumer durables (Leamer 2007, 2009) and that household 

leverage was an early and powerful predictor of the 2008-9 recession (Mian and Sufi, 2010). 

Moreover, the effects of the private debt accumulation on the developing countries are still 

understudied: it was mainly analysed in accordance and comparison with the advanced economies, 

while its connection with policy measures was not evident (Meng and Gonzalez, 2016). While some 

of the booms can be considered «healthy» as they are connected to financial deepening, others 

might be connected to financial fragility and be harmful to the economy. While policymakers in the 

developing world have tools to tell boom apart, it is not quite studied what measures are 

implemented around the booms and what economic consequences they provoke. The effects of 

these interventions are understudied: a one-fits-it-all approach towards resolving the booms might 

be dangerous, so it is important to study the experience of the developing world separately.  

 If the private debt can be «bad» and policymakers can spot such booms and intervene, it can 

be the case that the measures implemented around the booms can serve as catalysts and exacerbate 

the consequences of the booms. The developing world differs in the effects of private debt 

accumulation and requires particular policies adjusted to the level of local financial depth and 

development. For example, developing countries are forced to tighter borrowing constraints that 

limit their fiscal interventions’ power to stabilise the economy, as they normally don’t have any 

fiscal buffer that would have outweighed the retrenchment of private and public sector borrowing 

during the recessions (Bernardini and Forni, 2017) or have limited monetary transmission 

mechanisms (IMF, 2016). That’s why since the developing world’s policy-makers mostly base their 

response to the private debt build-up issues on the advanced economies’ experience, it can lack 

efficacy, be not suitable, and even be harmful for their economies. This paper is aimed at discussing 

whether policymakers can efficiently intervene and alter the potential quality of the boom or if 

some policies are systemically exacerbating the consequences of the booms in the developing 

world. 

 Unlike the pre-Global Financial Crisis of 2008 times, today sharp increases in credit 

provision are seen as a key predictor of financial or banking crises (Gourinchas and Obstfeld, 2012; 
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Jorda et al., 2013) and higher long-run unemployment, conditional on the exchange rate regime 

(Mian, Sufi, and Verner, 2017), and thus start to be associated with the term of “financial fragility”. 

Authors claim that longer recessions in the developed world were preceded by the high-paced credit 

accumulation (Jordà, Schularick, and Taylor, 2013), along with the fact that stronger and longer 

credit growth predicts deeper recession (Dell’Ariccia et al., 2016; Bernardini and Forni, 2017). 

Countries that were prone to larger credit booms in the run-up to the 2008 collapse experienced 

more sluggish recovery afterward (Jorda et al., 2013), while booms that started at a higher level of 

financial depth and which were associated with banking crises were more likely to last longer 

(Dell’Ariccia et al., 2012).  

 Economists try to identify whether booms of private credit tend to coincide with any booms 

or anomalies in different macroeconomic variables. For some economic indicators as real exchange 

rate, asset prices, or capital inflows, their behaviour during the credit boom is pro-cyclical 

(Mendoza and Terrones, 2012), while some variables, as domestic interest rate changes, 

deterioration of the current account (Gourinchas, Valdes, and Landerretche, 2001) or high financial 

openness (Arena et al., 2015; BIS, 2012) can serve as predictors for the credit expansion and even 

trigger the booms. For both industrial and emerging economies, credit booms often follow surges in 

TFP gains, financial reforms (Mendoza and Terrones, 2012; IMF, 2011), and loose macroeconomic 

policy stances, especially regarding monetary policy (Elekdag and Wu, 2013). 

 However, not all the booms of private credit can be seen as a predecessor to a crisis or be 

associated with financial fragility: economists agree that booms can be classified as «good» if they 

were not associated with subsequent economic distress (which is often proxied by a banking crisis 

occurrence) and as «bad» if they were (Gorton and Ordonez, 2016; Dell’Ariccia et al., 2012; 

Richter, Schularick, and Wachtel, 2018). Not only do these two types of booms differ in their 

economic consequences but also in the macroeconomic and financial processes that coincide with 

them. Section II starts by defining the procedure for spotting and localising the booms of private 

debt, and then describes the procedure for distinguishing good and bad build-ups using the ex-post 

empirical analysis.  

 Macroeconomic processes and general economic conditions that coincide with the booms 

are important to study for policymakers to be able to tell the booms apart and apply measures only 

to those which are potentially dangerous. Moreover, it is crucial to spot the «bad» boom at the very 

beginning of its build-up, so that the consequences are less severe and the effects are better 

mitigated. Working towards that goal, Richter, Schularick, and Wachtel (2018) find that for the 

advanced economies, «credit booms that are accompanied by house price booms and a rising loan-
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to-deposit-ratio are much more likely to end in a systemic banking crisis». Dell’Ariccia et al. (2012) 

propose that «larger current account deficits, higher inflation, lower quality banking supervision, 

and faster-growing asset prices may help predict “bad” booms». Section II continues by introducing 

different sets of variables that can be important while classifying the booms of private debt. They 

include financial development indicators, together with general macroeconomic variables and 

financial sector indicators.  

 Developing countries and emerging market economies differ in their responses to the booms 

of private credit along with the overall economic performance that coincides with the booms. This 

paper concentrates its attention on the emerging market and developing economies (EMDEs) 

sample and proceeds by studying the differences between «good» and «bad» build-ups of private 

credit. Section III draws a connection between «unhealthy» credit accumulation and economic 

processes, whose dynamics can serve as early-warning predictors for the policy-makers. Besides, it 

connects booms and their quality to the level of financial development in the studied countries.  

 The empirical analysis shows that higher levels of financial development are indeed 

connected to a bigger number of credit build-ups, however, the probability of these build-ups to turn 

out well and be connected to financial depending also rises with the country’s financial 

development. Specifically, the access and efficiency of the financial institutions in a country are 

crucial for determining the quality of the local private-debt build-ups. By analysing the behaviour of 

stock price volatility, current account balance, and loans-to-deposits ratio, that precedes the 

beginning of a private credit boom, policymakers can understand the quality of the future boom. 

Moreover, they can start to guess the way the boom will turn out just by looking at its initial size: 

not as powerful as the rest, it still allows to predict the quality with better than a «coin-toss» 

probability (AUC=0.65). 

 After classifying the booms and showing that policymakers can distinguish between healthy 

and unhealthy build-ups, it is important to analyse policy interventions enacted around the booms in 

order to see whether they can exacerbate the quality of the booms. A big debate develops around the 

issues of debt relief, where authors propose to either carefully deflate the credit boom while 

working on improving credit efficiency (Chen and Kang, 2018) or to use tight preventive 

macroprudential and supervisory policies, and never allow credit to expand too fast (Sirtaine and 

Skamnelos, 2007). However, not many authors study the direct effects of the macroeconomic 

measures and economic reforms implemented before or during the boom episode and the way they 

affect its quality. Besides, even those papers where this connection is unraveled, struggle to find any 
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significant connection between the policies and the booms (or do find one but only for a small 

group of countries) (Meng and Gonzalez, 2016; Dell’Ariccia et al., 2012). 

 To study the way implemented economic policies enter the debate on the quality of the 

boom, this paper starts by outlining the types of policies, their timing, and the way they can be 

measured. Section II concludes by describing three groups of interventions: financial reforms, 

macroprudential policies, and monetary policy. Each group includes several different measures that 

can be implemented during the boom to carb it or before the boom to stop it from building up (or to 

promote its expansion).  

 Financial reforms are included in the analysis as financial liberalisation and other reforms 

happening before the start of the boom can incite its occurrence along with affecting its quality 

(Mendoza and Terrones, 2012; IMF, 2011). Monetary policy and conditions are analysed as they can 

serve both as a proxy for the general macroeconomic stability and as an important immediate 

response to the booms. Macroprudential tools are added as they are considered to be one of the most 

efficient types of macroeconomic interventions concerning private debt overhang. They are 

associated with reduced volatility (OECD Economic Outlook, 2017), «lower credit growth, 

especially for small firms with limited non-bank financing» (BIS Papers No 91), and «at times, 

proven effective in containing booms» (Dell’Ariccia et al., 2012). 

 Section IV analyses the effects variables from each of the above-mentioned policy groups 

have on the quality of the private debt booms together with the probability of them occurring at all. 

This paper finds that while higher levels of financial liberalisation tend to increase the number of 

the booms in the economy, higher efficiency of the funds allocation and the financial sector as a 

whole that comes with the financial liberalisation reforms tend to decrease the bad booms 

occurrence probability. However, this tendency stops with the Global Financial Crisis, and after 

2008, financial liberalisation has no further explanatory power over the private credit build-ups in 

the EMDEs.     

 When it comes to the macroprudential policies effect on the booms’ quality, this paper finds 

that the overall loosening of the macroprudential policy can be detrimental to the quality of the 

booms, while tightening is not significant for predicting any of the build-ups, which shows that the 

effects are asymmetric and that tight preventive macroprudential and supervisory policies might not 

be strong enough to alter the quality of the boom. Lastly, monetary conditions can also signify the 

quality of the upcoming boom through the lending rates values, while general monetary policy 

stance effects are inconclusive. Section V concludes by summarising the major contributions of the 

paper.  
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II.  Data and Variables Creation  

 This section provides the data description and sources used in the empirical parts of the 

paper along with the methodological framework for creating the variables that are not taken directly 

from the existing publicly available sources. There are several steps this paper uses in order to 

answer its main research question, thus there are several bundles of data and data sources used. 

First, the overall setting and sample is going to be described. Second, the data and procedure for 

creating the main variables of interest would be presented, followed by a summary of data sources 

and statistics for the explanatory variables used in the subsequent empirical analysis.  

A. Setting  

 This study is dedicated to assessing economic activity and macroeconomic policies around 

the booms of private debt in the EMDEs globally. The full sample consists of 89 EMDEs and 

covers the time span from 1991 to 2017, however throughout the analysis the number of countries 

varies due to data imitations issues. Thus, the paper deals with an unbalanced data sample, and 

details on its construction are provided in the upcoming sections. While the set of variables listed 

below and tested for a potential connection with the booms is not exhaustive by its nature, the 

variables included in it are chosen for the sake of preserving the maximum data coverage. The data 

limitations issues become especially salient when studying the developing countries and emerging 

market economies, and since booms of private debt are particularly rare by design, one of the aims 

of the data selection process is to maximise the data coverage for the studied economies. Thus, even 

though this paper follows the literature in its methodological and data selection approaches, there 

are some caveats caused by data underreporting, sporadic data, mismatches between the countries 

and years covered for different datasets used. For that, the rule of thumb is to concentrate on the 

variables that are both correctly and fully reported and which span over the periods that exhibit the 

biggest number of booms, as this variable is the major one of interest.  

B. Booms and their inherent features  

  

 «Booms» of private debt are the episodes of a rapid growth and expansion of credit to 

households and non-financial firms. In order to spot and localise these episodes, Hamilton 

procedure or Hamilton filer is used (Hamilton, 2017) to detrend and extract the cyclical component 
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of the the Debt-to-GDP series, provided by the IMF in a form of Global Debt Database. The time-

series for the studies sample of countries is defined as «total stock of loans and debt securities 

issued by households and non-financial corporations as a share of GDP», and is taken as the best 

proxy for the private sector debt indicator. While other methodologies for locating the booms can be 

seen in the earlier papers on this topic, neither HP filter (Mendoza and Terrones, 2008), nor 

switching regression is considered suitable today. While switching regression in the panel 

framework produces skewed results due to inability to adequately define one threshold for the 

variable of interest, after exceeding which it becomes «booming», the HP filter is criticised severely 

for «producing series with spurious dynamic relations that have no basis in the underlying data-

generating process» and giving biased filleted values that differ significantly depending on their 

place in the time-series (Hamilton, 2017). Thus, this paper follows the latest developments in the 

literature (Mendoza and Terrones, 2012; Richter, Schularick, and Wachtel, 2018), and adapts 

Hamilton filter for spotting the booms.  

 Hamilton procedure is employed to analyse the Debt-to-GDP series by dividing it into the 

trend and the cyclical components: while the trend can be predicted based on the values observed in 

the past, the cyclical component can be calculated as the difference between the actual values of the 

variable and its forecasted value, based on the historical data analysis. Hamilton offers the 

following formal econometric model in a from of an OLS regression for the observed non-

stationary Debt-to-GDP series (denoted ) at the moment , which is predicted based upon a 

constant and four most recent values as of date : 

                                       

 Where the cyclical component is derived from the residuals estimation: 

 

 In the case of yearly data and specifically for analysing debt cycles, Hamilton suggests to 

use  and , which denotes the horizon of 5 years (Hamilton, 2017), because 

«fundamental interest could be in shocks whose effects last substantially longer than two years  but 1

are nevertheless still transient». So the amount of debt in the period  that is predicted at the 

time  is based on the values of debt from the four consecutive periods, ending at .  

dt t + h

t

h = 5 p = 4

t + 5
t t

 two years as a prediction horizon ( ) is advised for the papers that want to follow business cycle fluctuations (Hamilton, 2017)1 h = 2
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dt+h = α0 + β1 dt + β2 dt−1 + β3 dt−2 + β4 dt−3 + vt+h

̂vt+h = dt+h − ̂α0 + ̂β1dt + ̂β2dt−1 + ̂β3dt−2 + ̂β4dt−3



 The value of the cyclical component (denoted  in a country  at the year ) is later 

normalised and analysed on whether it surpasses a certain threshold. This paper employs Mendoza 

and Terrones (2012) approach, which considered a credit boom to be present in a particular country 

during those years when the normalised cyclical component of the Debt-to-GDP series exceeds the 

standard deviation of this variable throughout the analysed period (denoted ). Thus the boom 

variable is created using the following definition: . Using it with the three 

different thresholds gains three dummy-variables for the analysis: for the threshold of 1  there 

are 304 booms identified, the threshold of 0.75 gains 459 booms for the whole sample, while 

the 1.25  one produces 195 booms. The procedure is displayed in detail in Appendix II.B.1.  

 Such a method for booms’ identification is stated to be efficient due to several reasons: first, 

the threshold is not unified and therefore allows to consider country-specific effects and private debt 

dynamics, spotting only those episodes that are unnatural for a particular country and its economic 

environment. Secondly, it can be easily checked for the threshold robustness, and while mainly 

applying the 0.75 threshold for the analysis as a baseline specification, this paper also presents 

the results for 1 and 1.25 where it is possible (due to data limitations, in some cases it is 

not). The summary statistics for the booms during the studies period for three different thresholds is 

presented in Appendix II.B.2.  

 After locating the boom episodes, it is also important to spot their intrinsic traits: some 

authors claim that just the size and the duration of the boom can serve as good predictors for its 

quality (Chen and Kang, 2018; Dell’Ariccia et al., 2016). Particularly, they claim that «the longer 

and sharper the credit expansion, the greater the likelihood of a disruptive adjustment, such as a 

financial crisis, a severe growth contraction, or both». So the features inherent to the booms are 

included into this analysis in a form of duration of the boom episodes (the number of consecutive 

years for which the boom condition is satisfied), duration to peak (the number of years, for which 

the booms was building up, i.e. years up to the peak value of the deviation from the mean) and the 

average size of the boom (the average value of the deviation from the mean). While duration and 

duration to peak are mostly highly correlated, they differ in the policy-response representation , so 2

both of them are included in the empirical analysis. 

cit i t

σ (ci)
Boomit = I(cit > σ (ci))

s . d .
s . d .

s . d .

s . d .
s . d . s . d .

 Some authors are interested in the duration to peak indicator only, since they claim that all the boom years after the peak are subject 2

to some policy measures from the authorities, so they are less of a value for pure booms analysis 
7



C. «Bad» Booms 

 This paper uses the following definition for an «unhealthy» boom: if an episode of rapid 

accumulation of private debt in a period  is followed by a systemic banking crisis within three 

years (so if the banking crisis dummy equals to 1 at least once in the interval of  to ), such a 

boom is considered «bad» or «unhealthy», meaning that it was not just statistically associated with 

financial distress, but rather precedes it and in some sense can be accountable for it. Indeed, making 

such a connection is justified based on the fact that there is positive and statistically significant 

relation between the booms of private debt in a country and a subsequent banking crisis: the 

probability of a banking crisis is higher when proceeded by a private debt boom, controlling for 

country-fixed effects and taking into consideration all three values for the Hamilton procedure 

threshold (Table 1). While it is not proven that the rest of the booms were «healthy» for the general 

economic performance and major economic indicators, by the opposition, since other booms were 

not directly associated with the financial distress proxied by a banking crisis dummy, they are 

considered to be good in the framework of this paper.  

 In order to spot such booms, three dummy variables for the booms are recalculated with a 

newly imposed condition. Following the procedure above, the dummy-variable equals to 1 if the 

«bad» boom condition is satisfied, and to 0 otherwise, which is denoted as : if a boom 

 in a country  is followed by a banking crisis, it’s considered to be bad. The data for that is taken 

from the previous calculations (boom episodes) and compiled with the IMF’s Global Financial 

Development Database. It provides the indicator for banking crises which equals to 1 if there are 

«signs of major financial distress in the banking sector and significant banking policy intervention 

t
t t + 3

bad boomib

b i
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measures in response to significant losses in the banking system» (Laeven and Valencia, 2018). 

Over the studied period, 80 country-year observations are marked with a banking crisis.  

 Out of 304 booms for the 1 standard deviation threshold, 53 booms (or almost 20%) meet 

the requirements of being «unhealthy»; out of 459 booms resulted from the threshold of 0.75 

standard deviation, 67 (or almost 15%) are redefined as «unhealthy», while the strictest in terms of 

booms spotting threshold of 1.25 standard deviation, gaining 195 booms, gives the amount of 35 

«unhealthy» booms (or almost 20%). The frequency of the bad booms occurrence is close to the 

ones reported in the literature on the topic (Dell’Ariccia et al., 2016; Richter et al., 2018), but the 

distribution between countries is far from being unanimous: while some countries experience 

multitude «unhealthy» boom episodes, a big part of the sample (more than a half for each of three 

specifications) experiences none . While statistically it can be challenging, such preliminary 3

statistics can still serve as a proof that despite the fact that the effects from private credit 

accumulation do not always serve the goals of «financial deepening», 80% of the booms (or even 

more for some specifications) are not associated with economic distress, or «financial fragility» in 

the upcoming years. The year by year cumulative distribution of the bad booms is presented in the 

Appendix II.C.  

D. Financial Development 

  

 The general financial development of a country is considered to be vital for determining 

whether the booms of private credit would turn out badly and whether they would be connected 

with «financial deepening» or «financial fragility» (Sahay et al., 2015). In part, it is also a 

perspective venue of analysis because financial development is one of the factors that is strikingly 

different for the EMDEs, compared to the advanced economies, which can have policy implications 

for the local policymakers (Appendix II.D.2). While financial development used to be measures 

through the Private Credit-to-GDP ratio in the past (Rajan and Zingales, 1998; Demirguc-Kunt and 

Detragiache, 1998), today it is considered to be a more complex phenomenon. Since the financial 

sector has evolved dramatically, especially for the last several decades, today it’s especially 

important to approach financial development as a multi-dimensional process that involves many 

actors. While banks are no longer considered to be the most important players on the market, today 

 While it is not essential for the quality of the analysed booms, it can affect the possibility of using the country fixed-effect 3

regressions for analysing bad booms, since for a big part of the sample the explanatory variable could be perfectly described by a 
constant.  
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the whole range of different entities participate in the financial system. Their existence and activity 

must be accounted for when assessing financial development.  

 Thus, to spot the level of financial development, the composite broad-base index created by 

the IMF is used (Svirydzenka, 2016). It consists of several groups of normalised components and is 

presented in a form of nine indices that «assess at varying levels of abstraction how developed 

financial systems are across countries» and its updated version spans from 1980 to 2018. Each out 

of nine indices is normalised to lie within the interval from 0 to 1, where moving along the number 

line means increasing the level of financial development. One major index of Financial 

Development (FD) is divided into Financial Institutions (FI) and Financial Markets (FM) sub-

indices, where institutions are represented by the national «banks, insurance companies, mutual and 

pension funds» and markets are the stock and bond ones. Each of the two sub-indices consists of 

three narrower indicators of Depth, Access and Efficiency for Financial Institutions and Financial 

Markets respectively. Broadly, these categories are summarised by the author as follows: depth is 

the «size and liquidity» of the institutes, access – the «ability of individuals and companies to 

access financial services» and efficiency – the «ability of institutions to provide financial services at 

low cost and with sustainable revenues, and the level of activity of capital markets» (Svirydzenka, 

2016). A more detailed composition of the indices is presented in Appendix II.D.2. 

E. General Macroeconomic and Financial Variables  

 Besides general financial development, there are several groups of Macroeconomic and 

Financial Variables studied in connection to private credit excessive accumulation. The first bundle 

of variables are those associated with the real economy. These macroeconomic variables are mostly 

responsible for the overall economic outlook of the country, that can play a definitive role in the 

way credit booms affect the financial stability: for example, it is known that higher rates of inflation 

tend to worsen the outcomes of a debt boom and that the level of current account deficit can reflect 

the quality of the subsequent credit boom. At the same time, some variables, responsible for the 

health of the economy and its sustainable development, can be positively associated with how well 

credit booms are going to turn out. This set includes log of GDP per capita, investment and final 

consumption as a portion of GDP, trade openness and foreign direct investment (FDI) ratio, 

population and income growth, and current account balance. The data for the real economy 

variables are extracted from the IMF and World Bank open data sources.  

10



 The second set of variables is reflecting the quality of the financial and banking systems of a 

given country, since the initial conditions are crucial for understanding the existing connection 

between credit booms and banking crises and can be used to eliminate the probable common 

denominator, causing problems in both private credit quality and banking system stability. This 

bundle includes the following indicators: loans-to-deposits ratio, bank capital-to-total assets as a 

measure of stability, non-performing loans as a percent of all the loans in the economy, and stock 

price volatility index. The data for the real financial variables are extracted from the World Bank ’s 

Global Financial Development Database.  

 The proper description of each variable from this subsection is presented in Appendix II.E, 

complimented by the intrinsic characteristics of the booms variables described in the subsection B. 

Moreover, the summary statistics for the variables is presented, which shows the mean, standard 

deviation, range, and frequency as variables are divided into two categories, filtered by a «bad» 

boom presence. 

F. Macroeconomic Policies and Financial Reforms  

 The main goal of this paper is to answer the question on the role of economic policies and 

reforms in determining the quality of the booms. It is important to understand if policymakers can 

exacerbate the consequences of the booms with their interventions or if some of the measures 

implemented around the booms can actually be useful for taming those that can turn out badly. For 

that reason, economic interventions are broadly divided into three main groups that are considered 

important in the context of the private debt build-ups: macroeconomic policy stances, especially 

regarding monetary policy (Elekdag and Wu, 2013), financial reforms (Mendoza and Terrones, 

2012; IMF, 2011) and macroprudential policies (Dell’Ariccia et al., 2012). 

 Even though in theory fiscal measures can serve as powerful stabilisers for the economy and 

create incentives to either accumulate private debt (by altering the taxation that can incentivise 

borrowing) or reduce it (Claessens, Keen, and Pazarbasioglu, 2010), EMDEs normally don’t have 

enough fiscal space and are forced to the tighter borrowing constraints that limit their fiscal 

interventions’ power (Bernardini and Forni, 2017). Indeed, Meng and Gonzalez (2016) find no 

statistical significance, trying to connect private debt build-ups to the fiscal policy stance for their 

sample. Besides, the data on the budget rules and general government deficits are sporadic for the 
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EMDEs in the sample, thus fiscal interventions are excluded from the analysis in the framework of 

this paper.  

 The first set of policy-related variables analysed in connection with booms is the one with 

financial reforms indicators. The dataset for this paper is created through merging two datasets. The 

first one is the publicly available Financial Reform Database created by the IMF staff in 2008 for 

91 countries (Abiad, Detragiache, and Tressel, 2008). This yearly dataset spans over the 1973–2005 

period and includes five variables that are directly connected to the local baking sector (interest rate 

controls, credit controls, banking sector entry controls and supervision, privatisation of banks 

indicator) along with the measure controlling for capital account restrictions and the one capturing 

the security market regulation policy. The variables are constructed through answering standardised 

questions which have a set of answers, each quantified as a specific, discrete value. All of the 

dimensions combined constitute an index of financial liberalisation, where higher values mean a 

more liberalised economy, with the only exception for the banking sector supervision component, 

for which higher values indicate more regulation.  

 The second dataset employed for the financial reforms section is the one created by the 

OECD economists in 2017, which uses the same methodological framework as the IMF team does 

while creating the Financial Reform Database (Denk and Gomes, 2017). The authors expand the 

dataset, covering the missing years between 2005 and 2018, however their sample consists of 43 

countries, which results in a reduction of the analysed sample of the EMDEs for those years. This 

paper uses an unbalanced New Financial Reform Database, that combines the data extracted from 

both sources. The data from the period of 1991-2005 from the Abiad, Detragiache, and Tressel 

(2008) study is complemented by the one from the Denk and Gomes (2017) research for the years 

2005-2017. The summary statistics for the merged dataset with the seven indices and the additional 

cumulative one counting in all the reforms for a country during a particular year is presented in 

Appendix II.F.1. Additionally, the statistics is presented filtered by a boom and «bad» boom 

presence respectively. The indicators construction scheme is presented in Appendix IV.C.2.  

 The second set of policy-related variables analysed in connection with booms is the one 

exploring the macroprudential measures employed in the context of EMDEs. The dataset for this 

part of the paper is created from the IMF's Integrated Macroprudential Policy (iMaPP) Database, 

constructed by Alam et al. in 2019. The iMaPP database presents granular monthly data in a from of 

«dummy-type indicators of tightening and loosening actions of 17 macroprudential policy 

instruments and their subcategories» and statistics on Loan-to-Value limits and covers 134 countries 

from 1990 to 2018. This paper employs information on indicators of both tightening (which takes 1 
12



if tightened and 0 otherwise), and loosening (which takes 1 if loosened and 0 otherwise) that 

include measures concerning capital, leverage, reserves, loans and liquidity requirements. In order 

to obtain the yearly data, the cumulative 12-month value of each monthly tracked indicator is 

calculated as a sum that results in the yearly-average data for 6 indicators used in the empirical 

analysis. The summary statistics and a proper description of the variables is presented in Appendix 

II.F.2. 

The last set of policy variables used is the one connected to monetary policy. The monetary 

policy stance is usually analysed by either «calculating the deviations of the central bank policy rate 

from that implied by a Taylor rule» or by «the error terms obtained from a simple regression of 

policy rates on inflation and GDP growth»  (García and Salas, 2016; Meng and Gonzalez, 2016). 4

However, the data limitations concerning policy rates in the EMDEs makes this methodological 

approach unfeasible: data on policy rates is either very limited or only available since the late 

2000s, which cuts the sample dramatically. Even though in Milton Friedman’s view, only the stance 

but not the nominal rates is the true measure for the monetary policy vector, the rates described 

below are tightly linked to both – real economy and monetary interventions – and thus can serve as 

an imperfect proxy for the stance too.  

  For that reason, this paper uses two variables that represent the monetary conditions and 

policy: the real interest rate , which is the «lending interest rate adjusted for inflation as measured 5

by the GDP deflator» (WorldBank, 2021) and the lending rate  itself which is the «bank rate that 6

usually meets the short- and medium-term financing needs of the private sector» (WorldBank, 

2021). These indicators are chosen because for the countries that have imperfect financial markets 

(as EMDEs do), or where the statistics on the nominal rates is not representative of the effective 

rates in the economy, «it may be difficult to obtain data on interest rates that reflect actual market 

transactions. Lending rates are thus collected by the IMF as representative interest rates offered by 

banks to resident customers» (IMF’s Monetary Financial Statistical Manual, 2000). The summary 

statistics for the variables is presented in Appendix II.F.3 and complimented by the tables filtered by 

a «bad» boom and boom presence. 

  

  

 Might vary: another specification is «the error term by which the policy rate exceeds its predicted level based on a simple regression 4

of policy rates on inflation and real GDP growth»

 The terms and conditions attached to lending rates differ by country, however, limiting their comparability5

 This rate is normally differentiated according to creditworthiness of borrowers and objectives of financing. The terms and 6

conditions attached to these rates differ by country, however, limiting their comparability.
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III. «Unhealthy» booms and their features 

A. Empirical Strategy  

 It is crucial to understand whether the «unhealthy» booms located in the previous section 

can be separated from the «good» ones not just by the ex-post analysis, but also by spotting and 

generalising some common characteristics, inherent to the unhealthy build-ups, and not significant 

or present for the good ones. If this is possible, then analysing the polices around the booms makes 

sense: if policymakers can spot the «bad» booms when they start to build up, they can intervene 

accordingly, and try to alter the quality of the booms. While the casual relationship between the 

implemented measures and booms’ developments won’t be definitively proven by that, such 

analysis can provide a mechanism of how the measures enter the picture and serve as a theoretical 

basis for further causality analysis.  

 In order to do so, this paper is aimed at analysing three sets of variables for connection to the 

bad boom episodes, described in the previous section, to spot the ones holding the biggest 

explanatory power. However, before that, the connection between financial development and the 

provability of a bad boom to occur would be established. This connection is important for the 

subsequent analysis for several reasons: first, the level of financial development in a country is 

directly connected to the overall macroeconomic stability and economic performance, thus it might 

provide the first insights into which particular general macroeconomic and financial variables might 

be important for spotting the booms. Second, it can show the link between the way EMDEs are 

affected by the booms and the measures aimed at the level of financial development policymakers 

can potentially implement in order to influence the booms’ quality.   

 The main empirical model used for this section is the panel logistic regression that includes 

the country fixed effects and the variables of interest that can be responsible for the quality of the 

booms:  

 Where vector  includes the variables from the subsections D and E from the previous 

section (described in Appendix II.D.1 and Appendix Appendix II.E) and the  dummy  

equals to 1 if a boom  in a country  in a year  is followed by a banking crisis. The 

Zi,b,t−1

bad boomi,b,t

b i t
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macroeconomic and financial variables are taken with a one-year lag in order to account for a 

potential endogeneity problem, that can arise from the effects credit booms and subsequent banking 

crises can have on both real economy and banking sector variables. The Financial Development 

variables are also taken with a lag, as the components of the index that account for financial depth 

and efficiency can be affected by the private debt developments. So the coefficients of interest are 

those presented by the vector . 

 Due to the fact, that not all the countries out of 89 in the sample had experienced 

«unhealthy» booms (only 23 countries had experienced «bad» booms over the course of 30 years), 

the aforementioned specification of the logistic regression, which includes country-fixed effects  7

(denoted as ), decrease the number of observation available for analysis. While using country-

fixed effects is essential in terms of accounting for the country-level heterogeneity, the sample size 

is important as well for having unbiased coefficients and to run tests, some of which are 

asymptotical. That’s why for some of the specifications that result in a low number of observations, 

both full- and reduced-sample models are presented.  

B. Booms and Financial Development 

 While financial development is claimed to be bidirectionally casual with economic growth 

(Al-Yousif, 2002), it’s not entirely clear how it is connected with economic and financial stability.  

Faster and more efficient mobilisation and allocation of recourses can have a positive effect on the 

economy, however a large number of financial and banking crises during the last decades might be 

indicative of a reversed process. Laeven and Valencia (2013) find a positive relation between the 

enhanced financial development of last years and a higher probability of a banking crisis to occur. 

However, only a few dimensions of financial development are claimed to be significantly associated 

with the occurrence of banking crises (Mathonnat and Minea, 2018). Authors claim that «abundant 

liquidity and higher banks’ indebtedness may be related to banking crises», each of which are a part 

of the financial development metrics used by this paper. Thus it is important to understand how 

exactly financial development is relevant for the studied issue of private debt build-ups that lead to 

financial distress in a form of banking crises.  

 Financial development may come with issues as increased volatility in capital flows or risk-

seeking behaviour by the financial markets participants, however it brings a lot of benefits that can 

β

αi

 Since the explanatory variable is a dummy indicator and the point of the paper to see the difference between the years it equals to 1 7

and the rest, the year-fixed effects are not applicable
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be specially relevant in the context of low- and middle-income countries, as higher capacity to 

absorb shocks and lower macroeconomic volatility via «reducing the amplification of cycles 

through the financial accelerator» (Bernanke, Gertler, and Gilchrist, 1999). From the one hand, the 

diversity of financial system makes it less prone to crises as it allows to hedge against both internal 

and external shocks, while maintaining higher rates of access and efficiency. From the other hand, 

the availability and liquidity of funds, accompanied by a multitude of financial instruments can 

create unnecessary volatility and fragility, so dangerous for the young EMDEs’ financial markets.  

 Indeed, fragility prospects become especially notable when analysing the booms of private 

debt, since excessive credit accumulation might come with a cost in a form of «financial fragility». 

That is the reason why some economists claim that policymakers and international financial 

organisations that work with developing countries should be cautious when introducing the 

financial and economic reforms aimed at increasing the local levels of financial development 

(Bezemer et al., 2014). Increased credit provision, stock market expansion and turnover might bring 

new investments and increase economic activity, however there is no guarantee that financial 

deepening would be the only consequence.  

 Table 2 below helps to reconcile both above-mentioned opinions on the way financial 

development is connected to economic stability via its effect on private debt accumulation. The left 

part of the table is dedicated to assessing the effects lagged Financial Development indicator and its 

component have on a probability of a «bad» boom to occur, while the right part describes the 

relation between the Financial Development and all of the booms of private debt (both bad and 

good). The idea behind putting together and comparing two of these specification is to see how the 

effects from increased financial development differ when two groups of variables are compared 

against its counterparts. Does financial development determine the difference between the booms  

themselves and is the effect the same when comparing boom years to the periods with no excessive 

credit growth? 

 Financial Development, and in particular its component responsible for Financial 

Institutions that brings the most of the descriptive power, is negatively association with the 

probability of a country to experience a bad build-up. At the same time, both components of the 

Financial Development index seem to have a positive predictive power for determining the 

probability of any boom to occur, compared to the normal years. When disentangling the major 

differentiating index’s component of Financial Institutions, Depth and Efficiency seem to be the 

factors that create the major difference.  
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 Indeed, Efficiency, expressed through lending-deposit spread, net interest margin, and non-

interest income (for which a higher value indicates a worse performance on efficiency within the 

indicator) is representative of the perceived risks in the economy, which in part can be responsible 

and connected to a banking crisis occurrence. Thus, the higher Efficiency values demonstrate the 

lower perceived level of risks, lower spread, higher trust between the economic agents, and, in turn, 

lower possibility for a boom in such environment to turn out badly. As for the Depth component, 

which is in turn only significant for comparing boom years with the rest of the sample, its 

subcomponents are directly linked to the size of Private Sector credit and other actors funds to GDP, 

which indeed can have explanatory power over the credit expansion. It is curious that there is no 

explanatory power of the size of Private Sector credit-to-GDP, which shows that the size alone 

might not matter that much for the quality of the developing boom.  
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 Since bad build-ups are the ones connected to the banking crises (which can’t be said about 

all of the booms in the study), this finding overall corroborates the notion that while experiencing  

higher levels of financial development, it is more plausible to have a credit build-up, the chances are 

high this build-up won’t be associated with a subsequent economic downturn, proxied by a banking 

crisis. It means that while the argument about the increased volatility and more rampant financial 

flows to the developing world caused by its higher level of financial development is true, there is no 

harm in that what so ever in terms of real outcomes, proxied by the absence of banking crises. This 

result is particularly interesting because it reconciles both camps of economists having a debate 

over the financial development effects in the context of EMDEs.  

C. Economic Activity around the Booms of Private Credit  

 In order to establish the «quasi-casual» mechanism described in the Empirical Strategy 

subsection, several logistic regressions with different groups of variables are performed to see if 

they are connected to the higher probability of a bad boom to occur and thus can signal 

policymakers to take actions.  

 The preliminary comparison shows some distinctive differences in means for the variables 

from the list. On average, it is common for the bad booms in the sample to last less to their peaks, 

while having a bigger average size. Besides, the years with «unhealthy» booms are marked with 

significantly lower Investment spendings (21% of GDP vs 24.3% of GDP), lower Foreign Direct 

Investments inflows (2% of GDP vs 3.84% of GDP), less negative Current Account balance (-1.8% 

vs -5% of GDP) and lower Trade Openness (65% vs 70% of GDP). Also, the rates of population 

and income growth are notably lower for the «bad» boom years. At the same time, the Loans-to-

Deposits indicator together with Stock Price volatility index are, on average, remarkably higher (by 

30% and by 83% higher respectively) for the years with «unhealthy» credit build-ups. 

 While the preliminary analysis already gains some interesting insights on the «good» and 

«bad» booms differences that policymakers can use to distinguish them, it is important to asses  the 

way variables from the three groups outlined in Appendix II.E are connected to the probability of a 

boom to turn out «badly». Table 3 presents the results for the analysis of the real variables 

combined with the baseline specification of the intrinsic characteristics only (0.75 ). The 

preliminary analysis conclusions are supported: even after controlling for the cross-country 

heterogeneity, and real macroeconomic variables, the number of years it takes to reach the peak and 

the size of the boom matters for its quality. The bigger the boom and the faster it peaks, the higher 

s . d .

18



the odds it is going to end up in a systemic banking crisis, or in other words to become «unhealthy» 

for the economy.  

 To interpret the macroeconomic variables, they are added one by one to the specification 

only containing the inherent booms’ characteristics in order to see the pure effect of each of them on 

the probability of a bad boom to occur (the methodology is taken from Richter, Schularick, and 

Wachtel, 2018). Both full- and reduced-sample models give similar results and show that while 

most of the real macroeconomic variables do not add explanatory power in terms of predicting the 

«bad» booms occurrence, higher rates of per capita income together with higher rates of investment 

in the economy in a year prior to the credit build-up tend to be associated with lower chances for a 

boom to end up badly.  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 It is in part similar to those preliminary conclusions derived from the means comparison. 

Indeed, higher rates of investment can be associated with the process of «financial deepening», 

which is a feature of a good credit expansion. If people and companies borrow money with 

investment purposes, it can be seen as healthy borrowing. At the same time, a big credit expansion 

to the private sector, not accompanied by an increase in the investment spendings might show that 

the borrowed money is used either to cover consumption expenses (as in Russia in 2019, when non-

investment credit to the public called «consumer debt» rose significantly and raised questions on its 

sustainability from the Ministry of Economic Development), or to refinance the existing debts, both 

of which are the signs of a weak economic performance.  

 At the same time, the Current Account balance is positively associated with the «bad» boom 

occurrence: «unhealthy» boom years tend to exhibit less negative CA balances, which implies that 

the lower the CA deficit during the boom years is, the higher the chances this boom will end up 

badly. In other words, having a current account deficit is better than having a surplus for a 

developing country experiencing a build-up in private debt. This relation differs from the one 

documented for the developed countries, where current account balance as a share of GDP is 

negatively associated with the following «bad» boom (Richter, Schularick, and Wachtel, 2018). The 

difference can arise from the fact that if there is a big inflow of money in a developing country’s 

economy, «since current account deficit implies an excess of investment over savings, it could be 

pointing to a highly productive, growing economy» (IMF, 2020). 

 Table 4 presents the results for specification with banking and financial variables only, 

where each variable as before is added to the baseline specification sequentially. Column (2) 

indicates that higher loans-to-deposit ratio is associated with a higher probability of a boom to turn 

out badly, while the same is applicable to the index of stock price volatility. Column (4) shows that 

the bigger the stock market fluctuations are for a year prior to the credit boom occurrence, the 

higher the chances the boom will end up in a banking crisis. While this paper does not claim 

causality between these processes, it is clear that increase in both stock price volatility and loans-to-

deposit ratio coincide with «unhealthy» build-ups of private credit.  

 While the conclusions on the nature of relationship between Loans-to-Deposits and «bad» 

booms are supported by previous research (Jorda` et al., 2017; Richter, Schularick, and Wachtel, 

2018), the connection between Stock Price volatility and «unhealthy» booms is not studied by the 

aforementioned paper. Rather, all the papers written after the GFC concentrate their attention on 

housing durables and study their effects on the probability of banking crisis occurrence. 

Unfortunately, neither housing nor stock price indexes are available for most of the developing 
20



countries in the world, so this paper is unable to account for their effect on the probability of 

«unhealthy» booms to occur. 

 Table 5 demonstrates the results of the full model, that combines all the individual variables 

that added the most explanatory value to the «bad» booms in the previous subsections: variables are 

again added to the baseline specification one by one, with the final result in the Columns (4). While 

both models gain similar results for the Columns 1-3, the reduced-sample specification with all the 

variables contains only 61 observation, which makes it weak from statistical perspective. However, 

the Column (3) and Column (4) results are compatible in terms of signs of the correlation between 

the variables and the booms. All in all, by analysing results from both full and reduced-samples, it is 

notable that the effects described above hold for all the variables but current account balance. The 

rest indicators show similar dynamics of association with «unhealthy» private credit build-ups as 

they did in three previous regressions, each dedicated to one set of variables.  
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 The possibility the locate macroeconomic processes and the inherent booms’ characteristics 

that have predictive power for the quality of the build-ups allows this paper to proceed to the next 

section which studies the policy actions around the booms of private credit. Additionally to the ex-

post analysis that allows policymakers to predict the quality if the booms, the hypothesis that they 

have efficient tool to intervene on the early stages of booms’ development is supported by the real-

time analysis performed using the variables from the Table 5. All the variables that are not 

connected to the inherent characteristics of them booms stay unchanged, while duration and 

duration to peak are not applicable anymore, since they are not observed. The average size is 

changed to the initial size. The regression table is presented in the Table 6, while the results from 

the real analysis are the following: out of all variables, the Initial Size, the Stock Price volatility, the 

Current Account balance and the GDP per capita bring the most predictive power for the real time 

booms classification.  

 ROC-AUC analysis performed in order to check the predictive power of the model gains the 

following conclusions: high volatility of the stock market together with a bigger initial size and an 

increase in the current account balance that coincide with a private’s credit build-up can be treated 

as powerful predictors that the boom can turn out «unhealthy» and important signals that should be 

spotted by the policymakers. The ROC curves are presented in Appendix III.C. 
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D. Robustness 

 The first concern might come from the choice to use the lowest threshold of 0.75 as the 

baseline specification in the model. Although done for the sake of increasing the number of 

observations and preserving the biggest possible final sample, it is true that the results might be 

affected by the choice of this parameter. In order to check robustness, this paper also obtains the 

boom variables for 1 and 1.25 thresholds and double-check the results with additional 

specifications where it is possible. The first check is to see whether the basic specification only 

accounting for the intrinsic traits of the booms exhibits the same behaviour when run with the two 

other thresholds. The results presented in Appendix III.D.1, and while the smallest threshold (0.75 

) gains similar results for both full- and reduced-sample models, models with the other two 

thresholds specifications do not. The 1 threshold model gains the same conclusions for the 

Duration to Peak indicator, and the same signs for most of the variables (however, insignificant) as 

the baseline threshold models, while the 1.25 threshold model fails to achieve any statistical 

significance. This is a potential caveat of this study, however the nature of this problem lies not in 

the inability to replicate the results due to an economic or theoretical issues but rather appears 

because of a significantly reduced sample, which in case of 1.25  drops to 195 observations in 

full- and to 34 observations in the reduced-sample model. Thus, the study adapts the 0.75  

threshold as the baseline one, however being aware of this potential limitation.  

 Another potential concern about the methodological approach is the threshold of 3 years that 

is taken for determining the quality of the boom in connection to a banking crisis. While this 

threshold is the one used in the literature the most, it still seems to be quite unjustifiable. In order to 

account for a potential bias caused by the choice of the threshold, this paper uses the threshold of 4 

years to check the robustness of its findings. Again, the procedure follows the one described in the 

Section II.C, however now if an episode of rapid accumulation of private debt in the period  is 

followed by a systemic banking crisis within four years (so if the banking crisis dummy equals to 1 

at least once in the interval of  to ), such a boom is considered «bad» or «unhealthy».  

 The newly created variables differ in the following way: for the threshold of 0.75 5 

booms are reclassified (1% of all booms), thus making the number of bad booms go from 67 in the 

original specification to 72 in the new one. For the threshold of 1 only 2 booms are 

reclassified (0.6% of all booms), making the number of bad booms go from 52 in the original 

specification to 55 in the new one. For the 1.25 , there are no changes made. Considering the 
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changes are not significant, the choice of threshold does not seem to play a definitive role in the 

model’s set-up. However, to make completely sure it does not, the regression from the Table 5 is run 

with the newly created dependant variable. All of the results hold, however the magnitude of the 

marginal effects is altered insignificantly: in the full specification,  for the average size increased 

from 3.604 to 4.64. The rest of the changes are minor and do not constitute any cases of interest.  

  

IV. Macroeconomic Policies around the Booms 

A. Empirical Strategy  

 After the policy variables are quantified, the variables from the three groups described in 

Part II.F – macroprudential measures, monetary policy indicators and financial reforms – are 

included in the panel logistic regression explaining the quality of the booms. In order to put 

macroeconomic policies enacted around the booms into the connection with their quality and spot 

the policies that are significantly connected to the «bad» booms of private debt, the following 

empirical model is estimated:  

 The  dummy  equals to 1 if a boom  in a country  in a year  is followed by a 

banking crisis, while vector  includes a set of additional controls analysed with each set of 

variables from the Part II.F. For some of the controls, they are taken with a one year lag to avoid 

endogeneity as their developments might be affected by the booms dynamics, while others are taken 

without any.  is the vector of the policy variables that are affecting economy 

with a time lag (fiscal measures, reforms), while  is the vector of the policy 

variables that are affecting economy quickly (monetary measures).  is the country fixed-effect 

which accounts for within-sample countries specificity and only country-fixed effects are used. 

Thus the coefficients of interest are those presented by the vectors  and .  
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B. Financial Liberalisation Reforms  

 Together with the debate on whether a higher level of financial development of the EMDEs 

might play a role in the booms quality, there is no consensus on whether financial liberalisation, or 

the reduction of role of the state in the financial system, that ofter comes with a higher level of 

financial institutions and markets, is needed by the developing world (Arestis and Demetriades, 

1999). Theoretical models predict that financial liberalisation has a significant positive effect on the 

economic development through diverting the harmful effects financial repressions have on the 

efficiency and allocations of investment and through increasing the returns to investments 

(McKinnon, 1973; Shaw, 1973).  

 Based upon this influential body of work that advocates for financial liberalisation, 

international financial organisations like WorldBank or IMF started advising countries, especially 

those developing ones or in transition, on financial sector deregulation and liberalisation. A 

composition of different measures policymakers were advised to proceed with in order to achieve 

higher economic outcomes has become almost inseparable from the term of financial liberalisation. 

Moreover, the term «Washington Consensus» that represented this set of measures had become the 

representation of the new wave of economists and policymakers who believed that the one-fits-all 

approach aimed at increasing fiscal discipline, FDI openness, financial and trade liberalisation, and 

privatisation would help countries to develop (Rodrik, 2006).  

 At the same time, theoretical advances were not always supported by the empirical studies 

based on the real examples of «Washington Consensus»-type policies implementation. If the 

liberalisation of the banking and financial sector happens without proper conditions that include a 

stable monetary system and an established supervision network for the national banks, it can have 

unfavourable economic impact, especially in the context of the EMDEs (Balassa, 1989). Thus it is 

important to see the way financial liberalisation reforms affect the booms of private debt, which 

serve as an indicator for a major economic situation in the country.  

 Table 7 below presents the results of the model that connects the components of the 

financial liberalisation index with the quality of the booms in the studied countries, while Table 8 

presents the same specification results with a different dependant variable. While Table 7 shows the 

effect financial liberalisation reforms have on the probability of a boom during the reform year to 

turn out badly, Table 8 illustrates how reforms are connected to the probability of any boom to 

occur during the reform year. Since financial liberalisation is tightly linked to financial 
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development, FD is included as a control in several different specifications analysed. Table 9 

presents the results for both dependant variables with the vector of lagged financial liberalisation 

variables. All models are analysed in both full- and reduced-sample specifications, and the most 

convincing evidence derived from the analysis is presented in the tables.  

 Both types of specifications are analysed due to the following reasons: 1) lagged variables 

allow to avoid the endogeneity concerns as some of the financial liberalisation reforms can 

potentially be caused by the private debt developments and booms (although there is no such  

established mechanism in the literature); 2) lagged variables are used for the reforms as they can be 

attributed to the group of «lagging» policy measures; 3) at the same time, the overall level of 

financial liberalisation in a particular year can be vital for determining the subsequent boom’s 

quality and developments. A more liberalised banking sector can provide more liquidity to the 

private sector and thus spur the private credit build-ups via an increased credit supply channel 

(Verner, 2019).  Thus both models are included into the analysis in this section.  
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 While there are a lot of effects from different financial liberalisation measures that increase 

the probability of a build-up to occur, only the privatisation of the banking sector in the years of the 

booms, the one dimension of the financial reforms that has the lowest correlation with the rest of the 

components, can be definitive to its quality. At the same time, it holds no explanatory power for 

distinguishing boom years from the «within-trend» private debt developments. The lower the share 

of the state ownership in the banking sector is, the lower the probability the boom of private debt 

issued by this sector will turn out badly. While the high levels of banking sector nationalisation is 

considered to be «the most direct form of control a government can have over credit 

allocation» (Abiad et al., 2008), increasing the level of private ownership can help to achieve 

«higher benefits for firms due to the increase of efficiency» (Tori and Onaran, 2017). Indeed, 

section III shows that efficiency of the financial sector institution is the major driving force behind 

the quality of the boom, and privatisation is complimentary to the FD’s index efficiency 

components.  

 Interestingly, neither credit nor interest rate controls liberalisation has a positive effect on 

the quality of the boom. At the same time, both of these measures are important for the overall 

private debt build-ups developments. While restrictive credit controls and reserve requirements 

serve its purpose of restraining the credit accumulation by the private sector and thus liberalisation 

of this account is connected to an increase in a boom’s occurrence probability, the interest rates 

liberalisation, or the process of «both deposit interest rates and lending interest rates being 

determined at market rates» is negatively related to the booms’ occurrence. Besides, boom 

occurrence probability is positively connected to entry barriers lifting and banking supervision 

relaxing, while it tends to decrease for the years that were marked with the reforms aimed at 

developing and liberalising the securities market  

 The correlation with the interest rates liberalisation can be explained trough the overall 

depth and efficiency of the banking sector’s institutions channel, as when the rates are set by the 

government they do not account for the local market structure and development levels. Indeed, 

when the control for the local level of financial development is included into the model, the 

coefficient for the interest rates controls becomes insignificant. Thus the explanatory power held by 

this type of financial reform over the boom occurrence probability might be spurious as the 

correlation is led by the general financial development indicator.  

 Still, the negative impact of the «planned economy» approach to the interest rates can be 

seen through the lenses of the financial repression research. Since under «financial repression» 

governments tend to «under-pay domestic savers» (McKinnon, 1973), when the government is 
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responsible for setting up the rates, it can abuse this power by making the rates in the economy 

lower than the market would have otherwise dictated (Kirkegaard and Reinhart, 2012). While some 

of the EMDEs are especially prone to the high sovereign debt levels, local governments have 

incentives to cap the rates and sustain prolonged periods of low interest rates in order to decrease 

the debt-servicing and other related costs (Hoffmann, 2019). The overall low interest rates 

environment can in turn spur the unhealthy and rapid borrowing by the private sector,  that can lead 

to the booms of private debt. Thus, seeing the negative correlation between the liberalisation of the 

interest rates account and the boom probability might mean going away from the unnecessarily low 

interest rates that benefit local governments and the overly loose monetary stance that promotes 

private sector’s excessive credit expansion. 

 Table 9 presents the results for the specification with the lagged financial liberalisation 

reforms variables, employed to explain both quality of the booms and their overall occurrence. 

While the model that predicts the probability of any boom of private debt to occur (Column 4) 
29



totally coincides in the results with the one presented by Table 8 (Column 3), it is still challenging 

to distinguish bad and good booms by the liberalisation policy presence. While as before, the model 

with the country-fixed effects does not gain any meaningful insights into how policies enter the 

private debt accumulation process, full-sample specification provides additional comprehension of 

the effects financial liberalisation dimensions have on the bad boom occurrence possibility.  

 While privatisation of the banking sector in a year before the boom inception has the same 

impact as the one performed during the boom year, banking supervision and international financial 

flows liberalisation are related to an increased probability of a bad build-up presence in an 

upcoming year. The channel through which a less prudential supervision of the banking sector 

increases the chances a boom to end up in a banking crisis speaks for itself as increased monitoring 

can prevent both excessive and dangerous credit accumulation. Regulators decrease the risk taking 

behaviour by the financial actors in the economy by integrating country-specific risk-based capital 

adequacy ratios, while increasing its own credibility and trust to its legal power by exhibiting both 

political and economic independence (Noy, 2004).  
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 At the same time, the mechanism through which capital account restrictions affect boom’s 

quality might seem less straightforward. International financial flows restrictions removal is linked 

to financial fragility through creating currency mismatches on financially-constrained firms’ 

balance sheets (Tornell et al., 2004). When a country opens up for the international capital inflows, 

firms, especially those in the ‘non-tradable goods’ sectors of the economy, start to receive external 

financing that they lacked before having access to the international market Since the revenues such 

firms are making are not linked to the currency they are borrowing in, any exchange rate 

fluctuations or shifts in external conditions can create currency mismatches, increase companies’ 

vulnerability and susceptibility to external shocks and thus lead to a full scale banking and financial 

distress (Barajas, 2017).  

C. Financial Liberalisation before and after the Crisis of 2008 

  While different components of the financial reforms vector affect the bad booms occurrence 

probability differently, another interesting direction to analyse it goes through comparing the effects 

of the cumulative index of financial liberalisation on the probability of a boom to turn out badly. 

Last three columns of Table 7 and last two columns of Table 8 demonstrate the results of the models 

that only employ the cumulative index to explain the booms. While several studies show that 

financial liberalisation can be linked to an increased probability of a financial crisis to occur (Caprio 

and Klingebiel, 1996), other authors find that banking sector vulnerability is defined by the local 

level of institutional efficacy and supervision and non-linearly connected to the reforms (Hamdaoui 

et al., 2016). Thus since the effects of financial liberalisation on the economy can be influenced by 

the local level of financial development and financial depth, the vector of controls for each 

specification includes an index of financial development (FD).  

 The first insight that comes from the results presented in Tables 7 and 8 is that it is indeed 

the case that the level of financial liberalisation in a country affects both the occurrence and the 

quality of the booms of private debt. However, a significant connection only persists on a reduced 

sample that covers the data before the Global Financial Crisis of 2008 (GFC). The year of 2005 is 

taken as a threshold to distinguish between the full and reduced sample to be consistent with the 

dependant variable creation design: since the point of this division is to see whether the effect of 

financial liberalisation would differ on the pre-crisis data, the crisis itself should not affect any 

variables in that sample. Thus, since bad booms dummy is forward-looking and embed the 
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information on the subsequent crises up to 3 years in the future, in order to exclude the 2008 crisis, 

the last «unaffected» year should be 2005. 

 Last columns in both tables show that the cumulative index of financial liberalisation has 

strong predictive power for the dependent variables, however the effects differ dramatically. While 

there is a positive connection between financial liberalisation and a build-up occurrence in a 

developing country, that is predicted by the papers claiming a negative effect liberalisation brings to 

the developing world, the effect reverses when it comes to distinguishing «bad» and «good» booms. 

Indeed, an increase in the overall financial liberalisation has a strong diminishing effect on the 

probability of a boom to turn out unhealthy and be connected to a major banking crisis. In turn, this 

result corroborates the conclusion that controlling for the level of financial development in a 

country, there is no definitive link between financial liberalisation and economic distress what so 

ever. Oppositely, higher level of liberalisation, while accompanied by a bigger number of private 

debt build-ups, has no negative  effect on their quality but rather decreases the probability of the bad 

booms occurrence.  

 Comparing these results to the ones obtained from the full sample specification, covering 

both pre- and post-crisis years, it becomes clear that the fact that financial liberalisation stops 

holding any predictive power over both dependant variables must be connected to the events of 

2008. Since the model stays the same and the number of observations only increases, this effect 

can’t be explained by the econometric design issues, and the reason must lie in economic landscape 

evolvement or policy environment changes before and after the crisis. The first vector of analysis is 

the simple ex-post reasoning: while before the GFC, there was a clear trend towards a higher 

financial liberalisation, that coincided with economic growth and sustainable enhancing of the 

standards of living in the developing world (Appendix IV.C.1), this correlation ended up with the 

crisis of 2008. The crisis hit both more advanced economies with the highest levels of financial 

liberalisation and developing countries that only started to undertake the reforms (Dolphin and 

Chappell, 2010). Thus, data show no consistent relation between financial liberalisation, private 

debt developments, and its quality on the full sample: the reversal of the trend in the post-crisis 

years doesn’t allow to see any conclusive evidence that would consistently be true for the whole 

period of time analysed in the paper.  

 At the same time, it is possible that something more economically-driven happened around 

the crisis years that reversed the trend: while the conclusions from the ex-post standpoint are 

undeniable, they do not show the reason behind the reversal of the trend, and thus present no 

economic theory of why financial liberalisation was associated with positive economic outcomes 
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only for a limited period of time, ending with the GFC. Some authors claim that financial 

liberalisation is something that can lead to a financial distress (Akinsola et al., 2018): indeed, while 

financial liberalisation brings higher economic growth prospects, it also can increase the overall 

vulnerability of the economies. Thus, it might be the case that the relation between liberalisation 

and economic stability is non-linear. In fact, this would explain the results obtained by the models 

above: before 2005, the liberalisation was growing up to the point it became dangerous for the 

economy and «triggered» the financial crisis, and thus must have decreased afterwards to 

demonstrate the inverted U-shape relationship. 

 Two figures below demonstrate the developments of the average financial liberalisation 

index for the studied countries over the full and reduced sample of years. The hypothesis above 

seems to hold while looking at the reduced sample graph (on the left), as the year of 2005 is marked 

with the highest average level of financial liberalisation. At the same time, the full sample graph (on 

the right), does not corroborate the explanation outlined above: there is no evident reversal of the 

financial liberalisation trend on the EMDEs sample, while the flattening of the curve might indeed 

indicate that countries have reached the maximum possible liberalisation, and that almost no 

developments over the 10-year period of time show that this level of liberalisation has been an 

optimal one. Thus, the loss of predictive power for the liberalisation index can be explained through 

the following mechanism: while the countries are still at the low levels of liberalisation, increasing 

it helps to diminish the probability of bad booms to occur due to an increased efficiency of funds 

allocation and their availability. At the same time, this process can’t last forever: when financial 

liberalisation reaches a certain point, there is no sense or instruments to increase it further and thus 

while it stays at a constant level, it has no additional explanatory power over the booms of private 

debt or their quality.  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D. Macroprudential Measures  

  

 Historically, financial liberalisation in the developing world increases its attractiveness for 

the foreign investments and pull significant capital inflows from the abroad that affect both 

domestic exchange rates and credit levels. This situation when countries start to face volatile capital 

inflows coupled with deteriorated current account balances and other demand imbalances create 

financial fragility, especially evident in the aftermath of the GFC. The crisis has shown the 

limitations of the microprudential approach, that was mainly employed by the monetary regulators  

before: the modern financial system became much more sensitive to systematic risk rather than to 

risk on the level of individual institutions (Hannoun, 2010). It highlighted the fact that financial 

sector stability is unfeasible without a thorough macroprudential set of policies that can mitigate the 

consequences of an overly globalised system prone to frictions (Gazel, 2019). Credit growth, both 

in public and private sectors, started to be considered as a major source of economic turbulence, 

thus quite a few macroprudential measures, or economic policies that were aimed at reducing the 

adverse spillovers from the financial sector onto the real one, were enacted in order to guarantee 

financial stability.  

 Thus, speaking about the booms of private debt, it is crucial to consider the effect 

macroprudential policies have on their developments and quality. The macroprudential policy 

toolkit is usually employed to «create buffers and curb excessive private sector leverage and this 

helps mitigate the effects of shocks on the housing sector, and thus on economic and financial 

stability» (Jácome and Mitra, 2015). While macroprudential measures are considered to be one of 

the most efficient types of policy interventions when it comes to credit booms containment, it is 

important to bear in mind that their implementation takes time after they are enacted, and the the 

pass-through of policy instruments to the economy is reliant on the local institutions quality and 

accountability (ESRB, 2019). To account for that, while evaluating the macroprudential policies 

effects on the private debt build-ups, besides the vector of lagged macroprudential measures 

themselves, models include the vector of controls in a form of local GDP per capita and Financial 

Development index.  

 While the vector of reforms include over 20 variables with different degrees of specification, 

in order not to run out of degrees of freedom, this paper takes into consideration only the most 

important indicators from each big group (and also those that are particularly relevant for the 

private debt developments): 1) capital and liquidity requirements; 2) asset and credit expansion 
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requirements; 3) reserves requirements; and 4) other risks. The first group of variables is presented 

by the ‘Liquidity’ variable that describes the measures taken to mitigate systemic liquidity and 

funding risks. The second group variables of interest are limits to the loans-to-value ratio – ‘LTV’, 

which are mostly aimed at controlling the households’ credit expansion and required collateral, and 

‘LLP’  – which accounts for loans loss provisions as a part of macroprudenial policy aimed at 

controlling sectoral credit provision (for example, housing loans). Reserve requirements are 

presented by the ‘RR’ variable responsible for both domestic and foreign currency reserves, while 

the ‘SUM’  indicator compounds all of the macroprudential measures in a country into a one 

cumulative measure. All of the measures are grouped by their reactiveness into the loosening and 

tightening categories, so it is more clear which effect each direction of macroprudential policy has 

and whether they are symmetrical.  

 Table 10 below presents the results of the model that connects the local macroprudential 

policy loosening with the boom occurrence probability and quality of the booms in the studied 

countries, while Table 11 presents the same specification results with the vector of policy tightening 

variables. Both tables shows the effects macroprudential policies enacted a year prior to the boom 

episode have on the probability of it to turn out unhealthy and whether tightening or loosening of 

the macroprudential policy can be connected to an increased probability of a boom to occur in the 

year right after the measures were implemented. All of the analysed specifications in this section 

include country-fixed effects.  
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 Interestingly, none of the effects that macroprudential policies have on the booms’ 

development are symmetrical, which gains the first insight that it might be dangerous for the 

policymakers to assume otherwise and base their interventions on the notion that if loosening of the 

certain policies lead to an increase in the certain indicator, their reversal would be connected to a 

decrease in it. This result becomes especially relevant when the effect from the cumulative measure 

of the macroprudential policies is taken into account: while there is a positive and significant 

connection between the cumulative measure for policy loosening and the boom’s quality 

deterioration, there is no opposite effect from the tightening of the policy on the quality 

improvement. In other words, while policymakers can exacerbate the boom’s consequences by 

having an overly loose macroprudential policy stance in the economy, they can not reverse the 

process of boom’s quality retrogression with an immediate set of tight macroprudential policies.  

 The second unexpected set of results is connected to the LTV variable explanatory power 

over the booms dynamics and their quality. First, there is a negative correlation between the 

loosening of the LTV limits and the probability of a boom to turn out badly, which might seem 

counterintuitive at first. Indeed, the more loose the limits to the loan-to-value ratios are, the lower 

the chances that the boom of private credit that follows this loosening would be connected to a 
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banking crisis. Second, the tighter the limits are, the higher the chances that the following year will 

be marked with a private debt build-up occurrence.  

 However, operations with the loan-to-value limits tend to be associated with a decline in 

housing prices appreciation, but most importantly, they alter expectations local economic agents 

have concerning the future prices dynamics (Igan et al., 2011). So the mechanism behind such an 

effect might be the following: since LTV limits control the demand side of the private debt market 

and stop borrowers with insufficient savings from entering the scene, lower LTV limits are actually 

indicative of a healthier cohort of the borrowers on the market Since borrowers with lower LTV 

limits are less prone to speculative borrowing and tend to be more resilient to the price shocks 

(Jácome and Mitra, 2015), the overall decrease in the limits (or their loosening) can indeed be 

connected to healthier borrowing, and thus lower probability of a boom to turn out badly.  

 At the same time, LTV limits tightening is associated with an increased probability of the 

booms due to the following reasons. First, as tightening can alter expectations of the economic 

agent, the process when they hedge against the risk of any further tightening in the upcoming years 

and start to borrow money immediately can trigger a build-up of the private debt. It does not affect 

the quality of the booms as people just stop postponing taking a loan, and want to do so while still 

being eligible for it. At the same time, tightening of the LTV limits might happen in the middle of 

the rapid credit expansion in order to tame it, as normally «LTV and DTI ratios limits are adopted to 

mitigate sector specific credit booms» (Basto et al., 2018), however since it takes time for the 

market to adjust for the new regulation, the booms might still be associated with the 

macroprudential policy tightening.  

E. Monetary Policy  

 While macroprudential policies and financial reforms are measures that can be and in many 

cases are specifically enacted around the especially volatile economic episodes, there are also more 

simple, everyday measures with which policymakers intervene to alter the quality of the private 

debt in the economy and the way it develops over time – for example, monetary policy measures. 

Some authors claim that while monetary interventions can be used to guarantee the long-run 

financial system soundness, in the short- and medium-turn it could increase instability, and fuel 

excessive credit and risk taking by the private sector (Bauer and Granziera, 2016). Even though 

these conclusions are contingent on the initial level of the debt-to-GDP ratio and on the overall 
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development of the economy and its financial depth, the effects of the monetary conditions on the 

booms developments can be quite significant.  

 To account for the monetary conditions and see if they have any meaningful effect on the 

private debt build-ups in the analysed sample of EMDEs, this paper relies on two different 

empirical specifications: one which shows if real interest rate in the economy is connected to the 

booms occurrence and quality, and the other which connects the dependent variables to the lending 

rate. Both types of interest rates are considered to be a combination of the general economic factors 

in the country and the monetary policy stance, set by the Central Bank. Both specifications are 

analysed with a set of controls that are considered critical for the way rates affect the economy and 

the private sector credit accumulation: initial private debt size (debt-to-GDP ratio), GDP in per 

capita terms and GDP growth. Since monetary policy and its components are not considered to be 

lagging, the variables are taken without a lag. In order to eliminate the endogeneity concerns, 

Appendix IV.E.1 presents the results with the lagged variables which only differ in the effects’ 

magnitude. Table 12 presents the results for the bad booms dummy, while Table 13 shows the way 

boom presence is connected to the monetary conditions.  

  

 While real interest rate does not seem to have a significant predictive power over either 

occurrence or quality of the booms, lending interest rate serves as a powerful predictor for the 

booms’ quality in both full and reduced sample specifications. From the IMF’s definition, lending 

rates are those representative interest rates offered by banks to resident customers, specific for each 

analysed country in the sample. Indeed, lending rates serve as the closest proxy to the actual debt-
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servicing cost for the household and non-financial corporations that borrow in the economy. Thus, 

the reasoning for the fact that higher rates are associated with a deterioration in the boom’s quality 

is quite straightforward: while normally risk is counted in to the rate of lending, the higher the 

average risk of the borrowers in the economy, the higher the interest rate would be requested by the 

financial institutions. Also, the higher the discount rate in the economy, the bigger the chances only 

risky enterprises would borrow. Since the quality of the borrowers, or the demand side of the 

equation, is crucial for the general health of the economy through the non-performing loans rates 

and the countercyclical capital buffer for financial stability and banking sector resilience formation, 

it also becomes critical for the condition of the booms in the economy.  

  

 At the same time, the monetary policy stance effect is hard to disentangle only having the 

composite rate. It might seem that the supply side of the market would want to tame the booms by 

increasing the policy rate in the economy. However, the results from Table 13 do not corroborate 

this assumption: when distinguishing boom and non-boon years, risk that is embedded into the 

lending rate should not differ dramatically as the majority of the booms do not lead to any financial 

distress. Thus, the developments of the lending rates between those episodes must normally be 

attributed to the monetary policy fluctuations. If that is the case, pure monetary policy stance effect 

on the booms developments should be seen in the last two columns of Table 13, where a higher rate 

should be connected to a lower probability of a boom. However, neither lending nor real interest 

rates are important for explaining the overall booms’ occurrence, which leaves the tentative 

conclusions on how pure monetary policy stance affects the economy unconfirmed.  
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V.  Conclusion  

 Tracking private debt developments and analysing the way booms of private debt could turn 

out has become increasingly important in the present environment, marked with the historically 

highest levels of indebtedness. Even though credit provision is proven to be essential, especially in 

for EMDEs, the danger rapid expansion brings to the vulnerable economies of the developing world 

is undeniable and must be timely curtailed by the local policymakers. While the majority of the 

private debt booms do not pose any jeopardy to economic development, it is crucial to be able to 

detect those that do and intervene effectively. 

 This paper documents evidence that policymakers in EMDEs have tools to distinguish bad 

and good booms in the early stages of their accumulation. By analysing the behaviour of several 

indicators as Stock price volatility, Current account balance, and Loans-to-deposits ratio, that 

precedes the beginning of a private credit boom, policymakers can understand the quality of the 

future boom. Moreover, they can start to guess the way the boom will turn out just by looking at its 

initial size: not as powerful as the rest, it still allows to predict the quality with a better than «coin-

toss» probability (AUC=0.65). Being able to recognise bad booms, policymakers can employ 

measures that are proven to be effective while dealing with dangerous build-ups.  

 While the local level of financial development, specifically the access and efficiency of the 

financial institutions, are crucial for determining the quality of the private-debt build-ups, the results 

of the intervention might also be contingent on the general economic and financial maturity. At the 

same time, anti-«Washington consensus» views that reject the efficiency of the financial 

liberalisation for the developing world are not corroborated by the findings of this paper. Even 

though financial liberalisation reforms tend to increase the probability of a build-up to occur, they 

are associated with a decreased probability of a boom to turn out badly. Besides, financial 

liberalisation can have long-run economic benefits but must be accompanied by a stable banking 

system and reasonably limited interventions.  

 As for the macroprudential measures, they do not seem to be effective as preventive policies 

that can stop booms’ quality from deteriorating. However, macroprudential loosening can have 

detrimental effects on the private debt booms’ quality, leaving the right balance between financial 

liberalisation and macroprudential supervision to be determined in further research. Besides, a more 

conclusive analysis of the effects from the monetary and fiscal interventions is needed, while an 

interesting area of development also lies in determining additional effects GFC had on the private 

debt developments and policy interventions around it.  
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Appendix  

Appendix II.B.1 

Source: author’s calculations  

Appendix II.B.2 

Source: author’s calculations 
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Appendix II.C 

Source: author’s calculations 

Appendix II.D.1 

Source: IMF Working Paper. Introducing a New Broad-based Index of Financial development, 2016 
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Appendix II.D.2 
 

Source: IMF Working Paper. Introducing a New Broad-based Index of Financial development, 2016 

Appendix II.E 

Source: author’s calculations 
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Appendix II.F.1 

 Source: author’s calculations
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Appendix II.F.2

 

Source:  IMF Working Paper.  Digging Deeper – Evidence on the Effects  of  Macroprudential  Policies  from a New 

Database
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Appendix II.F.3

 Source: author’s calculations
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Appendix III.C

The graphs below illustrate the ROC curves for the Columns of the Table 6 and go from Column (1) 

to Column (5) sequentially.

     

Source: author’s calculations
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Appendix III.D.1

Source: author’s calculations

Appendix IV.C.1

Source: author’s calculations
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Appendix IV.C.2

Source: Abiad, Detragiache, and Tressel (2008), New Financial Reform Database 
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Appendix IV.E.1 
 

 

Source: author’s calculations
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