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ABSTRACT 

Modern day challenges such as energy crisis or rapid increase in demand of high-quality 

communications cannot be solved without a collaborative effort from researchers in various fields. 

As physical chemists, we bring in a unique perspective to the issues from the quantum mechanical 

standpoint, testing hypotheses about dynamic evolutions of the chemical and biological systems 

with light. In order to tackle synthetic light harvesting, we need to have deep understanding of the 

nature’s ways of evolving the organisms to perform efficient photosynthesis and protect 

themselves from stress. To address this, we perform non-linear optical spectroscopy on a specific 

light-harvesting antenna complex called phycobilisome found in cyanobacteria. We seek to 

identify the photoprotective mechanisms in the organism to understand their response to excess 

sunlight. Experiments and theory compliment each other in our work on identifying the precise 

Hamiltonian of the Fenna-Matthews-Olson complex – another important light-harvesting antenna 

found in green sulfur bacteria. The developed methodology can assist in finding the exact energetic 

structures of less-studied biological systems.   

There is a lot of promise in using orbital angular momentum of light to alleviate issues of classical 

and quantum communications. The potentially infinite amount of OAM supplied to light offers 

solutions to challenges in information multiplexing in optical communications. We can also use 

the unique response of the chemical systems to twisted light as a detection mechanism in 

information encoding. In my work, I take the first step towards understanding the interactions of 

orbital angular momentum of light with bulk gallium arsenide to identify spectral differences as a 

function of twist in the light using home-built ultrafast transient absorption spectrometer. While 
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this work is in its early stages, it has shown promising results in establishing the trends governing 

the electronic transitions induced by twisted light.   



1 

 

CHAPTER 1 

INTRODUCTION TO DYNAMICS OF QUANTUM PROCESSES 

1.1. Overview 

Quantum coherences have long been an intriguing topic for experimental physicists and chemists. 

One of ways to quantify coherent phenomena in a system is to measure the response of the system 

to perturbation by light. With the development of ultrafast nonlinear spectroscopies it has become 

possible to study the electronic, vibrational and rotational properties of the chemical systems in 

detail. This allows to build complete dynamic profile of the system, explain the time evolution of 

the excited states, and apply this knowledge to solving issues like energy crisis (by developing 

artificial photosynthetic methods); limitations of classical and quantum communications (by 

evaluating entanglement of the electronic states of the system); and controlling materials’ 

properties to perform desired functions (by tweaking the composition or electronic structure of the 

sample system).  

In this thesis I show the electronic properties of a diversity of systems using nonlinear electronic 

spectroscopic methods such as transient absorption and two-dimensional electronic spectroscopy. 

In this chapter I discuss the basics of non-linear spectroscopy with the focus on time evolution of 

the system’s excited states. I further discuss in detail the spectroscopic methods involved in my 

studies, with description of the types of signals we observe, and the experimental challenges with 

ways to overcome them. Chapter 2 describes the idea of photosynthesis, energy transfer and excess 

energy quenching mechanisms. Specifically, I look into the stages of photosynthesis with the focus 

on the parts where ultrafast spectroscopy is needed; the mechanisms of energy transfer such as 
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FRET, Redfield energy transfer and Coherent energy transfer. Finally, I discuss the various known 

energy quenching mechanisms in different organisms to show the diversity of nature’s ways to 

protect the photosynthetic systems. 

In Chapter 3 I focus on the phycobilisomes isolated from Synechococcus elongatus PCC 7942. 

Here I discuss the structures of cyanobacteria and phycobilisomes, as well as present the results of 

fluence-dependent transient absorption measurements resulting in exciton-exciton annihilation as 

proposed method for excess energy quenching in the organism. Chapter 4 considers 2DES 

measurements of the Fenna-Matthews-Olson complex with the goal of developing a method of 

data collection and processing to identify the quantum states of the complex systems in 

combination with HEOM. In Chapter 5 I show preliminary work on the interactions of orbital 

angular momentum of light with bulk semiconductors and discuss the theoretical ideas behind the 

measurements. Chapter 6 presents the proposed work on projects from Chapters 3 and 5.   

1.2. Theory of non-linear spectroscopy 

In order to observe very short processes, such as energy transfer in photosynthetic antenna 

complexes or excited state dynamics in semiconductors, we need time-resolved spectroscopic 

methods. Here I provide a brief summary of theoretical concepts of non-linear optical spectroscopy 

that are necessary to understand the ultrafast measurements presented in this thesis. Detailed 

descriptions are found in references (1), (2) and (3). 

Time-dependent quantum mechanics 

The light-matter interactions, like any other time-dependent quantum mechanical process, is 

described by a generalized form of the time-dependent Schrödinger equation (Eq. 1): 
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𝑖ℏ
𝑑

𝑑𝑡
|Ψ⟩ = �̂�|Ψ⟩           (1) 

Here, Ψ is the wavefunction describing the system and �̂� is the Hamiltonian operator. The 

following linear combination of the eigenstates describes the wavefunction of the system (Eq. 2): 

|Ψ⟩ = ∑ 𝑐𝑛𝑒
−𝑖𝐸𝑛𝑡/ℏ

𝑛 |𝑛⟩    (2) 

We can also describe the total Hamiltonian of the system upon perturbation as the sum of the initial 

Hamiltonian of the system and the interaction term (Eq. 3): 

𝐻 = 𝐻𝑠𝑦𝑠 + �̂�(𝑡)       (3) 

When the perturbation �̂�(𝑡) is caused by light, we consider the interaction of the electric field of 

light with the charges in the sample. Under dipole moment approximation, we can write �̂�(𝑡) as 

Eq. 4  

�̂�(𝑡) = −�̂�𝐸(𝑡)     (4) 

When substituting Eq. 2 and Eq. 4 into Eq. 1, we can find the time evolution of the states m and n 

(Eqs. 5 and 6): 

𝜕

𝜕𝑡
𝑐𝑚(𝑡) = −

𝑖

ℏ
∑ 𝑐𝑛𝑒

−𝑖(𝐸𝑛−𝐸𝑚)𝑡/ℏ
𝑛 〈𝑚|�̂�(𝑡)|𝑛〉    (5) 

or 

𝜕

𝜕𝑡
𝑐𝑚(𝑡) = −

𝑖

ℏ
∑ 𝑐𝑛𝑒

−𝑖(𝐸𝑛−𝐸𝑚)𝑡/ℏ
𝑛 〈𝑚|�̂�(𝑡)|𝑛〉𝐸(𝑡)    (6) 



4 

 

Upon interaction with light, a superposition of the ground and the excited states is created. Then 

we can write the time evolution of one individual state as a function of the other state in a two-

state system (Eqs. 7 and 8):  

𝜕

𝜕𝑡
𝑐1(𝑡) =

𝑖

ℏ
∑ 𝑐0(𝑡)𝑒

−𝑖(𝐸0−𝐸1)𝑡/ℏ
𝑛 〈1|�̂�(𝑡)|0〉𝐸(𝑡)    (7) 

𝜕

𝜕𝑡
𝑐0(𝑡) =

𝑖

ℏ
∑ 𝑐1(𝑡)𝑒

−𝑖(𝐸1−𝐸0)𝑡/ℏ
𝑛 〈0|�̂�(𝑡)|1〉𝐸(𝑡)    (8) 

where |0⟩ is the ground state of the system, and |1⟩ is the excited state. 

We then have the superposition of the states propagating with time t to look like Eq. 9: 

 |Ψ(t)⟩ = 𝑐0𝑒
−

𝑖𝐸0𝑡

ℏ | 0⟩ + 𝑖𝑐1𝑒
−

𝑖𝐸1𝑡

ℏ |1⟩     (9) 

Interaction of the sample with the laser pulse generates macroscopic polarization P(t). It described 

the induced electric field from the motion of the charges that. This is exactly the signal we detect 

in our spectroscopic experiments as shown in Fig.1.1. Time-dependent polarization can be written 

out as the expectation value of the transition dipole moment, which leads to Equations 10 and 11: 

𝑃(𝑡) =  〈𝜇〉 =  〈Ψ(𝑡)|�̂�|Ψ(𝑡)〉     (10) 

𝑃(𝑡) = (𝑐0𝑒
𝑖𝐸0𝑡
ℏ 〈0 |−𝑖𝑐1𝑒

𝑖𝐸1𝑡
ℏ 〈1|)�̂�(𝑐0𝑒

𝑖𝐸0𝑡
ℏ |0〉 + 𝑖𝑐1𝑒

𝑖𝐸1𝑡
ℏ | 1〉 

= 𝑐0𝑐1〈0|𝜇|1〉 sin (
(𝐸1−𝐸0)𝑡

ℏ
) + 𝑐0

2〈0|𝜇|0〉 + 𝑐1
2〈1|𝜇|1〉   (11) 
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Density matrix formalism 

The above notation is plausible for a single light-matter interaction in a two-state system. However, 

in the non-linear spectroscopic experiments that I describe later in this thesis it is a number of 

states and a number of pulses involved in the light-matter interaction. This is where we adopt the 

density matrix formalism as an important tool to describe this kind of interaction.  

A density matrix is a mathematical function that describes the quantum of state of the system of 

interest. More applicably to our work, it describes the behavior of the ensemble of states that make 

up the chemical system. Mathematically, it is the sum of the outer product of the wavefunctions 

of the states – pure and mixed – in the system (Eq. 12): 

𝜌 = ∑ 𝑝𝑘|Ψ𝑘(𝑡)⟩⟨Ψ𝑘(𝑡)|𝑘      (12) 

Here 𝑝𝑘 is the statistical probability of finding a system in the quantum state k.  

Figure 1.1. Decay of the emitted 

macroscopic polarization signal 

after a light-matter interaction at 

time T = 0  
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From equation 10, we describe polarization – the quantity that we measure in the experiments – as 

an expectation value of the transition dipole moment operator. When we apply the dipole operator 

to the density matrix, we obtain the expectation value as a function of the density matrix (Eq. 13): 

𝑃(𝑡) =  〈�̂�(𝑡)〉 = 𝑇𝑟[�̂�𝜌(𝑡)]     (13) 

Here Tr is the trace operator. 

Time dependence of the density matrix is calculated with the time derivative of the density matrix. 

This differential form is described by Liouville von Neumann equation (Eq. 14): 

𝜕𝜌

𝜕𝑡
= −

𝑖

ℏ
[𝐻, 𝜌]     (14) 

Density matrix formalism is especially important in non-linear spectroscopies because it allows to 

measure the degree of coupling between the individual states of the system upon excitation.  

Third-order polarization spectroscopy 

Equation 14 can be expressed in the nth order form (Eq. 15): 

𝑃(𝑛)(𝑡) = [〈�̂�𝜌(𝑛)(𝑡)〉]    (15) 

Here 𝜌(𝑛) is the nth order of density matrix that is created by interacting with the electromagnetic 

waves n times. If we describe the light-matter interactions in a time-ordered fashion {t1, t2, …}, 

we can write out the third-order polarization (Eq. 16): 

𝑃(3)(𝑡) ∝ ∫ 𝑑𝑡3
∞

0
∫ 𝑑𝑡2

∞

0
∫ 𝑑𝑡1

∞

0
𝐸3(𝑡 − 𝑡3)𝐸2(𝑡 − 𝑡3 − 𝑡2)𝐸1(𝑡 − 𝑡3 − 𝑡2 − 𝑡1) ∗ 𝑅(3)(𝑡1, 𝑡2, 𝑡3)  

    (16) 
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The third order response function is calculated with 𝑅(3)(𝑡1, 𝑡2, 𝑡3) and describes the response of 

the sample to its interaction with electromagnetic field three times (Eq. 17):  

𝑅(3)(𝑡1, 𝑡2, 𝑡3) ∝ −𝑖〈�̂�(𝑡3 + 𝑡2 + 𝑡1)[�̂�(𝑡2 + 𝑡1), [�̂�(𝑡1, |�̂�(0), 𝜌(−∞)]]]0〉  (17) 

While the mathematical form of the third-order polarization and the response function is pretty 

complex, there is a great way to visualize the interactions of the light and the energy states of the 

sample as multiple interactions arrive with some time delay between them. They are described by 

the Feynman diagrams. These are ladder-like structures that describe the direction of linear 

momentum of each pulse, the changes in the energy states upon each interaction as time evolves. 

Let’s consider an example of a Feynman pathway. In Figure 1.2, we see that time evolves along 

y-axis. The red arrows represent the momentum of the pulse. The last interaction is generated as a 

geometric sum of k1, k2 and k3, and is called ks. When the arrows point toward the energy state in 

bra or ket form, it describes the absorption of the photons and evolving that state to the higher 

energy state. Alternatively, when the arrow points away from the bra or the ket, it shows the 

emission from the state to a lower-lying state. The final state after the emission of ks must be in a 

population form, meaning the states involved should be the same. When the states are different, 

they are called coherences. Additionally, all the arrows that point to the right mean positive wave 

vectors, and the ones pointing to the left indicate the negative wave vectors.  
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We further discriminate the signal wavevectors by the sign and the population in the final state 

after the signal emission. In ground state bleach, the signal is positive because the ks is in phase 

with the final excitation field. Here, the final state is the population of the ground state. Similarly, 

the stimulated emission signal is positive and ends up in the population of the ground state. The 

difference comes from the type of population after the second light-matter interaction. In GSB, the 

population is always in the ground state, whereas in SE, the population after the first two 

interactions is in the excited state. The third type of signal is excited state absorption – a negative 

signal that involves a third state in its Feynman pathway. 

Figure 1.2. Feynman diagrams that describe the possible light-matter interaction pathways as 

laser pulses interact with the sample. Time evolution is shown along vertical dimension. The 

red arrows represent the directions of wavevectors k. The arrows pointing toward the diagram 

represent absorption, and away from the diagram – emission.  
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Additionally, there is distinction between the rephasing and non-rephasing signals for each of the 

three types. In rephasing signal, the phases of the first and the third interactions are evolving in the 

opposite direction. In non-rephasing, these phases are evolving in the same direction. These 

distinctions give a total of six possible pathways for the signals in non-linear spectroscopy. In both 

transient absorption spectroscopy and two-dimensional electronic spectroscopy, it is possible to 

resolve some of the combinations of these signals.  

It is worth noting that in transient absorption coherences are not observed. While this will be 

discussed in the next section, briefly, this is due to the fact the “first” and the “second” interactions 

happen simultaneously, promoting the charges straight to population in the excited state.  

1.3. Methods of non-linear spectroscopy  

Many processes, from photosynthetic to semiconductor transitions, occur on femtosecond to 

picosecond timescales. Triplet states can last on scales of nanoseconds to milliseconds. Thus, we 

need a reliable ultrafast measurement that will allow to investigate the processes happening at the 

fastest timescales (4 - 7). Many optical components are involved in the experimental setup in order 

to construct a reliable ultrafast measurement. The main components of the setup include ultrafast 

lasers, control of pulse compression and amplitude, transient absorption or 2DES components and 

a detection mechanism. Below I will describe the instruments used for both 2DES and pump-probe 

experiments, and the unique components of each setup. 

Ultrafast oscillator 

The Ti:Sapphire crystal in Micra (Coherent) is excited with a high power 532 nm beam generated 

with diodes. Stimulated emission from the crystal is traveling between the end mirrors of the 
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oscillator cavity. The length of the cavity sets the repetition rate of the pulsed output. In this laser, 

the repetition rate is 80 MHz. Due to effects like Kerr lens modelocking, the pulse is shaped into 

~100 fs pulse with ~60 nm FWHM centered at 800-805 nm (8). The typical power output of the 

modelocked pulse is ~400 mW. The instantaneous power of this pulse output is usually not enough 

for the studies we perform in the Engel group, so this output is mainly used to seed the regenerative 

amplifier. 

Regenerative amplifier 

There are four components to the regenerative amplifier: pulse stretcher, pump beam diode, cavity 

and pulse compressor. The seed from the oscillator is stretched in time in order to avoid burning 

the Ti:Sapphire crystal in the cavity. The stretcher is a setup with a grating and a collection of 

mirrors to purposefully apply temporal chirp to the seed pulse. Simultaneously, a very high power 

(~20 W) 532 nm pump beam from the diode generates the excited states in the cavity crystal. The 

stretched seed generates stimulated emission that further travels through the cavity in roundtrips 

and is amplified (9). The ejection of the pulse from the cavity is controlled by the timings of the 

Pockels cells (10) – the electronically-controlled waveplates that, when activated, change the 

polarization of the light passing through them. The pulse coming out of the cavity is still stretched, 

so it needs to go through an ultrafast compressor. A compressor is a setup similar to stretcher, but 

reverse in action. The resulting output pulse is ~3 W, 35 fs and 30 nm FWHM centered at ~800 

nm at 5 kHz repetition rate.  
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Generation of white light continuum 

The bandwidth of the regenerative amplifier output is somewhat narrowband. A lot of experiments 

performed in the Engel group require much broader bandwidth going into 500s and 600s nm. To 

accomplish this goal, the output of the regen is focused in a pressurized argon tube (11). Argon 

atoms emit light with wavelengths between ~500-900 nm. The efficiency of this process is about 

30%, meaning that the output power is ~1 W. The light is further cut off on red and/or blue sides 

to obtain the spectrum that is needed for further experiments. The filtered output is sent to 

combination of chirped mirrors (12) and/or MIIPS (13) – this accomplishes the compression of 

light down to sub-10 fs pulse. MIIPS also provides amplitude shaping of the pulse that allows to 

have more or less Gaussian pulse in amplitude for the experiments. 

The broadened and Fourier transform-limited beam is further sent to either a transient absorption 

setup or a two-dimensional electronic spectroscopy setup. We will briefly discuss both further.   

Transient absorption spectroscopy 

The main principle of transient absorption spectroscopy is the excitation of the sample with a 

strong pump pulse and probing the excited states generated upon the first interaction with the probe 

pulse arriving at the sample after some time delay. This is accomplished by splitting the output of 

the regen or MIIPS into two pump and probe beam using a 90/10 or 95/5 (pump/probe) 

beamsplitter. The pump is further sent down to the automatic delay stage that controls the delay 

between the two pulses. It is also chopped at 2.5 kHz repetition rate to collect signals with and 

without sample’s interaction with pump. The probe travels directly to the sample. The probe is set 
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to be significantly weaker than the pump pulse in order to avoid additional excitation of the sample 

with the probe. Both beams are focused at the sample position, overlapping for best signal strength.  

  

Due to phase-matching conditions, the signal from the interaction of pump and probe with the 

sample is emitted in the direction of the probe and they travel colinearly.  The pump beam is 

blocked after the sample to avoid interference of the pump and the probe in the detector. The probe 

along with the signal are sent to the spectrometer grating to resolve the intensity of the signal at 

each wavelength. Post-grating the signal is spatially elongated and spatially chirped, and sent to a 

linescan CCD camera. This results in a collection of light intensity at certain wavelengths for each 

time delay. The data are collected for pump- and pumpless frames for further analysis. This will 

be described in detail in the next section. 

 

 

Figure 1.3. (Left) Schematic representation of transient absorption experiment. Pump and 

probe are separated by a time delay. (Right) Phase matching in pump-probe spectroscopy 

showing signal being emitted in the direction of probe pulse.  
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Two-Dimensional Electronic Spectroscopy (2DES) 

In 2DES, a level of complexity is added to the pump-probe experiment (14). What is used as a 

pump beam in transient absorption is now split into two beams. These beams are separated by a 

delay in time called coherence time. The third beam is delayed from the second one by waiting 

time. The fourth pulse acts as a probe beam and is highly attenuated to avoid additional excitations. 

The signal is emitted in many directions, however, the only collected signal comes in the phase-

matched direction, i.e. in the direction of the geometric sum of the four pulses. A total of two delay 

stages are used to generate the time delays necessary for the experiment. The four pulses are 

focused at the sample in a boxcar geometry.  

 

 

Figure 1.4. (Top) Pulse sequence for a two-

dimensional electronic spectroscopy experiment 

as time evolves.  

(Bottom) Boxcar geometry representation where 

signal is emitted in the direction of k4. 
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Figure 1.5. Schematic representation of 2DES and pump-probe spectrometers. Laser beam 

ejected from the laser passes through argon tube and MIIPS to generate broadband 

compressed pulse. The pulse is then split using beamsplitters (BS) and the reflected beam 

passes through compensating glass (CW) to correct for dispersion. Retroreflectors (RR) are 

placed on top of the translation stages (TS) to ensure that beams travel with controlled 

delay. All-reflective interferometric delay system (ARID) ensures correct coherence time. 

The beams are focused at the sample in boxcar geometry, and only local beam 4, along 

with the signal emitted in the same direction, is focused into the spectrometer and camera. 

On the right side is the pump-probe setup used to collect transient spectra for future 

phasing. Pump beam passes through RR on a delay stage, and its frequency is modulated 

with optical chopper (OC). The pump and probe beams are focused at the sample, and 

probe is then focused into spectrometer and CCD camera.  Figure adapted from (14) with 

full permission. 
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The 2DES experiment is much longer than the pump-probe experiment. This is due to the fact than 

additional coherence time stage needs to be scanned to collect signals coming from coherences 

(described above). The end result of this experiment is a collection of 2D plots with the excitation 

and detection energies along x- and y-axis, intensity shown in color. The amount of these plots is 

defined by the the waiting time span and the time step at which waiting time data are collected. 

The data analysis is discussed in the section below. 

1.4. Data processing in non-linear spectroscopy  

Issues of noise and scatter arise as a result of our measurements. While some of these issues depend 

primarily on sample characteristics (scattery sample, low signal-to-noise ratio in spectral areas 

where absorption is little), many of the challenges associated with the data collection in ultrafast 

spectroscopy experiments are addressable in the data acquisition and analysis phases of the 

experiment. Some of these challenges can be also solved during the measurement by flowing the 

sample using the peristaltic pump for liquid samples, or moving the beam around to avoid burning 

through the sample for both liquid and solid samples. However, below I discuss the methods of 

data analysis for both pump-probe experiments and 2DES.  

Transient absorption 

The probe interacts with the sample every 200 μs, or at the repetition rate of 5 kHz. We collect 

every frame of this interaction. The pump, on the other hand, is chopped to interact with the sample 

half of the times – along with every other probe interaction. Hence, we collect pump-probe frames 

and probe-only frames. The probe frames are subtracted from the pump-probe signal. Even though 

the pump beam is blocked directly after the sample, there is still strong interference between the 
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scattered pump and the signal at delay times around T = 0. If the time step in the “waiting” time is 

fine enough, we can window out the scatter around T = 0 in the Fourier domain in post-processing. 

Otherwise, if we are interested in long time dynamics, we just omit the signals in the vicinity of T 

= 0. Additionally, we collect multiple runs of the same experiment to obtain statistical information 

for further averaging and error analysis. Finally, we collect the T<0 time points (where the probe 

precedes the pump, and no signal should be observed) in order to subtract the average of these 

points and eliminate the scatter for final analysis.     

Two-Dimensional Electronic Spectroscopy (2DES) 

The signals that are collected on the detector in a 2DES experiment make a rephasing frequency 

axis, or the detection axis mentioned above. This axis can be Fourier-transformed into a rephasing 

time axis. Much like in transient absorption spectroscopy, scatter is an issue in collecting these 

spectra, but in 2DES scatter appears from interactions of four beams rather than two. During data 

acquisition, frames with one or more beams blocked are collected to obtain the scatter intensities 

from individual beams Hence, windowing needs to be performed more than once.  

The largest challenge in the 2DES experiment specifically in boxcar geometry is the loss of phase 

information along the way. This issue is resolved by taking a pump-probe measurement that retains 

phase information, and “phasing” the 2D data with respect to the pump-probe data. Projection-

slice theorem allows to match the projection of 2D spectrum to the slice of the corresponding 

pump-probe spectrum. This heavily relies of the quality of the pump-probe spectra. A way to avoid 

a phasing issue it is possible to perform 2DES experiments in pump-probe geometry.  
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CHAPTER 2 

ENERGY MOVEMENT IN PHOTOSYNTHETIC ANTENNA COMPLEXES 

2.1.     A spectroscopist’s view on photosynthesis 

Photosynthesis is the process of harvesting solar power and turning it into chemical energy in 

plants, bacteria and algae (1). In high school biology we learn that photosynthesis is the process 

of converting carbon dioxide and water using sunlight into oxygen. While this is a correct 

assessment of the process, it does not describe the complete picture. In reality, this is a much more 

complex system. The path from sunlight entering the organism to producing carbohydrates and 

oxygen takes seconds (2). For us, ultrafast spectroscopists, a second is a very long time when we 

operate on timescales of femtoseconds, or a millionth of a billionth of a second.  

We can divide the processes happening in a photosynthetic organism into chemical and 

nonchemical. The names speak for themselves – in chemical processes bonds are made and broken. 

Nonchemical processes involve the interaction of light with the organism, exciting the electrons 

into the excited states (3). This interaction is what makes us interested in the topic. As described 

in Chapter 1, we study the quantum mechanical properties of light-matter interactions, and into the 

next two chapters we will focus on discussing these quantum mechanical processes in 

photosynthetic organisms.  

Photosynthetic events can be split into three main stages (Figure 2.1). In the first stage, light 

harvesting antenna complexes harvest energy from sunlight. An organism consists of a set of light 

harvesting antenna geometrically close together that funnel energy downhill. An exciton is 

generated when the most peripheral, and the bluest, antenna complex is excited.  
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It moves downhill among the network of light harvesting antenna that have slightly different 

energy. There are reasons for the different energies in the chromophores to allow the energy to 

flow downhill: 1) the chromophores have slightly different chemical structure with different 

absorption and emission spectra (4), and 2) the environment around identical chromophores is 

different in such a way that the energy flow is facilitated thermodynamically (5). After hopping 

between chromophores, the exciton ends up in the reaction center (RC) because it is of lower 

energy than the chromophores where the light entered. This whole stage happens on a nanosecond 

timescale, and this is the stage we are most interested in as ultrafast spectroscopists. 

Figure 2.1. General stages of photosynthesis upon sunlight entering light-harvesting antenna 

in an organism. As light is absorbed by the antennae, it is transferred through a “funnel” of 

chromophores down to the reaction center. Charge separation and electron transfer to ATP 

happens in the second stage. Electrons facilitate synthesis of carbohydrates and/or oxygen in 

stage 3.  
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The second stage involves the excitation in the reaction center moving to a pigment that gets 

ionized and releases an electron. This electron then binds to an acceptor, generating an anion. The 

anion physically travels further away from the pigment cation, decreasing the probability of cation-

anion recombination. This happens on the order of hundreds of microseconds.   

The third stage is characterized by moving ATP-synthase across a proton gradient to generate 

ATP. The ATP is then fueling the reactions to form carbohydrates and oxygen. This process occurs 

on seconds timescale from the initial excitation.  

Photosynthetic processes happen incredibly efficiently despite all the competing mechanisms 

occurring in the light harvesting antennae simultaneously (1). The organisms have evolved over 

billions of years to harvest light as safely for the organism as possible, while keeping the 

forementioned three stages going properly and minimize photoinhibition (reduction in 

photosynthetic efficiency). This means that the organisms had to adapt to changes in the solar 

activity throughout the 24 hours of the day – daylight vs nighttime – and changes of intensity of 

light due to different solar activity on a given day. These protective mechanisms are designed to 

remove the excess energy from the system to prevent it from damage. When too much sunlight is 

supplied, the reactive singlet oxygen species that damage the photosynthetic machinery are formed 

(1, 6 – 9). Briefly, the photoprotective mechanisms are different in various organisms, but all rely 

on a conformational change (alternatively, electronic structure) of the chromophore or a chemical 

reaction that will pull the excess energy away from the photosynthetic machinery, or changes in 

physiological environment of the organism (6, 10). In this thesis I seek to understand the excess 

energy quenching mechanisms in cyanobacterial Synechococcus elongatus PCC 7942 

phycosilisome. 



21 

 

2.2. Energy transfer in photosynthesis 

Energy transfer upon excitation of a light-harvesting complex is the process that takes place on a 

nanosecond timescale. With the Engel group’s ultrafast spectroscopic methods, we are capable of 

measuring the rates of energy transfer to understand the mechanisms of energy flow within the 

system. The three most known types of energy transfer in photosynthesis are the following: 

 Förster Resonance Energy Transfer – with the weak inter-chromophore coupling 

 Redfield Theory – with the strong inter-chromophore coupling 

 Quantum Coherent Energy Transfer – intermediate inter-chromophore coupling 

The following sections will describe each type of energy transfer in more detail. 

Förster Resonance Energy Transfer (FRET) 

Because the chromophores in FRET are weakly coupled, the transfer occurs through hopping of 

excitations between the chromophores (11, 12). Therefore, FRET is heavily distance dependent, 

and the FRET rate is described with the following equation (Eq. 1): 

𝑘𝐹𝑅𝐸𝑇(𝑟) = 𝜏𝐷
−1(

𝑅0

𝑟
)6      (1) 

Here r is the distance between the donor and acceptor chromophores, R0 is the distance where the 

energy transfer’s efficiency is 50% and τD is the fluorescence lifetime of the donor chromophore.  

The R0 additionally is heavily dependent on J (Fig. 2.2) – the spectral overlap of the donor 

chromophore’s fluorescence and the acceptor chromophore’s absorption. We can calculate it using 

equation 2: 
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        𝑅0
6 =

8.97∗10−5𝐽𝜅2

𝑛4       (2) 

Here n is the refractive index, κ is the overlap between the transition dipoles of the donor and 

acceptor chromophores. 

 

For instance, the energy transfer mechanism in Rba. sphaeroides is mainly FRET for all the energy 

transfers down the funnel. FRET can also be expanded into generalized FRET that describes the 

interaction of delocalized excitons that are weakly coupled to each other.  

 

 

 

Figure 2.2. Spectral overlap J between the absorption spectrum of the donor molecule and the 

emission spectrum of the acceptor molecule in FRET. 
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Redfield theory 

Redfield theory operates in the strongly coupled chromophore systems (13). This means that the 

excitons forming in the light harvesting complexes are highly delocalized. This is typically 

facilitated by system-bath coupling that is much weaker than the chromophore coupling in systems 

like Fenna-Matthews-Olson complex (5, 14). This system-bath coupling is heavily dependent on 

considering the bath as phonons, or vibrational modes of the lattice. Due to Born-Oppenheimer 

approximation, the bath is oscillating at much smaller frequency than the chromophores. The 

electronic states are now mixing forming a delocalized state (Fig. 2.3). The rate of the Redfield 

energy transfer is the following (Eq. 3): 

𝑘𝐴𝐵 = 2𝛾12𝐶
𝑅𝑒(𝜔12)      (3) 

Here 𝐶𝑅𝑒(𝜔12) is the correlation function of the between the system and the bath, 𝛾12 is the spatial 

overlap between the excitons 1 and 2 that is dependent on the distance between the chromophores.  

 

Additionally, there exists modified Redfield theory that describes the organisms with not only 

strong electronic coupling, but also strong vibronic coupling (15). This does not allow to treat the 

Figure 2.3. Strong electronic coupling between electronic states ε1 and ε2 results in two 

excitons with energies E1 and E2. 
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system-bath interactions as a perturbation, but rather as part of the system complicating the overall 

Hamiltonian.    

Quantum Coherent Energy Transfer 

FRET and Redfield theory describe the chromophores or excitons as metaphorical particles that 

express particle-like behavior. Additionally, in these models the coupling between the 

chromophores is similar in magnitude to the coupling between the chromophores and the phonon 

modes from the bath. Thus, both these models ignore the fact that excitations are actually expressed 

as wavefunctions, which are heavily described with quantum mechanical principles (16).  

In ultrafast spectroscopy, we generate an exciton that we can described as the superposition of the 

ground and excited states of the chromophore. The oscillations of these superpositions happen at 

the frequency of the energy gap between the states. As time progresses after the excitation, the 

oscillations decay in waiting time, and we can probe that by Fourier-transforming the signal along 

the waiting time domain to get the frequency of those oscillations. Hence, we generate a quantum 

coherence of the superposition of ground and excited states that decays over time. These 

coherences can include electronic states or vibrational states, or both.  Quantum coherent energy 

transfer relies on quantum probabilities of the energy motion between the states, and can describe 

the energy transfer pathways in photosynthetic complexes more accurately (17).  

2.3. Excess energy quenching in light-harvesting antennae  

Photoprotective mechanisms are necessary to ensure that the photosynthetic organisms can 

function efficiently and safely (6, 18, 19). Quenching sites are generated in the antennae when the 

organism is under stress. These sites dissipate energy as heat using various photoprotective 
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mechanisms. There are as many photoprotective mechanisms as there are photosynthetic light 

harvesting complexes. However, we can group them into a few categories: 

1) Orange Carotenoid Protein (OCP) conformational change 

2) Redox changes in the system in response to light 

3) pH-mediated quenching 

4) Dissipation of sunlight as heat via exciton-exciton annihilation 

Below I will briefly discuss the first three types of excess energy quenching in various 

photosynthetic complexes. Chapter 3 of this thesis will elaborate in detail on exciton-exciton 

annihilation specifically in S. elongatus PCC 7942. 

Quenching via OCP conformational change 

Cyanobacteria contain peripheral antenna complexes called phycobilisomes that absorb sunlight 

and move the energy downhill for photosynthesis (3, 20). These phycobilisomes typically consist 

of phycoerythrin (PE, encountered in some PBS) and phycocyanin (PC) rods, and the core 

containing allophycocyanin (APC). The excitations flow down the funnel from PE to PC to APC.  

While Chapter 3 will discuss energy quenching mechanisms in cyanobacteria S. elongatus PCC 

7942, below I would like to describe a mechanism that some cyanobacteria employ to quench the 

excess light. 

The Orange Carotenoid Protein, present in some cyanobacteria like S. spirulina PCC 6803, is the 

structure that undergoes conformational change upon interaction with light (21 – 23). The native 

form of OCP – the orange form OCPo – converts into its red form OCPr upon photoactivation (Fig. 

2.4). The OCPr is now capable of binding to the core of phycobilisome and heat is emitted as a 
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result of this binding. While the mechanism of how specifically OCP interacts with the core is not 

experimentally studied, there current hypothesis is that there is charge transfer between the excited 

core of the PBS and the OCPr that allows for excess excitation quenching. Fluorescence Recovery 

Protein (FRP) is present nearby, binding to the OCPr and assisting in reversal of OCPr back to 

OCPo. This mechanism allows to reuse the OCP and FRP for the next cycle in the quenching 

process.   

 

OCP-related mechanism is also employed in some green sulfur bacteria in combination with other 

photoprotective mechanisms (24). 

Figure 2.4. Excess energy quenching mechanism in OCP-containing cyanobacteria. The light is 

absorbed by phycobilisomes, while OCP remains in its orange from. Excess light isomerized OCPo 

to red form OCPr and binds to the core of the phycobilisome. The excess energy is then released as 

heat. Fluorescence recovery protein (FRP) binds to OCPr and releases it from phycobilisome to 

continue the cycle.  



27 

 

Redox changes in the system in response to light 

In green sulfur bacteria, such as Chlorobaculum tepidum, excess energy quenching happens via 

mechanisms that are regulated with varying redox conditions (25, 26). A strong dependence of 

fluorescence lifetime on redox conditions within the organism was observed that led to the studies 

of the chemical compounds within the bacteria that can react so strongly to level of oxidation. 

Isoprenoid quinones were found in the structure, leading to believe that they undergo chemical 

reaction to assist in excess energy quenching (Fig. 2.5). These are generally observed in the 

peripheral antennae of the green sulfur bacteria, the bacteriochlorophyll c (BChl c). 

Similar mechanism is employed in the next antenna of the Chlorobaculum tepidum, the Fenna-

Matthews-Olson complex (27 – 29). It consists primarily of bacteriochlorophyll a (BChl a) that is 

embedded in the protein bath. This bath assists in the energy transfer from the highest energy BChl 

a down to the reaction center. Fluorescence lifetime measurements in isolated FMO have also 

revealed strong dependence on the redox conditions. It was further shown that this effect is 

supported by the cysteine (C-49 and C-353) residues in the bath that are located near some of the 

BChl a molecules. The thiol in the cysteine under oxidizing conditions gets converted to thiyl 

radical that further removes an electron from the excited BChl a.  
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pH-mediated quenching 

Nonphotochemical quenching in green algae occurs through the light-harvesting complex stress-

related protein (LHCSR) (30). Specifically in Photosystem II, LHCSR3 is responsible for 

quenching the excess energy in the high-light conditions. Upon excessive excitation the 

xantrophyll cycle is activated, upon which local pH is increased. Specifically, in Photosystem II, 

LHCSR3 is protonated. This further completes the xantrophyll cycle generating a quenching site 

in the membrane. In higher plants (Fig. 2.6), the protein responsible for activating the xantrophyll 

cycle is photosystem II subunit S (PsbS) (31). Both proteins are responsible for the conformational 

rearrangement of the thylakoid membrane that further facilitates the energy movement through 

charge and energy transfer. This is arguably the least understood quenching mechanism in biology, 

Figure 2.5. Dominant 

photoprotective mechanism in 

green sulfur bacteria employing 

changes in the redox potential. 

In BChl c, oxidizing conditions 

activate quinone isomerization. 

In BChl a of FMO cysteine-49 

and cysteine-353 participate in 

excess energy quenching under 

oxidizing conditions.  
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and a lot of studies are underway to understand the location of the components that are responsible 

for the quenching.  

 

Understanding the mechanisms described above is essential to identifying conditions for artificial 

photosynthetic systems. Many organisms employ more than one type of mechanism, to facilitate 

long- and short-term protection. Moreover, high-light conditions are not the only requirements to 

activate photoprotection: nutrient deficiency, sudden and rapid change of environmental 

conditions add to the stress-related protection and complicate the studies of light-related 

mechanisms.  

 

 

 

 

 

Figure 2.6. In green algae 

and higher plants, LHCSR 

and PsbS proteins 

respectively get activated 

in low pH conditions. 

Xantrophyll cycle is then 

turned on, where 

violaxanthin deepoxidaze 

(VDE) is responsible for 

deradicalizing BChl a in 

LHC  
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CHAPTER 3 

EXCESS ENERGY QUENCHING IN CYANOBACTERIAL PHYCOBILISOMES 

3.1. Cyanobacteria as the oldest oxygenic photosynthetic organisms 

Cyanobacteria, aka blue-green bacteria, are some of the oldest oxygenic prokaryotes known to 

date. For ~2.4 billion years cyanobacteria have played a key role in carbon and nitrogen fixation 

and generation of molecular oxygen and energy-rich carbohydrates (1). It is believed that 

cyanobacteria are responsible for converting the Earth’s reducing atmosphere into an oxidizing 

one through photosynthesis, which largely benefited towards spreading of oxygen-tolerant 

organisms. This is known to be the Great Oxygenation Event (2). The photosynthetic functions are 

possible due to cyanobacteria’s ability to harvest solar energy and convert it to useful chemicals 

in a chain of chemical reactions, collectively called as Calvin cycle (3). The vast diversity of 

cyanobacterial species accounts for all kinds of conditions they live in – from bottoms of the ponds 

to some of the driest environments encountered on Earth. It is the blooms of aquatic cyanobacteria 

that are responsible for the colors of some still bodies of water (4).  

Typically, cyanobacteria are unicellular organisms, although there are species that are 

multicellular. They tend to have thick gelatinous walls protecting the DNA and photosynthetic 

machinery from the effects of their environment. The bacteria contain nucleoids in the form of 

DNA rings, ribosomes, carboxysomes and RuBisCO enzyme that are responsible for capturing 

carbon dioxide and reducing it respectively (Fig. 3.1). The photosynthetic machinery in 

cyanobacteria is represented by phycobilisomes attached to thylakoid membranes that are located 
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all around the cell. In fact, the shade of blue-green color of cyanobacteria is defined by the amount 

of phycocyanin protein – the component of phycobilisomes that is prevalent in their structure.  

 

Peripheral phycobilisomes capture the solar energy and move it down the funnel to the thylakoid 

membrane that contains a reaction center, and photosystems I and II. The electron that is released 

from the reaction center is further sent to the Calvin cycle to produce carbohydrates, oxygen, or – 

depending on the type of bacteria – nitrogen or hydrogen (3). 

Upon DNA-damaging stress, most cyanobacteria are known to be have DNA-repairing genes, thus 

allowing for DNA-repair (5). Through DNA-repair mechanisms cyanobacteria are capable of 

adapting to the new environments and spread further in the world.   

Understanding oxygenic photosynthesis in model systems like cyanobacteria allows for designing 

methods for energy storage and transport in artificial systems. Mutagenesis is the first step to 

identify the portions of bacteria responsible for certain photosynthetic processes. Investigating the 

Figure 3.1. Generic structure of cyanobacteria. Thylakoids are bound to peripheral 

phycobilisomes that are responsible for light harvesting. Figure adapted from (41) within 

conditions set by Creative Commons License CC BY-SA 3.0 
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changes in the bacteria structure in a billion-year-old evolution process of cyanobacteria can enable 

us to develop artificial photosynthetic systems alleviating the energy crisis and providing a source 

of clean energy for the ever-increasing demand of power for human needs.  

3.2. Peripheral phycobilisomes 

The entry point for sunlight in cyanobacteria is a light harvesting antenna called phycobilisome. 

These phycobilisomes have different structures depending on the organism they are present in, and 

the conditions the organism lives in. However, there is a generalized structure to phycobilisome 

antenna complex typically consisting of three types of phycobiliproteins (Fig. 3.2). These proteins 

are phycoerythrin (PE, bright red, abs. max. @560-580nm), phycocyanin (PC, bright blue, abs. 

max. @620nm) and allophycocyanin (APC, green, abs. max. @650-680nm) (6). All these proteins 

are well soluble in aqueous media. The phycobiliproteins are oriented in a way to allow the energy 

from the sunlight to flow downhill like in a funnel, meaning that PEs would be the first ones to 

interact with the light. Then the energy is passed down to PCs and further to APCs (3).  

 

Figure 3.2. Generic structure of phycobilisomes. Phycoerythrin and Phycocyanin compose the 

rods, while allophycocyanin is present in the cylinders of the core. The amount of PE, PC and 

APC, as well as the amount rods and core cylinders varies depending on the organism. 
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The core is directly linked to the thylakoid membrane that contains the rest of the photosynthetic 

machinery. Many studies have shown the structural organization of these proteins to accommodate 

the energy flow. In phycobilisomes, there are two major components, collectively called as the 

rods and the core. The core is directly linked to the thylakoid membrane that contains the rest of 

the photosynthetic machinery. The rods typically contain PEs and/or PCs, while core primarily 

consists of APCs. The rods and the core are stabilized individually and bound together with non-

chromophorylated linker proteins.  Each of the phycobiliproteins has a mass between 15 and 25 

kDa, and contains α and β subunits. These subunits contain the tetrapyrrole chromophores that 

absorb sunlight. The chromophores are associated with the phycobiliproteins and their absorption 

spectrum strongly depends on the conformation of the protein around them.  

Microscopic studies show that the phycobiliproteins are assembled into trimeric discs or hexameric 

double discs (7). While PEs and PCs typically form hexamers, and APC are represented as trimers, 

the pH conditions can alter the configurations switching the structure between trimers and 

hexamers. Each disc is roughly 12nm in diameter and 3nm wide (8). Each rod consists of 3-4 

hexamers of PE and/or PC depending on the organism. These rods are assembled onto a two- or 

three-cylinder core, each cylinder containing 4 trimers of APC. For instance, Synechocystis sp. 

PCC 6803 has six rods containing only phycocyanins, and three core cylinders containing APC 

(9). Alternatively, Porphyridium cruentum contains primarily phycoerythrins in the rods and APCs 

in the three-cylinder core (10). The species presented in this thesis is Synechococcus elongatus 

PCC 7942. Its detailed structure is presented in the next section, along with spectroscopic studies 

of the excess energy quenching in the phycobilisomes extracted from the organism.  
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3.3. Excess energy quenching in S. elongatus PCC 7942 

This section is currently the manuscript in preparation, and is published in this thesis with 

permission from the authors.    

3.3.1 Introduction 

Cyanobacteria are important organisms in the biosphere that carry out nitrogen fixation, 

methanogenesis and oxygenic photosynthesis (11). The transfer-to-trap efficiency of 

cyanobacterial photosynthesis is remarkably high, and numbers between 80 and 95% are generally 

reported (3, 12). An energetic funnel in which photogenerated excitons move downhill from light 

harvesting antennae to the reaction center is responsible for the high transfer-to-trap efficiency (3, 

13).  

Cyanobacterial Photosystem II (PSII) and Photosystem I (PSI) reaction centers (RC) convert 

excitons at 680nm and 700nm respectively to separated charges, and the associated antenna 

complexes of cyanobacterial photosynthesis absorb all visible wavelengths shorter than 700nm 

efficiently. Carotenoid chromophores in the photosystems absorb the bluest wavelengths, and 

chlorophyll a molecules absorb the reddest. The spectral region between 550 and 700nm is covered 

by tetrapyrrole based phycobilin (PB) chromophores which are found in the antenna complex 

assembly known as the phycobilisome (PBS). 

The PBS complex attaches to the stromal side of both PSI and PSII and funnels photogenerated 

excitons to them. Phycobilin chromophores are covalently bound to their water-soluble 

hycobiliprotein environments in the PBS complex. PB absorption properties are tuned exclusively 

by chromophore-protein interactions, and chromophore-chromophore interactions are negligible 
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in phycobiliproteins (14). FRET hopping describes exciton dynamics in the PBS complex and 

large interchromophore distances preclude other energy transfer mechanisms (15). The PBS 

structure for Synechococcus el. PCC 7942 is shown in Figure 1 along with its absorption spectrum. 

This PBS complex is made of six rods that are assembled onto a core. Each rod consists of three 

hexamers of the phycocyanin (PC) protein and each PC monomer binds three phycocyanobilin 

(PCB) molecules (9, 16) and the core consists of two tetramers of four trimers of the protein 

allophycocyanin (APC). The rods are connected to the core through linker proteins. PCB is the 

only phycobilin chromophore found in Synechococcus el. PCC 7942. Chromophore protein 

environments tune the absorption of PC to ~620nm and that of APC to ~650nm to maintain the 

energetic funnel (17).  

The redox chemistry of the PSI and PSII reaction centers is typically slower than the photon 

absorption rate in high solar-fluence conditions (13, 18). On the ms timescale, abnormal focusing 

of sunlight at shallow water depths can also create a large imbalance between the photon 

absorption rate and the RC turnover rate (19, 20). In this scenario, numerous photoprotective 

strategies are employed to dissipate excess excitations without stressing the RC. For example, PSI 

RCs are surrounded by red chlorophylls, which absorb redder wavelengths than 700nm and hold 

funneled excitons to slow the exciton trapping process in the RC. A photoprotective role of these 

chlorophylls has been suggested (21). In Synechocystis sp. PCC 6803, a small protein called the 

Orange Carotenoid Protein (OCP) binds to the PBS complex to drive non-photochemical 

quenching of excess excitations (17, 22, 23). Intrinsic light-activated dissipation has also been 

shown in this species (24). However, the OCP is not found in Synechococcus el. PCC 7942, and 

the fate of excess excitations in this PBS complex is not as well-understood.  
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To observe excitation funneling from PC to APC in the PBS of Synechococcus el. PCC 7942 and 

pinpoint the site of excess exciton quenching, we perform fluence-dependent ultrafast broadband 

transient absorption measurements on isolated complexes in this work. This technique has been 

successfully used in the past to observe FRET frustration in Cy5 dyes on DNA (25), efficient 

exciton annihilation in monolayer  MoS2 (26), and decode exciton equilibration timescales in 

LHCII (27) trimers and LH2 membranes (28).   

 

Figure 3.3: a) Phycobilisome isolated in the 1.5M sucrose layer and the structure of the 

Synechococcus el. PCC 7942 phycobilisome – the phycocyanin rods are shown in blue and the 

allophycocyanin core is shown in red. Linker proteins are shown in green and grey b) Absorption 

spectrum of the phycobilisome and laser spectrum used in study. 

 

We look at pump fluence values corresponding to 250 W/m2 to 2750 W/m2 in comparison to the 

~1000 W/m2 value of solar fluence on a sunny day at the equator (3). Interestingly and counter-

intuitively, we find that excess excitations created in the PC rods of the PBS are annihilated before 

they transfer to the APC core. The APC core has fewer chromophores than the PC rods (29, 30), 

and fast exciton equilibration within the rods in comparison to the PC to APC transfer timescale 

alleviates stress on these APC chromophores. Our transient differential transmission data for the 
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different pump fluences fits to a simple second order annihilation model well (26), and we recover 

exciton hopping times between PC chromophores with our model (14, 28). Our recovered hopping 

times are in excellent agreement with literature (15, 31). 

3.3.2 Experimental Methods 

Phycobilisome isolation: Phycobilisome complexes are isolated from wild-type Synechococcus 

elongatus sp. PCC 7942. Cells are grown in BG-11 medium under white room lights at room 

temperature. The isolation is adapted from the procedure of Kirilovsky and co-workers (32). Cells 

are pelleted for 40 minutes at 4000 rpm. The pelleted cells are resuspended in 1M potassium 

phosphate (KP) buffer and washed at 4000 rpm for 40 minutes multiple times before resuspension 

in minimal KP buffer. Visible impurities are removed after every wash. Resuspended cells are 

vortexed with glass beads in a 1:1 volume ratio of beads and suspension three times for 1 minute. 

To avoid local heating, the suspensions are placed on ice for 1 minute after every vortex cycle. 

The lysed cells are incubated for 30 minutes with Triton X-100 (2% v/v) at 28oC in the dark. 

Phycobilisome supernatant is separated from cell and glass debris by centrifugation at 20000 rpm 

for 20 minutes. This procedure is repeated several times to maximize phycobilisome yield. The 

recovered supernatant is loaded on a discontinuous sucrose gradient of 1.5M, 0.75M, 0.5M and 

0.25M sucrose in KP buffer (Figure 3.3a). The gradients are ultracentrifuged overnight at 24000 

rpm. The deep blue 1.5M sucrose band is isolated and stored in -80oC for subsequent spectroscopic 

measurements. Phycobilisome integrity is confirmed with gel chromatography (see Figure 3.6), 

fluorescence spectroscopy and circular dichroism (CD) spectroscopy (Figure 3.7). Our gel is in 

good agreement with an earlier reported gel of the PBS complex of Synechococcus el. PCC 7942 
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and shows a prominent PC band at ~20kDa, confirming that the PC complexes make it to the 

heaviest sucrose fraction as intact phycobilisomes (33). 

Absorption, fluorescence, and circular dichroism spectroscopy: Absorption spectrum of the 

phycobilisome is obtained in a 1mm path length cuvette in an Agilent Cary 5000 spectrometer. 

Two-dimensional fluorescence spectra are obtained in a 1cm cuvette with 0.05OD sample in a 

Horiba JobinYvon Fluorolog-3 spectrophotometer. CD spectra are obtained in a 1mm cuvette on 

a 1.0 OD sample in a Jasco J-1500 CD Spectrometer.  

Transient differential transmission spectroscopy: Sub-40 fs pulses centered at ~800nm with 

average power 2.7W and repetition rate of 5kHz are generated in a Ti:Sapphire Coherent Legend 

Elite regenerative amplifier seeded by a Coherent Micra Ti:Sapphire oscillator. The laser beam is 

focused in argon gas at 18psi. The resulting white light supercontinuum is compressed after 

extreme red and blue filtering to ~10 fs using an SLM based pulse shaper (Biophotonic Solutions 

Inc. MIIPSBOX640). A representative laser spectrum is shown in Figure 3.3b. The compressed 

pulse is split into pump and probe beams with a 90/10 beam-splitter. The pump beam is passed 

through a mechanical delay stage (Aerotech) and chopped at 2.5 kHz. The pump and probe were 

focused into a 200um sample cuvette and the beam size was characterized to be ~290um. The 

probe was then aligned to a Shamrock spectrometer and resolved at a Teledyne Dalsa Spyder 3 

CCD camera. The pump energies are attenuated to 14nJ, 35nJ, 61nJ and 146nJ per pulse using 

neutral density filters for the annihilation measurements and probe intensity is attenuated by two 

orders of magnitude.  
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Figure 3.4: a) Averaged transient differential transmission map for the 46 μJ/cm2 fluence. b) and 

c) Differential transmission as a function of pump-probe delay at 568 and 605nm for 10, 26, 46 

and 110 μJ/cm2 respectively. 

3.3.3. Results and Discussion 

Two main spectroscopic features are observed in the waterfall plot (Figure 3.4a) of the transient 

transmission data for all fluences: a decaying positive feature between 560 nm and 620 nm, 

peaking at 605 nm and a decaying negative feature red of 625 nm peaking at 632 nm. Here, positive 

features correspond to ground state bleach and stimulated emission signals and negative features 

correspond to photo-induced absorption signals. A strong fluence dependence of differential 

transmission signal decay is seen throughout the positive feature on the 50 ps timescale (Figure 

3.4a). Weaker fluence dependence is seen in the negative feature and cannot be deconvoluted from 

the standard error of our measurements.  

Pump-probe and time-resolved fluorescence studies have uncovered exciton dynamics in 

phycobilisome complexes of many cyanobacterial species. Earlier transient absorption studies also 

show prominent ground state bleach and photo-induced absorption signals in the phycobilisomes 

of Thermosynechococcus vulcanus (34), Synechocystis sp. PCC 6803 (17), and Arthospira 

platensis (35) in the same spectral region. The positive feature seen in our data has been previously 
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attributed to ground state bleaching of the PC and APC phycocyanobilin chromophores. Previous 

studies suggest that the red negative signature observed in the transient transmission plot is not 

caused by the excited state absorption of excited phycobilin molecules. Instead, an electrochromic 

shift of phycobilin chromophores neighboring excited chromophores has been suggested as the 

cause of this redshifted transient signal (35, 36). 

Largely overlapping absorption spectra of phycocyanin and allophycocyanin chromophores lead 

to spectral congestion and make the deconvolution of phycocyanin specific dynamics difficult in 

this PBS complex (37, 38). To selectively observe exciton-exciton annihilation and decay 

dynamics in the PC rods, we look at the blue wavelength of 568 nm at which APC absorption is 

minimal (37). A previous pump-probe study on A. variabilis allophycocyanin trimers showed 

undetectable ground state bleach signal blue of 620 nm (39). We note that the deconvolution of 

APC specific dynamics is not possible in our data due to the strong PC-APC spectral overlap and 

the presence of the electrochromic photoinduced absorption signals at the reddest wavelengths. 

Fluence-dependent transient differential transmission plots at 568 nm for the different light 

fluences used in our experiment are shown in Fig. 3.4b. A dependence on the fluence is seen in 

the dynamics, with higher fluences leading to faster signal decays. This fluence dependence is also 

seen through the entire positive feature, but we restrict ourselves to the bluest signal region to 

prevent convolution of PC rod dynamics with APC core dynamics which are also excited in our 

broadband experiments. A biexponential fit (see Figure 3.9) for these curves yields a 7-10ps 

component (see Table 3.3), that remains relatively unchanged with fluence and a ~150ps time 

constant for the lowest fluences that systematically shortens to ~50ps with increasing fluence. 

Previous studies have attributed a 150-200ps time constant to exciton transfer from PC to APC 
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(35). This changing time constant confirms that a biexponential fit cannot explain the underlying 

dynamics, and higher order effects are at play.  

To test if the fluence dependence arises from exciton-exciton annihilation, we first calculate the 

number of excitations on each rod for the four different light fluences (25, 37, 40). We obtain 

values of 0.5, 1.4, 2.4 and 5.7 initial number of excitations per rod,  𝑁(0)  for the 10, 26, 46 and 

110 μJ/cm2 fluences. We model the exciton-exciton annihilation process after a simple second-

order differential equation (26): 

                                                           
𝑑𝑁(𝑡)

𝑑𝑡
= −𝛾𝑎𝑁(𝑡)2                                  (1) 

where 𝑁(𝑡) is the number of excitations per rod at a given time 𝑡, and 𝛾𝑎 is the rate of exciton-

exciton annihilation. Solving for 𝑁(𝑡) gives: 

                                                          𝑁(𝑡) =
𝑁(0)

1+𝛾𝑎𝑁(0)𝑡 
                                                                       (2) 

We fit the obtained transient differential transmission data for all fluences to this equation and the 

calculated 𝑁(0) values. The fits of our data and the calculated initial number of excitations are 

shown in Fig. 3.5a. The annihilation rate is the unknown parameter in equation (2) and is obtained 

through our fits for the different fluences. A wide range of FRET hopping rates (500fs to 50ps) 

have been calculated for the PC rods (15), and annihilation likely occurs through a combination of 

these hops, with hopping between closest chromophores most likely to occur in the highest fluence.  

Using the obtained exciton-exciton annihilation rate, we calculate the mean exciton hopping time 

for the four fluences using the formula (14, 28): 

                                                          𝛾𝑎
−1 = 0.5 ∗  𝜂 ∗ 𝑓𝑑 ∗ 𝜏ℎ𝑜𝑝                                                                    (3) 
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where 𝜂 is the total number of chromophores involved in the hopping process (54 per rod), 𝑓𝑑  is 

the fractal dimension of the lattice on which exciton hopping occurs and  𝜏ℎ𝑜𝑝 is the unknown 

parameter, the mean exciton hopping time. We assume 𝑓𝑑 to be 1 for the phycocyanin rods because 

this value has not been calculated but ranges between 0.7 and 1 for most photosynthetic complexes 

(28). We obtain a 𝜏ℎ𝑜𝑝 value of ~1.6ps using this formula. The chromophore lattice of phycocyanin 

rods is not ordered and its fractal dimension has not been reported to our knowledge. The hopping 

time obtained through our annihilation measurements is thus an approximate average of many 

different FRET hopping times that have been previously calculated and reported (14). Our fits 

coupled with the ~140ps time constant of PC to APC hops, confirm that the difference in fluence 

dependent dynamics at 568nm is seen due to exciton-exciton annihilation within PC rods and 

before transfer to APC cores. 

 

Figure 3.5: a) Second order fits for the transient differential data for the different number of 

excitations per rod calculated for our fluences b) Recovered hopping times off ~1 ps correspond 

to   exciton hops between 𝛼84 and 𝛽84 (shown in pink) chromophores of adjacent monomers within 

a PC trimer. 

⍺841

β842

~1 ps

a b
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In summary, we have shown that excess excitons created in the highest energy phycobilin 

chromophores in the cyanobacteria Synechococcus el. PCC 7942 are quenched through an exciton-

exciton annihilation mechanism within the PC rods before they hop downhill to the APC core and 

then on to the photosystems. We show the viability of fluence-dependent pump-probe experiments 

in pinpointing sites of excess exciton quenching and modeling equilibration between isoenergetic 

and spectrally congested chromophore arrays. The photosynthetic design principle observed in our 

work prevents stress on the smaller APC cores, and on the photosystems which are also likely the 

sites of multiple exciton generation in the high solar fluence regime that we emulate in our 

experiments. This finding is especially relevant in the context of other phycobilisome quenching 

mechanisms, including OCP binding and fluorescence blinking (24) and shows that many layers 

of photoprotection have likely developed in the light harvesting phycobilisome complex. 

3.4.    Supplementary information 

3.4.1 PBS integrity confirmation 

Figure 3.6. The sucrose gradient 

layer with the isolated 

phycobilisome was tested using 

SDS-PAGE for integrity. Gel was 

confirmed with Sato, et al. (33). 
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Table 3.1. SDS-PAGE lane descriptions 

 

Figure 3.7. Circular dichroism spectrum of phycobilisome PCC 7942 
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3.4.2. Number of excitations in pump-probe experiment 

In order to identify the amount of excitons generated upon excitation, we perform the calculation 

adapted form Dostal and co-authors (40). The following equation described the number of 

excitations per phycocyanin rod: 

𝑒𝑥𝑐

𝑟𝑜𝑑
= 𝐸𝑝𝑢𝑚𝑝 ∗ 𝐴𝑜𝑣𝑒𝑟𝑙𝑎𝑝 ∗

∫𝑃𝑢𝑚𝑝(𝜆) ∗ 𝜆 ∗ (1 − 10−𝐴(𝜆))𝑑𝜆

ℎ𝑐 ∫𝑃𝑢𝑚𝑝(𝜆)𝑑𝜆
∗

1

𝐶𝑁𝐴𝑑
 

Here, 𝐸𝑝𝑢𝑚𝑝 is the average energy of the pump pulse collected with Coherent LabMax-TOP 

powermeter, 𝐴𝑜𝑣𝑒𝑟𝑙𝑎𝑝 is the effective area of the pump and probe overlap, 𝑃𝑢𝑚𝑝(𝜆) is the 

spectrum of the excitation pulse collected with Ocean Optics USB4000 Spectrometer, 𝐴(𝜆) is the 

phycocyanin absorption spectrum, C is the molar concentration of the phycocyanin rods in the 

solution, 𝑁𝐴 is the Avogadro’s number and d is the thickness of the sample cell in pump-probe 

measurements. 

3.4.3. Annihilation model fittings for multiple wavelengths in GSB region 
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Figure 3.8. Fits to annihilation model at a) 568nm, b) 588nm, c) 596nm and d) 605nm. The 

quality of the fit decreases with the increased contribution from the allophycocyanin core. 

 

  0.5 exc/rod 1.4 exc/rod 2.4 exc/rod 5.7 exc/rod 

568nm R2 0.72 0.95 0.98 0.99 

kEEA (1/fs) 4.96x10-5 2.44x10-5 2.14x10-5 1.49x10-5 

τhop (ps) 0.84±0.19 1.53±0.09 1.74±0.07 2.48±0.08 

588nm R2 0.80 0.92 0.96 0.96 

kEEA (1/fs) 3.84x10-5 2.51x10-5 1.71x10-5 1.16x10-5 

τhop (ps) 0.98±0.09 1.50±0.15 2.18±0.13 3.21±0.06 

596nm R2 0.75 0.91 0.94 0.94 

kEEA (1/fs) 4.24x10-5 2.58x10-5 1.72x10-5 1.06x10-5 

τhop (ps) 0.88±0.03 1.45±0.11 2.17±0.11 3.52±0.13 

605nm R2 0.75 0.90 0.94 0.93 

kEEA (1/fs) 4.96x10-5 3.01x10-5 1.88x10-5 1.15x10-5 

τhop (ps) 0.76±0.08 1.27±0.14 2.00±0.15 3.24±0.11 

 

Table 3.2. Annihilation rates and hopping times from the annihilation model 
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3.4.4. Pump-probe biexponential fitting constants 
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Figure 3.9. Pump-probe fluence dependence shown at a) 568nm, b) 588nm, c) 596nm and d) 

605nm, e) 632nm, f) 642nm, g) 652nm.  

 

Tables of fitting constants from the biexponential fit retrieved at different wavelengths 

568nm 

 R2 a1 T1 (ps) a2 T2 (ps) 

10 μJ/cm2 0.85 0.29 6.5 0.71 153 

26 μJ/cm2 0.98 0.42 11.3 0.58 140 

46 μJ/cm2 0.99 0.40 7.7 0.60 72 

110 μJ/cm2 0.97 0.49 7.0 0.51 50.2 

 

588nm 

 R2 a1 T1 (ps) a2 T2 (ps) 

10 μJ/cm2 0.74 0.28 8.02 0.72 206 

26 μJ/cm2 0.86 0.33 6.85 0.67 102 

46 μJ/cm2 0.85 0.36 7.50 0.64 88.5 

110 μJ/cm2 0.70 0.47 6.71 0.53 69.1 

 

596nm 

 R2 a1 T1 (ps) a2 T2 (ps) 

10 μJ/cm2 0.96 0.29 6.74 0.71 185 

26 μJ/cm2 0.78 0.35 6.84 0.65 110 

46 μJ/cm2 0.87 0.37 6.85 0.63 93.5 

110 μJ/cm2 0.87 0.47 6.90 0.53 81.9 
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605nm 

 R2 a1 T1 (ps) a2 T2 (ps) 

10 μJ/cm2 0.95 0.35 7.32 0.65 194 

26 μJ/cm2 0.89 0.39 6.67 0.61 107 

46 μJ/cm2 0.97 0.40 6.89 0.60 94.0 

110 μJ/cm2 0.99 0.49 6.48 0.51 80.9 

 

632nm 

 R2 a1 T1 (ps) a2 T2 (ps) 

10 μJ/cm2 0.49 0.14 5.78 0.86 112 

26 μJ/cm2 0.93 0.45 19.3 0.55 168 

46 μJ/cm2 0.79 0.99 52.2 0.01 48 

110 μJ/cm2 0.97 0.68 19.8 0.32 65 

 

642nm 

 R2 a1 T1 (ps) a2 T2 (ps) 

10 μJ/cm2 0.62 0.13 5.23 0.87 103 

26 μJ/cm2 0.95 0.21 14.2 0.79 94.4 

46 μJ/cm2 0.98 0.73 38.1 0.27 484 

110 μJ/cm2 0.99 0.52 16.2 0.48 147 

 

652nm 

 R2 a1 T1 (ps) a2 T2 (ps) 

10 μJ/cm2 0.19 0.03 5.29 0.97 149 

26 μJ/cm2 0.75 0.0002 2.33 1 126 

46 μJ/cm2 0.90 0.0006 113 1 117 

110 μJ/cm2 0.97 0.55 28.6 0.45 536 

 

Tables 3.3. Fitting constants for biexponential fits of the data at multiple wavelengths 
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3.4.5. Pump-probe spectra reproducibility 

  

  

Figure 3.10. Reproducibility of pump-probe spectra at a) 0.5 excitations/rod, b) 1.4 

excitations/rod, c) 2.4 excitations/rod and d) 5.7 excitations/rod 
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3.4.6. Long time dynamics in pump-probe spectra  

 

  

Figure 3.11. Pump-probe spectra collected to 1ns delays. a) Excitation spectra for 50ps vs 1ns 

spectra show the difference in relative excitations at various wavelengths; the overall number of 

excitations per complex remained the same throughout both measurements. b) 1ns spectra 

probed at 605nm. c) 1ns spectra probed at 632nm. In b) and c) the relatively low intensity of 

excitation light at blue wavelengths did not allow for collecting spectra at 568nm.    
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CHAPTER 4 

DEVELOPMENT OF METHODOLOGY FOR PRECISE HAMILTONIAN 

MEASUREMENT AND CALCULATION 

 

The following chapter is adapted with full permission from:  

B.S. Rolczynski, S.H. Yeh, P. Navotnaya, et al. Time-domain line-shape analysis from 2D 

spectroscopy to precisely determine Hamiltonian parameters for a photosynthetic complex. 

Journal of Physical Chemistry B, 125(11):2812-2820, 2021 

The SI for this research article is provided in the following link:  

https://pubs.acs.org/doi/10.1021/acs.jpcb.0c08012 

4.1. Overview 

Fenna-Matthews-Olson (FMO) complex is a light-harvesting complex encountered in green sulfur 

bacteria. It is stable in bacteria in the form of a trimer, and facilitates the energy transfer from BChl 

c down to the reaction center. Each trimer consists of 8 BChl a chromophores in the site basis, and 

they form 8 excitons in the exciton basis. Each exciton is a combination of certain BChl a 

molecules that form an energy funnel. As one of the most studied pigment-protein complexes in 

photosynthesis, it provides a wealth of knowledge about energy transfer, photoprotection and 

quantum coherences. However, there is a debate in the FMO community about the participation of 

the 8th exciton in the energy transfer down to the reaction center. Additionally, because it is so well 

studied, FMO is usually used as a model system for developing methodology to predict 

Hamiltonian of the system of interest. Both experimental and theoretical methods are being 

https://pubs.acs.org/doi/10.1021/acs.jpcb.0c08012
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developed based on the FMO knowledge to further use them in the less-studied systems. In this 

work, we use 2DES and HEOM along with new post-processing techniques to obtain the 

Hamiltonian of FMO complex and compare it to other existing models. I have contributed to the 

work in 2DES data collection and analysis.  

4.2. Introduction 

Optical spectroscopy can probe the energy levels and dynamics of chemical systems; but in 

complex systems, spectral broadening often complicates the analysis of the underlying electronic 

structure. Photosynthetic pigment-protein complexes are often challenging in this regard because 

they involve many identical, electronically coupled chromophores to perform electronic energy 

transport, yielding many optical transitions at similar frequencies. Despite the broadening, to 

understand the processes and dynamics in systems like these, it is important to understand the 

energies of the individual electronic states.  

For instance, the energy levels have been pursued in the Fenna-Matthews-Olson complex (FMO). 

Like other pigment-protein complexes, FMO has attracted attention for its efficient energy 

transport, which is likely due to the proteins’ abilities to control the alignment of their energy 

levels, coupling, and embedded chromophores’ positions. FMO also has other convenient 

properties that contributed to its study, such as a linear absorption spectrum that overlaps well with 

the spectrum of a Ti:Sapphire light source, its history as the first photosynthetic protein to have a 

published X-ray structure (1), and its relatively simple structure for a pigment-protein complex. 

Its coherent quantum dynamics have been studied since 1998 (2, 3) and over that time, earlier 

interpretations have been supplanted by others that question the biological relevance (4). 
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 However, the question of FMO’s energy structure predates studies of its coherent dynamics, as 

knowledge of the energy structure is important to understand both its incoherent and coherent 

dynamics. The purpose of this study is to determine the energy levels of FMO’s eigenstates. 

FMO’s Qy band contains eight electronic energy levels in an 800 cm-1 window, and understanding 

the corresponding peak positions is important for simulating or understanding the dynamics of this 

system. In the last three decades, both the proposed exciton energies and the tools used to deduce 

them have advanced. In 1992, Pearlstein et al. applied a fit to the linear absorption spectrum of 

FMO to obtain peak positions (5). Later studies in that decade considered additional evidence such 

as linear dichroism (6), circular dichroism (7), and transient absorption spectra (8). More recent 

studies employed 2D spectroscopy, genetic algorithms, and quantum mechanical models (9 – 13). 

In 2009, an eighth bacteriochlorophyll site was reported in FMO, causing renewed investigation 

of the electronic energies because previous investigations had assumed that only seven peaks 

composed the spectrum (14). Subsequently, the energy level and dynamics of the eighth exciton 

were studied using a combination of experimental and theoretical techniques (15 – 17). 

Mutagenesis was used to knock out individual sites, and the resulting linear absorption and circular 

dichroism spectra were measured (18). While this method was revealing, mutations can also have 

side effects on neighboring sites and their vibrational couplings (19). Milder and co-workers have 

provided a review of many of these studies (19). While this sustained effort has made substantial 

progress in deducing the eigenenergies, it would be beneficial to observe the peak positions 

directly. 

When excited optically, coupled chromophores emit a signal according to their excitonic transition 

energies and oscillator strengths. Rapid fluctuations of the energy levels over time can result in 
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decoherence (21). Stochastic, multimode, Brownian oscillator models provide analytical 

descriptions for these processes (22). These models describe exponential or Gaussian time-domain 

decay functions in the homogeneous or inhomogeneous broadening limits, respectively, and 

provide useful rules of thumb for the spectral characteristics in these limits.  

Here, we take advantage of these dynamics to identify peak positions within the spectra. We 

acquire 2D electronic spectra of the Fenna-Matthews-Olson complex using a previously described 

non-collinear 2D spectrometer (23). In this spectroscopic method, the sample interacts with light 

four times, and the signal is measured as a function of the time delays between each of these 

interactions. These are known as the coherence-, waiting-, and rephasing-time domains, 

respectively. When the coherence- and rephasing-time domains are converted to their respective 

frequency domains by Fourier transform, 2D spectra are obtained as a function of the waiting time, 

which is analogous to the time delay in a transient absorption experiment.  

The coherence- and rephasing-time domain dynamics discussed here are different from the 

waiting-time dynamics that have often been debated previously (4, 24). Whereas these discussions 

often involve signals that beat with respect to waiting time, due to zero-quantum coherences within 

that time domain, the signals we discuss here are one-quantum coherences in the coherence- and 

rephasing-time domains. Questions about the signal attribution in the waiting-time domain arise, 

in large part, because of the many possible electronic and vibrational configurations a system 

(initially in its ground state) can access after two interactions with light. The possibilities include 

vibrational wavepackets within a single ground or excited electronic state, electronic coherences 

between distinct excited states, and more variations such as vibrons that involve mixed electronic 

and vibrational states (9, 25, 26). In FMO, the spacing between vibrational modes, and those 
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between the excited electronic states, are similar in energy, so the assignment of particular beating 

signals to coherences between vibrational, electronic, or vibronic states requires care and has 

elicited debate. However, this issue is particular to the ambiguous contributions of the electronic 

and vibrational states to the zero-quantum signal patterns, which only appear in the waiting-time 

dynamics. In contrast, neither the coherence- nor rephasing-time domains feature zero-quantum 

coherences. 

This study seeks the Hamiltonian’s eigenvalues regardless of which physical states (electronic, 

vibrational, or vibronic) compose them. Its approach is to use a method that selectively filters the 

signal components producing the most spectral broadening, in order to deduce the peak positions 

of otherwise highly overlapping peaks within the spectra. By the use of 2D spectroscopy at 77 K, 

weak but persistent signals remain 1 ps after excitation from the coherences between the ground 

and excited states. Because of the low temperature and the low intensity of these signals, their 

existence at 1 ps does not address discussions of functionally or biologically relevant dynamics, 

but this study will demonstrate that the signals can nonetheless be used to distinguish overlapping 

spectral features in the optical spectra. A time-domain filtering method (27) is used to isolate 

narrowed spectral peak contributions in experimentally measured spectra and determine the 

eigenenergies of the system by direct observation. This method is first tested on calculated spectra 

obtained using the hierarchical equations of motions (HEOM) (28), which produces accurate 

spectral line shapes within the Drude approximation applied here. 
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4.3. Experimental methods 

Sample preparation. FMO was extracted from C. tepidum, as described previously (29). It was 

prepared at pH = 8.0 in a 800 mM Tris-HCl buffer with 50 mM NaCl and 0.1% 

lauryldimethylamine oxide, and prepared in a 65:35 glycerol:buffer ratio. Subsequently, it was 

loaded into a cuvette treated with Sigmacote (Sigma Aldrich), with a path length of 200 µm. The 

sample was vitrified and held at 77 K using a liquid nitrogen cryostat.  

Two-dimensional electronic spectroscopy. Using a spectrometer that was described previously 

(23), two-dimensional spectra were acquired from the FMO sample at 77 K. In this technique, four 

beams are incident on the sample in a boxcar geometry, with controlled time delays, resulting in a 

signal from the sample. Beams 1-3 interact with the sample once each, while the fourth beam is 

highly attenuated and acts as a local oscillator (30). The time-delays between the 1-2, 2-3, and 3-

signal pulse pairs are the coherence (𝜏), waiting (T), and rephasing (t) times, respectively. For 

further information about the experimental design, see Sec. 1 of the Supporting Information (link 

above). The coherence time spanned -1001 to 2002 fs in 3.5 fs steps, while the waiting time 

spanned 0 to 1860 fs in 30 fs steps. The step size in coherence time induces aliasing. Nonetheless, 

it was selected in order to make the scan feasible using the picoseconds-long range in both the 

coherence- and waiting-time domains. With the current parameters, each complete set of 2D 

spectra took ~24 hours to measure. Prolonging a single experiment much longer than that risks 

laser instability, cryostat failures, sample degradation, and other faults. For further discussion of 

the aliasing, see Section 7 in the Supporting Information (link above). 
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The rephasing and non-rephasing components of the signal are measured at the positive and 

negative regions of 𝜏, respectively. Data along the rephasing-wavelength domain were measured 

by spectral interferometry of the signal and local oscillator pulses (30). The pulses were 

compressed to 14 fs (fwhm), with a repetition rate of 5 kHz and a fluence of 640 pW/µm2 within 

a 100 µm diameter. Scatter-subtraction was accomplished by using shutters in beams 1 and 2 

together, and separately in beam 3, and by using these resulting signals to perform background 

subtraction (3).  

Hierarchical equations of motion. The HEOM calculations were performed using previously 

published methods (see Section 1 of the Supporting Information, link above) (16, 28, 31, 32) to 

calculate the 2D spectra shown subsequently in Figure 4.1, as well as Figures S2 and S5 in the 

Supplemental Information. A weighted average is obtained of the seven- and eight-site spectra 

assuming a 1/3 site VIII occupancy, reflecting the fact that site VIII is not as tightly bound as the 

other chromophores and can be absent from some of the proteins in the ensemble (15). This model 

applies a Drude spectral density model, without the addition of embedded peaks representing the 

influence of particular additional vibrational modes, which could increase decoherence rates. 

However, the signal components investigated here, which persist at 1 ps, are already recognized 

to be a small portion of the power spectrum, and the approach used here does not depend on their 

having a large intensity as long as they can be measured.  
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4.4. Results and Discussion 

In the coherence- and rephasing-time domains, signals appear as damped, sinusoidal time series 

(22). The line shape function initially decays often within tens to a few hundred femtoseconds, 

with a shape that is nearly Gaussian and/or exponential, but under the experimental conditions 

used here, this function has a tail that persists weakly to 1 ps. By focusing on the tail of this 

function, we can narrow the spectral line width. This benefit comes at the expense of the signal 

intensity.  

The damping occurs due to interactions between the electronic system and its environment, 

potentially leading to multiple, distinct broadening contributions. When the environment is 

modeled by multiple harmonic oscillators undergoing Brownian motion, the homogeneous 

broadening contributions occur in the limit of strong electronic-nuclear interactions (∆) and slow 

vibrational relaxation rates (Λ), while the opposite conditions produce inhomogeneous broadening 

contributions (22). This model also continuously interpolates between these limits. The 

homogeneous and inhomogeneous contributions dominate different regions of the coherence- and 

rephasing-time domains. This damping is represented by the dephasing term 𝑔(𝑡′) (eq. 1). After 

expanding in a Taylor series and application the conditions specified above for ∆ and Λ, 𝑔(𝑡′) 

reduces to eqs. 2 and 3 in the inhomogeneous and homogeneous limits, respectively (22).  

𝑔(𝑡′) =  [(
Δ

Λ
)
2

−
𝑖𝜆

Λ
] [𝑒𝑥𝑝(−Λ𝑡′) + Λ𝑡′ − 1]   (equation 1) 

𝑔(𝑡′)𝑖 = 
Δ2

2
𝑡′2      (equation 2) 

𝑔(𝑡′)ℎ = (
Δ2

Λ
− 𝑖𝜆) 𝑡′      (equation 3) 
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Here, 𝜆 is the electronic-nuclear coupling strength, and t’ is the given time domain (𝜏, T, or 𝑡). In 

the time-domain signal, eqs. 1-3 are applied as a decaying signal envelope by multiplication of 

exp (𝑔(𝑡′)) to the undamped time-domain signal (22). 𝑔(𝑡′)𝑖 is proportional to 𝑡′2 and yields a 

Gaussian envelope in the conjugate Fourier domain, while 𝑔(𝑡′)ℎ is proportional to 𝑡′ and yields 

an exponential decay in it. If all else is equal, the Gaussian contribution dominates at early time 

delays but quickly decays, while the exponential term persists afterward and therefore dominates 

at later times.  

2D spectra of FMO were obtained both experimentally and computationally, as described in 

Section 4.2. Representative experimental rephasing-time-domain data are shown with line cuts at 

𝜔𝜏 = 12102, 12261, 12337, 12425, 12543, 12596, 12627, and 12712 cm-1 (Fig. 4.1). These 

wavenumbers subsequently will be assigned to excitons 1-8 in FMO.  

Weak signal components persisting at 1 ps are evident in these time series. Our strategy is to use 

the Lorentz-Gauss filter to emphasize this long-lived signal component, in order to obtain more 

narrow spectral peaks. 

To accomplish spectral narrowing, a coherence- and rephasing-time-domain filter is applied to 

reduce the influence of the strongest damping contributions. This general method is discussed by 

Hamm and Zanni in the context of 2D infrared spectroscopy (33), and here it is applied in 2D 

electronic spectra. Furthermore, coherence-time-domain data have previously been filtered in 

simulated 2D spectra to obtain information about the energy- or charge-transfer dynamics in 

diatomic or generic two-state systems (34, 35), to assign vibronic contributions in simulated 

spectra of FMO (36), and to observe its electronic-environmental interactions (37).  
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We use a filter similar to a Lorentz-Gauss function that was reported previously in NMR to produce 

narrow peak widths (27). A Lorentz-Gauss filter 𝐿(𝑡′) contains Gaussian and exponential 

components (eq. 4).  

𝐿(𝑡′) =  exp (ln 2
𝑡′−𝑡0

′

𝑎
) exp [−

ln 2

4𝑎
Γ2(𝑡′ − 𝑡0

′ )2]  (equation 4) 

Here, 𝑡0
′  is the lag time, 𝛤 is a line-width reduction ratio, and a corresponds to the decay rate of the 

signal envelope. The subsequent analysis will show that applying 𝐿(𝑡′) reveals peaks at their 

expected wavenumber positions in the 2D spectra. These expected positions are known exactly 

because, in the calculated spectra, the Hamiltonian is an input parameter. Unlike the original 

application of this filter in NMR, which exclusively sets 𝑡0
′  = 0, we set 𝑡0

′  > 0 to reduce the fastest-

decaying components of the signal envelope, which contribute the most to spectral broadening 

(27). The experimental data are initially phased as discussed in section 6 of the Supporting 

Information (link above), while spectra calculated from HEOM do not require phasing. The 

Lorentz-Gauss filter is subsequently applied to both the coherence- and rephasing-time domains. 

Subsequent application of a Fourier transform with respect to the coherence and rephasing times 

yields the filtered 2D spectra. For further consideration of noise and vibrational mixing effects, 

see Sec. 8 of the Supporting Information. 
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Figure 4.1. Measured 

rephasing-time-

domain line-shapes 

are shown at 𝜔𝜏 = 

12102, 12261, 12337, 

12425, 12543, 12596, 

12627, and 12712 cm-

1 (a-h), which 

subsequently will be 

obtained as the exciton 

energies in FMO. The 

insets focus on the 

range from 300-1000 

fs, to show the small 

signals that persist in 

that range. For 

reference, 

corresponding 

measured 2D spectra 

are shown in Fig. 4.3. 

The signal 

components persisting 

to 1 ps are a small 

component of the 

overall power 

spectrum.  
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HEOM treats the system-environment interactions of an individual complex explicitly using an 

Ohmic coupling model. The Lorentz-Gauss filter was applied to the calculated FMO spectrum. 

The Hamiltonian was constructed by using the values from Cho et al. for BChl a sites I-VII (9), 

plus an additional eighth site. Like the other sites, the off-diagonal elements of this eighth site were 

determined by modeling the dipole-dipole interactions (38) using coordinates from the X-ray 

structure of FMO from C. tepidum (PDB: 3ENI) (14). Site VIII was assigned to 𝜔𝑉𝐼𝐼𝐼 = 12700 cm-

1, and 2D spectra were calculated as described in Section 4.2 and Sec. 1 of the Supporting 

Information (Fig. 4.2). As 𝑡0
′  increases, the individual peak frequencies become apparent at many 

diagonal- and cross-peak positions. We note that the calculated spectra were only intended to test 

outcome of the Lorentz-Gauss filtering, so a previously published Hamiltonian was used, except 

for the addition of site VIII as indicated.  

The peak positions correspond to the expected values, based on the input Hamiltonian. At 𝑡0
′  = 500 

fs, significant negative shoulders appear at some of the peaks, so we use 𝑡0
′  = 300 fs for the 

subsequent analysis and expect slight negative valleys in between spectral features. For further 

tests of the filtering method, see Sec. 3 of the Supporting Information. 



71 

 

  

Figure 4.2. (a-d) 2D spectra of FMO are shown, which were calculated using HEOM. The 

application of the Lorentz-Gauss filter distinguishes peak positions, according to the 

parametrization of 𝑡0
′ . The total signal diminishes as 𝑡0

′  increases, so the color bar limits have been 

reduced by factors of 10 or 100 in panels c or d, respectively. (e) The normalized spectra are shown 

after summation over 𝜔𝜏. In each panel, black dotted lines represent the known exciton 

wavenumbers from the input Hamiltonian. They are not obtained by spectral fits. In these plots, 

the phased rephasing spectra are shown at T = 270 fs. 
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Figure 4.3. The underlying spectral peaks of the heavily overlapping regions within the spectrum 

can be resolved using the Lorentz-Gauss filtering method. The enhancement is especially evident, 

for example, in the area of 12100 – 12400 cm-1 in both frequency domains. Measured 2D combined 

(rephasing and non-rephasing) spectra of FMO are shown after averaging over T to improve the 

signal-to-noise ratio. (A representative unaveraged spectrum is shown in Fig. S6, Supplemental 

Information). The ”unfiltered” spectrum was obtained without the Lorentz-Gauss filter, but the 

interferograms before beam 3 and 1000 fs after beam 3 were still apodized, to remove beam scatter, 

and the remaining signal was multiplied in the time-domain by a Hanning window function. The 

other spectrum was obtained by applying the Lorentz-Gauss filter at 𝑡0
′  = 300 fs, as well as these 

other treatments. The dotted, black lines indicate cut-offs where the contour step size has been 

increased, for clarity.  

 

The Lorentz-Gauss filter is applied to the experimentally obtained time series at 𝑡0
′  = 300 fs (Fig. 

4.3). All else being equal, a faster decay envelope in the time domain corresponds to broader peaks 

in the corresponding wavenumber domain. Many diagonal- and cross-peaks become apparent at 

𝑡0
′  = 300 fs. As a cautionary note, while random noise does not appreciably affect the signal in the 

optical spectral range (Fig. S8 in the SI), the diminished signal will still lower the S/N ratio. There 

are two ways that the approach used here can do so. First, because the coherence-domain range 

spanned picoseconds instead of a few hundred femtoseconds, it introduced more low-signal 

contributions at the later time delays. As a result, the noise contribution is larger, compared to 
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spectra obtained by using a few hundred femtosecond coherence-time range. Second, the Lorentz-

Gauss filter can amplify some of the region at later time delays where the signal intensity is lower 

(Fig. S4 in the SI), while diminishing the highest-intensity part of the signal near time zero. This 

effect also diminishes the signal more than the noise. As a result, the signal maxima are lowered 

with respect to the background. 

Figure 4.4 shows the individual rephasing and non-rephasing contributions to the 2D spectra. 

Although the rephasing and non-rephasing spectra look distinct due to their different Liouville 

pathways, their peak positions are both derived from the same energy levels within the chemical 

system, and therefore these positions should coincide.  

To compare these peak positions, first the rephasing and non-rephasing spectra are reduced to an 

easily comparable format by summing over 𝜔𝜏 and T, yielding a data set along 𝜔𝑡 (Figure 4.5b). 

The peaks’ wavenumber positions obtained using this method are 12102, 12167 , 12261, 12337, 

12425, 12543, 12596, 12627, and 12712 cm-1. At 𝑡0
′  = 300 fs, many of the peaks are distinguished 

in both the rephasing and non-rephasing spectra (Fig. 4.5).  
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Figure 4.4. The rephasing and 

non-rephasing components of the 

measured 2D spectra for FMO 

are shown, after summation over 

T. The 𝑡0
′  position is set to either 

0 (top) or 300 fs (bottom), and 

the rephasing (𝜏 > 0 fs) or non-

rephasing (𝜏 < 0 fs) components 

of the spectra are indicated in the 

figure. The more distinct peaks at 

larger 𝑡0
′  is evident not only in 

the combined spectra (Figure 

4.3), but also in the individual 

rephasing and non-rephasing 

components of the spectra. The 

dotted, black lines indicate cut-

offs where the contour step size 

has been increased, for clarity. 

 

 

Figure 4.5. (a) The spectra are plotted after summation of the 𝜔𝜏 axis, as a function of T. The red 

circles in each row indicate the peak positions located by the findpeaks algorithm in MATLAB. 

The average peak wavenumbers, and their standard deviations, are tabulated in Table 4.1 (b) The 

measured linear absorption spectrum (black) at 77 K is plotted along with the rephasing (blue), 

non-rephasing (red) and combined (green) measured 2D spectra after summation over 𝜔𝜏 and T. 

The peak positions in the rephasing and non-rephasing spectra match, as theoretically expected, 

indicating that the filter acts consistently on signals generated from both sets of Liouville paths.  
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Several of the peak assignments made here coincide with those made by previous studies (Table 

1). The second peak at 12167 cm-1 is likely due to the second-lowest (n=1) vibrational mode of 

exciton 1, or a vibronic alternative. Because of the presence of this peak, which ostensibly partially 

overlaps with the n=0 exciton 1 signal in the UV/vis spectrum, we find an exciton 1 energy 

assignment of 12101 cm-1 that is about 10 cm-1 redder than the closest previous assignment made 

by Vulto et. al. For exciton 2, the value of 12261 cm-1 is exactly the same as that by Vulto et. al. 

The assignments for excitons 3 and 4 are within the range of those from previous studies. Exciton 

5 is 42 cm-1 blue of the closest assignment by Schmidt am Busch et al., perhaps explained the its 

standard deviation of 35 cm-1.  

The assignment ranges are especially large at 149, 129, and 168 cm-1 for excitons 6-8, respectively. 

The disparity is likely explained by the low intensity of these peaks compared to the others, which 

makes it so that samples dilute enough to reduce signal reabsorption in the most intense peaks 

render these less intense peaks too weak to observe easily. Here, the primary interest is to measure 

the positions of the smaller-intensity peaks with the largest diversity of assignments, especially 

that for exciton 8. To obtain signal from this low-intensity region of the spectrum, it was necessary 

to use an increased sample concentration (Fig. S1 in the SI). Therefore, we note that the OD in the 

window of 12,300 – 12,500 cm-1, the region with the highest extinction coefficients, was in the 

range of 0.3-0.4, instead of the recommended range of <0.3. This increase can lead to some signal 

reabsorption and reduce their peak intensities within the nonlinear spectra. By the same token, 

because these peaks are so prominent, the reduced intensity does not harm the ability to determine 

their peak positions. Furthermore, as discussed previously, the values obtained for peaks within 

this wavenumber range are consistent with previous assignments (Table 4.1), corroborating their 
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assignments here. Meanwhile, at this concentration, exciton 8’s OD was ~0.05, which is near the 

detection limit for our spectrometer. As a result, the signal is weaker at the bluer wavenumbers, as 

seen in Figure 4.5a. 

Two more issues add to the difficulty of obtaining these eigenenergies. First, the spectral overlap 

of these last three peaks with each other produces a featureless, smooth decline in the linear 

absorption spectrum from approximately 12550 – 12800 cm-1, rather than the peak structures more 

evident from 12000 to 12550 cm-1, which makes it more difficult to identify their peak positions 

(Figure 4.5b). Second, exciton 8 has fewer assignments than the other excitons, because it was first 

reported in 2009 (14).  

At 12596 cm-1, our exciton 6 assignment supports the bluer side of the range from previous 

assignments. Meanwhile, our assignment of 12627 cm-1 for exciton 7 is in the middle of the range 

of previous assignments, very similar to the value of 12622 cm-1 assigned by Cho et. al. The 

assignment of exciton 8 to 12712 cm-1 exactly matches that proposed earlier by Schmidt am Busch 

et al (15). Though our exciton 8 assignment has a standard deviation of 48 cm-1 due to the weak 

intensity of the peak, this value is still smaller than the range of assignments, and our result 

supports the blue edge of the distribution from previous assignments. 
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 Hamiltonian 

Exciton Vulto, 

1998 

(39) 

Cho, 

2005 

(9) 

Adoplh, 

2006 

(10) 

Hayes, 

2011 

(12) 

Schmidt 

am 

Busch, 

2011 

(15) 

Kell, 

2016 

(17) 

Olbrich 

2016 

(13) 

Thyrhaug 

2016 (40) 

This work 

1 12112 12116 12181 12121 12171 12128 12001 12121 12102±5 

2 12261 12275 12284 12274 12342 12275 12044 12275 12261±6 

3 12355 12363 12358 12350 12361 12350 12079 12348 12337±4 

4 12414 12405 12454 12415 12458 12391 12147 12415 12425±19 

5 12448 12422 12479 12454 12501 12434 12221 12487 12543±35 

6 12610 12592 12584 12520 12560 12461 12250 12581 12596±16 

7 12650 12622 12679 12606 12674 12556 12291 12685 12627±8 

8 - - - - 12712 12615 12544 12650 12712±43 

Table 4.1. Exciton energies of previously published Hamiltonians are listed, as well as the one 

proposed here. All numbers are listed in units of wavenumbers (cm-1), and the standard deviations 

of this work are reported, as obtained from multi-Gaussian spectral fits shown in Fig. 4.5a. The 

work by Adolphs & Renger assigned four sets of coupling constants in the site basis, using 

different electrostatic models. We listed the set obtained using the MEAD program. The results 

from the other models are available in reference 10. The numbers obtained from Olbrich et al. 

include a 42 meV offset referenced in that work (13). Where available, monomer Hamiltonians 

were used rather than trimer ones, and eight-site Hamiltonians were used rather than seven-site 

ones. 
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4.5. Conclusion 

Weak one-quantum coherence signals were observed in FMO’s 2D electronic spectra that persist 

at 1 ps delay. This component allows Lorentz-Gauss filtering methods (27) to be used, reducing 

the broadest contributions to the peak widths in the corresponding frequency-domain spectra, and 

therefore producing more narrow spectral features. We establish that the filtering method works 

correctly on these signal components in spectra calculated using HEOM. Finally, we obtain the 

peak positions from the narrowed 2D spectral peak structure. 
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CHAPTER 5 

SPECTROSCOPIC STUDIES OF INTERACTION OF ORBITAL ANGULAR 

MOMENTUM OF LIGHT WITH MATTER 

5.1. Overview 

When electromagnetic field of light interacts with the sample, we observe various processes 

associated with the absorption of the energy or emission from the excited states. We collectively 

call these observables “macroscopic polarization”. Light carrying linear and/or spin angular 

momentum excites the charges in the system to an excited state governed strictly by the selection 

rules allowed for such transitions. Usually, these transitions are so-called electrically dipolar, 

rarely (and less detectable) quadrupolar. With the discovery of orbital angular momentum of light 

in 1992 by Allen and coworkers, a new field of studies has emerged where light-matter interactions 

with different (from conventional) selection rules are of high interest. This new degree of freedom 

– orbital angular momentum of light – has opened up the opportunities for a wide variety of 

applications from imaging to astrophysics. However, due to the challenging nature of capturing 

the interactions and transfer of OAM to the material, spectroscopic aspect of this field has not been 

widely explored. In this work we attempt to shed light on how twisted light interacts with bulk 

semiconductors with the future applications for information detection and sensing.   

5.2. Functions of angular momentum of light: spin and orbital angular momenta 

Imagine a lone electron in a hydrogen atom. It is moving around the atom’s nucleus at a certain 

distance away from the nucleus bound by Coulombic forces with the latter (1). In quantum 

mechanics one can characterize that electron with four quantum numbers:  
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 Principal quantum number n that describes the energy of the electron in the electronic shell. 

It can take values of 1 to potentially infinity; 

 Angular momentum quantum number l that emphasizes the subshell of the electron’s 

location on the orbit. The values range between 0 and n – 1, and can only be integers.   

 Magnetic quantum number ml showing the projection of orbital angular momentum l on a 

particular axis. Electron can have ml between –l and +l   

 Spin quantum number ms that explains the spin orientation of the electron with respect to 

the other electrons in the same shell or subshell. The electron can only have two values of 

ms, and those are +1/2 or –1/2 

These quantum numbers can also be described in the electron’s wavefunction. The values that n, 

l, ml and ms take are directed by the fact that electrons are fermions, and follow Fermi-Dirac 

statistics.  

Light, however, is different. Photons are also described as bosons, following Bose-Einstein 

statistics (2 – 4). They form a transverse electromagnetic wave that can be classically described 

with electric and magnetic fields that are orthogonal to each other. From here and on we will 

express light as an electric field, since the magnetic field component of the electromagnetic wave 

is smaller than the electric field component by a factor of speed of light. Light travels in a 

seemingly straight line (with some deviations as the beam path approaches the Rayleigh length in 

a laser pulse) (5). However, while maintaining the straight-line path, electric field of light can 

rotate or spin around the axis of beam propagation. This is where the electrons and the photons are 

similar. The invisible to our eye rotation and spinning of the electromagnetic field is caused by the 
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orbital (L) and spin (S) angular momenta of light respectively (6). These two quantities add to 

quantify the total angular momentum of light T.  

In contrast to electronic angular momenta, the photon’s spin can take values of +ℏ or –ℏ. We 

normally call light with spin angular momentum (SAM) circularly-polarized light, where the sign 

of the value determines the direction of the polarization of light in the paraxial beams. This means 

that the direction of SAM vector is aligned with direction of beam propagation, or its wavevector 

k. In other words, the intrinsic spin angular momentum of light is longitudinal (2, 7). If we assign 

the direction of beam propagation as vector z, the electric field of circularly polarized light is 

broken down into two orthogonal components with unit vectors of x and y. The phase shift between 

the individual electric field components Ex and Ey is 90 degrees, or a quarter wavelength (Fig. 5.1). 

If the magnitudes of the components are identical, this is the case of circularly polarized light. 

Otherwise, the beam has elliptical polarization.    

 

 

Figure 5.1. (Left) Orthogonal x and y components of the electric field in the direction of beam 

propagation z. There is no phase shift between the components. (Right) The x and y 

components of electric field are shifted by a quarterwave forming circularly-polarized light.  
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Physically, we can describe the electromagnetic wave with the following general electric field 

equation 1: 

�⃗� = 𝐸𝑥�̂� cos(𝑘𝑧 − 𝑤𝑡) + 𝐸𝑦�̂� cos(𝑘𝑧 − 𝑤𝑡 +  𝜑)   (1) 

Generally, in linearly polarized light the phase shift φ = 0°, while in circularly polarized light φ = 

90°. This relationship proves that linearly polarized light can be described as a linear combination 

of right and left circularly polarized light waves. 

The direction of polarization of light can be changed universally by reflecting the beam off a 

reflective surface. Hence, horizontally polarized light can be reflected to form vertically polarized 

light, and vice versa. The same principle works for the circularly polarized light, where right 

circularly polarized light can be transformed into left circularly polarized light via reflection. The 

same effect can be achieved with a birefringent half waveplate – an optical element that introduces 

a phase shift of a half wave, or 180°. Similarly, linearly polarized light can be converted into 

circularly polarized light (and vice versa) using a quarter waveplate – a waveplate with the phase 

shift of 90° (8). Finally, it is important to note that both linearly- and circularly-polarized lights 

carry energy in planar areas of constant phase, called wavefronts.  

Electromagnetic field can also carry orbital angular momentum. It does not describe polarization 

of light, but the spatial distribution of the electric field. In other words, the wavefront of light 

carrying orbital angular momentum is not planar, but rather helical. We call this light “twisted 

light” and “light with OAM” interchangeably (9). Because the spin and orbital angular momenta 

are fundamentally different properties of light, they can coexist in the electromagnetic field. Thus, 
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one can generate linearly- or circularly-polarized twisted light. The rest of this chapter will focus 

on properties of orbital angular momentum of light and its interaction with matter.    

5.3. Orbital angular momentum of light: Potential and applications 

In the age of ever-increasing demand to provide reliable means of data consumption and transfer, 

the pressure is growing to discover new ways to store and transfer information safely. Angular 

momentum of light adds a new degree of freedom to classical and quantum communications (10). 

Spin angular momentum, or polarization, is already used in optical technologies to encode 

information into light. However, due to limitations of the amount of spin being imparted into 

photons, the technology is limited. Using orbital angular momentum of light provides potentially 

infinite amount of angular momentum quanta and adds an opportunity to encode more information 

and transfer it to the recipient securely. Free-space and optical fiber propagation of light carrying 

OAM has been shown to date. It has been possible to multiplex 16 OAM values in free space with 

spectral efficiency comparable to multiplexing with SAM. In an optical fiber, the speed of 1.6 

Tbit/s was reached with multiplexing two values of OAM over 10 wavelengths, and 400 Gbit/s 

with two OAM modes over one wavelength value (11, 12). Underwater communications are 

currently being actively explored as well. However, turbulent environments such as underwater 

currents, affect the OAM state purity due to its heavy dependence on the phase stability, adding 

complexity to developing communication technology using twisted light (13). 
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Orbital angular momentum of light found another major use in optical tweezers. In optical 

tweezers, a laser beam that is focused very tightly traps the sample of interest for further 

microscopic analysis. Arthur Ashkin and coauthors were the first to report an interesting discovery 

where the focused beam of light could trap and hold a microscopic particle stably (14). The main 

principle behind the technology lies in the gradient of the electric field at the beam waist that 

attracts dielectric particles and traps them. Adding OAM to the focused laser beam allows for the 

angular momentum transfer forcing the trapped particle to rotate according to the amount of OAM 

supplied (15, 16). This allows for imaging the dielectric particle from different sides, providing a 

more accurate image of the surface.  

Finally, imaging in micro- and macroworld is another important application of the twisted light. 

Astronomers use optical vortex coronograph that allows to find dim objects near a bright object in 

the cosmos (17, 18). The telescope with the spiral phase plate is centered on the bright spot – this 

turns the circular bright spot into a weaker donut shaped image. The contrast between the now-

not-so-bright spot and the dim spot is not as stark allowing for looking at the properties of the dim 

spot in the telescope. On the other end of the size scale, twisted light is used in super-resolution 

stimulated emission depletion (STED) microscopy – an imaging method with enhanced resolution 

compared to conventional confocal microscope (19, 20). Here, the conventional beam is focused 

to a diffraction-limited spot on the sample of interest and is followed by the donut-shaped STED 

pulse. This STED pulse suppresses fluorescence from the unnecessary molecules and enhances the 

signal from the compound of interest, improving the resolution of the image of the desired spot. 

Additionally, technology is in development to use twisted light for imaging with X-rays and 

electron microscope.  
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Exceptional purity of the twisted light mode is needed for all precise measurements mentioned 

above. Improvements need to be implemented to ensure the purity and stability of the phase of the 

twisted beam; however, the techniques involving twisted light have a lot of promise, which is why 

it is important to understand the interactions of OAM with matter, and the transfer of that 

momentum to the electronic states. 

5.4. Physical interpretation of orbital angular momentum of light 

Solutions to Maxwell’s equations in free space with no charges or current result in electromagnetic 

wave equation (3, 4). One can separate the electric field and magnetic field terms to obtain wave 

equation for each field individually (Eq. 2 and 3):  

∇2𝐸 = 
1

𝑐2

𝜕2𝐸

𝜕𝑡2       (2) 

∇2𝐵 = 
1

𝑐2

𝜕2𝐵

𝜕𝑡2       (3)  

Here, E and B represent electric and magnetic fields respectively, and c is the speed of light in 

vacuum. We will omit the magnetic wave equation for the purposes of this work, but the following 

derivations can equally apply to it.  

Additionally, we consider paraxial approximation, or a small angle approximation, where the angle 

between the wave vector k and the axis of beam propagation z is negligibly small (Eq. 4): 

|
𝜕2𝐸

𝜕𝑧2
| ≪ |𝑘

𝜕𝐸

𝜕𝑧
|      (4) 
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When combined, the resulting electric field can be represented as the following (Eq. 5): 

�⃗� (𝑟 , 𝑡) = 𝑒 (𝑟 , 𝑡)𝑢(𝑟 )𝑒𝑖(𝑘𝑧−𝜔𝑡)     (5) 

Here, the field amplitude u and the polarization of light can be controlled separately. The term 

𝑒 (𝑟 , 𝑡) can include SAM and OAM components of light.  

The next step is to introduce Gaussian profile into electric field equation. The Gaussian electric 

field in the paraxial approximation is the following (Eq. 6): 

𝐸(𝑟, 𝑧) = 𝐸0 (
𝜔0

𝜔(𝑧)
) exp [−𝑖𝑘

𝑟2

2𝑅(𝑧)
] exp [−

𝑟2

𝜔2(𝑧)
] exp[−𝑖𝜓𝑧]  (6) 

Here ω0 is the beam waist at the focal point, ω(z) is the beam waist and R(z) is the radius of 

curvature at position z along the axis of beam propagation. 𝜓(𝑧) is the Gouy phase that is defined 

with Eq. 7:  

𝜓(𝑧) = arctan (
𝑧

𝑧𝑅
)     (7) 

One can consider the different coordinate systems to describe the Gaussian beam profile. For 

instance, the solutions to Helmholtz wave equation with paraxial approximation in Cartesian 

coordinates result in Hermite-Gaussian modes (21, 22), with the description of the beam 

propagation along x, y, and z axis. The field amplitude u is described as Eq. 8:  

𝑢𝑚,𝑛
𝐻𝐺 (𝑥, 𝑦, 𝑧) = 𝐶𝑚,𝑛

𝐻𝐺 (
1

𝜔(𝑧)
) exp [−𝑖𝑘

𝑥2+𝑦2

2𝑅(𝑧)
] exp [−

𝑥2+𝑦2

𝜔2(𝑧)
] exp[−𝑖(𝑚 + 𝑛 + 1) ∗

𝜓(𝑧)]𝐻𝑚(
𝑥√2

𝜔(𝑧)
)𝐻𝑛(

𝑦√2

𝜔(𝑧)
)      (8) 

where 𝐶𝑚,𝑛
𝐻𝐺 = √

2

𝜋𝑛!𝑚!
2−(𝑚+𝑛)/2 and 𝐻𝑚(𝑎) = (−1)𝑚𝑒𝑢2 𝑑𝑚

𝑑𝑢𝑚 (𝑒−𝑎2
) 
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Alternatively, Laguerre-Gaussian mode is the solution to Helmholtz wave equation with paraxial 

approximation in cylindrical coordinates with the following mathematical description in Eq. 9 (21 

– 23): 

𝑢𝑙,𝑝
𝐿𝐺(𝑟, 𝜙, 𝑧) = 𝐶𝑙,𝑝

𝐿𝐺 (
1

𝜔(𝑧)
) exp [−𝑖𝑘

𝑟2

2𝑅(𝑧)
] exp [−

𝑟2

𝜔2(𝑧)
] exp[−𝑖(|𝑙| + 2𝑝 + 1) ∗

𝜓(𝑧)] 𝐿𝑝
|𝑙| (

2𝑟2

𝜔2(𝑧)
) exp[−𝑖𝑙𝜙] [

𝑟√2

𝜔(𝑧)
]|𝑙|    (9) 

where 𝐶𝑙,𝑝
𝐿𝐺 = √

2𝑝!

𝜋(|𝑙|+𝑝)!
(−1)𝑝 and 𝐿𝑝

|𝑙|(𝑎) = 𝑥𝑝+𝑙𝑒−𝑎 𝑑𝑝

𝑑𝑎𝑝

𝑎−𝑙𝑒𝑎

𝑛!
 

It is worth noting that 𝑢0,0
𝐻𝐺  and 𝑢0,0

𝐿𝐺  represent the same Gaussian mode, and the laser output that 

we use for spectroscopic experiments is typically HG00. 

Physical picture of the equations described above results in Laguerre-Gaussian, or twisted beams 

where l describes the amount of OAM, and p is the number of radial nodes. For the purposes of 

this work we will keep p=0. However, it would be an interesting problem to investigate the spectral 

changes in the samples as a function of p. 

The resulting LGl modes are characterized with the maximum intensity of the beam towards the 

edges of the profile, with singularity in the center of the beam. The wavefront in twisted beams is 

helical, where the azimuthal component of the wavevector is resembling a spiral, with single 

spiral-like rotation from 0 to 2π (Fig 5.2). Similarly, for OAM = 5, the phase changes five times 

in the interval from 0 to 2π. The higher the value of OAM, the faster the light moves around its 

own axis. As a result, the Poynting vector, or the vector of energy motion, is orthogonal to E and 

B, and points in the same direction as the wavevector. 
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Finally, when considering individual photons, they will carry OAM of lℏ, similar to circularly 

polarized light with σℏ quanta of angular momentum.  

We will further consider the interaction of light carrying OAM and SAM with matter, and the 

experimental implications of such a challenge. 

 

 

 

Figure 5.2. (Top left) Intensity profile of light with no orbital angular momentum. (Top 

middle) Intensity profile for light with OAM = 1; this beam contains a phase singularity in the 

middle with intensity increasing circularly towards the edges of the beam. (Top right) Image of 

light with OAM = 5 collected on a camera in the laboratory. (Bottom left) Planar wavefront of 

light with no OAM in the direction of beam propagation z. (Bottom right) Helical wavefront of 

light with OAM defined by Gouy phase φ 
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5.5. Generating orbital angular momentum of light 

Generation of arbitrary amount of angular momentum in the electromagnetic field is a complicated 

matter, as imperfections in optical elements that are used to introduce OAM to beams cause defects 

in the beam shape. These defects interfere with the high-quality information transfer that was 

described previously, and the spectroscopic measurements that are described later in this chapter. 

There are multiple ways of introducing “twist” into the light, all of which rely on changing the 

phase relationship within the components of the electric field. While none of the methods are ideal, 

there is the most advantageous way of generating twisted light. Multiple methods will be discussed 

below. 

Spiral phase plate 

A spiral phase plate, or a vortex lens, is a plate of varying thickness made of glass or plastic (Fig. 

5.3). The disk with a certain refractive index has a helical shaped surface, where thickness varies 

as a function of 𝜙, the angle complimentary to the OAM value in the electric field equation (24 – 

26). The amount of orbital angular momentum imparted into the beam with an SPP is calculated 

via the following equation 10: 

𝑙 =  
ℎ𝑠(𝑛−𝑛0)

𝜆
       (10) 

Here, n and n0 are indices of refraction of material of the plate, and the surrounding medium 

respectively, hs is the step height and λ is the wavelength of light.  
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One of the limitations of the SPP is that it is wavelength specific since index of refraction in the 

medium is wavelength-dependent. Additionally, in order to obtain relatively small values of OAM 

through an SPP, the step height should be on the order of hundreds of nanometers, which requires 

precise manufacturing of the plate. In order to avoid manufacturing multiple spiral phase plates to 

achieve multiple values of OAM, and replacing the optical elements compromising the optical 

setup alignment, a wedged plate from the same material is used to alter the thickness of the plate. 

With the development of high-precision 3D printing it has become possible to easily create spiral 

phase plates of varied thickness and azimuthal angle and manipulate the light more efficiently.  

Q-plate 

A q-plate operates on the principle of coupling the spin orbital angular momentum of light with its 

orbital angular momentum (Fig. 5.4) (27, 28). A film of liquid crystals that have tunable orientation 

is placed between glass slides. The electronically controlled liquid crystals are capable of shaping 

a pattern that will convert circularly polarized light into twisted light. That pattern is unique to the 

Figure 5.3. Generation of twisted light using spiral phase plate. The dimensions of the plate 

are defined with thickness of the spiral d, and the angle 𝜙. Figure adapted from (51) within 

conditions set by Creative Commons License CC BY-SA 3.0 
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amount of orbital angular momentum one wishes to obtain. The handedness of circularly polarized 

light defines the helical direction in twisted light.  

 

There are multiple advantages to using q-plate to generate twisted light. The main one is that it is 

a very thin optical element, thus preventing from generating to much spectral dispersion upon 

transmission for pulses. Another advantage comes from the fact that the materials typically used 

for a q-plate are highly transmissive and efficient with barely any light deflection in the outcoming 

beam. However, a strong disadvantage against using q-plate in the laboratory setting is that the 

input beam should contain spin angular momentum. Generating very precise circularly-polarized 

light is not impossible, but is very challenging. Any distortion in the quality of CP light will lead 

to distorted twisted beam. 

 

 

 

Figure 5.4. Generation of twisted light with q-plate – a glass substrate plate with a pattern 

imprinted on it that converts circularly-polarized light into light with helical wavefront. 
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Cylindrical lens mode converter 

Another way to generate orbital angular momentum in light is by using cylindrical mode 

converters. Essentially, this method relies on sending a Hermite-Gaussian mode at 45 through two 

cylindrical lenses (29). The HG mode is diagonally aligned with respect to the lenses, so it can be 

decomposed into its horizontal and vertical components (Fig. 5.5). The cylindrical lenses introduce 

Gouy phase shift between these components that result in a Laguerre-Gaussian mode of certain 

helicity. While this is a very efficient way of making twisted light, its main limitation is that a 

certain HG mode should be used to generate the desired LG mode.  

 

For instance, if the goal is to generate the twisted beam with l = 3, one should use HG mode with 

m = 3, and n = 0. Generating complicated Hermite-Gaussian modes is a challenging task as specific 

mode converters are needed to go from conventional HG00 mode to non-zero modes.  

Figure 5.5. Generation of twisted light using cylindrical lens mode converter. The pair of 

lenses introduce a Gouy phase into x and y components of Hermit-Gaussian modes emitted 

from the laser. Figure adapted from (52) within conditions set by Creative Commons License 

CC BY-SA 3.0 
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Computer-generated holograms 

Arguably, the most efficient way of generating twisted light is by using computer generated 

holograms that can be applied to the spatial light modulator (SLM). An SLM is a grid of liquid 

crystals, where each crystal is controlled by voltage applied to it to take a programmed orientation. 

SLMs can control the phase and the amplitude of the beams passing through or reflected of its 

surface (Fig. 5.6). A forked diffraction grating is applied to the SLM (30, 31). The forked 

diffraction grating is calculated from the interference pattern of the incoming beam with OAM = 

0, and the beam with desired OAM.  

 

First, we need to express the electric fields of the two beams with their respective phase 

components (Eq. 11): 

𝐸𝐻𝐺 = 𝐸𝐻𝐺
0 ∗ exp (𝑖(𝜔𝑡 + 𝑘𝑥)) and 𝐸𝐿𝐺 = 𝐸𝐿𝐺

0 ∗ exp (𝑖(𝜔𝑡 + 𝑙𝜙))   (11) 

Figure 5.6. (Left) The “fork” diagram encoded into a spatial light modulator, calculated from 

Eq.14. (Right) Structure of the spatial light modulator to control phase of the beam. This figure 

shows transmissive SLM, however, reflective SLMs are commonly used as well.   
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Then the intensity is proportional to 𝐸𝑡𝑜𝑡𝑎𝑙
2 , where Etotal is the sum of EHG and ELG (Eq. 12): 

𝐼 ∝ 𝐸𝑡𝑜𝑡𝑎𝑙𝐸𝑡𝑜𝑡𝑎𝑙
∗       (12) 

From here follows Eq. 13,  

𝐸𝑡𝑜𝑡𝑎𝑙𝐸𝑡𝑜𝑡𝑎𝑙
∗ = |𝐸𝐻𝐺|2 + |𝐸𝐿𝐺|2 + 𝐸𝐻𝐺

∗ 𝐸𝐿𝐺 + 𝐸𝐻𝐺𝐸𝐿𝐺
∗    (13) 

Solving for the last two terms in the sum yields the interference pattern (Eq. 14): 

 𝐸𝐻𝐺
∗ 𝐸𝐿𝐺 + 𝐸𝐻𝐺𝐸𝐿𝐺

∗ = 2cos (𝑙𝜙 −
2𝜋

Λ
𝑟𝑐𝑜𝑠𝜃)     (14) 

where Λ is the distance between the lines in the grating equation. 

As this is a grating, multiple orders of Bragg diffraction are observed. The 0th order contains no 

OAM, while the 1st order on each side of the 0th corresponds to desired OAM with opposite 

helicities. We arbitrarily select a 1st order to have +OAM, while the other 1st order will carry –

OAM. At OAM = 0, the pattern on the SLM will resemble a regular diffraction grating (Fig. 5.7).   

It is important to identify the proper fork diagram parameters to increase the efficiency of twisted 

light output. The 0th order diffraction in any grating is the most efficient, with the efficiency 

dependent on the angle of the incoming beam, the distance between the lines in the grating and the 

amount of lines. Typically, the efficiently of the 0th order is 60-70% of total intensity of the 

incoming beam. That leaves us with 30% of power remaining for all other diffraction orders 

combined. 
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The single first order intensity is about 12% of the intensity of the incoming beam which limits 

how much power is carried with the output beam. An additional concern is the damage threshold 

of the SLM. These considerations limit how much instantaneous power can be sent to the SLM 

surface and be output for the experimental purposes. However, the advantages of using SLMs for 

generating twisted light – easy control of OAM, large range of values – outweigh the disadvantages 

of the technique.  

5.6. Twisted light transient absorption setup 

We use transient absorption spectroscopy to perform the first measurements of the interaction of 

orbital angular momentum of light with matter. An ultrafast Ti:Sapphire oscillator (Micra, 

Figure 5.7. Conversion of plane-polarized light to twisted light using a spatial light modulator. 

The output beam is not normal to the plane of the SLM because we collect the first diffraction 

order for desired OAM.   
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Coherent) seeds an ultrafast regenerative amplifier (Coherent Legend Elite). The output is a 36 fs 

pulse with repetition rate of 5 kHz and average power of 2.7 W. The pulse compression is verified 

with FROG. The beam is directed to a 95/5 beamsplitter to split into pump and probe beams. The 

pump beam is converted into twisted light and focused through an iris Fourier filter. It is further 

retroreflected in the automatic delay stage to generate the delay between the pump and the probe 

pulses. The pump beam is then chopped at the repetition rate of 2.5 kHz. Simultaneously, probe is 

traveling without any special treatment. The pump and the probe are then focused at the sample. 

The probe beam is significantly weaker than the pump beam to avoid additional excitations by the 

beam with the energies of 0.1 nJ/probe and 5.4 nJ/pump. Upon interaction with the sample the 

probe beam that is colinear with the field emitted from the light-matter interaction is focused in 

the spectrometer, and further resolved on the linescan Teledyne Dalsa Spyder 3 CCD camera. 

The pump undergoes special treatment to add the orbital angular momentum to the beam (Fig. 

5.8). It is collimated and reflected off a spatial light modulator (SLM; Meadowlark) with the 

following mask (Eq. 15): 

𝑇(𝑟, 𝜙) = 𝑇0𝑒𝑥𝑝 [𝑖𝛼 𝑐𝑜𝑠 (ℓ𝜙 −
2𝜋𝑟

Λ
𝑐𝑜𝑠(𝜙))]    (15) 

Initially, l, or OAM, is set to 0 generating a conventional diffraction grating pattern. The first order 

of diffraction is selected and incident on a spherical mirror two focal lengths away. Further, at a 

distance of another two focal lengths away is the SLM2 that has the phase mask of the desired 

value of orbital angular momentum to be imparted into the beam. This results in a “fork” 

diffraction grating pattern described in the previous section. A diffraction grating portion of the 

mask is necessary to be able to separate the twisted portion of the output. Again, the first order 
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carrying twist in the light is selected and focused on the iris that acts as a Fourier filter. This allows 

to “clean” the beam mode by filtering out the contributions from other diffraction orders.  

The radius of the pump beam from its center changes as a function of orbital angular momentum 

according to the equation 16: 

𝑟(𝐼𝑚𝑎𝑥) =  √
|𝑙|

2
𝑤(𝑧)      (16) 

Here, l is the amount of orbital angular momentum of light, and w(z) is the beam waist of the 

original beam that is independent on OAM (32). This is calculated for Laguerre-Gaussian modes, 

where the intensity of the beam in the center is zero. So it is no surprise that when solved for l = 

0, the radius becomes 0 as well. This is because the maximum intensity is exactly in the center of 

the beam. Because it is important for the pump and the probe beams to overlap at all times at the 

sample position, the probe beams need to have the size of the largest pump beam that is used for 

excitation. The beam waist for OAM = 0 was measured to be 4.7 μm, and for OAM = 10 measured 

as 12 μm. Inaccuracies in the beam size measurements are attributed to the insufficient sensitivity 

of the powermeter at very low powers of the pump beam supplied to the sample.     
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Figure 5.8. Twisted light transient absorption setup. The regenerative amplifier can be passed 

through argon tube for supercontinuum generation (not needed for bulk GaAs). The beam is 

then split with the beamsplitter into pump and probe. Pump undergoes conversion to twisted 

light, and Fourier filtering to eliminate unnecessary diffraction orders. It is further passed 

through a retroreflector on a delay stage to control the time delay between pump and probe, 

and is subsequently chopped. The probe beam undergoes no special treatment and propagates 

to the sample. Both beams are focused at the sample and the probe is sent to the spectrometer 

for spectral resolution, and to the CCD camera.  



102 

 

5.7. Bulk gallium arsenide: considerations in sample choice 

As described in the previous section, the light intensity is the strongest away from the center of the 

twisted pump beam, and the radius of the beam increases with OAM. Therefore, certain 

considerations need to be taken into account when selecting a sample for the initial proof of 

concept experiment. A large delocalization of the exciton is needed to be able to observe the 

interaction of light with OAM and matter. Alternatively, systems with electrons traveling long 

distances can be used as well. This is governed by the spatial overlap of the light mode and the 

sample, and the transition probability from the ground state to a certain excited state, the latter 

being directed by Fermi’s Golden Rule. A two- or three-dimensional lattice is needed to support 

delocalized free carriers.  

Therefore, GaAs is chosen to be the sample for the first set of experiments. This material is a direct 

gap semiconductor with the bandgap of 1.51eV (816.2nm) at 5K and 870nm at room temperature 

when undoped (33) (Fig. 5.9). The <100> crystal is chosen due to comparison with previously 

obtained experimental data by Li, et al. for OAM = 0 (34, 35).  

GaAs supports Wannier-Mott excitons, which exhibit large delocalization and relatively small 

exciton binding energy. The bulk GaAs wafer is purchased from MTI Corp. Three distinct wafers 

of GaAs are obtained: undoped, Si-doped with concentration of 3.80-6.20×1016 cm-3, and Si-doped 

with concentration of 1.07-1.90×1018 cm-3. Doping blue-shifts the absorption spectrum, and its 

effect can be studied on the light-matter interaction as well. All wafers are double-sided polished 

with light reflectivity of 30%.  
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The abundance of data on free carrier and exciton dynamics with conventional laser light allows 

us to compare our measurements at OAM = 0 to previous results.  

The bandgap is dependent on the crystalline face and on temperature as shown in Eq. 17:  

            (17) 

  

 

𝐸𝑔 = 1.519 −
5.405 ∗ 10−4 ∗ 𝑇2

𝑇 + 204
 𝑒𝑉 

Figure 5.9. Simplified semiconductor band structure representing the excitonic and free carrier 

bands. The electronic transition happens between the valence and conduction bands. The 

bandgap is temperature-dependent.  
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Additionally, lattice phonon modes are dominating the signal at high temperatures. Phonons act as  

vibrations of the lattice, adding vibrational and vibronic signals to the spectral features. Since we 

look for changes in the electronic signals of the sample as a function of orbital angular momentum, 

it is especially important to reduce the contribution of phonon modes. Cooling the sample to 

cryogenic temperature helps alleviate the issue. We have the capability of cooling the sample down 

to 4K using liquid helium. While the technical challenges associated with introducing cryostat in 

the setup are significant, it is important to implement the cooling for successful measurements. 

Coincidentally, the bandgap of bulk GaAs at 4K overlaps very well with the excitation spectrum, 

allowing us to simplify the experimental setup by avoiding using white light generation methods.  

Additionally, doping concentration is capable of shifting absorption (36). The lineshape 

corresponds to the absorption under different doping conditions, and the rising feature that appears 

with the increased dopant concentration is indicative of an increased and shifted absorption peak. 

Doping alters the mobility of the charges in the lattice affecting the extent of motion of the charges. 

The effects of doping on the light-matter interaction can be measured as a function of doping 

concentration.   
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5.8. Macroscopic polarization and magnetization in spectroscopy: twisted light view 

In order to describe the light-matter interaction, we need to understand the distribution of charges 

within the sample, and the interactions between these charges and incident fields. We assume the 

interactions to be semiclassical, where the sample is described in quantum mechanical terms, and 

the field is classical.  Once the electric field of light is incident on the sample, the charges within 

the lattice experience a force that pushes them out of their equilibrium distribution. Once the field 

is gone, the charges start oscillating, creating time-dependent current density. The amplitude of 

the oscillations decreases with time after the initial excitation, and Here, we consider the minimal-

coupling Hamiltonian, where the light-matter interaction is represented with the term p*A, where 

p is the canonical momentum operator, and A is the vector potential of the field (37). This 

Hamiltonian is simple and conventional when we consider the interactions in the dipole moment 

approximation. This, we can describe the Hamiltonian as Eq. 18: 

𝐻𝑖𝑛𝑡 = 𝑝 ∙ 𝐴 =  −𝑖ℏ∇ ∙ 𝐴     (18) 

The vector potential of the field is derived from its electric field, and looks like the following for 

conventional light and twisted light (Eqs. 18, 19): 

𝐴(𝑥, 𝑦, 𝑡) =  𝜖±𝐴0𝐻𝐺𝑚𝑛(𝑞𝑥, 𝑞𝑦)𝑒𝑖(𝑞𝑧−𝜔𝑡) + 𝑐. 𝑐.     (19) 

and 𝐴(𝑟, 𝑡) =   𝜖±𝐴0𝐿𝐺𝑙(𝑞𝑟, 𝑟)𝑒𝑖(𝑞𝑧−𝜔𝑡)𝑒𝑖𝑙𝜙 + 𝑐. 𝑐.    (20) 

The current density associated with the light-matter interaction is generally described by the 

following equation 21 (4):  

𝐽 =  
𝜕𝑃

𝜕𝑡
+ ∇ × 𝑀      (21) 
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Here P is the macroscopic polarization, and M is the magnetization. In non-magnetic materials 

magnetization is typically neglected. Each of the terms can be written in the forms of multipolar 

expansion (Eq. 22): 

𝑃 = 𝑃𝑑𝑖𝑝𝑜𝑙𝑒 + 𝑃𝑞𝑢𝑎𝑑𝑟𝑢𝑝𝑜𝑙𝑒 + ⋯ and 𝑀 = 𝑀𝑑𝑖𝑝𝑜𝑙𝑒 + 𝑀𝑞𝑢𝑎𝑑𝑟𝑢𝑝𝑜𝑙𝑒 + ⋯  (22) 

With this in mind, we can rewrite the interaction Hamiltonian through Power-Zienau-Wooley 

transformation (38) as a function of polarization from Eq. 23: 

𝐻𝑖𝑛𝑡 = −∫𝑃(𝑟) ∙ 𝐷⊥(𝑟)𝑑𝑟      (23)  

where D(r) is the transverse electric field displacement vector. This equation now accounts for all 

the terms in the polarization’s multipolar expansion and allow us to deviate from the dipole 

moment approximation. 

Electronic transition probability is governed by Fermi’s Golden Rule (Eq. 24) (3): 

Γ(𝑖 → 𝑓) =  
2𝜋

ℏ
< 𝑓|𝐻𝑖𝑛𝑡|𝑖 >2 Θ =

2𝜋

ℏ
< 𝑓|𝐶 ∗ 𝑒𝑖𝑙𝜙|𝑖 >2 Θ    (24) 

Θ is the density of states, i and f are the initial and the final states of the system, C is the constant 

associated with extracting the angular momentum terms out of the interaction Hamiltonian, 𝑒𝑖𝑙𝜙 is 

the phase term for twisted light interaction.  

Physically this means that the angular momentum and the energy of the photons in the excitation 

pulse are transferred to the sample to initiate the motion of the charges. When light without any 

orbital angular momentum interacts with the sample, the charges start oscillating in the dipolar 

fashion. This is governed by the selection rules for the transitions, as seen in Table 5.1 for 

transitions with combinations of various angular momenta (39, 40): 
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Transition Selection rules (J – total angular momentum, L – orbital angular 

momentum, S – spin angular momentum) 

Electric dipole ∆J = 0, ±1; ∆L = 0, ±1; ∆S = 0; states have to be of opposite parity 

Electric quadrupole ∆J = 0, ±1, ±2 ; ∆L = 0, ±1, ±2; ∆S = 0; states have to be of same parity 

Magnetic dipole ∆J = 0, ±1; ∆L = 0; ∆S = 0; states have to be of same parity 

Table 5.1.  Selection rules for electronic and magnetic transitions upon interaction with light 

When the excitation pulse carries orbital angular momentum, due to its helical electric field vector 

potential, a geometrically non-uniform electric current density is generated and the charges begin 

to oscillate in a circular fashion. In other words, twisted light has spatial variations in the electric 

field, so the light-matter interactions also inherit spatial dependence. These oscillations are now 

governed by the higher order terms in polarization or magnetization, so the dipole moment 

approximation is not valid anymore. We expect the signal for the states that were previously 

negligible to increase as the multipolar terms in the interaction Hamiltonian become more 

significant.  

Two competing effects happen upon interaction of twisted light with bulk semiconductors. Instead 

of vertical excitations typical to those of planar light, interband cone-shaped transitions are 

generated in the k-space due to the broadband nature of the pulse. Thus, we are accessing a number 

of states that support certain energy and OAM. These are responsible for the circular current 

observed upon excitation (Fig. 5.10) (41 – 45). On the other hand, the intraband transitions are 

responsible for the transfer of OAM to the electronic population in the conduction band.  
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In conclusion, the OAM of light transfers to the charges in the semiconductor lattice causing them 

to oscillate in a circular fashion. The transfer of orbital angular momentum allows to access the 

electronic transitions that were previously not accessible using conventional light due to selection 

rules. Because conservation of angular momentum AND energy is physically guaranteed, the 

newly-accessed electronic states in the conduction band will have a certain angular momentum 

and energy associated with them. Thus, spectroscopically we expect to see a shift in the signal as 

a function of OAM. The challenges of energy difference calculations will be discussed further.   

5.9. Preliminary measurements of transient spectra of bulk GaAs as a function of OAM 

Transient spectra of bulk GaAs were collected for OAM values of 0 through 5, and 10 (Fig 5.11). 

We resolve the transient signals by wavelength, represented on the x-axis, and the time delay 

between the pump and the probe beams, shown on the y-axis. The intensity of the signal at each 

time-wavelength point is represented with color. We can take a slice of data across the wavelength 

domain and obtain the signal decay profile at a certain wavelength. Alternatively, we can select a 

time point and take a slice of the transient spectrum at that time. We observe two main features in 

the collected transient spectra – a positive one centered at 815nm, and a negative one at 835nm.  

Figure 5.10. (Left) Dipolar oscillations of 

charges upon excitation. The largest 

magnitude of oscillations occurs in the center 

of the beam with OAM = 0 where the 

intensity is the strongest. (Right) Multipolar 

circular oscillations of the charges upon 

excitation with OAM = 1. The maximum 

oscillation intensity is along the maximum 

intensity of the beam. 
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The positive feature is in the vicinity of the bandgap of bulk GaAs at 4K and is assigned to the 

ground state bleach signal. This feature corresponds to the Wannier-Mott excitonic signal from the 

semiconductor (46). The negative feature is assigned to the excited state absorption due to its sign. 

We assign this feature to free carrier motion that is caused by exciting with energy far higher than 

the bangda. To test this assignment, we have filtered the excitation pulse’s wavelength to 810-

840nm (compared to 790-840nm spectrum originally), and observed significant drop in the amount 

of negative signal (Fig. 5.12). 

Figure 5.11. (Left) Waterfall plot of the transient absorption spectra we obtain experimentally 

for OAM = 0 showing the dependence of intensity (shown in color, red – positive, green – 

negative) on both time (y-axis) and wavelength (x-axis). (Right) The spectrum collected at 

200ps as a function of OAM. Positive feature at ~815nm and negative feature at ~832nm are 

attributed to excitonic and free carrier features respectively.  
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The excitonic feature shows a red spectral shift as a function of orbital angular momentum (Fig. 

5.13). Here we plot the transient spectra at OAM from 0 to 5 at the time delay of 200ps. It is worth 

noting that similar shifts are observed at other time delays too. As we increase the amount of OAM 

imparted in the beam, we observe the trend breaking for OAM = 10, and the excitonic feature 

signal returns to OAM = 0 position. These results can be explained by existence of spatial 

coherence, which was previously observed in GaN excited with twisted light (47). This effect 

cannot be explained with heating effect from the high beam fluence at the focal spot, because we 

observe identical shifts at early and late times across the different delay measurements. The 

strongest heating effect should be observed directly after excitation resulting in different spectral 

signal compared to later times. Because we can assume this kind of interaction is similar to 

particle-on-a-hollow-cylinder model, that accounts for the beam diameter change, leading to 

different exciton sizes at OAM = 0 and OAM = 10. This also proves that this effect is due to 

properties of twisted light, and not local excitation artifacts.  

Figure 5.12. Elimination of free carrier 

signal upon filtering the blue edge of the 

excitation pulse from 790nm to 810nm. A 

significant change in the amount of negative 

signal is observed confirming the 

assignment of the positive feature to 

excitonic transitions, and negative feature of 

free carrier transitions.   
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The free carrier interactions as a function of OAM are represented in Figure 5.14. The negative 

feature, that is assigned as the excited state absorption, shows the shift in the direction of higher 

energy as the OAM increases. This shows that the electronic states in the conduction band with 

higher energy support the higher amount of orbital angular momentum, according to conservation 

of momentum and energy. A similar effect, where the OAM = 10 spectrum overlaps with the OAM 

= 0 spectrum, is observed. At small values of OAM, it is possible for the center of the twisted beam 

to create a coherent excitation in the center of the beam. This is due to a small node in the center 

of the beam. When the low intensity region becomes too wide to generate a spatially coherent 

excitation in the center of the beam, each charge essentially “feels” a planar-like momentum, 

experiencing only a small arc of the beam’s twist. It is possible to conclude that the small values 

of OAM generate center-of-mass motion of the charges, while the large values of OAM exceed 

this radius possible for this kind of motion.  

Figure 5.13. A close look on the excitonic feature as a function of OAM. (Left) A red 

spectral shift is observed as OAM is increased from 0 to 5. (Right) At high OAM values the 

excitonic feature resembles OAM = 0 trace, indicating that there is a limit to how much 

OAM can be transferred into the sample.    
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5.10. Direct measurement of induced magnetization with OAM of light 

We have collected the transient spectra for negative values of OAM. The range we’ve selected 

was from OAM = -5 to OAM = -1 due to previously observed spectral changes at their 

counterparts. We have observed the differences in the excitonic feature when comparing +OAM 

and -OAM spectra. This led to the discovery that the differential signal is the sign of induced 

magnetization upon excitation. Let’s consider the current density (Eq. 25):  

𝐽 =  
𝜕𝑃

𝜕𝑡
+ ∇ × 𝑀      (25) 

Back of the envelope derivations have shown that the polarization term in the current density is 

independent on the sign of the OAM, whereas the magnetization term is. It makes sense, as the 

charges flowing circularly generate magnetic field that is dependent on the direction of that current. 

Figure 5.14. A close look on the free carrier feature as a function of OAM. (Left) A blue 

spectral shift is observed as OAM is increased from 0 to 5. (Right) At high OAM values the 

free carrier feature resembles OAM = 0 trace, indicating that there is a limit to how much 

OAM can be transferred into the sample (similar to figure 5.13).    
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It was, however, unexpected that this would result in resolvable spectral and intensity changes 

(Fig. 5.15). 

In order to extract the magnetization term, we perform subtraction of the signals from +OAM and     

-OAM (Eq. 26): 

𝐽+𝑂𝐴𝑀 − 𝐽−𝑂𝐴𝑀 = 
𝜕𝑃+𝑂𝐴𝑀

𝜕𝑡
+ ∇ × 𝑀+𝑂𝐴𝑀 − (

𝜕𝑃−𝑂𝐴𝑀

𝜕𝑡
+ ∇ × 𝑀−𝑂𝐴𝑀) 

𝐽+𝑂𝐴𝑀 − 𝐽−𝑂𝐴𝑀 = ∇ × 𝑀+𝑂𝐴𝑀 − (−∇ × 𝑀+𝑂𝐴𝑀) 

𝐽+𝑂𝐴𝑀 − 𝐽−𝑂𝐴𝑀 =  2∇ × 𝑀+𝑂𝐴𝑀    (26) 

 

 

Figure 5.15. Direct measurement of magnetization obtained from subtraction of spectra with 

+OAM and -OAM. The magnitude of magnetization increases as a function of |OAM|.  
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Thus, we can claim that we can directly measure macroscopic magnetization that is induced in 

bulk GaAs upon interaction with OAM. Unfortunately, this magnetization is extremely hard to 

measure externally to prove the concept, as the magnitude of magnetization is extremely small and  

5.11. Challenges in modeling interactions of orbital angular momentum of light with bulk 

semiconductors 

Modeling interaction of orbital angular momentum of light with bulk semiconductors is extremely 

challenging. One challenge comes from the vastness of the 3D lattice of the sample. With the large 

excitation volume comes a huge amount of excitations created – both excitons and free carriers 

depending on the excitation spectrum. Approximations are made to simplify the modeling of 

interactions of semiconductors with light. Many-body interactions are simplified using so-called 

GW method – where one-body Green’s function is combined with the screened Coulombic 

interaction (48). Addition of spin-orbit coupling is possible in this model. Tight-binding 

parametrization and classical treatment of electrostatic screening (49, 50) allow for making the 

calculations more efficient. Optical properties calculated with these methods are using the light in 

the form of a conventional Gaussian beam, where dipole-moment approximation is applied, and 

the charges oscillate in a uniform fashion. Additionally, because most excitation occurs in the 

center of the beam, it is possible to just model the small area that will describe the motion of 

charges, and then account for the decay in the beam’s intensity. This decay can be propagated to 

the whole excitation area to account for many-body interactions, but this is still a computationally 

expensive problem to solve.  
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Moreover, a set of challenges arise from the twist in the electromagnetic field when exciting with 

light carrying orbital angular momentum. This is because the current generated upon excitation 

now follows circular trajectory and is non-uniform. As mentioned in previous sections, dipole 

moment approximation cannot be used anymore. We cannot treat the excitations in the center of 

the beam anymore because there is no light intensity in the center of the beam. The interactions 

get increasingly more complex as the amount of OAM increases. There are possible ways of 

simplifying the calculations involving twisted light both for excitonic and free carrier interactions. 

When the bulk semiconductor is excited below the bandgap, Wannier-Mott excitons are formed. 

These excitons can be modeled as a modified positronium atom (Fig. 5.16). A positronium atom 

resembles an exciton because it is a Coulombically bound pair of an electron and a positron. Due 

to its similarities to hydrogen atom one could use the rigid rotor model to calculate the energy 

states associated with the transfer of energy and momentum from light to the atom. Quantum 

mechanical description of rigid rotors accounts for the orbital angular momentum of the system 

and explains the selection rules for electronic transitions. For systems that are more complex than 

a simple pair of electron and positron – like bulk semiconductors – one should use the effective 

masses of the electron and the hole for that particular system. However, this method does not 

account for multiexcitonic interactions in upon excitation which will skew the energy levels due 

to the coupling.   
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On the other hand, free carriers are generally calculated using density functional theory (DFT). 

The perturbation that is included in DFT does not account for non-uniformity of twisted light. Free 

carriers are formed along the area of the beam intensity and their oscillations are weaker towards 

the center of the excitation area. This radically complicates the calculations where the dipole-

moment approximation cannot be applied anymore, and a large amount of charges is moving in a 

circular fashion within the lattice. One can assume that twisted light is applied to one or two unit 

cells within the lattice to simplify the amount of particles involved in the calculation (Fig. 5.16). 

However, like in the case with excitons described above, this does not account for many-body 

interactions. If too many unit cells are involved in the calculations, the time taken to model 

increases exponentially. A compromise needs to be found to make the reasonable approximations 

of the size of the lattice involved while still maintaining practical calculation time.  

 

Figure 5.16. (Left) Proposed positronium atom scheme for calculation of excitonic 

transitions with OAM using rigid rotor model. (Right) Selecting a small section of the bulk 

semiconductor lattice to perform free carrier interaction calculations. This makes the 

calculations less computationally expensive, but omit many-body interactions in the system.   
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CHAPTER 6 

FUTURE DIRECTIONS 

6.1 Reactions to stress in cyanobacteria 

In this thesis I have discussed the energy quenching mechanisms in various organisms, including 

cyanobacteria, green sulfur bacteria and green algae. Specifically, in Chapter 3 I described the 

proposed energy quenching mechanism for cyanobacteria that lack the orange carotenoid protein. 

We found that energy quenching primarily occurs in the phycobilisome rods via exciton-exciton 

annihilation. This finding leaves a lot of questions unanswered as an opportunity for future work 

on these organisms, as well as other light-harvesting organisms that employ photoprotection 

against stress. 

Cyanobacteria contain phycobilisomes that harvest sunlight and pass it down the funnel to the 

reaction center for further photosynthetic steps. Additionally, this sunlight can be passed in the 

form of the chromophore excitation to form reactive oxygen species that cause lethal damage to 

the organism. Alternatively, the excitations can be quenched through non-protochemical 

quenching mechanisms and dissipate into the bath as heat. In Synechocystis sp. PCC 6803, the 

orange carotenoid protein (OCP) is mainly responsible for eliminating the excess energy by 

isomerizing between its orange and red forms with the help of the fluorescence recovery protein 

(1). Also, it is known that cyanobacteria are prone to mutagenesis, allowing to alter the structure 

of the light-harvesting antenna to test various hypotheses about the processes happening in the 

organism. One of the proposals for future work is to use mutagenesis to eliminate the OCP 

quenching site from the PCC 6803 strain. The mutated cells could be further subjected to fluence-
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dependent non-linear spectroscopic experiments to differentiate the energy transfer and excess 

energy quenching mechanisms in the absence of the OCP. The results from mutated PCC 6803 

can be compared to PCC 7942 (bacteria that initially do not contain OCP, described in Chapter 3 

in detail) to identify the differences in the quenching mechanisms. In the Engel group, we are 

capable of performing ultrafast transient absorption and two-dimensional electronic spectroscopy 

experiments in both isolated phycobilisomes and in vivo cells. These experiments, however, 

present a set of challenges such as high scatter levels, PBS/cell death upon prolonged exposure to 

light, low signal levels at low excitation powers that require strong averaging. Some of these 

challenges can be met by flowing the sample through the sample cell using a peristaltic pump. In 

2D experiments, GRAPES – a unique method developed in the Engel group (2) – can be used to 

minimize the duration of the measurements. Post-processing techniques of boosting signal-to-

noise ratio and minimizing scatter can be also used, as described in Chapter 1 of this work. 

As discussed in previous chapters, phycobilisomes consist of higher-energy rods and the lower-

energy core. Through mutagenesis, it has been shown that bacteria with shorter rods or smaller 

core can be grown as well (3). Presumably, these mutations in PCC 7942 should be the sources of 

extra stress during light-harvesting, as there is a smaller amount of chromophores available to 

facilitate the energy quenching and transfer. I hypothesize that shorter rods would decrease the 

time of energy transfer to the core. Additionally, with lower chromophore availability for the 

exciton-exciton annihilation, the damage to the organism would be more significant in comparison 

to the unmutated organism at the same excitation energy. Non-linear spectroscopic methods would 

be ideal experiments to test this hypothesis.  
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Interestingly, red algae contain phycobilisomes that also do not have OCP near their structure to 

use for photoprotection (4). These algae rely on phycobilisomes to perform the excess energy 

quenching. To date, it is unknown if there are other photoprotective mechanisms present in red 

algae to substitute for OCP. Thus, upon growth of the algae in the lab, and studying them with 

non-linear spectroscopic methods can reveal the extent of phycobilisome contribution to the stress 

environments.  

All of the ideas described earlier relied on the stress that is caused by excess sunlight supplied to 

the organism. However, there are additional types of stress, such as nutrient deficiency, that limit 

the photosynthetic processes and damage the bacteria. Specifically in cyanobacteria, it is known 

that low iron supply limits the growth of the organism (5, 6). Expression of photosystem I (PS I) 

in thylakoid membrane – the antenna encountered after the reaction center and photosystem II (PS 

II) – heavily relies on the iron concentration. When iron is in low supply, iron stress induced 

protein A (IsiA) is expressed to encompass the PSI and increase its light-harvesting efficiency. 

The energy transfer between PSII and PSI-IsiA complexes can be also studied using non-linear 

spectroscopies to unravel the effect of the IsiA on the light-harvesting properties of cyanobacteria.  

6.2 Interaction of orbital angular momentum of light with matter 

In Chapter 5 I have described the preliminary experiments we have conducted to understand the 

transfer of orbital angular momentum from light to bulk GaAs at cryogenic temperatures. Upon 

successful reproducibility of the transient spectra, we will continue exploring the unique 

interaction of OAM of light with various samples.  
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To measure the interaction of OAM of light with the sample, the system needs to be able to form 

large delocalized excited states. This involves generating Wannier-Mott excitons that tend to have 

large exciton radii. Alternatively, the mobility of the charges should be high enough for the 

electrons to travel in a circular fashion along the size of the focused twisted beam at the sample. 

Semiconducting systems seem to be the perfect samples for these measurements due to formation 

of large excitons and electrons traveling relatively “freely” in the pool of charges. In our initial 

experiments we have explored the interaction of OAM with bulk gallium arsenide. Here, the 

charges are mobile not only across the surface of the semiconductor, but also through the depth of 

light penetration (~15μm for 800 nm). We can extend this study to two-dimensional 

semiconducting systems – quantum wells, where the charges will only be able to travel along the 

surface layers of the material. This also expands the breadth of samples we can study to perovskite 

systems, two-dimensional materials like MoS2 and aggregates with long-range charge interactions. 

While reducing semiconductor dimensionality (7) is certainly an interesting direction of work for 

comparison of OAM interactions, we do not anticipate observing differences in spectral features 

as a function of OAM in nanorods and quantum dots. This is due to the fact that the excitons are 

not as delocalized in these systems, as in 2D and 3D materials, so charges cannot interact with the 

curvature of the twisted beam’s electromagnetic field. A number of challenges arises in the path 

towards measuring the interaction of OAM with systems of lower than 3 dimensionalities. Since 

the exciton delocalization length drops with dimensionality, the excitation beam needs to be 

focused to the size of the delocalization length, which beats the diffraction limit in the nanorod or 

quantum dot case. Additionally, as in the case with bulk GaAs, cooling to cryogenic temperatures 

is needed to avoid phonon modes overshadowing the signal emitted from the excited states with 
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OAM transferred. The measurements can be further expanded to organic semiconducting systems. 

Interestingly, it has been shown that interaction of twisted light with the chiral samples does not 

produce any differential response, unlike interaction of circularly-polarized light with chiral 

molecules (8). Understanding the samples’ responses to orbital angular momentum of light can 

identify the material’s properties as detectors for classical and quantum communications systems.  

Quantifying spin-orbit coupling in complex chemical systems has been a challenging issue in 

theoretical and experimental chemistry. One way to solve this problem is coupling spin and orbital 

angular momenta in one excitation pulse. This results in the transfer of total angular momentum 

of light to the system (Eq. 1): 

𝑇𝐴𝑀 = 𝑂𝐴𝑀 + 𝑆𝐴𝑀         (1) 

One can look at the differences in the spectral features generated by transferring various 

combinations of SAM and OAM to the sample (making up identical TAM). It is important to 

remember that SAM can only take values of –1, 0 and +1, while OAM can potentially have infinite 

amount of values (however, technical limitations of SLMs do not allow to introduce extremely 

large amounts of OAM to light).  For instance, for TAM = +5, one can generate three combinations 

of SAM and OAM: 

SAM = +1, OAM = +4 

SAM = 0; OAM = +5 

SAM = –1; OAM = 6 
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A pump-probe experiment is then performed with the light carrying both SAM and OAM. While 

this would only require an addition of a quarter waveplate and a polarizer to the setup, the main 

challenge associated with this measurement is the precise alignment of circularly-polarized light 

prior to applying SLM phase mask to the beam. In Chapter 5 I show that the difference in the 

excitonic feature is very small (~1nm between OAM = 0 and OAM = 5). The differences in the 

signals that include SAM may be less detectable which would require improvements in the 

detection scheme with improvements in spectral resolution. 

Finally, entanglement of the angular momenta states has been a topic of interest since OAM was 

first generated in 1990s (9, 10). One way to quantify the entanglement of the states is to apply a 

phase mask to the spatial light modulator that contains multiple values of OAM to transfer multiple 

OAM into the beam. Here we consider an experiment with a single beam, like in a linear absorption 

method. The excitation/pump beam interacts with the sample emitting a signal that should 

correspond to the transfer of the mixed state of OAM. That beam with the signal is then sent to 

additional two spatial light modulators that contain the phase masks that geometrically separate 

the signals corresponding to different OAM values and collimate each of the separated beams 

respectively (11). These separated signals are captured in a spectrometer and a two-dimensional 

camera, and recorded. They are further compared to the signals from individually measured 

corresponding OAM values. For example, OAM values of 3 and 5 are mixed in the pump beam. 

Upon interactions with SLMs 3 and 4, the signal is separated into OAM’ = 3 and OAM’ = 5 

components, where OAM’ is the signal from entangled angular momenta beam. We then consider 

the following: 
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OAM = 5 vs OAM’ = 5 

OAM = 3 vs OAM’ = 3 

If the difference is observed, we can claim that the excited state from OAM’ = 3 interaction in the 

combined beam is entangled to the excited state from OAM’ = 5. The challenge may arise from 

the hardly detectable difference in the spectra upon comparison. This would require improvement 

of the detection scheme with better spectral resolution.  
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CHAPTER 7 

CONCLUSIONS 

This thesis encompasses the idea of measuring ultrafast dynamics in photosynthetic and 

semiconducting systems with the goal of learning about the curious phenomena such as quantum 

coherences, energy transfer. The overarching theme of my work is using very short – ultrafast – 

pulses to reveal the dynamic electronic properties of my systems of interest. This knowledge can 

be then applied to outstanding issues such as efficiency of classical and quantum communications, 

development of artificial systems to harvest solar energy. Femtosecond nonlinear spectroscopy is 

an excellent technology to address the questions of nature’s design principles and evolution.  

In Chapter 1 I introduce the main goal of this thesis, and present the concept of light-matter 

interactions in semiclassical approximation. Later, I discuss the ultrafast methods that are used to 

probe these light-matter interactions. Specifically, I write about femtosecond transient absorption 

spectroscopy, and point-by-point two-dimensional electronic spectroscopy. I finish the chapter 

with the nuances in data processing and analysis from these two experimental methods. 

In Chapter 2 I describe in detail the overall process of photosynthesis, with multiple stages taking 

places at various timescales. Then, I focus on the initial stage of photosynthetic process – 

harvesting of solar energy and its transfer to the reaction center for the release of an electron. This 

stage occurs on ~1ns timescale making ultrafast pump-probe and 2DES setups perfect fits for the 

desired measurements. Further I elaborate on the principles of energy transfer in photosynthetic 

complexes, providing the differences between FRET, Redfield and coherent transfers. I finish the 

section with presenting various known photoprotective mechanisms in different organisms to show 



130 

 

how the species have evolved to deal with stress – whether it is due to excess solar energy, or lack 

of nutrients, etc. 

I begin Chapter 3 with the description of cyanobacteria and their light-harvesting antenna complex 

called phycobilisome. Then I focus on a specific bacterium – Synechococcus elongatus PCC 7942 

– and its mechanisms of energy quenching in the absence of the orange carotenoid protein. We 

performed fluence-dependent transient absorption measurements on isolated phycobilisomes from 

PCC 7942 and found that exciton-exciton annihilation appears to be the dominant photoprotective 

mechanism in this antenna complex. We also experimentally confirmed the exciton hopping times 

that have previously been predicted theoretically for this system. 

Chapter 4 discusses methodology to obtain precise Hamiltonian in Fenna-Matthews-Olson 

complex with the help of hierarchical equations of motion (HEOM). The novel data post-

processing protocol is tested in combination with HEOM to confirm the energies of the eight 

excitons formed in the light-harvesting complex with the further use in systems with less known 

Hamiltonians.  

In Chapter 5 I describe in detail in implications of applying orbital angular momentum to the pulse, 

and then its interaction with matter. I discuss the applications of twisted light in astrophysics and 

imaging. I further provide physical description of twisted light, including representation of the 

electric and magnetic fields of the beam. The ways of introducing orbital angular momentum to 

the beam are mentioned further. I continue with the description of the transient absorption setup 

to measure the interaction of twisted light and the sample, followed by the reasons for choosing 

bulk gallium arsenide as the system of interest.  
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Later I provide a detailed theoretical description of the interactions of twisted light with matter 

followed by the preliminary experimental data that we have observed. Here I look into spectral 

shifts in the two main spectral features in the sample at cryogenic temperatures as a function of 

OAM. I further investigate the implications of applying positive and negative values of OAM to 

the sample, and describe the calculation of induced magnetization, as well as show experimental 

results obtained for +OAM and -OAM difference. 

I conclude this thesis with the possible extensions of my work. First, I discuss the ideas of 

performing non-linear spectroscopic experiments on organisms where OCP is mutated out or not 

present at all to compare to results obtained in our work. Additionally, I discuss in detail the future 

direction in work about twisted light, where, I believe, there is a lot of potential to generate 

impactful datasets and explain the phenomena of angular momentum transfer to chemical systems.     

 

 

  

 

 

 

 

 

 

 

 

 


