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ABSTRACT

Ecological Momentary Assessment (EMA) studies aim to explore how subjects’ psychological

states or behaviors interact with the real environment. Hand-held devices such as smart-

phones enable the participants in EMA studies to respond to the prompted assessments or

self-initiate the assessments in real time. Besides conventional hand-held devices, wearable

devices, e.g., actigraphy, have enabled more accurate and intensive tracking of subject’s

behaviors such as physical activities (PA). Relevant statistical methods for intensive lon-

gitudinal data analysis are continuing to be developed, however challenges remain such as

modeling of the complex multilevel serial correlation in the data, informative nonresponses

in self-initiated assessments, and identical data entries and also the irregularly distributed

PA data. In this thesis, extended methods specifically for deal with the above mentioned

issues were proposed.

First, during EMA studies, subjects can receive prompted assessments intensively across

days and within each day, which results in three-level longitudinal data, e.g., subject-level

(level-3), day-level nested in subject (level-2) and assessment-level nested in each day (level-

1). Given the three-level EMA data, we proposed a linear mixed effects model with auto-

correlated random effects at day-level and assessment-level. And with real time stamps of

the assessments, we also provided a useful extension of this proposed model to deal with

irregularly-spaced EMA assessments.

Second, we addressed the issue of non-responsivity of self-initiated assessments in EMA stud-

ies, where subjects are instructed to self-initiate reports when experiencing defined events,

e.g., smoking. The frequency and determinants of non-responses in these event reports is

usually unknown and these non-responses can even be associated with the primary longitudi-

nal EMA outcome (e.g., mood) in which case a joint modeling of the non-responsitivity and

x



the mood outcome is possible. In certain EMA studies, random prompts, distinct from the

self-initiated reports, may be converted to event reports, which provide some information

about the subject’s non-responsivity of event reporting. Using such data, we proposed a

shared-parameter location-scale model to link the primary outcome model for mood and a

model for subjects’ non-responsivity by shared random effects which characterize a subject’s

mood change pattern and mood variability.

Third, for application of the MELS model, a problem that occurs is when subjects provide

identical responses and therefore exhibit almost zero variance in their responses. It is as-

sumed that certain latent clustering may exist to distinguish those who displayed different

variance patterns. To deal with this, we assumed a mixture of normal distributions for scale

random effects. For estimation, we incorporated Maximize-A-Posteriori (MAP) algorithm

into the Expectation-Maximization (EM) algorithm framework so that we can estimate the

posterior probability of clustering membership for each subject.

Lastly, to model the intensive irregularly distributed PA counts, we proposed a negative

binomial mixed effects location-scale model (NBLS) to model these intensive longitudinal

PA counts and to account for the heterogeneity in both the mean and dispersion level across

subjects. Further, to handle the issue of inflated numbers of zeros in the PA data, we

also proposed a hurdle/zero-inflated version which additionally includes the modeling of the

probability of having non-zero PA levels.
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CHAPTER 1

OVERVIEW

1.1 Mobile Health Technology

The growing use of smart electronic (wearable) devices and data technologies have given

rise to the field of mobile health (mHealth) and significantly changed the landscape of pub-

lic health research. First, these innovations have improved the reliability of measurements.

Second, the convenience of data collection vastly increases data availability. In addition,

due to the more frequent and timely exchange of information between researchers and par-

ticipants, the obtained information is no longer static but instead dynamic, which displays

more subtlety in the data. As a result, novel information technologies allow researchers to

study daily life experiences of a single participant instead of limiting the scope on aggregate

population features.

Studies and interventions regarding real-world experiences are becoming more popular in

recent years. Conducting such studies is more economic and the attrition is less likely to

occur because the time-span of the study is relatively short, e.g., for two or three weeks,

compared to clinical trials which can last for a year or several years. In addition, these

real-world studies have a more relaxed inclusion criterion so that the studied sample can be

more representative for the population than clinical trials.

1.2 Ecological Momentary Assessments

In particular for psychological and behavioral studies, real-world data provide clues to un-

cover people’s daily behavioral and psychological patterns that are closely related to the

long-term health outcomes. To further design efficacious behavioral interventions or boost-

ing strategies requires us to thoroughly understand how subject’s psychological state and
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behavior are affected by transient environmental and contextual factors than long-term ef-

fects. As we mentioned above, the core of EMA study designs is the description or thorough

assessments on the surrounding environment and participants’ psychological states and how

these two factors contribute to trigger momentary actions and behaviors.

EMA design also indicates a higher level of participants’ involvement in determining the data

availability and quality. For conventional EMA designs, the data availability completely re-

lies on the participants’ compliance and the way of collecting such data requires the input

from the participants. For example, participants may receive the prompted surveys and then

respond to the surveys, or initiate the input themselves via the devices. Another issue is data

quality that the collected data may be subject to self-report bias. In order to resolve this,

wearable devices can be used to collect the data in a automatically way, e.g., step counts

recorded every 15 mins. And this way of data collection has also increased data availability

and data reliability. But even with more advanced data collection technologies, how we

deal with the observed subtlety as well as the irregular data distribution in such intensive

longitudinal data is a still challenging topic .

1.3 Innovations of The Proposed Methods

As we have introduced above, practical issues may emerge in steps of data analysis, such as

summarizing unusual data hierarchy and distribution, adjusting for bias in the data, dealing

with missing information and efficient estimation when data size is large. Existing methods

have not been sufficiently developed to deal with these issues, as will be shown in the follow-

ing sections. In this dissertation, we proposed innovative extensions to statistical methods

which can further serve as benchmarks to analyze other types of mobile health data. Below

are the innovations of this thesis.
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1.3.1 Utilizing the Real-Time Information

Data collected by mobile devices are often real-time stamped. Unlike conventional longitu-

dinal studies where assessments happen every several months or every year, EMA data are

usually intensively collected in a short time span and often irregularly spaced. Given this

information, utilizing the time-stamp information with accuracy even to hours or minutes,

will help us to more accurately adjust for the potential correlation among the assessments

and reveal the environmental effects. In Chapter 2, we will propose a mixed effect model

with hierarchical serial correlation structure and the extent of correlation can even depend

on the length of real-time intervals.

1.3.2 Analyzing A More Challenging Type of EMA Data

Current methods for EMA data analyses are for data obtained from random prompts. How-

ever, few publications have touched the field of analyzing self-initiated event reports. These

self-initiated event reports provide valuable clues to record subject’s psychological state and

other environmental momentary factors that trigger the event. For example, in such event

reports, subjects can report their mood level and verify whether they are with others, when

they are smoking. However, the main challenge of analyzing self-initiated event reports is

that, the occurrence of nonresponses is unknown to the researchers. And inevitably, the

data may be subject to bias coming from non-ignorable nonresponses, in other words, the

non-responses are related to the outcome variable. Thus, in Chapter 3, we will propose a

joint modelling approach which accounts for non-ignorable nonresponses and examines the

association between responsivity and the event-contingent outcome variable for these self-

initiated event reports.
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1.3.3 Deal With Identical Responses Over Time

The identical responses over time can emerge in EMA surveys which assess participants’

psychological states. The source of these identical entries can be mixed. Those can be the

’careless responses’ potentially caused by the fatigue of responding to such intensive assess-

ments but they can also be realistic entries. One way or another, those records will cause

computational issues in estimating the within-subject variability. Current publications are

less sufficient for handling within-subject duplicates. For the sake of computational conve-

nience, those duplicates are considered to be redundant and then therefore removed. To

avoid data exclusion, we can retain these subjects but assume they come from another clus-

ter that display low within-subject variability. In Chapter 4, we will extend the mixed effect

location-scale model (MELS)[25, 23] so that it can even be used to cluster different variance

patterns for subjects.

1.3.4 New Estimation Approach for Generalized Linear Mixed Model

The proposed methods are extended from (MELS) , which belongs to the class of generalized

linear mixed model (GLMM). GLMM is still the most accepted statistical method for infer-

ence of multilevel data. However, the complex model specification of MELS which accounts

for the heterogeneity in variability is likely to be infeasible using conventional estimation ap-

proach. In Chapter 4 we will use another optimization algorithm to bypass the speed-limiting

step in model estimation so that the model estimation will become much efficient.
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1.3.5 Physical Activity Data Collected By Wearable Devices

With wearable devices such as smart watches or actigraphies, we can conveniently track

subjects’ activity over time. Those physical activity data are often non-negative valued

counts data and irregularly distributed. For example, the data can display excessive amount

of zeros since at most of the time subjects maintain sedentary. And the distribution of the

counts can be severely right skewed because subjects often excessively exercise at just several

time points. Although machine learning algorithms can be used to deal with these irregularly

distributed time series and yield accurate prediction, a useful generalized regression model

is still needed in terms of better interpretability. Thus, in Chapter 5, we propose a model

which can deal with the irregularly distributed physical activity data and extract information

regarding the subjects’ activity patterns.

1.4 Summary

The rest of the dissertation is organized as follows. In Chapter 2, we will propose a linear

mixed model with multilevel random effects that display complex serial correlation structure.

In Chapter 3, to deal with the self-initiated event-contingent assessments, we will propose

a joint modelling approach to relate the responsivity of the self-initiated assessments to the

mean as well as the variability of these assessments. Then in Chapter 4, we will propose

a mixed effect location-scale model with mixture-distributed random effects that provides

information to classify subjects who are more/less likely to provide identical entries. In

Chapter 5, to deal with the mentioned above issues in analyzing the physical activity counts,

we propose a negative binomial mixed effect location-scale hurdle model to estimate latent

subject-level effects in terms of mean, variability (dispersion) and the probability of having

zeros. Lastly, in Chapter 6, we will summarize the proposed works.
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CHAPTER 2

A THREE-LEVEL MIXED MODEL TO ACCOUNT FOR THE

CORRELATION AT BOTH THE BETWEEN-DAY AND THE

WITHIN-DAY LEVEL FOR ECOLOGICAL MOMENTARY

ASSESSMENTS

2.1 Introduction

The Ecological Momentary Assessment (EMA) design [51, 26] is helpful to explore the inter-

action between subjects’ psychological states and real environmental factors. In those EMA

studies, psychologically or behaviorally related questionnaires are prompted to participants

via hand-held devices multiple times within a day as well as across days. In other words,

the collected EMA data are usually three-level data where assessments at level 1 are nested

within days at level 2, and days are nested within subjects at level 3. Unlike other conven-

tional longitudinal data where the interval between consecutive assessments is usually much

longer (e.g., every six months), EMA assessments which are prompted in high frequency are

usually longitudinally closely related to one another so that researchers may have to account

for the potential correlation among assessments within the same subject. In addition, EMA

assessments are usually unequal-spaced or called irregular-spaced as the EMA surveys are

usually prompted randomly at any time of a day. These features of EMA data collection

motivate us to develop a three-level model to account for the longitudinal correlation and to

deal with the unequal-spacing.

For example, participants in the Adolescent Smoking Study [54] received random prompts to

report their mood and the surrounding social context approximately five times per day for

7 days. In other words, there are at most 35 prompted assessments nested within a subject.
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In this case, the repeated measures can be longitudinally correlated. Intuitively, correlation

may exist between consecutive assessments within a day. Across days, the daily average

of mood can also be inter-correlated due to subject’s time-invariant personality traits and

lifestyles that are unlikely to change over the short duration of a study. In particular, for neg-

ative mood (negative affect, NEGAFF ), the primary outcome in this study, the between-day

correlation among NEGAFF assessments can be endogenously related to certain subject’s

time-invariant personality traits.

Given such data, there can be two natural ways to model the within-subject correlation:

(a) we ignore day as a level and allow for within-subject correlation of all the sequential

assessments nested in a subject; (b) we allow level-1 assessment errors within a day to be

correlated but assume uncorrelated level-2 random effects. The key assumption for (a) is

that assessments across days are treated as the same as assessments within the same day.

For a counter example, the two consecutive NEGAFF assessments across days may not

be as correlated as the consecutive assessments within the same day because the overnight

hours can interrupt the NEGAFF correlation. In particular for (a), we often assume the

correlation intensity decays over the length of the assessment intervals. But in that case,

correlation among across-day distant assessments can be underestimated to be almost zero.

This is also a caveat of using approach (b), which assumes assessments across days are

completely uncorrelated. Thus, we can argue that, in a realistic research setting, there exists

a within-subject correlation structure that displays a correlation hierarchy where between-

day (level-2) correlation and within-day (level-1) correlation are distinct and non-negligible.

In the literature review below, we will show that most of the existing methods are basically

the generalization of either the idea of (a) or (b) and they might be insufficient for multi-level

EMA data analysis.
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2.1.1 Two-level mixed effect model with random subject effects and

autocorrelated errors

Mixed effect models [29] have been frequently used for handling heterogeneity across clusters

in multi-level longitudinal data. For a two-level mixed model for repeated measures (level-1)

nested within subject (level-2), the random subject effects summarize the latent subject-

specific features apart from the observed covariates of interest. The subject random effects

are usually assumed to follow a normal distribution with mean zero and are independent

of the fixed effects and the random errors. Also, we often assume that the subject effects

are independent across subjects. Instead of assuming this conditional independence among

assessment errors, Chi and Reinsel [10] proposed a two-level mixed model including the so-

called AR(1) structure (autocorrelation of order 1) as the error correlation structure. In

their model, the variance-covariance matrix Σε can further be expressed as Σε = σ2
εP where

P is the correlation matrix, in this case, the AR(1) structure (Equation (2.1)).

PAR(1) =



1 ρ . . . ρni−1

ρ 1 . . . ρni−2

...
...

ρni−1 ρni−2 . . . 1


(2.1)

For the AR(1) structure, the amount of correlation between two assessments within subject

i conditional on fixed and random effects decays exponentially over their longitudinal dis-

tance. The correlation coefficient ρ is between 0 and 1. When no time-stamp information is

provided, one way to quantify the longitudinal distance is to take the difference of the indices

of the assessments, e.g., the correlation between assessment j1 and assessment j2 equals to

ρ|j1−j2|. This simple and intuitive form is beneficial for interpretation and computation,

which makes AR(1) excessively used in times-series analysis.
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When time-stamps are given, AR(1) can be extended as a serial AR(1) where the amount of

correlation decays exponentially over the real longitudinal distance between two assessments,

e.g., the correlation between assessment j1 and assessment j2 equals to ρ|tj1−tj2 |. Other

forms of decreasing functions h(| tj1 − tj2 |) can also be considered [59]. Equation (2.2)

shows the serial power structure that we would use to represent the correlation coefficients

in the extended model. This extended version helps to account for the unequal-spacing

between consecutive within-subject assessments in EMA studies.

PSAR(1) =



1 ρ|t2−t1| . . . ρ|tni−t1|

ρ|t1−t2| 1 . . . ρ|tni−t2|

...
...

...

ρ|t1−tni | ρ|t2−tni | . . . 1


(2.2)

While Chi and Reinsel [10] specified a correlation structure among the level-1 errors, Dig-

gle proposed a decomposition for the level-1 error, e.g., εij = cij + ε
(0)
ij where cij is level-1

random effect with serial AR(1) autocorrelation [16]. This model with this decomposition is

proved to be a more general form than Chi and Reinsel’s model [59]. The term ε
(0)
ij represents

the white noise of instrumental measurements in experiments such as blood test or chemical

composition analyses but it is less meaningful for EMA self-reports where responses to as-

sessments are subjective. And according to Diggle’s comment [16], sometimes the data may

not contain sufficient information to estimate both the subject random effects νi, the serial

correlation cij and instrumental measurement errors ε
(0)
ij . Therefore, even though Diggle’s

model is a more general form, for EMA data, we can still first follow Chi and Reinsel’s model

structure without this decomposition.

In general, these two-level models formalized idea (a) as mentioned. Even with autocorrela-

tion among the within-subject assessments, they may still fail to account for the heterogeneity
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at day-level.

2.1.2 Multi-level mixed models with level-1 autocorrelation

Given this three-level or multi-level data structure, a mixed effect model with subject-level

random effects νi and day-level random effects ψij can be used to account for the subject-level

and day-level heterogeneity. Extending Diggle’s model for multi-level data, Vansteelandt and

Verbeke even proposed a four-level mixed effect model but only level-1 random effects were

assumed to be autocorrelated [57]. The EMA data they used were structured as four-level:

subject-level (level-4), day-level nested in subject (level-3), signal-level (level-2) nested in a

day and assessment-level for each signal (level-1). However, random effects at level 2, 3, 4

were assumed to be independent across units and their model didn’t account for the possible

correlation across signals (level-2) or across days (level-3). In addition, their model specified

only intercept for fixed effects as they were more interested in the intraclass correlation than

covariate effects. Their model actually formalizes idea (b) as mentioned. Again, it assumed

uncorrelated random effects at the day-level, which made it inadequate to account for the

autocorrelation across days in our scenario.

Other efforts to model level-1 autocorrelation include Anumendem et al. [3] who proposed a

three-level mixed model with two separate serial AR(1) structures for level-1 units but again

no level-2 autocorrelation was assumed. Their model combined the natural approaches (a)

and (b) described in Introduction. It included not only the serial AR(1) for units within day

but also an aggregate serial AR(1) for all units nested in each subject. Still, this model was

not able to provide estimates for day-to-day autocorrelation.
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2.1.3 Include lagged dependent variable as model covariates

Another intuitive way to account for the autocorrelation is to include the lagged dependent

variable [2] as an extra explanatory variable to express the current dependent variable. As

a result of doing this, biases together with inferential problems could be introduced when

estimating fixed effects and the covariance components of random effects [2] as the assump-

tion of statistical independence between random effects and fixed effects would be violated.

For example, the time-invariant subject-level random effect also affects the lagged dependent

variable of the same subject and in other words the lagged dependent variable added as a

fixed effect could not be independent of the random subject effect.

Beyond the existing methods, we aim to propose a multi-level mixed effect model with

separate AR(1) or serial AR(1) structures at both assessment-level (level 1) and day-level

(level 2). We are going to validate the proposed model through a simulation study to compare

our proposed models to other candidate models over 500 simulated datasets in terms of true

parameter coverage and bias. And next, we will conduct the same set of model comparisons

using the random prompts data in Adolescent Smoking Study using Akaike Information

Criterion (AIC) and -2 log likelihood.

2.2 The proposed method

2.2.1 Data structure for the proposed model

The proposed model is for modelling three-level longitudinal data with day-level and assessment-

level autocorrelation. The three-level data are structured as below:

Level 3, subject: i = 1, 2 . . . N

Level 2, day: j = 1, 2, . . . , Ni, nested within subject i;
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Level 1, assessment: k = 1, 2, . . . , Nij , nested within day j within subject i.

In the real setting, the outcome of interest, NEGAFF, is usually treated as continuous

normally distributed variable. The covariates can be time-invariant subject-level (level-

3) characteristics, such as age, gender, level of education acquired prior to the study and

subject’s ability to deal with negative emotions. We will also include day-level covariates

such as a binary indicator for whether the day of assessment is a workday/weekend. The

assessment-level covariates usually reflect the transient contextual factors in the surrounding

environment when the prompt was delivered, such as a binary indicator of whether the

subject was alone or with other people when this subject completed the assessment.

2.2.2 The proposed model: RIs+AR(1)d+AR(1)wd

Our proposed model is a three-level mixed effects model with independent subject-level ran-

dom intercepts (RIs) and AR(1) correlated day-level random effects (AR(1)d) and AR(1)

correlated within-day assessment errors (AR(1)wd). The following sections show how we

started from a simpler three-level mixed model structure and added on the level-1 and then

the level-2 AR(1) correlation structures.

Three-level mixed effect model

For a three-level mixed effects model (Equation (2.3)), there is an independent random

subject-level intercept νi to account for the heterogeneity across subjects and independent

random day-level intercept ψij to account for the heterogeneity across days. εijk is the

within-day error term. νi, ψij and εijk all follow zero-mean normal distributions but with

different covariance structures. The variance of νi is σ2
ν and usually zero covariance is as-

sumed between subjects. Both ψij ’s covariance matrix , Σψ, and the error covariance matrix
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Σε can be either diagonal or with non-zero off-diagonal entries.

yijk = XT
ijkβ + νi + ψij + εijk (2.3)

Level-1 (within-day) AR(1) structure

In each day j of each subject i, the random assessment errors (εijk) follow a zero-mean normal

distribution with the covariance matrix parameterized by a regular AR(1) correlation struc-

ture multiplied by a constant error variance σ2
ε (Equation (2.4)). The amount of correlation

between consecutive assessments is assumed to be ρ1. Again the regular AR(1) structure

can be extended to the serial AR(1) version (Equation (2.2)) if time-stamped information is

provided.



εij1

εij1
...

εijNij


∼ N





0

0

...

0


,



1 ρ1 . . . ρ
Nij−1
1

ρ1 1 . . . ρ
Nij−2
1

...
...

. . .
...

ρ
Nij−1
1 ρ

Nij−2
1 . . . 1


σ2
ε


(2.4)

Level-2 (between-day) AR(1) structure

From now on, we add on another AR(1) structure to account for the between-day correlation

for the day-level random intercepts within each subject (Equation (2.5)). For example, the

amount of correlation between assessments of consecutive days is assumed to be ρ2. The

day-level correlation is a measure on how much the daily NEGAFF averages between two

consecutive days are correlated.
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

ψi1

ψi2
...

ψiNi


∼ N





0

0

...

0


,



1 ρ2 . . . ρNi−1
2

ρ2 1 . . . ρNi−2
2

...
...

. . .
...

ρNi−1
2 ρNi−2

2 . . . 1


σ2
ψ


(2.5)

The autocorrelation structures specified for level-2 random effects and level-1 errors are

assumed to be sufficient for the multiple-level hierarchy of longitudinal correlation existing

in the data.

2.3 Simulation setting

2.3.1 Model comparison

We compared our proposed model to the following candidate mixed effect models.

Model A: RIs+AR(1)ws

Model A is A two-level mixed effects model with random intercepts at subject-level (RIs)

and AR(1) within-subject correlation (AR(1)ws) (Equation (2.6)).

yik′ = XT
ik′β + νi + εik′ (2.6)

For this model, day-level is ignored and therefore the three-level data structure is re-organized

as two-level: the between-subject level and the within-subject level. The within-subject as-

sessments were re-indexed as k′ = 1, 2, . . . ,ΣjNij . For example, if subjects in the study were

followed up for 7 days and within each day subjects were instructed to complete 5 randomly

prompted assessments, then it ended up with at most 35 within-subject assessments within
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each subject.

To account for the within-subject correlation, εik′ is assumed to follow a normal distribution

with the variance-covariance matrix parameterized by a regular AR(1) correlation structure

multiplied by a constant error variance (Equation (2.7)) for each subject i .



εi1

εi2
...

εiΣjNij


∼ N





0

0

...

0


,



1 ρ . . . ρΣjNij−1

ρ 1 . . . ρΣjNij−2

...
...

. . .
...

ρΣjNij−1 ρΣjNij−2 . . . 1


σ2
ε′


(2.7)

The AR(1) structure can be replaced by serial AR(1) structure.

Model B: RIs+RId+AR(1)wd

Model B is a three-level mixed effects model (Equation (2.3)) with independent subject-level

random intercepts (RIs) and day-level random intercepts (RId) and AR(1) within-day cor-

relation (AR(1)wd) following the structure shown in Equation (2.4).

As these day-level random intercepts are assumed to be mutually independent within each

subject, the level-2 correlation matrix is an identity matrix INi of size Ni (Equation (2.8)).



ψi1

ψi2
...

ψiNi


∼ N





0

0

...

0


, INiσ

2
ψ


(2.8)
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The level-1 AR(1) (or serial AR(1)) structure for the level-1 random errors is the same as

our proposed model.

Model C: with lagged dependent variables

Rather than to specify an AR(1) correlation structure for ψij and εijk, Model C used a naive

approach to include the lagged dependent variables yij(k−1) and yi(j−1)) to account for the

autocorrelation (Equation (2.9)). yi(j−1) here is the average of outcomes of the previous day

j − 1. In this model, the coefficients for the lagged dependent variables are assumed to be

the correlation coefficients ρ1 and ρ2 at level-1 and level-2.

yijk = XT
ijkβ + νi + ψijk + ρ1yij(k−1) + ρ2yi(j−1) + εijk (2.9)

2.3.2 Data generation

For true values of the model parameters, for variances, we set σ2
ν = exp(1) and σ2

ψ = exp(0.5)

and σ2
ε = exp(0.5) and for correlation coefficients, we set ρ1 = 0.5 and ρ2 = 0.25. We trans-

formed the estimates as well as the confidence intervals constructed from Wald’s tests into

log scale and logit scale so that the transformed confidence intervals were expected to be

equal-tailed around the transformed estimates (Table 2.1).

We first generated 500 simulated datasets according to our proposed model. Within each

dataset there are 100 subjects; nested within subjects there are 7 study days; within each

day, there are 5 assessments. If the day-level is ignored, there are altogether 35 assessments

within a subject.
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The steps to simulate the data are as following:

1. We generated observed covariate at each level, e.g., xi3 is continuous covariate at

level-3 (subject-level, L3), xij2 is the level-2 (day-level, L2) covariate, and xijk1 is the

level-1(assessment-level, L1) covariate.

2. We generated random independent subject effects νi according to the univariate normal

distribution.

3. Given ρ2 as the level-2 correlation coefficient, we used the multivariate normal distri-

bution to generate the random day effects {ψij} according to Equation (2.5).

4. Within each day of each subject, given ρ1 as the level-1 correlation coefficient, again

we used the multivariate normal distribution to generate the random assessments ac-

cording to Equation (2.4).

5. Then we simulated the outcome variable Yijk according to Equation (2.3).

After the data were generated, we then compared Models A, B, C with the proposed model

on the bias of average of the model estimates from the true values, and on the coverage rate

of each parameter. The coverage rate was computed as below:

Coverage =
number of times that the 95% CIs covers the true value

number of successfully convergent solutions
× 100% (2.10)

2.3.3 Comparing two AR(1) structures: regular AR(1) and serial AR(1)

Another simulation study was to compare the performances of the original proposed model

with regular AR(1) correlated errors and the extended proposed model with serial AR(1)
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correlated errors.

We simulated the data from (i) the original model and (ii) the extended model. For scenario

(i), we generated the data in the same way as Section 2.3.2 and after the data generation we

appended to the dataset the random time-stamps so that these random time-stamps were

not involved in the data generating process. In other words, the original proposed model in

this case was the true model underlying the data. For scenario (ii), time-stamp information

was used in generating the level-1 random errors so in this latter case the extended version

of the proposed model was the true model underlying the simulated data.

To simulate the real time-stamps, we sampled the interval lengths from a uniform distribution

UNIF (0, 1). For model comparison this time, we compared proposed models of the original

version and the extended version based on the coverage rates as well as the biases to show

the impacts of correlation structure mis-specification.

2.4 Estimation

2.4.1 Objective functions for optimization

Model A: RIs+AR(1)ws

According to Section 2.3.1, given the νi, the conditional likelihood for the random error

vector ε′i = (εi1, εi2, . . . , εi(ΣjNij))
T is,

f(ε′i | νi) =
1

| 2πΣε′ |1/2
exp(−1

2
ε′Ti Σε′iε

′
i) (2.11)
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The form of the variance-covariance matrix Σ′ε is shown in Equation (2.7). For estimating

the extended version of this model, we replaced the regular AR(1) structure by serial AR(1)

structure as shown in Equation (2.2).

The distribution of νi (a scalar) is,

g3(νi) =
1√

(2πσ2
ν)
exp(−

ν2
i

2σ2
ν

) (2.12)

So the marginal likelihood for ε′i is,

L(ε′) =

∫ Ni∏
i=1

{f(ε′i | νi)g3(νi)dνi} (2.13)

Model B: RIs+RId+AR(1)wd

Given the independent random day effects {ψij} and random subject effects {νi}, the con-

ditional likelihood for the random error vector εij = (εij1, εij2, . . . , εijNij )
T .

f(εij | νi, ψij) =
1

| 2πΣε |1/2
exp(−1

2
εTijΣεεij) (2.14)

The distribution of ψi = (ψi1, ψi2, . . . , ψiNi)
T is,

g2(ψi) =
∏
j=1

1√
2πσ2

ψ

exp(−
ψ2
ij

2σ2
ψ

) (2.15)
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The distribution of νi (a scalar) is,

g3(νi) =
1√

(2πσ2
ν)
exp(−

ν2
i

2σ2
ν

). (2.16)

So the marginal likelihood for optimization is given as,

L(ε) =

∫
ν

∫
ψ

N∏
i=1

{
Ni∏
j=1

{f(εij | νi, ψij)g2(ψij)dψij}g3(νi)dνi}. (2.17)

Again, in order to estimate the extended version of Model B, we replaced the regular AR(1)

structure by the serial AR(1) structure at within-day level.

Model C: with lagged dependent variables

We followed the same approach to estimate this model as we did for Model B. One issue is

that for the first assessment in each day or for the first day within a subject there is no day-

level and assessment-level lagged dependent variables. We adopted a technique described by

Jones [27] to prevent these observations to be deleted during programming so that we could

still use all the available data.

Proposed model: RIs+AR(1)d+AR(1)wd

Given ψij and νi, the conditional likelihood for the random error vector will still follow

Equation (2.14) but the variance-covariance matrix Σε will be in the AR(1) form (Equation

(2.4)). For estimating the extended version of our proposed model, as we did before, we just

replaced the regular AR(1) structure in the variance-covariance matrix of the random errors

by the serial AR(1) structure.
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For day-level random effects, the distribution of ψi = (ψi1, ψi2, . . . , ψiNi)
T is,

g2(ψi) =
1

| 2πΣψ |1/2
exp(−1

2
ψTi Σψψi) (2.18)

And the variance-covariance matrix of the day-level random effects is specified by AR(1)

structure (Equation (2.5)).

The distribution of νi (a scalar) is the same as Equation (2.12). So the objective function

for optimization is given as,

L(ε) =

∫
ν

∫
ψ

N∏
i=1

{f(εi | νi, ψi)g2(ψi)g3(νi)dψidνi} (2.19)

2.4.2 Software and optimization

Conventionally, we used maximum marginal likelihood estimation (MMLE) to estimate the

generalized linear mixed model (GLMM). Prior to optimization, the marginal likelihood func-

tion is evaluated by integrating the joint log-likelihood function over the distribution of the

random effects. Numerical approximation methods such as adaptive Gaussian quadrature

[44] or Laplace approximation are necessary. This is a more general approach for estimating

arbitrary GLMM without utilizing distributional assumptions. But under special circum-

stances, for example, for normally distributed responses or errors, we can directly derive

closed form solution for the marginal likelihood, in which we can bypass the complex numer-

ical integration to expedite estimation.

We used PROC GLIMMIX of SAS 9.4 (SAS Institute Inc., Cary, NC) for the estimation.
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Primarily, Newton-Raphson Method was used for the optimization. The estimation method

used in PROC GLIMMIX is the maximum pseudo likelihood (MPL) method. The MPL

method uses Taylor expansion to linearize the non-linear relationship between the response

and the fixed and random effects and then produce asymptotic normal ’pseudo responses’.

Given these asymptotic normal responses, as we have discussed above, we can directly yield

closed-form solutions for the fixed and random effects. For more general situations, likelihood

constructed from the pseudo responses is not the true likelihood, making model comparison

illegitimate. However, when the responses and errors are normally distributed and identity

link function is used, the MPL method is equivalent to the MMLE method. In our case,

as we are modelling normal responses, estimates given by MPL are the same as those from

MMLE. In PROC GLMMIX, we specified NOREML option in order to obtain the value of

the likelihood function with unadjusted degree of freedom. Other benefit of using PROC

GLIMMIX is the convenient specification of hierarchical correlation structure regardless of

the situation where some days and some within-day assessments might be missing.

2.5 Results of simulation study

2.5.1 Comparing different model structures

Table 2.1 shows the comparison on the means and standard deviations (SD) as well as the

coverage rates (CR) across four candidate models. Data used in this simulation study was

simulated according to our proposed model in 2.4.1 and our proposed model successfully

recovered all model estimates with reasonable biases and coverage rate around 0.95.

Even though Model A, B and the proposed model had different random effect distributions,

they still yielded similar means and standard deviations on the β estimates because their

random effect distributions were independent of β. However, Model C adopted a different
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Table 2.1: Compare model A, B, C and the proposed model on 500 datasets simulated from
the original proposed model with regular AR(1) errors

Model A Model B Model C Proposed Model
RIs+AR(1)ws RIs+RId+AR(1)wd w/ Lagged DVs RIs+AR(1)d+AR(1)wd True
CR Mean(SD) CR Mean(SD) CR Mean(SD) CR Mean(SD) Value

βInt 0.950 4.985(0.402) 0.949 4.983(0.396) 0.190 3.932(0.360) 0.954 4.972(0.373) 5.0
βL1 0.923 0.400(0.011) 0.945 0.400(0.010) 0.860 0.409(0.011) 0.948 0.400(0.009) 0.4
βL2 0.757 -1.004(0.065) 0.937 -1.004(0.061) 0.648 -0.914(0.059) 0.934 -1.010(0.062) -1.0
βL3 0.945 0.700(0.178) 0.941 0.701(0.177) 0.874 0.585(0.151) 0.942 0.702(0.168) 0.7
log(σ2

ν) 0.961 0.999(0.159) 0.954 1.017(0.156) 0.550 0.633(0.190) 0.966 0.959(0.168) 1
log(σ2

ψ) 0.881 0.400(0.101) 0.920 0.466(0.077) 0.952 0.497(0.108) 0.5

log(σ2
ε ) 0.000 1.163(0.047) 0.962 0.499(0.055) 0.000 0.152(0.030) 0.964 0.499(0.054) 0.5

logit(ρ1) 0.000 0.528(0.066) 0.964 -0.003(0.113) 0.000 -1.957(0.142) 0.944 -0.004(0.113) 0
logit(ρ2) 0.000 -2.571(0.555) 0.960 -1.160(0.509) -1.1

RIs: independent subject-level random intercept(RI)
AR(1)ws: AR(1) correlated within-subject(ws) random errors
RId: independent day-level random intercept(RI)
AR(1)d: AR(1) correlated random day effects (level-2)
AR(1)wd: AR(1) correlated within-day(wd) random errors (level-1)
CR: coverage rate
SD: standard deviation

approach to account for the autocorrelation at level-1 and level-2. Instead of assuming cor-

relation among the random effects, Model C augmented the fixed effects by including the

level-1 lagged outcome and the lagged average of the outcomes at level-2, i.e., the daily av-

erage of the previous day. As we have discussed, the lagged variables were not independent

of the random effects, which resulted in lower coverage rate on level-3 fixed effect estimates

and non-ignorable biases for covariance parameters at all three levels.

With the same set of fixed effects, three-level models (Model B and the proposed model) fit

the simulated three-level data better than the two-level model (Model A). Using a two-level

model on the three-level data may have low coverage on level-2 fixed effect and therefore

inferential issues can occur. While comparing two three-level models, using a three-level

mixed effect model but assuming independent level-2 random intercepts can bring in bias

for the level-2 random effect variance. Thus, using the wrong three-level model may further

lead to a wrong conclusion on the intraclass-correlation-coefficient (ICC). In other words, we

may not able to correctly identify the source of variation.
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This part of results of simulation showed the adverse effects of model mis-specification on

the data simulated from our proposed model. All other candidate models, Model A, B and

C were shown to have fatal shortcomings in estimation or inference.

2.5.2 Comparing proposed models with AR(1) vs. with serial AR(1)

structure

Table 2.2 shows the results of assuming regular AR(1) errors on data generated from the

extended version with serial AR(1) errors. Given the data simulated from the extended

proposed model, both the original version and the extended version yielded similar results

over β. The extended version, the true model to generate the data, had reasonable coverage

rate of around 95% and the means of 500 solutions were close to the true values of the model

parameters. However, using the original version with regular AR(1) structure can lead to

significant bias and low coverage on the autocorrelation coefficient. We also compared the

AIC values as well as the -2 Log Likelihood values between the two versions (original vs.

extended). On these data simulated from the extended version, if we selected model with

lower AIC or -2 Log Likelihood, the correctness of decision making was 97.4% based on either

AIC or -2 Log Likelihood.

Conversely, for data simulated from the original version, the correctness of decision making

based on smaller AIC and -2 Log Likelihood was 100% among 500 simulated datasets. For

these data, the original version, the true model for data generation, yielded little bias and

the resulted confidence intervals had coverage of close to 95% on the parameters. However,

using extended version on these data can result in slightly lower coverage on level-1 and

level-2 fixed effects and significant bias and low coverage for level-1 and level-2 variances as

well as the correlation coefficients (Table 2.3). Thus, by using the extended version on data

generated from the original version, inference for both the level-1 and level-2 fixed effects

24



Table 2.2: Model Comparison over 500 datasets simulated from the extended proposed model
with serial AR(1) errors

Original Version Extended Version
RIs+AR(1)d+AR(1)wd RIs+AR(1)d+SAR(1)wd True

Parameters CR Mean(SD) CR Mean(SD) Value
βInt 0.954 4.937(0.762) 0.954 4.938(0.761) 5.0
βL1 0.950 0.399(0.010) 0.946 0.399(0.010) 0.4
βL2 0.948 -1.005 (0.118) 0.948 -1.005(0.118) -1.0
βL3 0.956 0.734(0.365) 0.958 0.734(0.365) 0.7

log(σ2
ν) 0.938 0.960(0.172) 0.938 0.960(0.172) 1.0

log(σ2
ψ) 0.964 0.497(0.093) 0.968 0.497(0.092) 0.5

log(σ2
ε ) 0.952 0.501(0.043) 0.950 0.500 (0.042) 0.5

logit(ρ1) 0.004 -0.579 (0.121) 0.968 -0.006(0.104) 0.0
logit(ρ2) 0.964 -1.184(0.453) 0.946 -1.185(0.452) -1.1

RIs: independent subject-level random intercept(RI).
AR(1)d: AR(1) correlated random day effects (level-2).
SAR(1)wd: Serial-AR(1) correlated within-day(wd) random errors.

and variances can be problematic.

2.6 Application on Adolescent Smoking Study data

2.6.1 The Adolescent Smoking Study data

There were 461 subjects in the Adolescent Smoking Study [54]. During the study, subjects

were instructed to complete approximately 5 assessments prompted by electronic devices per

day for the first 7 days. We compared the goodness-of-fit (AIC, -2 log likelihood) of three

candidate models (Model A, B and the proposed model) to see whether there is evidence of

the level-1 and level-2 correlation hierarchy we elaborated in 2.2.2. The outcome of interest,

NEGAFF, is an average over 5 items and each item rated from 1-10. Altogether 12,059

observations were used in this analysis.

The time-stamps of responses were recorded in minutes from 0 a.m. in each day (0 min to

1440 mins) and later divided by 60 to generate time-stamps in unit of 1 hour. We then ad-
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Table 2.3: Model comparison over 500 datasets simulated from the original proposed model
with serial AR(1) errors

Original Version Extended Version
RIs+AR(1)d+AR(1)wd RIs+AR(1)d+SAR(1)wd True

Parameters CR Mean(SD) CR Mean(SD) Value
βInt 0.954 4.986(0.395) 0.921 4.994(0.392) 5.0
βL1 0.948 0.400(0.010) 0.903 0.400(0.012) 0.4
βL2 0.934 -1.004 (0.061) 0.927 -1.004(0.062) -1.0
βL3 0.942 0.701(0.176) 0.951 0.699(0.174) 0.7

log(σ2
ν) 0.966 0.959(0.168) 0.968 0.963 (0.165) 1.0

log(σ2
ψ) 0.952 0.497(0.108) 0.324 0.687(0.080) 0.5

log(σ2
ε ) 0.964 0.499(0.054) 0.005 0.272(0.052) 0.5

logit(ρ1) 0.960 -0.004(0.113) 0.000 -1.940 (2.218) 0.0
logit(ρ2) 0.944 -1.160(0.509) 0.854 -1.489 (0.454) -1.1

RIs: independent subject-level random intercept(RI).
AR(1)d: AR(1) correlated random day effects (level-2).
SAR(1)wd: Serial-AR(1) correlated within-day(wd) random errors.

justed the day ID according to the time stamps: we assumed the first 3 hours of each day (0-3

am) as the last 3 hours continuing from the day before. As we have stated in the motivating

example in Section 2.1, participants responded to the random prompts approximately five

times per day for 7 days and therefore completed at most 35 prompted assessments within

subject. Data for this application were unbalanced and missing data existed.

Covariates included in the model were of three different levels. Subject-level (level-3, L3)

covariates include gender (male vs. female), grade10 (whether the participant completed

10th grade (=1) or 9th grade (=0)), NovSeek (the ability of novelty seeking) and Neg-

MoodReg(the ability to regulate negative mood). For day-level(level-2, L2), we included

Weekend (whether the day of assessment is weekend day (=1) or not (=0)) in to the model.

And for assessments-level(level-1, L1), we had ALONE (whether a subject is alone (=1) or

not (=0) when completing this assessment). We further decomposed the Alone variable into

AloneBS and AloneWS, e.g., Alone=AloneBS+AloneWS. AloneBS is the within-subject

average of Alone and the corresponding β coefficient reflects how likely a participant to be
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alone and it was assumed to be a time-invariant subject-level characteristic. AloneWS can be

viewed as mean-centeringed Alone and its effect can be interpreted as the momentary effect

of being alone at the moment of assessment. By this decomposition, the effect of the subject

characteristic AloneBS and the effect of the momentary contextual variable AloneWS were

allowed be different.

2.6.2 Results

From Table 2.4 and Table 2.5, all six candidate models yielded similar estimate and signifi-

cance level on fixed effect β, no matter for the original versions or their extended versions.

Males had more negative mood then females. Participants who completed the 10th grade

had more negative mood than participants who hadn’t. Novelty seeking (NovSeek) and

negative mood regulation (NegMoodReg) represents participants’ ability to deal with ad-

verse emotions and both of them were significant. The negative effect of NegMoodReg is

intuitive that participants with better ability to regulate negative mood had less negative

mood. However, if participants had higher score of novelty seeking might experience more

negative mood. AloneBS and AloneWS were both significant and associated with more

negative mood. Weekend was the only day-level covariate in the model and NEGAFF was

significantly less negative at weekends versus at weekdays.

Comparing across three non-extended versions of the candidate models, our proposed model

yielded the best fit on the data with the lower AIC and -2 loglikelihood values than Model

A, B. Although all three models accounted for the correlation among within-subject assess-

ments, the three-level model hierarchy was proved to perform significantly better than the

two-level model if given the three-level data structure. The subject variance of Model A

is the largest (σ2
ν = 1.685). As we introduced more sources of variation, the subject vari-

ance displayed a decreasing trend from Model A to Model B (σ2
ν = 1.673) to our proposed
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Table 2.4: Model comparison on data from Adolescent Smoking Study (original versions)
Model A Model B Proposed Model

Parameters RIs+AR(1)ws RIs+RId+AR(1)wd RIs+AR(1)d+AR(1)wd
βIntercept 5.212*** 5.214*** 5.105***
βMale(vs.female)(L3) -0.384** -0.388** -0.381**
βGrade10(L3) 0.088 0.093 0.087
βNovSeek(L3) 0.216* 0.216* 0.235*
βNegMoodReg(L3) -0.807*** -0.806*** -0.792***
βAloneBS(L3) 0.958** 0.968** 0.950**
βAloneWS(L1) 0.374*** 0.362*** 0.363***
βWeekend(L2) -0.207*** -0.246*** -0.221***
σ2
ν 1.685 1.673 0.747
σ2
ψ 0.454 1.439

σ2
ε 2.918 2.465 2.423
ρ1 0.318 0.206 0.193
ρ2 0.835
−2loglik 47083 47044 46883
AIC 47105 47068 46909

*** p-value < 0.0001; ** p-value < 0.01; * p-value < 0.05;

model (σ2
ν = 0.747). Especially after we accounted for the day-to-day correlation, σ2

ν de-

creased drastically from Model B to the proposed model. This decrease of subject variance

indicated that the day-level variance and then the day-to-day autocorrelation effectively ex-

plained part of the subject-to-subject variation. In addition, the autocorrelation intensity

of Model A (ρ1 = 0.318) was between the level-1 autocorrelation (ρ1 = 0.193) and level-2

autocorrelation (ρ2 = 0.835) in the proposed model, which indicated that the within-subject

autocorrelation in Model A summarized the correlation at assessment level as well as at day

level.

Comparing the intensity of autocorrelation between level 1 and level 2 in the proposed model,

we observed that level-2 between-day autocorrelation intensity is much stronger than the

level-1 within-day autocorrelation. As the between-day autocorrelation quantifies the cor-

relation between daily averages of NEGAFF assessments, this strong intensity comes from

the consistency of subjects’ personality trait or routine lifestyle. And the assessment-level

variance was the largest among variances of three levels. In other words, even after control-
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ling for the day-level and subject-level heterogeneity, the source of emotional variation was

mainly the within-day variation, further verifying the necessity for emotional outcome to be

monitored in high intensity in a micro environment and such designs as the EMA design can

help to achieve this goal.

Table 2.5: Model comparison on data from Adolescent Smoking Study (extended versions)
Model A Model B Proposed Model

Parameters RIs+AR(1)ws RIs+RId+SAR(1)wd RIs+AR(1)d+SAR(1)wd
βIntercept 5.214*** 5.198*** 5.103***
βMale(vs.Female)(L3) -0.388** -0.389** -0.383**
βGrade10(L3) 0.103 0.100 0.095
βNovSeek(L3) 0.212* 0.214* 0.234*
βNegMoodReg(L3) -0.806*** -0.803*** -0.792***
βAloneBS(L3) 0.983** 0.981** 0.961**
βAloneWS(L1) 0.398*** 0.372*** 0.373***
βWeekend(L2) -0.247*** -0.246*** -0.222***
σ2
ν 1.745 1.676 1.086
σ2
ψ 0.583 1.202

σ2
ε 2.912 2.348 2.335
ρ1 0.438 0.243 0.234
ρ2 0.737
−2loglik 47309 47065 46895
AIC 47331 47089 46921

*** p-value < 0.0001; ** p-value < 0.01; * p-value < 0.05;

Table 2.5 shows the results for extended versions of Model A, B and the proposed model and

they yielded similar estimates and significance levels for β as those of the original versions.

We still observed the similar decreasing trend of σ2
ν ’s from extended Model A, to extended

Model B and the extended proposed model. Similarly for the extended models, after includ-

ing the autocorrelation among random day effects, the subject-level variance decreased by a

great amount and it means the level-2 AR(1) explained a large part of the between-subject

variance (level-3).

However, including the time-stamped information didn’t help to improve the fit to the data

as the AICs of the extended versions were greater than AICs of the original versions. As
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we have shown in the simulation study, the extended version did not necessarily fit the data

better than the original version did, especially when the assumption of serial AR(1) errors

was violated. Thus for these data, the original version was preferred over the extended

model.

2.7 Discussion

In this article, we have proposed a three-level linear model with AR(1) day-level random

effects and AR(1) (or serial AR(1)) assessment-level random errors, which provides an inter-

esting idea of the potential correlation hierarchy among assessments. The model also enables

researchers to identify sources of variation as well as the (serial) autocorrelation at different

levels. The variation in the outcome variable NEGAFF in the real EMA study mainly came

from the within-day (level-1) variance and the betwee-day variance (level-2), which supports

the idea that psychological outcome such as mood should be monitored in a more micro

environment. Beyond this, our proposed model not only works for psychological outcomes

but also works for other multilevel intensive repeated (irregularly spaced) measures that

displayed intensive variation pattern e.g., stock market price.

The time-stamp information has granted more flexibility to the random effect distribution

in two aspects. First, it allows the correlation intensity between two within-day assessments

to depend on the real longitudinal distance or the length of the interval. Second, because

the dimension of the within-day error distribution completely depends on the number of

non-missing time-stamps, subjects are allowed to have flexible dimension when missing data

are presented. With real time information, we don’t even have to know the total number

of prompted assessments. This extended model can be a more proper option to handle

unbalanced data and especially those with flexible number of completed assessments, e.g.,

the self-initiated event-contingent responses in EMA study. For those responses, researchers
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have no information about how many responses will be initiated by the subject.

For the real data, the original version and the extended version of the proposed model had

similar estimates for fixed effects but the time-stamps didn’t help to improve the fit. The

assumption for how we utilized the time-stamps is different for the original and the extended

version models. For the original version, time is treated as ordinal/categorical variable; but

for the extended version, time is assumed to be continuously linear. But fortunately, accord-

ing to the simulation study, using smaller -2 Log Likelihood or AIC for model selection is

still reliable, which guarantees the correctness for specifying correlation structure.

In the analyses we only discussed models with only the random intercepts but it can also

be extended to include random covariate effects if the data contained sufficient information

for estimation. We only used the AR(1) structure for the correlated random effects be-

cause AR(1) is one of the most excessively used structure in time-series analysis. Under our

modelling framework, the choice of correlation structure can be flexible. For example, we

can substitute the AR(1) structure by Toeplitz structure as well as autoregressive-moving-

average (ARMA) structure which may better depict the reality in EMA data collection. For

serial autocorrelation, the function for computing correlation can also be flexibly changed.

We assumed the correlation matrix to be the serial power structure of longitudinal distance

but we can also assume a Gaussian correlation structure or other useful structures.

For estimation, although the pseudo likelihood approach is much more efficient than the

traditional maximum likelihood approach, it has certain limitations as we have discussed in

Section 2.4.2. For GLMM, when the outcome doesn’t follow a normal distribution, the ap-

proximation based on linearization makes the likelihood-based model comparison inapplica-

ble. Therefore, in GLMM setting, traditional integral evaluation using Gaussian Quadrature
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should be involved in order to obtain the true likelihood value. As an alternative method for

estimation, the conventional MMLE with Gaussian Quadrature method takes much longer

than the pseudo likelihood approach when large amount of random effects are presented. In

the supplemental material, we present the coding scripts of pseudo-likelihood method along

with conventional MMLE in SAS syntax using procedure GLIMMIX and NLMIXED for

both the original version and the extended version of our model. Harring and Blozis [22]

also provided another idea to efficiently estimate the original version for our proposed model

using PROC NLMIXED but it was less applicable for the extended version. To expedite

the computation, in our programming script for PROC NLMIXED, instead of the Gaussian

Quadrature method, we used the first-order method [50]. Future works for improvement can

be from aspects such as developing new efficient estimation method for fitting the mixed

effect model with complex hierarchical random effects and non-normal responses.
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CHAPTER 3

A SHARED-PARAMETER LOCATION-SCALE MIXED

MODEL TO LINK THE RESPONSIVITY IN SELF-INITIATED

EVENT REPORTS AND THE EVENT-CONTINGENT

ECOLOGICAL MOMENTARY ASSESSMENTS

3.1 Introduction

The Ecological Momentary Assessment (EMA) design [51, 26] is useful to explore how par-

ticipants’ psychological states, e.g. mood, and behaviors interact with lasting as well as

momentary environmental factors [41]. Subjects in EMA studies complete the real-time as-

sessments on their emotional states or behaviors as well as the surrounding environment [26]

via hand-held devices, which helps to reduce recall bias [55, 6] and assess subjects intensively

within a day or across days. As a result of this, subjects in EMA studies can have more

than 30 within-subject assessments in just a week of study. For EMA studies with mood as

the main research interest, such intensive within-subject data contain sufficient information

to infer mood change following episodes of events in terms of subject’s mood mean as well

as mood variability.

Many EMA studies involve two mechanisms to collect assessment data. For the first mech-

anism, assessments are randomly prompted to participants. While many publications focus

on statistical modeling of these prompted assessments [54, 14, 31, 28], the current article fo-

cuses on the second mechanism where participants self-initiate an assessment at the moment

of the event of interest or behavioral lapse, e.g., smoking. Once participants initiate the

survey, they are asked to report on their psychological state, behaviors, and the surround-

ing environment as well as the social context contingent to the occurring event. Even with
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effective booster strategies, participants can become less compliant to self-initiated reports

during the study. Also, the declining responsivity can be related to the primary longitudinal

outcome of interest, e.g., the mood. For example, participants’ compliance to self-initiated

event reports can fluctuate with their mood level (e.g., subjects do not initiate a report when

they feel bad). As a result, the observed self-initiated event-contingent EMA assessments for

mood can be subject to bias. We elaborate on this issue with a motivating example where

participants’ nonresponses can be related to the unobserved outcome in terms of its mean

or variance level. The issues described relate to the ‘missing not at random’ (MNAR) or

‘non-ignorable missing’ mechanism [33]. MNAR is often thought to be possible for many

types of self-report data, regardless of whether the assessments are prompted or self-initiated.

However, an extra challenge present in self-initiated assessments is that the nonresponses of

such assessments are usually unknown. Because nonresponses are unknown, most of the con-

ventional methods such as imputation [48] or inverse probability weighting (IPW) [49, 34]

for missingness are generally inapplicable. However, Kovalchik et al. proposed a scaled ver-

sion of IPW to correct bias in self-initiated assessments [28] by borrowing information from

the responsivity of random prompts. The key assumption of this method is that data are

“Missing At Random” (MAR)[33] so that the missing event reports are related to known

contextual factors as well as the observed outcome data but not the unobserved outcome.

As a result of these challenges, previous publications have focused almost exclusively on

MNAR approaches for prompted assessments rather than for self-initiated assessments. Some

methods for the MNAR scenario include the shared parameter mixed model (SPMM) [12, 13]

which jointly models the missingness pattern and the primary outcome of interest with mod-

els that share the same random effects. In such models, the missingness pattern can be con-

nected to the unobserved outcome through the posterior distribution of the random effects

[56, 65, 19]. Also, given the shared random effect, the primary outcome and the missingness
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pattern are conditionally independent so that the conditional likelihood function can be con-

veniently constructed. Specifically for EMA data, Cursio et al. have proposed a two-level

shared-parameter mixed model with common random subject intercepts in both the mood

outcome model and the missingness model [14]. In other words, a subject’s nonresponse

probability is assumed to be associated with the mean of this subject’s mood level. As

mood variance is also informative, Lin et al. went further and proposed a shared-parameter

location-scale mixed model to link the missingness process to the mean as well as the vari-

ance function of the mood outcome via the shared subject-level random intercepts [31].

Besides linking of the random intercepts, these shared-parameter models also allow the

possibility of linking the assessment missingness to additional subject-level latent effects.

Especially for a longitudinal study, the change or the growth pattern of the outcome over

time of each individual can also be another characteristic of interest. Thus, a special case

of the multilevel mixed model is the individual growth model [53] which allows subjects to

have different slopes in their outcome trajectories over time. The growth model can easily

be fit into the shared-parameter framework so that one can explore the potential linkage

between responsivity or missingness of assessments with a subject’s overall or initial mood

level (random intercept) as well as subject’s trajectory of mood over time (random slope).

For self-initiated assessments, the only information often obtained to quantify responsivity

is the count of responses per day. Replacing the binary responsivity/missingness indicator

with such summary measures can be more efficient for estimation [47]. Therefore, we will

propose a shared parameter location-scale mixed model to relate subject’s mood mean, as

well as the mood variance, to the count of observed responses with shared random subject-

level effects. The proposed model will be validated by model comparison via a simulation

study. Then we will elaborate how our proposed model reveals the potential association
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between the responsivity of self-initiated reports, and subject’s change in mood as well as

mood variability. With the study design described in the motivating example [39], we are

able to obtain information not only for the responsivity to random prompts but also the

extent of responsivity in self-initiated event contingent EMA data (Section 3.2).

3.2 Motivating example

The Dual-Use Study [39] is an EMA study using real-time reporting to explore participants’

psychological and behavioral patterns regarding the events of interest, the combustible to-

bacco use (CIG) and electronic cigarette (ECIG) use. As in most EMA studies, events (of

CIG and ECIG use) were obtained via self-initiated reports from the subjects. Howover, also

in this study, events were sometimes converted from the random prompts. In this case, upon

being prompted, participants would first be queried if they were experiencing a CIG/ECIG

event at the moment, and if so, then the device converted to provide event-related ques-

tions. Ideally, if participants were perfectly compliant in self-initiating the reports of every

CIG/ECIG event, then none of the events would be captured by random prompts. However,

this clearly varied across subjects, and these converted random to event prompts provide

some information about missing self-initiated reports that is often not obtained in most of

other EMA studies. Therefore, the number of random converted reports can be thought to

represent the extent of responsivity/missingness in self-initiated reports.

Many other EMA studies for smoking, and other behaviors, assume these two data collection

mechanisms are independent and used in different ways. In contrast, the converted reports in

the Dual-Use study provide some information for the self-initiated event-contingent responses

that other EMA studies would have missed. Specifically, we will apply our proposed model

to the Dual-Use data to examine potential associations between subject’s positive mood and

the extent of missingness in self-initiated reports.
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3.3 The shared parameter approach

Motivated by the Dual-Use study, we propose a shared parameter location-scale mixed model

for the random converted event reports. We model the primary outcome with a shared pa-

rameter location-scale mixed model [25, 23] as in Lin’s model [31]. The main extension of our

proposed model from Lin’s model is that, instead of modelling the binary missingness indica-

tor of each prompted assessment for responsivity, we model the counts of observed converted

responses. Another difference is that, besides including the linkage between subject-level

random intercepts in the responsivity model and the primary outcome model, we will also

consider the linkage among the random subject time effects in both models.

3.3.1 Primary outcome model

Extending the linear mixed model, Hedeker et al. [25, 23] proposed a location-scale mixed

model to additionally model the variances of the mixed model and to include a random

subject effect for the within-subject variance. The collected intensive longitudinal data in

EMA studies often provides sufficient information for valid estimation of these additional

parameters, which may not be possible with data from more standard longitudinal studies.

Relaxing the homogeneity assumptions in conventional linear mixed models, subjects are

allowed to have different within-subject means (location) as well as different within-subject

variances (scale) in location-scale modelling.

In the following notation, vectors and matrices are highlighted in bold. First, data used

in the proposed model are three-level. Let Yijk be the primary longitudinal outcome, e.g.,

the positive mood level recorded at the kth assessment of subject i at day j. β is the

(p+ 1)-dimension fixed effects vector consisting of the population intercept and p covariate

effects. Particularly for the growth model setting, time effects may be characterized by

polynomials or other comparisons across time and are included in β. X is the design matrix
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including subject-level, day-level and assessment-level covariates. The random subject effects

νi = (νi0, νi1, . . . , νiq)
T is a (q + 1)-dimension vector in the mean function of the primary

outcome and are called the random location effects (Equation (3.1)). Such a vector consists

of the random subject intercept as well as random effects for q selected within-subject (level-1

or level-2) covariates, representing how each subject deviates from the population effects in β.

Specifically, in the linear growth model setting, νi = (νi,int, νi,time)
T correspond to random

intercept and random linear change (increment) for subject i. Z is the level-1 or level-2 known

covariate matrix where the elements in first column of Z are all 1’s corresponding to the

subject-level random intercepts. It is assumed that νi ∼MVN (0,Σν). Non-zero covariance

among the random location effects is allowed. But across subjects, νi are independent of one

another.

yijk = Xijk
Tβ +Zijk

Tνi + εijk (3.1)

In traditional linear mixed models, the random errors εijk are assumed to be identically

distributed. However, as has been observed in many studies, some participants’ mood fluc-

tuated more erratically across time than others. Thus, in Equation (3.2), the error variance

is formulated by a ln-linear model and α is the vector of fixed effects that may impact the

variability of level-1 errors. For example, age can be a factor related to the error variability

that younger people may have higher mood variability than elderly people or in other words,

elderly people may have higher mood stability.

Besides the possible fixed effects α, a latent variable ωi is included, which summarizes other

unobserved subject traits independent from the observed variables and is also called the

random scale effect. The random scale effect may contribute to the heterogeneity of level-1

errors. It is assumed that ωi ∼ N (0, σ2
ω) so that the error variance is assumed to follow a
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ln-normal distribution.

σ2
εijk

= exp(Wijk
Tα+ ωi) (3.2)

The location random effects and scale random effects are allowed to be dependent, see

Equation (3.3). The subject mood mean can be associated with the mood variability by

assuming non-zero covariance Σνω for νi and ωi. In prior psychological studies of positive

mood, a negative correlation between the mean of mood and the variance was often observed

[20], such that subjects with higher positive mood were more consistent in their responses.

νi
ωi

 ∼ N

0

0

,
 Σν Σνω

Σνω
T σ2

ω


 (3.3)

The location-scale mixed model allows us to explore the subject-level mood mean and the

mood variability as well as the association between these two quantities.

3.3.2 Responsivity model

The total count of (converted) responses of subject i on day j, Cij , reflects the degree of

responsivity to the self-initiated assessments and is another outcome for modelling.

Specifically, we model the counts of (converted) responses (Cij) and assume Cij follows a

Poisson distribution with a positive mean formulated by an exponential function, in which

there is a ln-linear equation parameterized by the covariates and the random subject effect λi

(Equation (3.4)(3.5)). An offset term tij can also be added just as in other Poisson regression

models to adjust for exposure level.
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Cij ∼ POI(µij) (3.4)

ln(
µij
tij

) = Lij
T τ + λi (3.5)

3.3.3 Shared random effects

In the sense of parameter sharing, the random subject effects νi, ωi, and λi in Equations

(3.1), (3.2), and (3.5) are assumed to be correlated by a set of linkage linear equations

(Equation (3.6)). To simplify, λi in Equation (3.5)) is linearly associated with νi and ωi

respectively and the intensity of association is quantified by γ and δ. Again, these random

subject effects, νi, ωi, and λi summarize some latent subject-specific features that may af-

fect both the mood mean, mood variability, and also the likelihood of responsivity. In our

model, rather than to linearly combine these two linkage components in a single equation,

we will use two separate sets of equations in order to better observe the effects regarding

mood location and mood scale independently.

The sign of the linkage parameters γ and δ indicates positive/negative association between

the responsivity and subject’s mood location and scale. As we have discussed in Section

3.3.3, if we assume γ = (γint, γtime), a positive linkage (γint) between λi and νi,int indicates

that higher subject mood levels are associated with more initiated/converted reports and

vice versa; while a positive linkage (γtime) between λi and νi,time indicates that the amount

of subject’s mood increase over time is associated with the subject’s responsivity. Therefore,

besides subject’s average mood level, the amount of change can contribute to higher or lower

40



responsivity of the self-initiated reports.

As we showed in Equation (3.3) the location and scale effects are allowed to be correlated.

In this specification, νi and ωi are correlated inherently since they shared the same λi.

η1i and η2i are additional parameters following independent normal distributions across

subjects with mean 0 and variance Ση1 and σ2
η2 , respectively, to absorb the extra variability

unexplained by the variation in λi. Note that Ση1 is a diagonal matrix.


νi = λiγ + η1i

ωi = λiδ + η2i

(3.6)

3.4 Estimation

3.4.1 Conditional likelihood functions

According to Equation (3.1) and (3.2), given νi, ωi, the conditional likelihood of the random

errors εij = (εij1, εij2, . . . , εijNij )
T for day j in subject i is,

f(εij |νi, ωi) =
1√

|2πΣεij |
exp(−1

2
εTijΣ

−1
εij
εij) (3.7)

Σεij is a diagonal matrix of size Nij ×Nij . Each its diagonal element σ2
εijk

takes the form

as below,

σ2
εijk

= exp(W T
ijkα+ ωi) (3.8)
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Then we substitute νi, ωi with λi and η1i and η2i according to Equation (3.6),

εijk = Yijk −XT
ijkβ −Z

T
ijk(λiγ + η1i) (3.9)

σ2
εijk

= exp(W T
ijkα+ (λiδ + η2i)) (3.10)

so that the conditional likelihood εij of is,

f(εij |λi,η1i, η2i) =
∏
k

1√
2πσ2

εijk

exp(−
ε2ijk

2σ2
εijk

) (3.11)

For the count outcome, the likelihood function conditioning on λi is,

f(Cij |λi) =
µ
Cij
ij exp(−µij)

Cij !
(3.12)

,

and µij = exp(LTijτ + λi) according to Equation (3.5) and the distribution of λi is,

g(λi) =
1√

2πσ2
λ

exp(−
λ2
i

2σ2
λ

) (3.13)

The joint distribution of η1i and η2i is,

g(η1i) =
1√
|2πΣη1|

exp(−1

2
ηT1iΣ

−1
η1
η1i) (3.14)
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g(η2i) =
1√

2πσ2
η2

exp(−
η2

2i

2σ2
η2

) (3.15)

And εij and Cij conditioning on λi,η1i, η2i are independent. Thus, the conditional joint

likelihood function for both outcomes is

f(εij , Cij |λi,η1i, η2i) = f(Cij |λi)f(εij |λi,η1i, η2i) (3.16)

The marginal joint likelihood for ε and C is,

L(ε, C) =

∫ ∏
i

{∏
j

f(Cij |λi)f(εij |λi,η1i, η2i)
}
g(λi)g(η1i)g(η2i)dλidη1idη2i (3.17)

3.4.2 Optimization

From Section 3.4.1, integrations over the random effects needs to be performed to construct

the marginal likelihood function. For generalized linear models this integral usually has

no closed form. Thus, numerical integral evaluation techniques such as Adaptive Gaussian

Quadrature [44, 30] are needed. The Adaptive Gaussian Quadrature technique approximates

this integral by a weighted linear sum of the conditional likelihood evaluated at multiple

chosen quadrature points and the corresponding weights are calculated based on the shape

of random effect distributions. Additionally, we used the Newton-Raphson algorithm with

ridging (NRRIDG) to optimize the approximated marginal log likelihood function. For this,

estimation can be achieved using Procedure NLMIXED in SAS 14.3 (SAS Inc., Cary, NC).
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The appendix provides some sample code illustrating this approach.

3.5 Simulation

3.5.1 Models for comparison

We compared our proposed model to two more conventional models. In this simulation

study, without loss of generality, νi in the mean function includes only the random inter-

cept νi,int in this simulation study and therefore the vectors νi, γ and η1i are reduced to

scalars, i.e., νi,int, γint and η1i,int , and the Z matrix is reduced to an all-ones column vector.

One näıve model is the linear mixed model with heterogeneous variance and only subject-

level random location effect (HVMM), where the number of reports is not related to a

subject’s mood. We note that there is no random scale effect and the corresponding linkage.

In this model, γ was set to equal zero so that the responsivity model was assumed to be

independent of the mood model. In the second model, we allowed some association between

a subject’s mood and the number of reports but only via the mood location. Still, compared

to our proposed model, this model doesn’t have random scale effect. For this approach,

we estimated γ in the mean function but not the scale linkage δ (Shared Parameter Mixed

Model-Location, SPMM-L).

Heterogeneous Variance Mixed Model (HVMM):

yijk = XT
ijkβ + ZTijkνi + εijk (3.18)

σ2
εijk

= exp(W T
ijkα) (3.19)
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ln(
µij
tij

) = LTijτ + λi (3.20)

Shared Parameter Mixed Model-Location (SPMM-L):

yijk = XT
ijkβ +ZTijk(λiγ + η1i) + εijk (3.21)

σ2
εijk

= exp(W T
ijkα) (3.22)

ln(
µij
tij

) = LTijτ + λi (3.23)

Shared Parameter Location/Scale Mixed Model (SPMM-LS)

yijk = XT
ijkβ + ZTijk(λiγ + η1i) + εijk (3.24)

σ2
εijk

= exp(W T
ijkα+ (λiδ + η2i)) (3.25)

ln(
µij
tij

) = LTijτ + λi (3.26)
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3.5.2 Simulation setting

We validated the proposed model and compared three mentioned candidate models on 100

datasets simulated respectively from two scenarios. In the first scenario, responsivity was not

related to the primary outcome in terms of location or scale; this scenario was in the similar

sense to MAR scenario. Thus, we set the true values of γ and δ to zero, which means no

relationship between the primary longitudinal outcome and the number of responses. In the

second scenario, we set non-zero values for γ and δ and allowed both a subject’s mean and

variance to be associated with the number of responses, which mimicked an MNAR process.

The 100 simulated datasets had the same three-level data structure as the real data, that is,

there were 100 subjects in each dataset and each subject had data from 7 days. The count of

(converted) responses of each day was generated from a Poisson distribution. We simulated

covariates for each of the three levels, respectively, for the primary outcome model. For the

responsivity model (level 2), only the subject-level (level-3) and day-level (level-2) covariates

were included.

We compared the results from all three models (the more conventional HVMM and SPMM-

L, and the proposed SPMM-LS) in terms of the average of the parameter estimates and the

coverage rate for each parameter. The coverage rate was computed as the proportion of

solutions in which the 95% confidence interval contained the true value.

3.5.3 Simulation Results

Under the first scenario, with completely no linkage between the primary outcome and the

responsivity (Table 3.1), all three models resulted in reasonable bias and correct coverage

on the main parameters. However, for the second scenario (Table 3.2) parametrized by our

proposed model SPMM-LS, both the näıve HVMM model and SPMM-L had low coverage
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Table 3.1: Model comparison over 100 simulated datasets from the first scenario (HVMM)

Parameters True
HVMM SPMM-L SPMM-LS

Mean CR Mean CR Mean CR
Mood Response Model (LS Mixed Model)

β0 5 5.02 0.92 5.02 0.91 5.02 0.91
β1 1 0.99 0.95 0.99 0.96 0.99 0.96
β2 -2 -2.00 0.94 -2.00 0.94 -2.00 0.95
β3 1 1.00 0.93 1.00 0.93 1.00 0.93

α0 1 1.00 0.94 1.00 0.94 1.00 0.94
α1 -0.5 -0.50 0.96 -0.50 0.96 -0.50 0.96
α2 0.1 0.10 0.97 0.10 0.97 0.10 0.98
α3 -0.3 -0.30 0.96 -0.30 0.96 -0.30 0.96

Linkage

γ 0 0.01 0.93 0.01 0.93
δ 0 0.00 0.93

Count/Rate Model (Poisson Mixed Model)

τ0 0.7 0.71 0.99 0.71 0.99 0.71 0.99
τ1 0.5 0.49 0.97 0.49 0.97 0.49 0.97
τ2 -0.5 -0.50 0.96 -0.50 0.96 -0.50 0.96
ln(σ2λ) 0.5 0.50 0.94 0.50 0.94 0.50 0.94

True: true value;
CR: coverage rate;

on α the error variance parameters. And for the SPMM-L, removing the scale random effect

and the linkage on scale affected coverage on the location linkage. In contrast, our proposed

model successfully recovered all of the model parameters with correct coverage and accept-

able bias.

Although the linkage specification across three models were different, the estimates in the

responsivity model component were similar, no matter in which scenario.

3.6 A Shared-Parameter Location-Scale Mixed Model for

Dual-Use Study

As we mentioned in Section 3.2, in Dual-Use Study, the event reports converted from random

prompts represented an observed part of the missing self-initiated reports. We focused on
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Table 3.2: Model comparison over 100 simulated datasets from the second scenario (SPMM-
LS)

Parameters True
HVMM SPMM-L SPMM-LS

Mean CR Mean CR Mean CR
Mood Response Model (LS Mixed Model)

β0 5 5.06 0.91 4.95 0.95 4.98 0.95
β1 1 0.98 0.93 1.01 0.97 1.00 0.97
β2 -2 -2.00 1.00 -2.00 1.00 -2.00 0.98
β3 1 1.00 0.97 1.00 0.97 1.00 0.95

α0 1 0.30 0.04 0.30 0.04 1.00 0.95
α1 -0.5 -0.48 0.11 -0.48 0.11 -0.50 0.94
α2 0.1 0.08 0.19 0.08 0.20 0.10 0.95
α3 -0.3 -0.31 0.46 -0.31 0.46 -0.30 0.96

Linkage

γ 1 1.02 0.87 1.00 0.95
δ -1 -0.99 0.91

Count/Rate Model (Poisson Mixed Model)

τ0 0.7 0.71 0.99 0.69 0.98 0.71 0.99
τ1 0.5 0.49 0.98 0.49 0.98 0.49 0.97
τ2 -0.5 -0.5 0.95 -0.5 0.95 -0.5 0.97
ln(σ2λ) 0.5 0.47 0.96 0.69 0.98 0.47 0.96

True: true value;
CR: coverage rate;

modelling the number of this type of responses because these converted prompts reflect the

extent of responsivity of the self-initiated reports.

3.6.1 The Data of Dual-Use Study

There were 287 subjects in the Dual-Use Study [39] and 57.84% of the sample were males

and 40.77% were females, the average age of the sample was 35.42 years. Subjects in this

study were instructed to self-initiate and report on combustible tobacco use (CIG) and

non-combustible tobacco use (ECIG) over a seven-day study period. In addition, they also

received random prompts in which they were queried about whether they were smoking

CIG/ECIG at that moment and if so, the random prompts were converted into event reports.

Other than subject characteristics such as age and gender, variables associated with sub-
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ject’s smoking habit were recorded as well, such as the Nicotine Dependence Syndrome Scale

(CigNDSS) score and 30-day smoking rate (CigRate) measured prior to baseline. All these

subject-level continuous variables were centeringed in terms of sample means for better in-

terpretability. The time variable, denoted as studyday, ranged from 1 to 7. For any given

day, participants had from 1-13 self-initiated events (SI events) and 1-7 events which were

converted prompts (RC events).

We jointly modeled two outcomes: the first was a continuous outcome (positive mood before

CIG smoking) assumed to follow a normal distribution parametrized by the location-scale

mixed model; the second was the number of converted event reports of CIG smoking following

a Poisson distribution formulated by a Poisson mixed effect model with an offset. The offset

variable was defined as the number of times per day that the subject used the hand-held

device to either self-initiate reports or complete prompted questions regarding Cig or ECIG

use.

3.6.2 Results

The candidate models to be compared for the Dual-Use data are similar to those in the

simulation study. However, in terms of the linkage, we not only linked the random inter-

cept in each model component, we also specified linkage between the random intercept in

the responsivity model and the random time effect(s) in the mood location function. For

each model, we obtained the estimates along with the 95% confidence intervals for each of

the model parameters. Results of model comparison are summarized in Table 3.3. Lower

AIC and -2 log likelihood (-2LL) values are associated with better performance of the model

and imply that the data contain sufficient information to model the mood location (random

intercept and time effect(s)), mood scale (random mood variability) and their association on

the number of converted events (responsivity).
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Results are shown in Table 3.3, with significant covariate effects highlighted in bold. All of

the three candidate models include random intercept and random linear time effects. How-

ever, HVMM doesn’t allow any linkage to responsivity or random scale effect, SPMM-L only

allows for the location linkage but still there is no random scale effect, and the proposed

SPMM-LS model has both random location and scale effects and allows linkage in terms of

both location and scale.

As one can see, model SPMM-L is slightly better than HVMM which indicates that a sub-

ject’s mood level/mood change was associated with nonresponses in the self-initiated assess-

ments. However, the biggest improvement comes from including the random scale effect and

its linkage. Our proposed model is shown to have the best fit to the data with the lowest

AIC value.

For the fixed covariates effects β, the three models yielded similar estimates and 95% con-

fidence intervals. Older participants and females displayed more positive mood on average.

CigNDSS (smoking dependency) had a significant negative association with positive mood

while the effect of CigRate was not significant. The linear time effect (studyday) was neg-

ative and significant across all three models and indicated that mood became less positive

over the days of the study.

For covariates effects α in the within-subject variance function, the two näıve models yielded

similar estimates and confidence intervals. Across all three models, older subjects had more

stable mood than younger subjects, and females had higher mood variability than males.

While CigNDSS had a significant positive association with higher mood variability, higher

CigRate at baseline was significantly associated with lower variability in the two näıve ap-
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proaches. However, including the random scale effect and the linkage of the proposed model,

CigRate became insignificant. In terms of studyday, subject’s mood variability decreased

over days as the linear time effect is negative and significant.

Three models produced similar estimates and confidence intervals for the responsivity com-

ponent where age, gender, CigRate and the linear day effect were significant. Older subjects

had more converted responses than younger subjects, i.e., younger subjects may be more

compliant to self-initiate event reports. Male subjects had more converted responses than

female subjects, indicating that males may be less compliant. Positive effects for CigRate

and CigNDSS indicate that higher CigNDSS and CigRate were related to more converted

events or less compliance. The positive and significant linear day effect implies that partic-

ipants became less compliant to initiate the event reports, resulting in more events being

captured by the random prompts.

The linkage parameters summarize the latent relationship between subject’s mood location,

mood scale, and responsivity at the subject level. Our proposed model (SPMM-LS) was able

to reveal significant associations between 1) the mood scale and responsivity and 2) between

linear mood change and responsivity. The scale linkage was significant and positive, which

indicates that higher mood variability was associated with lower compliance as more events

were obtained by conversion instead of being reported by the subject. The linkage of the

linear mood change and responsivity was also positive and significant. The greater degree

that a person’s mood increased over time, the more events were obtained by conversion.

3.7 Conclusion

In this article we further extend the location-scale mixed model of Hedeker et al. [25, 23]

under the framework of a shared-parameter model to jointly model the multilevel intensive

51



Table 3.3: Model Comparison on Dual-Use Data: HVMM, SPMM-Location and SPMM-
Location/Scale of Linear Growth Model Version

Param
HVMM SPMM-L SPMM-LS

Est. 95% CI Est. 95% CI Est. 95% CI
Mood Response Model (LS Mixed Model)

βint 6.41 (6.12, 6.71) 6.43 (6.14, 6.73) 6.40 (6.11, 6.69)
βage 0.03 (0.02, 0.05) 0.03 (0.02, 0.05) 0.04 (0.02, 0.05)
βfemale -0.19 (-0.64, 0.25) -0.20 (-0.64, 0.25) -0.20 (-0.65, 0.24)
βCigNDSS -0.43 (-0.77,-0.09) -0.43 (-0.77, -0.10) -0.45 (-0.78,-0.11)
βCigRate 0.02 (-0.01, 0.06) 0.02 (-0.01, 0.06) 0.02 (-0.01, 0.06)
βtime -0.07 (-0.10,-0.03) -0.07 (-0.11,-0.04) -0.07 (-0.10,-0.04)
αint 0.75 (0.61, 0.89) 0.75 (0.62, 0.89) 0.57 (0.37, 0.77)
αage -0.01 (-0.01,0.00) -0.01 (-0.01,-0.00) -0.01 (-0.02,-0.00)
αfemale 0.23 (0.11, 0.35) 0.23 (0.11, 0.35) 0.42 (0.18, 0.66)
αCigNDSS 0.47 (0.38, 0.56) 0.47 (0.39, 0.56) 0.43 (0.24, 0.61)
αCigRate -0.02 (-0.02 , -0.01) -0.02 (-0.02, -0.01) -0.01 (-0.03, 0.01)
αtime -0.07 (-0.10 ,-0.04) -0.07 (-0.10,-0.04) -0.12 (-0.15,-0.09)

Linkage
γint 0.08 (-0.38, 0.55) 0.03 (-0.42, 0.48)
γtime 0.06 (-0.01, 0.14) 0.07 (0.01, 0.13)
δint 0.30 (0.07, 0.53)

Responsivity
τint -2.15 (-2.28,-2.02) -2.15 (-2.28,-2.02) -2.15 (-2.29,-2.02)
τage 0.01 (0.00, 0.02) 0.01 (0.00, 0.02) 0.01 (0.00, 0.02)
τfemale -0.20 (-0.37,-0.03) -0.20 (-0.37,-0.03) -0.20 (-0.37,-0.03)
τCigNDSS 0.01 (-0.01, 0.03) 0.01 (-0.01, 0.03) 0.01 (-0.01,0.03)
τCigRate 0.30 (0.17, 0.42) 0.30 (0.17, 0.42) 0.30 (0.18,0.43)
τtime 0.03 (0.02, 0.04) 0.03 (0.02, 0.04) 0.03 (0.02,0.04)

Goodness of Fit
-2LL 13828 13823 13502
AIC 13870 13869 13552

Param: Parameters;
Est.: Estimate;
95% CI: Confidence Interval

self-initiated mood assessments contingent to CIG use and the responsivity of these mood

assessments. This model can also be viewed as an extension of a longitudinal individual

growth model by including linkage among the latent subject-specific change parameters and

the responsivity of the assessments. As was observed in our data analysis, the covariates of

time, gender, age and CigRate were allowed to be associated with the converted responses,

which represent part of the nonresponses in self-initiated assessments. For each individual,

the mood change as well as the variability was also allowed to be associated with their re-

sponsivity.
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This model provides additional insights in the modeling of intensive longitudinal assessments.

First, it enables us to model the variability of the mood, subjects’ mood changing pattern,

and the responsivity at the same time. In addition, it allows common covariates as well as

common latent subject effects of interest to have impact on these three different components

so that the inter-correlation network among covariates and outcomes can be revealed.

In particular, with an EMA design such as the design of the Dual-Use study, our proposed

model allows us to infer the psychological reasons for the missingness of the self-initiated

event reports, which are often ignored in most EMA studies. Without knowing the missing-

ness of each self-initiated report, the responsivity has been quantified as the counts of the

RC reports. Although we only presented the results for RC events, the proposed model can

also be used for modelling the observed counts of event reports (RC+SI) or other types of

targeting events as other types of responsivity measures.

3.8 Discussion

Using shared parameter models to model responsivity may have limitations. As Little

[33] showed, the shared parameter framework will be valid if the nonresponse mechanism

is ‘random-coefficient-dependent MNAR (RCD-MNAR)’. In RCD-MNAR, it assumes the

shared random effects contain all information of the missing outcomes so that the condi-

tional independence between the missing data process and the measurement process can

be achieved. This RCD-MNAR mechanism is a special case of a more general and real-

istic scenario, the “outcome-dependent MNAR (OD-MNAR)” and he stated that the two

MNAR mechanisms need to be distinguished. However, for OD-MNAR, the shared param-

eter model may be insufficient and the covariate effect estimates can biased. Gottfredson
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et al. [21] evaluated the shared parameter model in the growth model setting under these

two MNAR scenarios and showed that the shared parameter model estimates are unbiased

only when the missing mechanism is RCD-MNAR. Therefore, if the data are missing as

OD-MNAR, we may still need to use other bias correction approaches.

The maximum likelihood (ML) approach we used provides a frequentist way for inference

as compared to the Bayesian approach. By ML methods, we are able to obtain standard

errors and confidence intervals and p-values, which are widely used for obtaining conclu-

sions in data analysis projects. The shortcoming of ML methods is that it includes a time-

consuming multi-dimension integration over the random effects when using the Adaptive

Gaussian Quadrature for integral evaluation. In fact, the complexity of the integration al-

gorithm grows exponentially as the dimension of random effect grows. In addition, the

convergence of the ML solution can be sensitive to the initial values of the optimization

when using the NLMIXED Procedure in SAS to fit such location-scale mixed models. Es-

pecially when the target model has many more covariates, the convergence may be more

difficult to achieve. Based on this, we may need to select only the informative variables to

simplify the model prior to the modelling stage for efficient convergence.

In addition, for simplicity, we have only considered a two-level model (within-subject and

between-subject) for the mood outcome. If the data contain sufficient structural information,

a three-level location-scale model will also be allowed. In addition, this shared parameter

approach can be further adapted to a structural equation modeling approach to account for

multiple outcomes.
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CHAPTER 4

A MIXED EFFECT LOCATION-SCALE MODEL WITH

MIXTURE DISTRIBUTED RANDOM SCALE EFFECTS TO

ANALYZE (NEAR-) IDENTICAL ENTRIES IN ECOLOGICAL

MOMENTARY ASSESSMENTS

4.1 Introduction

EMA assessments (level-1 units) are usually collected intensively for each participant (level-2

units) via self-reporting using portable handheld devices. These highly intensive data pro-

vide sufficient information to model the heterogeneity in not only subjects’ means (location)

but also variances (scale) using Mixed Effect Location-Scale Model (MELS) [23]. However,

similar to other types of intensive longitudinal survey data and especially those conveniently

collected by handheld devices, EMA data can also be confronted with the issue of (near-)

identical within-subject responses. Identical responses can emerge due to: (1) the data are

careless responses [38], e.g., subjects get fatigued to the intensive survey so that they provide

identical responses; (2) the data are actually valid, e.g., certain subjects do have much more

consistent longitudinal outcomes than others. In this case, just naively including these data

containing the careless responses may bias the estimation of the Mixed Effect Location-Scale

Model. Another action we can take is to remove the data but at the same time the data can

be valid data that can contribute to estimation and inference. But no matter what the source

of identical response is, the estimation of the MELS can have computational difficulties if

the amount of identical responses isn’t ignorable. For example, optimization of the Mixed

Effect Location-Scale Model will become much more sensitive to the choice of initial values

and the optimization may not converge.
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Thus, how we handle the identical response may have impact on the estimation, inference

as well as the computation. One assumes that some of the subjects may come from an-

other population with outcomes of much higher consistency. To translate this issue into the

MELS framework where the random subject effects in the mean function (location random

effects) and the variance function (scale random effects) are both modeled, we assume that

the scale random effects are more likely to follow a multi-modal distribution rather than

a uni-modal zero-centeringed Gaussian distribution. Misspecification of the random effect

distribution may bring in substantial biases in the maximum likelihood estimates especially

the variability parameter estimates[60]. Type 1 error and also the statistical power can be

severely affected by the misspecification of the random effect distribution [32].

There are possible solutions for random effect distribution misspecification. First, one can

assume a non-parametric distribution for the random subject effects[42] but Agresti et al.

argued that a non-parametric distribution is generally less efficient than a parametric dis-

tribution that resembles the true distribution [1] . Another possible approach is to use

a semi-parametric approach [9] but model comparisons using log-likelihood based quanti-

ties such as deviance and AIC/BIC will not be available. Given such benefits, parametric

distributions are still preferred over non-parametric distributions. People applied different

parametric random effects distributions in different research contexts. Zhang et al. used a

log-gamma distribution to account for different levels of skewness in the observed distribu-

tions respectively for random intercept and random slope [66] . Piepho and McCullogh used

a parametric family to account for arbitrary distributions of different combinations of kurto-

sis and skewness[43]. These complicated non-normal distributions are definitely applicable

for the peculiar shapes of the random effects distribution but they are less informative for

clustering and difficult to interpret.
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Among the parametric distributions, the Gaussian mixture distribution is intuitive to account

for the irregular distributional shape [18] of random effects and provides a lot of benefits.

First, finite mixture of Gaussian distributions is informative to classify the potential sub-

groups in the population. Second, each Gaussian component has the same functional form

so that distributional parameters such as cluster mean and variance are comparable. Third,

the estimation method such as Expectation-Maximization (EM) for Gaussian mixtures has

been well developed [46]. As a result, Gaussian mixture has been applied to random effects in

generalized linear model setting [58]. Xu and Hedeker proposed a mixed model with random

subject effects following a mixture of Gaussian distributions [62], which was further used

to classify subjects into sub-groups with similar temporal pattern of treatment responses.

What warrants the new extension to this model is that, latent clustering may exist in the

variability level rather than the mean level, and we assume the mean level across clusters is

the same but clusters have different levels of dispersion in the error distribution. Hence, in

our proposed model, this idea of Gaussian mixture random effects will be applied to extend

MELS by specifying the mixture normal distribution for the random scale effects.

Given these data, we aimed to develop a model to distinguish difference variance patterns

among subjects and compute the posterior probabilities of cluster membership. We first

validated our proposed model in different simulation scenarios, e.g., different combinations

of cluster means and membership proportions. And then we applied the proposed method

to a real dataset which contained perfectly identical within-subject responses and compared

its fixed effect estimates to those obtained from conventional MELS.

4.2 The Proposed Method

This proposed method will be an extension of the two-level MELS [23] (Equation (4.1)) with

subject level location random effects in the mean function and scale random effects in the
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variability function of the response. Conventionally, the random location effect νi and the

random scale effect ωi follow uni-modal zero-mean normal distributions, e.g., νi ∼ N(0, σ2
ν)

and ωi ∼ N(0, σ2
ω).

yij = XT
ijβ + νi + εij (4.1)

σ2
εij = exp(WT

ij τ + ωi) (4.2)

In our proposed model, the random location effect νi still follows a single normal distribution

with mean zero. But for scale random effect ωi we now relax the zero-mean normality

assumption and assume the scale random effect may follow a mixture of normal distributions

[37] so that proposed model is also called as MELS with mixture distributed random scale

effects (MELS-MS). Without loss of generality, we will specify the two-cluster version of

Gaussian mixture distribution to be our scale effects distribution (Equation (4.3)).

ωi ∼ πN (µ1, σ
2
ω1) + (1− π)N (µ2, σ

2
ω2) (4.3)

The parameter π to be estimated is the marginal mixture probability that a subject have

reasonable within-subject variance. We note that P (Ci = k) = πk, the probability of being

in the cluster k. For the two-cluster version, while subjects in the first cluster display

reasonable variability and µ1 may be close to zero, the estimate of µ2 can be a very negative

value (like -10) which is able to scale the error variance in Equation (4.1) to almost 0.

However, estimating the mixture proportion πk can be computationally challenging.
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4.3 Estimation and Inference

For estimation, we incorporated Maximize-A-Posteriori (MAP) algorithm [5] into the Expectation-

Maximization (EM) algorithm framework [15] so that we can estimate the posterior probabil-

ity of clustering membership for each subject. MAP algorithm optimizes the joint likelihood

of both the random effects and the random errors [5] over fixed effects and random effects

iteratively and therefore bypasses the time-consuming integral approximation approach in

each iteration. Next, given the unbiased MAP estimates and random effects, we implemented

a few steps of Gaussian Quadrature approximation (11 quadrature nodes) [44, 45] to obtain

the marginal likelihood and then the Hessian matrix for fixed effects to compute the stan-

dard errors (SEs) and p-values for inference. The revised MAP algorithm of the two-cluster

version is formulated as below and vectors/matrices are in bold.

E-step

Let t denotes the index of iteration. Given ω(t), σ2
(t)
ν , σ2

(t)
ω1 , σ

2(t)
ω2 , µ

(t)
1 , µ

(t)
2 , π(t), we com-

puted the group membership posterior probability vector γ
(t)
1 , γ

(t)
2 (Equation (4.4)) which

served as weights to compute the weighted estimates in M-step.

γ
(t)
1 = P (Ci = 1|Yi, Xi,Wi) =

π(t)N (ω(t);µ
(t)
1 , σ2

(t)
ω1 )

π(t)N (ω(t);µ
(t)
1 , σ2

(t)
ω1 ) + (1− π(t))N (ω(t);µ

(t)
2 , σ2

(t)
ω2 )

(4.4)

Note that γ
(t)
2 = 1− γ(t)

1

M-step

(1) Given ν(t), ω(t), we maximized the conditional log likelihood
∑
i lnf(εi | ν

(t)
i , ω

(t)
i ) and

obtained the estimates of β(t+1), τ (t+1) using Quasi-Newton algorithm.
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(2) Given β(t+1), τ (t+1), σ2
(t)
ν , ω(t), we computed the gradient Gν and the Hessian matrix

Hν of the joint log likelihood function. Then we updated ν by a Newton step and update

σ2
(t)
ν using the formula below.(Equation 4.5)

ν(t+1) = ν(t) −H
(t)
ν

T
G

(t)
ν (4.5)

σ2
(t)
ν =

1

N
{ν(t+1)Tν(t+1) + 1TH

(t)
ν
−1

1} (4.6)

(3) Given β(t+1), τ (t+1), γ
(t)
1 , γ

(t)
2 , σ2

(t)
ν , σ2

(t)
ω1σ

2(t)
ω2 , µ

(t)
1 , µ

(t)
2 we computed Hω and Gω and

updated ω by a Newton step (Equation 4.7),

ω(t+1) = ω(t) −H
(t)
ω
−1

G
(t)
ω , (4.7)

and then updated σ2ω1
(t)
, σ2ω2

(t)
, µ

(t)
1 , µ

(t)
2 , π(t) using the weighted formulas (Equation 4.8)

below,

µ
(t+1)
1 =

1

N1
1TDIAG(γ

(t)
1 )ω(t+1),

µ
(t+1)
2 =

1

N2
1TDIAG(γ

(t)
2 )ω(t+1),

σ2
(t+1)
ω1 =

1

N1
{(ω(t+1) − µ(t+1)

1 )TDIAG(γ
(t)
1 )(ω(t+1) − µ(t+1)

1 ) + 1T(H
(t)
ω )−1γ(t)

1 }

σ2
(t+1)
ω2 =

1

N2
{(ω(t+1) − µ(t+1)

2 )TDIAG(γ
(t)
2 )(ω(t+1) − µ(t+1)

2 ) + 1T(H
(t)
ω )−1γ(t)

2 }

(4.8)

And,
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π(t+1) =
N1

(N1 +N2)
(4.9)

DIAG is a function to convert a vector to a diagonal matrix so that the matrix diagonals

are the vector entries. N1 = sum(γ
(t)
1 ) and N2 = sum(γ

(t)
2 ) and N = N1 + N2. Then we

repeated E-step and M-steps until convergence criterion was met.

For estimation, the EM-MAP algorithm can provide unbiased solutions for all parameters.

But for inference, we may still have to estimate the standard errors so that the maximum

likelihood method was used following the EM-MAP step. The EM-MAP step produced fea-

sible initial values and also the unbiased estimate of the marginal membership probability.

With the known marginal membership probability, the proposed model became identifiable.

Using the parameter estimates from the EM-MAP step as the initial values which were suf-

ficiently close to the solutions, the maximum likelihood step took much fewer iterations to

converge. Given the membership probability, Gauss-Hermite quadrature with 11 quadrature

points was used to approximate the marginal likelihood and then yield the Hessian inverse of

β, τ, µ1, µ2 when the optimization objective achieved the optima. The corresponding stan-

dard errors were calculated as the square root of the diagonal entries in the Hessian inverse.

To simplify, in the following analyses, we assumed random subject effects were independent

across subjects and therefore σ2ν , σ
2
ω1 , σ

2
ω2 are diagonal matrices with σ2

ν , σ
2
ω1 , σ

2
ω2 as di-

agonal elements respectively.

As an initial value finding strategy, the convergence criterion for EM-MAP step was that the

relative change of the conditional log likelihood given the random effects was set to < 1e−6.

If the convergence criterion was not met after 50 iterations, then the optimization would

discontinue.
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4.4 Simulation

We tested the proposed model in scenarios parametrized by three combinations of π, µ1, µ2:

(a) π = 0.9, µ1 = 0, µ2 = −10; (b)π = 0.6, µ1 = 0, µ2 = −10; (c) π = 0.9, µ1 = 0, µ2 = −4.

Scenario (a) mimics the real scenario that only small portion of the data are longitudinally

identical. Two clusters are separated faraway apart and one of the cluster is of small size.

The sizes of clusters in Scenario (b) are more balanced than in Scenario (a). Comparing to

Scenario (a)(b), in Scenario (c), two clusters are closer to each other and the true means

of both clusters are not extremely negative. This setting mimics a more general scenario

where the within-subject assessments are still variable but display different levels of vari-

ability. Within each simulated dataset, there are 200 subjects and each subject has 10

within-subject occasions.

Thus, the data will be generated as follows:

(1) Generate a latent binary variable Ui for each subject from a Bernoulli distribution with

probability π.

(2) If Ui = 1 then we sample ωi from N (µ1, σ
2
ω1) but if Ui = 0 then sample ωi from

N (µ2, σ
2
ω2), given σ2

ω1 and σ2
ω2 .

(3) Then sample νi from N (0, σ2
ν)

(4) Generate Xij as the observed covariates.

(5) Given Xij, νi, ωi, simulate Yij from a normal distribution parametrized by a two-level

Mixed Effect Location-Scale model (Equation (4.1)).

The true latent binary variable U was excluded from the dataset and presumed to be un-

known. The performance of the conventional MELS and proposed model were compared in
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Table 4.1: Simulation Results
Scenario (a) Scenario (b) Scenario (c)

MELS-MS MELS-MS MELS MELS-MS
Param True Mean CR True Mean CR True Mean CR Mean CR
β0 1 1.00 .97 1 1.00 0.94 1 .53 .06 1.00 .96
β1 2 2.00 .94 2 1.99 0.94 2 2.00 .82 2.01 .95
τ1 -2 -2.00 .93 -2 -2.00 0.94 -2 -1.84 .23 -2.00 .93
µ1 0 .00 .93 0 -.01 0.96 0 -1.41 .08 .01 .89
µ2 -10 -9.99 .87 -10 -9.99 .93 -4 -3.71 .68
log(σ2

ν) 0 -.02 .96 0 -.00 .96 0 .10 .33 -.01 .94
log(σ2

ω1
) 0 -0.02 0.94 0 -0.05 0.93 0 3.11 .00 -.09 .88

log(σ2
ω2

) 0 -0.14 0.89 0 -0.04 0.95 0 -.08 .78
π 0.9 0.90 0.6 0.60 0.9 .87

Param: Parameters;
True: True value;
CR: coverage rate;
MELS: conventional mixed effect location-scale model;
MELS-MS: proposed mixed effect location-scale model with mixture distributed scale random effects.

terms of bias from the true values, the coverage rate of the parameters of interest, and the

number of successfully converged solutions of the EM-MAP step (Table 4.1).

We compared the performance of the proposed model, mixed effect location-scale model with

mixture distributed scale effects (MELS-LS) under three different simulated scenarios. The

proposed model recovered all the parameters with small bias and provided correct coverage

of about 0.95 for all the fixed effect parameters. The proposed model performed the best in

scenario (b) as the number of convergent solutions (Nconvg = 178 out of 200) is the highest

among the three scenarios and all of the model parameters were estimated with correct cov-

erage and and reasonable bias. For scenario (a) (Nconvg = 152 out of 200), the size of the

second cluster is relatively small, which may not provide sufficient sample size to estimate

the cluster-specific parameters. We can see that µ2 and σ2
ω2 were estimated with slightly

lower coverage rate than 90%. Thus, balanced sample size and more distinguishable clusters

resulted in more faster convergence.

In scenario (c) where two clusters are close to each other and become less distinguishable,
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the coverage rates for both µ1, µ2 and σ2
ω1 , σ2

ω2 were all lower than 90% and substantial

biases for µ1 and µ2 emerged. In addition, less distinguishable clusters may also lead to bias

in estimating πk as the EM-MAP step can hardly converge with the pre-defined convergent

criterion. Again, as an initial value finding strategy, the EM-MAP algorithm didn’t have

to converge. But without convergence, the estimated and potentially biased πk may further

bias the cluster mean and variability estimates.

Thus, the proposed model applied in scenario (a)(b) provided better performance in terms

of estimation and inference than in scenario (c).

We also applied the conventional MELS to these three scenarios. In Scenario (a)(b) with

subjects had low variance, the conventional MELS can hardly coverage for the EM-MAP

step and the estimated ω went extreme. Thus we conclude that conventional MELS is very

sensitive to even small number of subjects with low variability. The conventional MELS

can only converge on data simulated from Scenario (c). The number of successfully con-

vergent solutions for conventional MELS applied on Scenario (c) was 79 out of 200. But

In terms of biases and coverage rates, β0 and β1 didn’t have much bias and the coverage

rates were around 95%. But severe biases and low coverage for τ1 emerged as a result of

mis-specification for random scale effect distribution.

4.5 Application on MATCH Dataset

A motivating example with identical within-subject responses is the MATCH (Mother And

Their Children’s Health) Study [17] which used EMA technology to explore the within-day

association between maternal stress and the subject’s dietary intake and physical activity

level. In this analysis, the extent of ”feeling happy” was the primary outcome in the analysis,
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which was scored from 1-5 by increment of 1. One challenge to analyze these data is that

8 out of 144 subjects provided identical entries of happiness at wave 5. There are 2 to 34

within-subjects measurements across the study. Specifically for number of measurements

within those 8 subjects, the maximum was 33 and minimum number was 2. The identical

entries were of values 2, 4 and 5. We hypothesized that the mean and variability of subject’s

happiness are associated with the level of vigorous physical activity cumulatively measured

in the 120 minutes interval before the measurement (ActBef). Activity level was measured

by actigraphy counts, which were highly right-skewed so we first transformed this variable

to log scale using the function log(x+ 1).

4.5.1 Application 1: Variance Pattern Clustering

The first usage of the proposed model is to classify subjects’ variance patterns. We first

excluded those 8 subjects with identical responses. For the rest 136 subjects with varying

responses for happiness, we hypothesized that there were two latent clusters to describe sub-

jects’ variance patterns. We first applied the conventional MELS assuming single cluster and

then the MELS-MS with two clusters on the reduced sample (N = 136) and compared the

two candidate models in terms of model estimates and -2 log likelihood (-2LL) and Bayesian

Information Criterion (BIC) (Table 4.2).

For the reduced sample (N = 2931), βActBef is significant and positive as the 95% confidence

interval didn’t include zero for both candidate models. It means vigorous activity before the

assessment is significantly related to higher level of happiness. Although τActBef is not sig-

nificant, vigorous activity is still positively associated with more variability in happiness.

Again, conventional MELS is a special case of our proposed model with only one single
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cluster. From Table 4.2, the mean of random scale effects in MELS is between µ1 and µ2

in MELS-MS. As the mean of random scale effects in conventional MELS can be viewed as

the weighted average of random scale effects from the two clusters. For σ2
ω1 and σ2

ω2 in the

proposed model, cluster 1 is much more concentrated than cluster 2, which means cluster 1

subjects are more similar to one another than cluster 2 in terms of within-subject variability,

after controlling for the activity effect. For subjects from cluster 1, the range of standard

deviation of the outcome was (.659, 2.049) and for cluster 2, the range was (.229, .630).

Corresponding to estimates of µ1 and µ2, we can see that cluster 1 subjects had dominantly

higher variability than cluster 2 subjects. Based on the BIC value, MELS-MS had better

performance than MELS for this reduced sample.

Table 4.2: Variance Pattern Clustering (Nsub = 136)
MELS MELS-MS

Parameters Est. 95% CI Est. 95% CI

βIntercept 3.189 (3.054, 3.323) 3.188 (3.051,3.325)
βActBef .025 (.001, .048) .030 (.006, .053)

τActBef .011 (-.027,.049) .023 (-.018,.063)

µ1 -.089 (-.207, .028) .070 (-.005,.145)
µ2 -1.244 (-1.506, -.982)

σ2
ν .585 (.454, .756) .614 (.476,.792)
σ2
ω1

.340 (.243, .476) .023 (.004, .120)

σ2
ω2

.502 (.214, 1.180)

π .838

−2LL 8584.7 8493.7
BIC 8632.6 8565.5

Est: Estimate
CI: Confidence Interval
MELS: conventional mixed effect location-scale model;
MELS-MS: proposed mixed effect location-scale model with mixture distributed scale random effects.
-2LL: -2 log likelihood
BIC: Bayesian Information Criterion
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4.5.2 Application 2: modelling data with identical within-subject responses

In the second application, perfectly identical within-subject responses were included. For

the reduced sample (Table 4.2), there may exist two clusters in variability as the two-cluster

MELS-LS had the best performance. Thus, for the full sample (N = 3021), we assumed

there may exist three clusters in subjects’ variance patterns. We assumed subjects in cluster

1 provided varying responses of happiness and those in cluster 2 provided responses of low

variance and subjects from cluster 3 provided perfectly identical responses.

When using the whole sample, conventional MELS can barely converge. One solution for

handling identical within-subject outcomes is to add negligible random variance to the out-

comes. But even with the added variance, the estimation of MELS was still unstable but

our proposed model successfully converged and identified the cluster memberships with high

accuracy.

Corresponding to the introduction section, we compare different strategies to deal with the

identical within-subject responses: (i) to exclude subjects with identical responses (Table

4.2); (ii) to retain those responses and add small amount of random variance (exp(-10)) so

that the within-subject variance can still be scaled to sufficiently close to zero (Table 4.3).

Those 8 subjects with identical responses were of high leverage and their scale density func-

tions can be very spiky even after some turbulence had been added to these responses. We

want to note that these spiky log densities can be greater than 0 so that after including these

8 subjects, the -2LL value can even become smaller. For the fixed effects, the activity effect

on the mean happiness level, βActBef , became insignificant after the identical responses were

included. Although being insignificant, fixed effects τActBef in all three models were consis-

tently positive, which means the level of vigorous activities before assessment was associated
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Table 4.3: Modelling Identical Within-Subject Responses (Nsub = 144)
MELS MELS-MS MELS-MS

Parameters Est. 95% CI Est. 95% CI Est. 95% CI
βIntercept 3.325 (3.082, 3.349) 3.218 (3.078, 3.358) 3.219 (3.079,3.359)
βActBef -.001 (-.003, .002) .002 (.000,.003) -.001 (-.003, .001)
τActBef .037 (.002, .073) .026 (-.011,.063) .027 (-.010,.064)
µ1 .181 (.120, .242) -.147 (-.248, -.045) .079 (.004,.155)
µ2 -6.690 (-6.943,-6.438) -1.184 (-1.468, -.900)
µ3 -9.937 (-10.222, -9.652)
σ2
ν .608 (.474, .781) .691 (.537,.956) .692 (.538, .890)
σ2
ω1

3.456 (3.198, 3.736) .244 (.172, .347) .018 (.002, .129)
σ2
ω2

15.455 (13.457,17.750) .128 (.019, .879)
σ2
ω3

13.530 (11.665, 15.694)

π1 .890 .764
π2 .110 .173
π3 .063
−2LL 8316.6 7934.8 7921.0
BIC 8364.6 8006.9 8017.2

True: True value;
CR: coverage rate;
SD: standard deviation;
MELS: conventional mixed effect location-scale model;
MELS-MS: proposed mixed effect location-scale model with mixture distributed scale random effects.
-2LL: -2 log likelihood
BIC: Bayesian Information Criterion

with greater within-subject variability.

Based on the -2 log likelihood value, the three-cluster MELS-MS performed the best on the

full sample. When using the three-cluster version, including the subjects with identical re-

sponses didn’t affect the cluster 1 and cluster 2 parameters much. As was observed, µ1 and

µ2, σ2
ω2 and σ2

ω1 estimated on the whole sample were close to those estimated on the reduced

sample. And the estimated marginal proportion of subjects in cluster 3 was .063, which

was close to 8/144=.056, the observed proportion of subjects with identical responses. But

there was one subject (ID 11065) misclassified into cluster 3. Among her 17 happiness as-

sessments, 16 out of 17 were rated as 4 and only one was rated as 5, which were near identical.

However, if we compared the MELS-MS on the whole sample (Table 4.3) and conventional
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MELS with single cluster fitted on the reduced sample (Table 4.2, cluster 1 parameter

estimates were substantially different. Cluster 2 for the MELS-MS on the whole sample

didn’t exclusively include the subjects with identical responses but 7 other subjects with

low within-subject variance were mixed into cluster 2. For those 7 subjects, the standard

deviation of the outcome was ranged as (.229, .511). The more clusters we specified, the

less influence of identical responses on the original existing clusters. But according to BIC

value, the two-cluster MELS-MS achieved better balance between goodness of fit and model

complexity then the three-cluster version.

4.6 Discussion

In this article, we addressed a prevalent issue of the (near) identical responses in intensive

longitudinal surveys at the data analysis stage post the survey design. As the subjects with

identical responses had high leverage, weighting likelihood approach may be needed in the

future. In addition, to added negligible noises to the identical responses can be analogous to

random imputation strategy. Future research can focus on the adjustment for the random-

ness brought from these added noises.

Our proposed method can be used even when no information regarding the data validity

is provided and it is able to include all available data for modelling. Given such data, we

framed this issue as a clustering problem for variability and assumed all available data were

valid real data. In the generalized linear mixed model class, the mixed effect location-scale

modelling framework allows flexible scale random effect distributions in the within-subject

variance function. Actually the Gaussian mixture distribution for scale random effects is not

perfectly applicable for identical within-subject responses but we still used Gaussian mixture

distribution for its convenience to construct the continuous likelihood density function for

estimation and for better interpretability. Other than Gaussian mixture, as we have talked
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in the introduction section, there can still be other non-parametric/semi-parametric specifi-

cations for random effect distributions which can be more applicable for modeling perfectly

identical responses.

Other than to assume the data are valid, there is another possibility of the so-called ‘careless

responses’ [38] in survey data, which is an issue in the similar sense to missing data. Once

we have information to verify the invalidity of these identical responses, we can treat these

data as missing data. Thus, it can be argued that concepts as well as methods from missing

data can be transplanted to the scenario of ’careless responses’[38]. For the real data analysis

example, we can possibly use a technique similar to multiple imputation by imputing small

variances to the identical responses multiple times. To deal with the introduced random-

ness, we can implement this approach multiple times and aggregated the estimates using

Rubin’s rule which is often used in combining estimates after multiple imputations for miss-

ing data[48]. Other than imputation, some weighting methods for handling non-response

bias may also be necessary for ‘careless responses’. We can arbitrarily set the weights for

these identical responses as 1/100 of the rest of the responses. But other more flexible and

informative strategies for setting the weights can also be used [52, 36]. In addition, anal-

ogous to informative missingness, the probability of having identical responses may not be

independent of the outcome level. For example, we often found that identical responses are

of the either highest or lowest value.

The proposed model present in this article was a two-level (between subject-level and within-

subject level) and single-outcome version but it can also be extended to multiple-outcome

version and three-level version (e.g., subject-level, day-level and assessment-level). For a

three-level version, variance clustering can be on the day-level and we can even model the

transition between clusters for each day so that booster strategies can be designed and ap-
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plied to stimulate subjects’ compliance to carefully respond to the EMA items. And for the

multiple-outcome version, composite information regarding the within-subject variability in

other outcomes can help to decide whether the identical entries are ”careless responses”. In

conclusion, the proposed methodology is practical and has great potential for data classifi-

cation and data screening for intensive longitudinal survey data.
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CHAPTER 5

A NEGATIVE BINOMIAL MIXED EFFECTS

LOCATION-SCALE MODEL FOR PHYSICAL ACTIVITY

DATA PROVIDED BY WEARABLE DEVICES

5.1 Introduction

Accompanied with recent technological advances, the use of wearable devices, e.g., accelerom-

eters and smart watches, have become increasingly prevalent [61, 8]. Studies have been shown

that wearable devices not only provide more accurate tracking for subjects’ physical activity

(PA) levels such as step counts or minutes in moderate to vigorous intensity physical activi-

ties (MVPA) but also better engage subjects into physical activities and further to improve

the general health of the population [7, 11].

PA data collected by these wearable devices are often real-time stamped and highly intensive.

For example, in the example presented later [17, 35], the accelerometer data were captured in

30-sec or 1-min epochs and then each epoch was classified and labelled as ”sedentary”,”light-

intensity”, ”moderate-intensity”, or ”rigorous-intensity.” These were then summarized for

each hour, within a day and across days. Also, PA data are often non-negative and integer-

valued and can include an excessive number of zero counts, e.g., for most of the day, subjects

might have only light-intensity PA or even sedentary without any MVPA. This can result

in severely skewed outcome distributions [4], and so statistical models based on a Gaussian

assumption may not be applicable. Popular parametric methodologies for modeling such

longitudinal count data include the Poisson mixed model which assumes no over-dispersion

and that the mean is equal to the variance [4], or the Negative Binomial mixed model when

over-dispersion is present, i.e., variance is larger than the mean, [64, 67]. Corresponding

zero-inflated versions have been developed to account for the excessive zeros across time
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[63]. Most of these publications have focused on modeling the mean level of counts. How-

ever, for these intensive longitudinal PA data collected by wearable devices, different subjects

may display different mean levels as well as dispersion levels. In this case, the conventional

generalized linear mixed model where the dispersion parameter is assumed to be a constant

parameter across all subjects may not be applicable.

The mixed effect location-scale (MELS) model [23, 24] is an intuitive modeling framework

which enables subject-level random effects in both the mean and variance. MELS models

for continuous outcomes [23] as well as ordinal outcomes [24] have been developed but thus

far have not been developed for modeling the subject-specific mean level and dispersion level

in intensive longitudinal counts. A possible choice for modeling longitudinal count data is

to extend the Poisson mixed model into a location-scale modeling framework. But because

of its assumption of equal mean and variance, the mean and variance of the Poisson model

cannot be decoupled. A second choice is the negative binomial mixed effects model where a

separate parameter is specified for handling the over-dispersion. Thus, we propose a MELS

model assuming the count outcome follows a negative binomial distribution (NBLS). In our

proposed model, we specify a location random effect in the mean function that distinguishes

different subject-level PA averages, and a scale random effect in the dispersion function that

reflects different levels of over-dispersion and then the variability across subjects. These ran-

dom effects of location and scale characterize unobserved subject-specific physical activity

patterns. For example, a subject with a regular activity schedule and more consistent PA

amount over time might be a less dispersed subject but on the other hand, a subject who

exercises excessively on one single day would be a more dispersed subject.

To account for excessive zeros in the counts, we can extend the proposed NBLS as a hurdle

NBLS model (H-NBLS) or a zero-inflated NBLS model (ZI-NBLS). The only difference be-
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tween the hurdle approach and zero-inflated approach is the distributional assumption for

the zero counts. We will elaborate on this difference in the method section. For both, the

non-zero counts are assumed to follow the same zero-truncated negative binomial distribu-

tion. The hurdle approach is sometimes preferred over the zero-inflated approach for better

computational efficiency [40]. In this article, we will first compare the proposed location-scale

models to the conventional negative binomial (hurdle) mixed model via a simulation study.

Then we will apply the proposed model to a real dataset, and show how the subject-level

scale random effects improve the fit to the real dataset.

5.2 The Proposed Method

For modeling the dispersed counts, we will use a negative binomial distribution. The negative

binomial distribution is often expressed as NB(r, p) (Equation 5.1), with r as the over-

dispersion parameter which is positive, and p = r
r+µ where µ is the mean of the distribution.

While the variance σ2 of the Poisson distribution is equal to µ, in the negative binomial

distribution σ2 = µ+ 1
rµ

2. The larger r is, the less over-dispersion is present. In other words,

as r gets large, the negative binomial distribution approximates the Poisson distribution. In

a conventional negative binomial mixed effect model, the over-dispersion parameter is a fixed

parameter across all subjects. But given the nature of the intensive longitudinal PA data,

we propose to extend this and allow varying dispersion levels for each subject.

NB(y; r, p) =

(
y + r − 1

y

)
(1− p)rpy (5.1)
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5.2.1 Model 1: Negative Binomial Mixed Effect Location-Scale Model

(NBLS)

Let i indexes subjects (i = 1, . . . , N) and j the observations within subjects (j = 1, . . . , ni),

then the model can be written as:

µij = exp(Xijβ + νi), (5.2)

rij =
1

exp(Wijτ + ωi)
, (5.3)

with the location and scale random effects distributed as:

νi
ωi

 ∼ N

0

0

,
 σ2

ν σνω

σνω σ2
ω


 (5.4)

Note that νi and ωi can be correlated, i.e., σνω can be non-zero valued. Thus, the variance

of the outcome is expressed as in Equation 5.5.

σ2
ij = µij + exp(Wijτ + ωi)µ

2
ij (5.5)

We assume the count outcome Yij ∼ NB(rij , pij) where pij =
rij

rij+µij
. And Xij and Wij are

the covariate vectors at observation j within subject i in the mean and dispersion component

respectively. When all ωi are consistently zero, the proposed NBLS model degenerates to a

negative binomial mixed model (NB-Mixed).

With the above specifications, we can write the marginal likelihood function, which will be

utilized for the maximum likelihood estimation approach. (Equation 5.6)
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L(β, τ, α, σ2
ν , σ

2
ω) =

∫
ν

∫
ω
{
N∏
i=1

{
ni∏
j=1

NB(yij ; pij , rij)}

N (νi; 0, σ2
ν)N (ωi; 0, σ2

ω)dνidωi}.

(5.6)

5.2.2 Model 2: Zero-Inflated Negative Binomial Mixed Effect

Location-Scale Model (ZI-NBLS)

Zero-inflated and hurdle models can be used to deal with the issue of excessive zero counts,

but the ways are different. Model 2 (zero-inflated) assumes the source of zeros come from

two sources. For example, if the subject didn’t wear the device validly, the minutes of mod-

erate exercises would not be recorded and the outcome would definitely be zeros; but if the

subject wore the device but didn’t have any PA, then the outcome would also be zero but

this zero comes from the negative binomial distribution. Therefore, Model 2 (Equation 5.7,

5.8) specifies a mixture of point mass at zero and a negative binomial distribution to model

the outcomes.

Assume that the probability of being in the negative binomial component is πij , where πij

can further be expressed as πij = 1
1+exp(−(Aijα+ψi))

, which is the logistic response function.

Here, the vector Aij represents the observed covariates and ψi is the subject-level random

intercept in the logistic component. Thus, the higher ψi is, the higher the probability of

being in the negative binomial component.

P (Yij = 0|νi, ωi) = (1− πij) + πijNB(0; rij , pij) (5.7)

P (Yij = y|Yij > 0, νi, ωi) = πijNB(y; rij , pij) (5.8)
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This provides the marginal likelihood function that will be used for the maximum likelihood

estimation approach, detailed later (Equation 5.11).

5.2.3 Model 3: Negative Binomial Location-Scale Hurdle Mixed Model

(H-NBLS)

While the zero-inflated model assumes the source of zeroes to be a mixture, the hurdle model

combines the two sources and adopts a two-stage modeling approach. First, it posits a lo-

gistic mixed model to model the probability of the outcome to be non-zero. Then it uses a

truncated negative binomial to model the non-zero counts.

Similar to Model 2, but now, πij = 1
1+exp(−(Aijα+ψi))

is the probability of being non-zero

rather than being in the negative binomial component, and naturally 1−πij is the probability

of being zero, regardless of the source of the zeros.

P (Yij = 0) = 1− πij (5.9)

P (Yij = y|Yij > 0) = πij
NB(y; rij , pij)

1−NB(0; rij , pij)
(5.10)

The form of the marginal likelihood function for H-NBLS is the same as Equation 5.11.

L(β, τ, α, σ2
ν , σ

2
ω, σ

2
ψ) =

∫
ψ

∫
ω

∫
ν

N∏
i=1

{(
ni∏

j:yij=0

P (Yij = 0)

ni∏
j:yij 6=0

P (Yij = y|Yij > 0))

N (νi; 0, σ2
ν)}N (ωi; 0, σ2

ω)N (ψi; 0, σ2
ψ)dνidωidψi}.

(5.11)

We can see that when the probability that NB(0; rij , pij) is small, ZI-NBLS will approach
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H-NBLS. However, the over-dispersion parameter has different meaning between ZI-NBLS

and H-NBLS. As in Model 2, part of the zeros contribute to the estimation of r and µ, but

in Model 3 the over-dispersion parameter is estimated using only the strictly positive values.

5.3 Estimation and Inference

All of the models specified can be estimated using maximum likelihood method, where the

joint likelihood function will be first integrated over the random effects ν, ω, ψ, yielding the

marginal likelihood function (Equation 5.6,5.11) as the optimization objective. Typically, the

integral cannot be expressed in closed form. However, since the random effects are assumed

to follow the Gaussian distribution, the adaptive Gauss-Hermite quadrature method can be

used for the integral approximation. As this step can be time consuming, one can perform

this integration using one quadrature point which is analagous to the Laplace Approximation.

For this, SAS PROC NLMIXED can be used, including specification of the Newton-Raphson

algorithm for the optimization.

5.4 Simulation Studies

We first simulated 100 datasets respectively using (1) NBLS, (2) ZI-NBLS, and (3) H-NBLS

and validated these three proposed models using the simulated datasets (Table 5.1). The

goal for this simulation study is to validate the proposed models and compare the computa-

tional efficiency between H-NBLS and ZI-NBLS. Given this set of parameter values (Table

5.1, 5.2), the mean and variance of the simulated outcomes were 37.45 and 63872.67 across

all the datasets and if we only included the > 0 outcomes, the mean and variance were 50.54

and 85547.68, respectively. The only covariate corresponding to β1, τ1, α1 in this simulation

study was simulated using a standard normal distribution which result in 26% zero-valued

outcomes.
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From Table 5.1, all of the three proposed models yielded coverage rates of around 95% and

obtained parameter estimates with reasonable low levels of bias. However, the ZI-NBLS is

more computationally intensive than H-NBLS as ZI-NBLS modeled the zero counts using

a mixture distribution and the ZI-NBLS approach was more sensitive for the initial values

and took longer to converge during the simulation study. As was introduced in Section 5.2,

the non-zero part of ZI-NBLS and H-NBLS are the same and both are assumed to follow

a zero-truncated negative binomial distribution and therefore the β and τ estimates should

be very close. Given the greater efficiency of H-NBLS, for the following analyses, we mainly

modeled the zero counts using the hurdle approach.

In the second simulation study, we simulated the data from the H-NBLS model, and we

compared the conventional approaches (NB mixed model and the Hurdle negative binomial

mixed model(H-NB-Mixed)), to the proposed approaches (the NBLS model and the H-NBLS

model). We explored how the added scale random effect and also the hurdle component af-

fect the estimation biases as well as the coverage rates. The coverage rate was calculated

as the proportion of times that the 95% confidence intervals covered the true values (Table 2).

From data simulated from H-NBLS, all of the less complex candidate models (NB-Mixed,

H-NB-Mixed and NBLS) experienced issues in terms of estimation and inference. This

is noteworthy since the NB-mixed and H-NB-mixed represent popular choices in modeling

multilevel count data with over-dispersion. Of these two, the NB-Mixed model had the worse

performance in terms of coverage rates and biases. Comparing H-NB-mixed to H-NBLS, if

the scale random effect ωi was suppressed (i.e., the extra effects other than the observed

covariate effects on dispersion were assumed to be consistent across subjects), then both

the overall dispersion τ0 and the subject-level location variance σ2
ν were overly estimated.
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Table 5.1: Model validation on 100 datasets simulated respectively from NBLS, ZI-NBLS,H-
NBLS

NBLS ZI-NBLS H-NBLS True
Param CR Mean(SD) CR Mean(SD) CR Mean(SD) Value
β0 0.95 2.00(0.10) 0.95 2.01(0.10) 0.96 1.97(0.15) 2
β1 0.95 -1.50 (0.02) 0.95 -1.50(0.02) 0.97 -1.51(0.10) -1.5
τ0 0.97 -0.01(0.11) 0.93 0.00(0.12) 0.96 0.03(0.26) 0
τ1 0.94 0.50 (0.04) 0.93 0.50 (0.04) 0.95 0.50(0.14) 0.5
α0 0.94 2.01(0.20) 0.91 1.98(0.17) 2
α1 0.94 -0.48(0.10) 0.96 -0.49(0.04) -0.5
ln(σ2

ν) 0.99 0.01 (0.14) 0.93 -0.05(0.16) 0.92 0.00(0.27) 0
ln(σ2

ω) 0.95 -0.05(0.18) 0.94 -0.06(0.17) 0.98 -0.07(0.46) 0
cov(ν, ω) 0.94 0.50(0.12) 0.91 0.47 (0.13) 0.97 0.47(0.21) 0.5
ln(σ2

ψ) 0.90 -0.19 (0.26) 0.95 -0.06(0.18) 0

Param: Parameters
CR: coverage rate
SD: Standard Deviation

However, the biases as well as coverage rates for the covariate effects (β1,τ1) in the H-

NB-Mixed model were still acceptable. Ignoring the excessive zeros (NBLS) can be more

detrimental than ignoring the random scale effect (H-NB-mixed) as it resulted in extremely

low coverage rates on the parameters and biased the covariate effects even in the opposite

direction.

5.5 Application to MATCH data

5.5.1 MATCH Data

The MATCH (Mother And Their Children’s Health) Study [17] used Ecological Momentary

Assessment (EMA) technology to explore the within-day association between maternal stress

and the subject’s dietary intake and physical activity level. The study design involved six

semi-annual measurement waves across three years. It used an EMA schedule with random

prompts approximately every two hours during waking, non-school time weekends and week-

days and subjects were followed for seven days for each wave. Participants in the MATCH

study included both the mothers and the children. Here, for our example, we only used moth-

80



Table 5.2: Model comparison on datasets simulated from H-NBLS: comparing NB-mixed,
NBLS, H-NB-mixed, H-NBLS

NB-Mixed NBLS H-NB-Mixed H-NBLS True
Param CR Mean(SD) CR Mean(SD) CR Mean(SD) CR Mean(SD) Value
β0 0.39 1.79 (0.13) 0.06 1.64 (0.11) 0.96 1.89(0.15) 0.96 1.97(0.15) 2
β1 0.00 -0.70(0.03) 0.00 -0.64 (0.03) 0.86 -1.64(0.14) 0.97 -1.51 (0.10) -1.5
τ0 0.01 0.58 (0.12) 0.82 -0.11(0.20) 0.25 0.51 (0.21) 0.96 0.03 (0.26) 0
τ1 0.00 -0.50 (0.10) 0.00 -0.61 (0.09) 0.89 0.59 (0.17) 0.95 0.50 (0.14) 0.5
α0 0.93 2.00 (0.16) 0.91 1.98 (0.17) -2
α1 0.96 -0.50 (0.05) 0.96 -0.49 (0.04) 0.5
ln(σ2

ν) 0.01 -0.77 (0.22) 0.04 -0.85 (0.22) 0.04 0.60 (0.18) 0.92 0.00(0.27) 0
ln(σ2

ω) 0.18 0.70 (0.21) 0.98 -0.07 (0.46) 0
cov(ν, ω) 0.73 0.64 (0.14) 0.97 0.47(0.21) 0.5
ln(σ2

ψ) 0.95 -0.05(0.18) 0.95 -0.06 (0.18) 0

Param: Parameters
CR: coverage rate
SD: Standard Deviation

ers’ data from the 4th measurement wave which were considered to be the most compliant

subset of subjects. For the 4th wave, the proportion of subjects attending ≥ 5 measurement

waves was the highest (70.80%) across all six waves.

PA data in MATCH Study were measured by the Actigraph, Inc. GT3X model accelerome-

ters [17, 35]. In this analysis, we used the seconds in moderate-to-vigorous-intensity activities

(MVPA) summarized as 1800 seconds (30 minutes) before and after each randomly prompted

EMA assessment as the primary outcome. A reason that we selected this 60-minute window

(30 minutes before and after each EMA assessment, altogether 3600 seconds) was to avoid

duplicate counts coming from overlapping observation windows as the length of the inter-

val between two consecutive EMA assessments was at least 93 minutes. This outcome was

originally recorded in units of minute and non-integer valued. In order to create the integer-

valued count-type outcome for modeling, we first transformed the outcome into units of sec-

onds to yield more precise rounding. On this scale, the outcome was highly over-dispersed,

as variance (53813.96) was much larger than the mean (97.50 seconds). The distribution was

severely right-skewed (Figure 5.1) as the median of this sample was 30 seconds and the 25%
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and 75% quantiles were 0 and 90 seconds, respectively. Among the collected 4171 records,

865 of those from 8 subjects were not included in the analysis because of missingness in the

outcome as well as in the covariates. The missingness of the outcome variable was due to

zero valid accelerometer device wearing time [35]. Thus, the total sample size used in this

analysis was 3306 corresponding to 3306 EMA prompts from 134 subjects, with between 4

to 35 observations nested within each subject.

Figure 5.1: Distribution of the Outcome Variable: MVPA in Seconds

We hypothesized that the probability of spending > 0 time in MVPA, and the mean and

dispersion level of the > 0 MVPA, were all associated with (a) subject-level variables such as

age, Body Mass Index (BMI), (b) a day-level variable, e.g., whether the day was a weekend

day, and (c) an observation-level variable, e.g., when the assessment happened during the

day (morning, afternoon, evening). In other words, for this analysis, Xij , Wij and Aij

were the same set of covariates. Using the real-time stamps of each assessment, we defined

’morning’ as before 12:00 pm and ’afternoon’ as between 12:00 pm and 6:00 pm and ’evening’

as after 6:00 pm. With these cutpoints, 13.12% observations happened in the morning, 50%

happened in the afternoon, and 36.88% happened in the evening. Also, 35.31% observations

happened during the weekend. Prior to the analysis, we standardized BMI using the sample

mean (28.96) and standard deviation (6.58) and centered subject’s age around the sample
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mean (41.98 years). We assumed that the effects of age and BMI were linear. For these

data, the covariance between location and scale random effects was assumed to be zero as

more complex model led to the non-convergence issue.

5.5.2 Findings for the Fixed Effects

Table 5.3 shows the comparison among NB-Mixed, NBLS, H-NB-MIXED and H-NBLS on

MATCH data. For the MATCH data, H-NBLS provided the best fit to the data among the

four candidate models. The values of Akaike Information Criterion (AIC) for the non-hurdle

models were much higher than the hurdle models. As we have described in the simulation

section, ignoring the inflated zero counts which can be prevalent in physical activity data

seems to be more detrimental than suppressing the random scale effects.

Unlike the hurdle models, the NB-Mixed and NBLS models included the zero outcomes when

estimating the mean and dispersion parameters. For the mean function, four candidate mod-

els had consistent findings regarding β′s. Older subjects were found to be less active as βAge

was negative, yet not significant. The effect of BMI was consistently negatively associated

with mean level of MVPA across the four models, which indicates that subjects with higher

BMI had lower level of MVPA than subjects with lower BMI, regardless of the inclusion of

the zero outcomes or not. MVPA during weekends compared to weekdays displayed almost

no difference. However, subjects had higher MVPA levels in the morning and afternoon than

in the evening, and subjects tended to exercise mostly in the morning.

In terms of dispersion, the results of the non-hurdle models and hurdle models were different.

The hurdle component explained a large part of the issue of over-dispersion. Including the

hurdle component, the estimate of τIntercept decreased drastically which suggested that ze-

roes can increase over-dispersion. The positive effects of BMI in the non-hurdle models were
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Table 5.3: Model comparisons on the MATCH data of wave 4: comparing NB-mixed, NBLS,
H-NB-mixed, H-NBLS

NB-mixed NBLS H-NB-mixed H-NBLS
Param Est. S.E. P.V. Est. S.E. P.V. Est. S.E. P.V. Est. S.E. P.V.
βIntercept 4.13 0.10 <0.01 4.22 0.10 <0.01 4.76 0.06 <0.01 4.83 0.06 <0.01
βAge -0.01 0.01 0.36. -0.01 0.01 0.50. -0.01 0.01 0.34. -0.01 0.01 0.36
βBMI -0.17 0.07 0.02 -0.14 0.07 0.05 -0.11 0.05 0.02 -0.11 0.05 0.03
βWeekend -0.03 0.10 0.79 0.00 0.09 1.00 0.05 0.05 0.27 0.01 0.05 0.91
βMorning 0.55 0.15 0.00 0.57 0.14 0.00 0.35 0.08 <0.01 0.33 0.08 <0.01
βAfternoon 0.39 0.11 0.00 0.41 0.10 0.00 0.23 0.05 <0.01 0.19 0.05 0.00
τIntercept 2.11 0.05 <0.01 2.19 0.07 <0.01 -0.16 0.08 0.04 -0.06 0.07 0.38
τAge 0.01 0.00 0.17 0.01 0.01 0.50 0.00 0.01 0.66 0.01 0.01 0.23
τBMI 0.09 0.03 0.00 0.10 0.06 0.07 -0.05 0.05 0.33 -0.03 0.04 0.42
τWeekend -0.01 0.06 0.89 0.02 0.06 0.79 -0.07 0.08 0.39 -0.11 0.08 0.15
τMorning -0.34 0.09 0.00 -0.37 0.09 <0.01 0.22 0.12 0.07 0.17 0.11 0.13
τAfternoon -0.38 0.06 <0.01 -0.44 0.06 <0.01 -0.14 0.08 0.10 -0.17 0.08 0.03
αIntercept -0.11 0.08 0.18 -0.11 0.08 0.18
αAge -0.01 0.01 0.54 -0.01 0.01 0.54
αBMI -0.13 0.06 0.03 -0.13 0.06 0.03
αWeekend -0.01 0.08 0.85 -0.01 0.08 0.85
αMorning 0.49 0.12 <0.01 0.49 0.12 <0.01
αAfternoon 0.48 0.08 <0.01 0.48 0.08 <0.01
ln(σ2

ν) -1.28 0.25 <0.01 -1.64 0.28 <0.01 -1.54 0.17 <0.01 -1.52 0.16 <0.01
ln(σ2

ω) -1.21 0.18 <0.01 -2.08 0.27 <0.01
ln(σ2

ψ) -1.12 0.20 <0.01 -1.12 0.20 <0.01

-2 log lik 28027 27856 26489 26448
AIC 28053 27884 26529 26490

Param: Parameters
Est.: estimate
S.E.: standard errors
P.V.: p-value
-2 log lik: -2 log likelihood value
AIC: Akaike Information Criterion

significant or marginally significant but after we included the hurdle, it became insignificant

and the direction of the effect even changed. In the hurdle candidate models, the effect of

BMI on dispersion became negative, though insignificant, which suggests that higher BMI

was associated with lower dispersion levels among the positive valued outcomes. In other

words, subjects with higher BMI tended to exhibit greater consistency in the amount of

MVPA than subjects with lower BMI when they had MVPA. Still the dispersion level was

not significantly different between weekends and weekdays. However, the dispersion level

was significantly different across morning through evening. In the NB-Mixed and NBLS

models, where zeros were included to estimate the mean and dispersion, the dispersion level

of MVPA was higher in the evening than in the morning and afternoon. However, if we only

included the positive valued outcomes which is the case of hurdle models, then morning has

the highest level of dispersion.
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In terms of the probability of having non-zero MVPA, BMI had a significant effect such that

higher BMI levels were associated with a lower probability of MVPA. For the time of day

indicators, the probability of MVPA was increased in the morning and afternoon. According

to the descriptive analysis, 60.18% observations in the morning had positive MVPA, while

only 59.23% and 48.19% observations exhibited positive MVPA in the afternoon and evening.

5.5.3 Interpretation of Random Effects

Figure 5.2: Distribution of Estimated Mean, Dispersion and Probability of Having Positive
MVPA

The random location and scale effects summarize the effect of unobserved subject-level vari-

ables associated with the subject’s mean and dispersion, while the random intercept in the

hurdle component summarizes the subject-level unobserved effect related to the probability

of having non-zero MVPA. Figure 5.2 shows the density of estimated mean, dis- persion

and probability of having non-zero MVPA which were calculated using the estimates of

β, τ, α, νi, ωi, ψi from H-NBLS, the best-fitting model. The empirical bayes estimates of νi

ranged from -0.93 to 1.08, ωi estimates ranged from -0.37 to 0.74, and ψi estimates ranged

from -1.31 to 1.04, so that the resulting mean, dispersion, and probability ranged from

46.00∼ 536.21 seconds, 0.42∼2.22 and 0.19∼0.73, respectively.

From Figure 5.3, Subject 11058 was identified as having the most positive location and scale
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Figure 5.3: Subjects with Highest/Lowest Random Effect Estimates

random effect estimates, Subject 11105 had the most negative location random effect esti-

mate, and Subject 11063 had the most negative scale random effect estimate. We can see

that Subject 11058 had high average MVPA amount but the amount drastically changed

over time and was highly dispersed. Subject 11105 and 11063 displayed a flat curve with

MVPA amounts close to zero. By this comparison, we can see that νi, ωi were consistent

with what we have observed in MVPA level. ψi is the random effect related to the frequency

that subjects have positive MVPA, or in a more intuitive way, the frequency that subjects

are active. We can see that the MVPA amount of Subject 11178 is mostly zero across all

observations, while the MVPA of Subject 11162 was zero only 3 times and instead the sub-

ject was active at most of the observations.

Figure 5.4: Subjects with Similar Location Random Effects but Different Scale Random
Effects
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From the results above, the random location effect mainly reflects the average positive MVPA

level of the subject when they exercise. However, even for subjects with similar location ran-

dom effects, they can have different dispersion levels (Figure 5.4). For example, Subject

11151 and 11062 had similar values (0.049 vs 0.051) for location random effects, but Sub-

ject 11151 was more dispersed than Subject 11062 as they had different scale random effect

estimates (0.293 vs. -0.180). Subject 11151 had a very high MVPA level at one time point,

but for other times the subject’s MVPA levels were almost zero. Conversely, Subject 11062’s

MVPA levels were more consistent. As another example, Subject 11229 and 11197 had lo-

cation and scale levels respectively as (0.662 vs. 0.659) and (0.407 vs. -0.234), and Subject

11229’s MVPA levels were more dispersed over time. Also, for subjects with similar proba-

bilities of having positive MVPA, they can be different in terms of the mean and dispersion

of MVPA. This provides some justification for our proposed model that allows estimation

of each subject’s mean, dispersion, and the probability of non-zeros for physical activity data.

5.6 Discussion

In this article, we proposed a negative binomial mixed effect location-scale model for in-

tensive longitudinal count data. This model provides random effects which characterize

subjects’ exercise patterns in three dimensions: the mean level, the dispersion level, and

the probability of having non-zero MVPA. Such information may be useful for subject-level

classification and for prediction. In this article, we displayed some graphical descriptions

for certain selected subjects. However, classification and clustering algorithms could also

be used to divide the subjects into informative groups, and perhaps one can examine how

subjects from these groups maintain long-term outcomes such as 12-month recommended

MVPA.
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In this study, we used maximum likelihood estimation with Adaptive Gauss-Hermite Quadra-

ture to approximate the marginal likelihood. The computational cost for the application ex-

ample was reasonable as it took 15-20 minutes to converge for the dataset with 134 subjects

and 4 to 35 observations within each subject. We also tried to fit a three-level model (e.g.,

subject-level, day-level and observation-level) and specified day-to-day scale random effects,

but it took much longer to converge as the complexity of this approximation algorithm grows

exponentially with the number of random effects. Other than the maximum likelihood ap-

proach, using alternative estimation methods or Bayesian sampling can potentially provide

more efficient solutions for estimating more complex multi-level mixed-effect location-scale

models.

For this analysis, observations were assumed to be conditionally independent given the

subject-level random effects. In the scenario of physical activities, sequential information

and the ordering may also be useful. For example, the cumulative amount of MVPA of

the past few days might be associated with subject’s decision to do MVPA today. Future

work can also focus on the utilization of the sequential information and even the sequential

prediction for the amount of physical exercise on each day.

Finally we should note that, as we used the negative binomial distribution to model these

count data, we assumed every subject exhibited some degree of over-dispersion. According

to the probability mass function of the negative binomial model, i.e., σ2 = µ + 1
rµ

2, 1
r is

a positive value which can only approximate to zero but can never be exactly zero. Thus,

the proposed model is less sufficient to handle count data which are under-dispersed or

non-dispersed.
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CHAPTER 6

CONCLUSIONS AND FUTURE DIRECTIONS

6.1 Summary

In this dissertation, we proposed several statistical models motivated by specific issues of

intensive longitudinal data collected by mobile or wearable devices. And all of these methods

focus on inferring the latent effects at subject-level or even a day-level to account for the

heterogeneity in mean and even in variability.

For the first work, the three-level mixed effect model with separate autocorrelated random

effects at between-day level and within-day level characterized the correlation across day and

also within day and the extent of correlation was exponentially related to the interval length

between consecutive assessments.

For the second work, a convenient joint modelling approach for the response process and the

measurement process was proposed and the inter-correlation between them was described

in terms of latent effects, which potential unveiled the mechanism of non-ignorable nonre-

sponses in EMA studies. Subject-level latent effects associated with the mean and variability

of the event-contingent assessments can be correlated with the responsivity of the event re-

ports. We found that, for each subject the improvement of mood as well as higher variability

of mood were potentially associated with the responsivity. And via this model we can also

compare the same fixed effects on the outcome mean, the outcome variability as well as

the responsivity. And this method is one of the first few works that address the issue of

responsivity of the self-initiated event-contingent EMA assessments.

For the third work, we framed the problem of identical responses as the extreme random

scale effects in the variability distribution and therefore latent clustering can be used to
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classify subjects with varying responses and identical responses. And this is one of the first

works which deal with the duplicate data in longitudinal surveys. And we will also discuss

the similarity in terms of the data generating mechanism between these duplicate data and

missing data.

The last work is a model which deals with the physical activity data collected from wearable

devices. Therefore, the estimated location random effects and dispersion effects were infor-

mative to represent some the subject-level traits in subjects’ physical activity patterns. The

proposed model is one of the first few works to deal with physical activity data collected

wearable devices.

6.2 Potential Future Directions

The past ten years have witnessed a huge progress in EMA study design. The involvement

of more advanced wearable devices such as wearable cameras and smart watches or even the

home sensors have enabled more objective and comprehensive assessments of subjects’ real-

life experiences and the surrounding environment. An EMA system may include multiple

data sources and data from each venue may be of different data-types. In this thesis, we pro-

posed methods for analyzing smartphone-based EMA surveys and accelerometer data which

described subjects’ psychological states and physical activities in their daily lives. These

data and also the physiological data including the heart beats and metabolism rates are

often numerical and can be easily quantified. But nowadays EMA studies designs especially

those incorporating the image and audio technology may even have data including but not

limited to location information, audio recording, real-time images and videos. And these

more abstract and complex data necessitates the use of artificial intelligence techniques for

image segmentation, object detection and environment classification.
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There might be several interesting topics in mHealth data analysis await for statisticians

as well as data scientists to explore. The first one is to reasonably and effectively combine

these complex data from multiple data sources with the constraint of limited computational

resources. More specifically, unlike conventional longitudinal data which are equally spaced

and balanced, these EMA data are recorded in real time and the number of repeated mea-

sures for each outcome may probably be different, which calls for methods or norms for data

alignment and reconstruction.

And beyond this, methods for modelling multiple outcomes from a more systematic scope

rather than treating them separately can be useful to reveal the intercorrelation network

among these measures. Majority parts of this thesis are for single outcome modelling. But

rather than to just focus on one particular measure, it might be more informative to model a

comprehensive set of multiple outcomes. Methods proposed in Chapter 3 was an attempt to

summarize the bivariate/multivariate dependence among outcomes via the shared random

effects. But as we have discussed in the end of Chapter 3, methods that are able to directly

model multiple outcomes are warranted.

The second one might be the potential high-dimensional and sparse issues. As we have men-

tioned above, the after processed data from audio or video can be subject to these issues.

These data might probably be categorical instead of numerical, which means those can not be

fully quantified. Thus, modern machine learning algorithms as well as the high-dimensional

statistical methods might be necessary for analyzing such data. But even for these novel

types of data, the fact we can’t ignore is that these data are hierarchically clustered, longitu-

dinal and intensive. However, most of the existing high-dimensional methods and machine

learning algorithms are not applicable for complex large-scale multilevel data. Future studies
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can focus on evolving these methods to their multilevel longitudinal versions.

In addition, the method proposed in this thesis assumed these repeated measures to be

conditionally independent. However, by doing this, the sequential information was ignored.

EMA assessments are intensive so that assessments might be highly correlated. Methods

utilizing the sequential correlation of intensive longitudinal data should be proposed to

improve the forecasting accuracy. Moreover, the convenient intensive data collection ap-

proach can probably result in high-volume data flux so that it may be expensive to store

the large-scale historical data. Conventional analysis framework where model were trained

and estimated using historical datasets might be computationally intensive. Instead, current

methods should also be extended to enable data streaming analyses and prediction.
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