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ABSTRACT 

This dissertation explores the reciprocal relationship between the arts and employment. 

This relationship is characterized by a combination of a “multiplier effect” in which one additional 

arts job attracts many jobs in other industries, and an “audience effect” in which several jobs in 

other industries are necessary in order to form an audience large enough to attract additional artists. 

Using the County Business Patterns dataset from the US Census Bureau, this dissertation explores 

how employment in the arts affects the nonßß-arts industries and vice versa in 481 urban areas 

from 1998 to 2016. The main statistical methods used in this research are cross-lagged regressions, 

followed by fixed-effect meta-analysis. When comparing the arts to non-arts industries in general, 

results indicate that in both the short and long terms, the multiplier/audience effects hold. When 

comparing the arts to business services and high-tech industries individually, results showed a 

much stronger relationship between the arts and business services than for arts and high-tech. As 

a relatively young industry, high-tech does not yet present an arts multiplier, but it does present 

higher audience effects than the business services industries, indicating that while artists are not 

yet attracting high-tech jobs, high-tech jobs are strongly attracting the arts. In all three analyses, 

the multiplier/audience effects hold better for larger urban areas than for medium, followed by 

smaller sized urban areas. In addition, this dissertation proposes data selection and transformation 

methods by overlapping the urban areas and ZIP code maps in order to make the official data units 

into geographically and time consistent hexagons. 
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Datasets: US Census Bureau County Business Pattern (yearly from 1998 to 2016); 2000 and 2010 

US Census Decennial Population data; 2010 Census Urban Area Reference map; and the 2009 and 

2018 ZIP Code maps. 

 

Methodologies: cross-lagged regression, ordinary least squares, sampling methods, fixed effects 

meta-analysis, hexagonal tessellation, GIS, and mapping. 
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CHAPTER 1  

INTRODUCTION AND THE CURRENT STATE OF THE FIELDS OF THE ARTS 

AND ECONOMIC DEVELOPMENT 

 

1.1 Introduction 

The arts industry exerts powerful influence in economic growth despite its relatively small 

size. This dissertation aims to understand the symbiotic relationship between the arts and industry 

development in the United States. On the one hand, people still decide where to live based on job 

opportunities, but on the other hand, people may also choose where to live based on what a city 

offers. Therefore, that symbiotic relationship is marked in two ways: (1) people move for 

employment, and as the local market grows, arts and entertainment establishments follow, and (2) 

people move for arts and entertainment, prompting other industries to move to cities to employ its 

human capital. We may frame the central research questions as: Do people follow jobs that then 

are followed by the arts? Or do people follow arts that are then followed by jobs? 

Employment is not always everyone’s top concern, and people may prioritize a city’s 

dynamics, leisure, landscape, and arts, which we call “amenities,” meaning any area where the 

local activities contribute value to the day-to-day life of residents. Amenities include buildings 

(e.g., opera houses), events (e.g., music festivals), or even scenic locations, such as mountains and 

the sea (Clark 2011). At a macroscopic level, these decisions are reflected in growth patterns within 

cities, where job growth can encourage growth in amenities and amenities can in turn encourage 

job growth in a reciprocal manner. This bidirectional relationship between growth in jobs and 

amenities is what we call the “chicken and egg” problem. 
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When deciding where to live, decisions may encompass more than employment 

considerations, such as whether the location provides the desired amenities needed for a full and 

satisfying life. In addition to employment, safety, and basic services, individuals also need 

opportunities to form their social networks, enjoy leisure and recreation, dedicate time to their 

hobbies and interests, and promote their own well-being. Individuals may search for places 

according to the availability of jobs as well as lifestyle amenities based on their taste, personality, 

and stage in life—things that allow them to feel accomplished and fulfilled. At the same time, city 

governments and private entities understand the benefits of attracting talented workers and make 

efforts to promote amenities in their cities to also attract high revenue industries. 

Therefore, a cycle follows: amenities help revitalize neighborhoods, attracting new 

inhabitants, creating a favorable environment for businesses to hire new employees, which then 

attracts even more inhabitants to work in these businesses, resulting in even more arts and 

amenities, and therefore more businesses, more people, more amenities, and so on. This is the 

cycle that we refer to as the chicken and egg problem: What drives urban growth? Jobs or city 

amenities? Do jobs attract amenities to the city, or do amenities attract companies (and their jobs) 

to the city? In between work and life, jobs and the arts, how does one decide where to live while 

taking into account work-life balance? As individual level decisions result in waves of migrants 

into cities, were those decisions made primarily based on the search for jobs or life-style amenities? 

Both sides of this cycle happen concurrently, and they simply cannot be detached from 

each other: people move, businesses are created, and amenities are developed all at the same time. 

For a sociological study, they should all be observed together across time. In this research, we 

analyze the development of arts amenities and jobs in the US and aim to understand the dynamics 

of the two over a span of sixteen years. 
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This research suggests that indeed individuals consider all factors simultaneously when 

choosing where to work and live. To be sure, individuals have different tastes and seek different 

options. For example, people may choose between the option of a job in a remote and small city 

with higher wages and a low cost of living and a job in a cosmopolitan city with lower wages and 

a high cost of living. Unless there is a strong personal preference for remote places or a particular 

economic need, most people choose to move into the bigger cities where they can also find more 

diverse types of amenities and opportunities for work and entertainment (Rosen 1979; Roback 

1982). The simple fact that urban population has increased steadily in the past several decades is 

evidence of this movement. 

In this chapter, I introduce the current sociological literature that informs this study. In 

some parts, I explore beyond the theoretical limits of the empirical section, as the literature in this 

field of study is wide and generous. This chapter is divided into four main sections. I start by citing 

important works on migration and preferences, and follow this with views of arts districts as an 

urban development strategy. We then move to the production and consumption of the arts, and 

finally, the relationship between arts to business services and high-tech industries. 

1.2 Migration and Preferences: The Underlying Forces of Economic Growth 

This dissertation examines the interrelations between artistic activities and economic 

development in urban areas. People choose where to live and work, and places offer unique 

combinations of amenities that attract people. The underlying force is migration, as migration 

propels cities to grow in both population and economic activity. In this section, I discuss some of 

the literature regarding the role of migration in economic growth in the classical, human capital 

and amenities perspectives. 
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In the classical view, people moved to cities to escape poverty and work in new 

manufacturing industries. Adam Smith argued in the Wealth of Nations that poverty and 

unemployment were major push factors that led people to leave rural areas in favor of employment 

in nascent industries (Smith 1786; Rauhut 2010). Thus, in post-industrial revolution countries, jobs 

were created first, and then people followed. The relatively free mobility of labor allowed for a 

speedy balance between labor force and production demands. Thus, factories were built in cities, 

creating employment and attracting people from rural areas for those jobs in manufacturing. 

About two hundred years after Smith’s Wealth of Nations, Muth’s (1971) chicken and egg 

analysis suggested that “migration not only affects but is affected by employment growth” (Muth 

1971, 298), indicating for the first time the reciprocal effect between migration and employment. 

People migrate to areas that offer employment opportunities, and at the same time, employment 

grows in areas where people migrate to, in a chicken and egg pattern. Just like Adam Smith argued, 

Muth pointed to the reciprocal relationship between migration and employment, with employment 

still being the main reason for migration rather than human capital or amenities. 

It is important to point out that Muth’s analysis is based on the 1950s, a decade when (1) 

manufacturing was still the fastest growing industry; (2) migration was a phenomenon happening 

primarily from rural to urban areas or from urban to suburban areas, but not so much among urban 

areas as migration after the 1990s; and (3) arts, entertainment, and tourism did not yet have central 

roles in the urban planning and development strategies of cities. In 1971, when the article was 

written, the major focus of Muth’s academic analysis involved traditional variables such as 

employment numbers, industry growth, unemployment rates and income. It did not yet consider 

lifestyle choices, tastes, preferences, nor the arts and cultural industries. In other words, studies 

still concluded that people moved from rural areas to post-war industrial cities seeking first and 
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foremost employment in manufacturing. But at this time, migration was seen as affecting where 

new industry jobs were created. Thus, in the classical view, employment comes first and people 

follow. 

The arts started being applied as an urban development tool in the mid-1960s as a strategy 

to revitalize declining city centers and run-down neighborhoods in urban areas. This was an effort 

to attract and keep a population that was steadily moving to the suburbs. The establishment of the 

National Endowments for the Arts (NEA) together with the rise of federal and corporate support 

for the arts led to bigger efforts for “arts-centered” urban strategies to be put in place in order to 

spur growth and development in central areas (Markusen and Gadwa 2010; Goody 1984). Since 

then, the arts started gaining importance as a driver of population and economic growth rather than 

just employment itself (Perloff 1981; Whitt 1987; Frost-Krumpf 1998; Galligan 2008; Shkuda 

2015). 

In an article from 1987, Whitt (1987) noted that “the performing arts are becoming an 

important part of the urban growth machine, a development not yet recognized by social scientists” 

(15). In other words, it was only in the late 1980s that the social sciences started considering the 

role of the arts sector in urban development, two to three decades after the initial investment and 

growth of the arts in urban revitalization. Instead of moving to cities to escape poverty and seek 

better wages (Kundu and Sarangi 2007), people were able to choose to move to locations that 

better fit their lifestyle and personal interests. This was a strong indicator of a country that managed 

to improve the quality of life for many people in its population. 

Over the past three decades, scholars have been arguing that people move for reasons other 

than just employment, but that lifestyles, recreation, and personal preferences play a role in 
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individuals’ decision making when moving from one urban area to another. Simultaneously, the 

human capital centered perspective argues that firms operate from urban areas that provide the best 

labor force and talent for their businesses. Hence, in the human capital approach, people move first 

and employment follows the labor force (Currid 2009; Fullerton and Villemez 2011; Gabe and 

Abel 2011). 

However, if people decide to move to cities, what attracts them to one city instead of 

another? A large body of literature from the past thirty years presents a consensus that arts and 

cultural activities are important factors in attracting talented and highly educated people to urban 

areas. Many scholars have come to similar conclusions through different analyses, but with subtle 

differences. 

In an article from 1993, Treyz et al. (1993) suggest that migration is significantly related 

to “amenity differentials, relative employment opportunities, relative real wages, and industry 

composition” (Treyz et al. 1993, 209). In other words, migration is linked to the presence of a 

combination of amenities and economic opportunities that make a city more attractive for new 

migrants. Even though Treyz et al. (1993) consider in their analysis the components that are central 

to this dissertation (i.e., amenities, industry composition, and employment), they mainly analyzed 

correlations. However, they did not specify exactly what kind of amenities, or the type of 

employment opportunities and industries, or where this phenomenon happens. 

In a study about the occupational consequences of migration for white and black men from 

1995 to 2000, Flippen (2014) suggests that “migration boosts occupational attainment for both 

black and white men regardless of the regional direction of the move and net of personal 

socioeconomic characteristics” (Flippen 2014, 56). She also suggests that we take a careful look 
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at the context of the receiving and sending locations. For example, places with more arts activities 

attract more residents, but did the urban area of origin offer as much art as the destination? In this 

dissertation, I do not focus directly on the origin or direction of each migration event, but instead, 

I use the growth of both arts and economic activities in the final destination as an indicator of that 

migration. For example, the growth of arts in a city is determined by an increase in the number of 

those employed in the arts industry, regardless of the origin of the new artists, whether from a 

nearby town or from another region in the country. 

Chen and Rosenthal (2008) and Gabriel and Rosenthal (2004) suggest that young and older 

adults prefer different types of places: workers and firms tend to be attracted to denser and growing 

cities with thicker job markets, while households in retirement ages prefer to move to non-

metropolitan coastal locations that offer more natural amenities illustrating that “households seek 

to maximize utility while firms seek to maximize profits” (520). In addition, young college 

graduates move towards cities favorable to businesses and career advancements where they 

increase their chances of finding a field-specific job and a broader networking community. 

Rappaport (2007) argues that people move to areas that would improve their quality of life, 

whether that improvement comes in the form of amenities (such as beautiful landscapes, low 

pollution, and warmer weather) or better economic opportunities. Quality of life improvements 

may be so significant for some individuals that they may be willing to indirectly pay to enjoy a 

certain location in the form of higher costs of living, higher taxes, and a decrease in relative income 

(Rappaport 2009, 2007). 

The migration described thus far seems to be more easily realized by the highly educated, 

professional class as costs of moving are high, which may lead us to believe that people from lower 
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classes are not able to migrate based on amenities or lifestyles. Thus, they suffer from more 

constraints when moving and remain tied to their residence or place of origin (Logan and Molotch 

1987). While this may be the case for many individuals, foreign immigrants who are trying to 

escape poverty in their own country may find employment and housing more easily in areas where 

they are able to find ethnic communities, even under financial constraints, although this may be 

considered a racial and ethnic segregation issue (Havekes, Bader, and Krysan 2016; Ellis, Wright, 

and Parks 2004). 

Ethnic neighborhoods in major urban areas are the destinations for migrants who chose a 

place that provides them with preferred and familiar amenities—for example, things related to 

their heritage, culture, and community, thus allowing them to feel more at home. This is evident 

in many Chinatown neighborhoods in many cities in the US, as well as Indian neighborhoods in 

Canada and England, and Latin American communities in New York and Chicago. Therefore, 

choosing where to live based on preference is achievable to individuals in many segments of the 

population and not just the high and creative classes. 

In summary, there are many reasons why people migrate, and it is not just limited to 

employment. The main reasons for moving besides economic opportunity discussed in this section 

include a nicer climate, quality of schools, housing availability, community, and arts and cultural 

amenities. Each person has their own personal preference for one type of place over another. And 

as cities compete for human capital, employment, and industry, the dynamics taking place affect 

the overall outlook of urban development. 
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1.3 The Arts and Cultural Districts as an Urban Development Strategy 

The importance of the arts in society is indisputable, as the arts provide enjoyment, 

empowers creation and self-expression, displays the local culture, documents history, and serves 

many other purposes. The arts are especially important for the central city as it helps revitalize 

neighborhoods, connects communities, contributes to the charm of a place, and provides 

employment in the arts and other industries (Markusen and Gadwa 2010; Perloff 1981; Kay 2000). 

There are many mechanisms that contribute to the growing importance of the arts, but in this 

research project, we focus on a more general outlook on the places where the arts are created, 

shared, and enjoyed, as well as how the presence of the arts in those places attracts and are attracted 

by other industries. 

One way cities implement their arts-centered revitalization strategies is by increasing 

investment in their arts or cultural districts. The cultural or arts district in a city is “a well-

recognized, labeled, mixed-use area of a city in which a high concentration of cultural facilities 

serves as the anchor of attraction” (Frost-Krumpf 1998, 10). In other words, cultural districts are 

geographically defined areas where a variety of arts and entertainment institutions can be found. 

Cultural districts are generally located in city centers, easily accessible by public transportation, 

and places where large gatherings attend “specialized landscapes that typically feature high culture 

or fine arts” (Frost-Krumpf 1998, 11). They feature concert halls, theaters, galleries, and art 

museums. However, other types of establishments that largely contribute to the artistic 

environment are historical museums, educational institutions, libraries, restaurants, nightclubs, and 

popular entertainment, such as music venues. 
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Cultural districts usually attract a mix of office, retail, and residential space. In addition, 

other city amenities, such as historical features, convention spaces, and natural amenities, are often 

found far away from the cultural district, but still contribute to the cultural environment of the city. 

All these elements contribute to a sense of place (Galligan 2008) by expressing and defining the 

local culture, reflecting the city’s unique environment, history, and cultural development (Frost-

Krumpf 1998). 

There are many types of cultural districts that can be identified in American cities, 

according to Frost-Krumpf (1998). “Cultural compounds” are areas removed from the business 

districts, surrounded by parks and/or housing, and with high concentrations of museums, world-

class performing halls, and theaters, such as the National Mall in Washington, DC. Cultural 

districts with a “major arts institutions focus” aggregate both large and smaller arts institutions in 

a particular cultural genre located near the business district, such as Times Square in New York 

City. Cultural districts with “arts and entertainment focus” look to the younger population and 

offer a bohemian atmosphere, with smaller and privately owned arts establishments, such as the 

Gaslamp Quarter in San Diego, CA. Cultural districts with a “downtown focus” are located in the 

business district and include major arts institutions, historical landmarks, and cultural 

establishments such as restaurants, parks, and music venues, as in the Loop in Chicago, IL. And 

cultural districts with a “cultural production focus” are clusters of arts production establishments, 

such as music, television and movie production studios, as in Culver City, in the Los Angeles 

metropolitan area. 

The type of cultural district may be defined organically or planned, depending on the 

cultural environment and strategy of the city. Therefore, Grodach et al. (2014) point out that arts 

policies need to be place-specific. Thus, cultural districts in the largest urban areas may look more 
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similar to each other compared to cultural districts in smaller urban areas, which may offer more 

local experiences. This is because the mix of cultural institutions in larger urban areas tend to focus 

more on world-class orchestras, opera houses, and art museums while the mix of cultural 

institutions in smaller urban areas tend to be more location specific, according to the local 

amenities, history, and cultural environment. 

Seifert and Stern (2005) point out that investing in existing clusters is more cost effective 

than starting a cluster from scratch, especially if the cultural clusters identified present different 

types of institutions and are undergoing demographic and cultural changes. The ideal areas for 

cultural districts are those where both production and consumption of the arts may happen at the 

same time; this argument is further detailed in section 1.4. 

As a strategy to promote cities, cultural districts may be permanent or temporary, 

depending on the city’s strategic goals (Seifert and Stern 2005; Galligan 2008). Some goals of 

cultural districts are to (1) revitalize a particular area of the city, (2) offer evening activities, (3) 

make an area safe and attractive, (4) provide arts facilities, (5) provide employment and housing 

for artists, and (6) connect the arts with the community (Frost-Krumpf 1998; Phillips 2004). 

Blau (1989) argues that investment in the arts are safe investments for cities that want to 

attract other industries. In other words, cities that invest in museums and an opera house attract 

new residents and visitors, corporate headquarters, and the establishment of new companies, 

creating more jobs for the region at low risk. Blau (1989) also emphasizes that while the high arts 

investments are often associated with large metropolitan areas, the top cities in development of 

high culture are not the biggest cities, but smaller cities throughout the US. These cities invested 

in the arts with the goal of attracting companies and industries, which would then create new jobs 
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for the local population. Thus, if smaller cities are also receiving arts investments aimed at 

increasing the number of jobs in all of their industries, then it makes sense to do an analysis of the 

development of arts in the entire US and not only for the largest metropolitan areas. 

Cultural districts are demographically more diverse, specifically regarding ethnicity, 

national origin, and a young, college-educated population. However, cultural districts also require 

financial and long-term commitments from local individuals and governments in order to develop. 

Also, cultural districts require infrastructures in place in order to be established and sustained, such 

as safety, street traffic, and easy connection to other parts of the city through public transportation, 

allowing participants to easily visit the area (Stern and Seifert 2010; Perloff 1981; Seifert and Stern 

2005; Brooks and Kushner 2001). 

Arguably, the arts districts are the most distinct areas of a city as they are natural 

destinations for both visitors and locals alike. However, as people, goods, and ideas commute 

around the urban area, the benefits of the arts may leak to neighboring areas. An art enthusiast may 

choose to move to a neighborhood next to the cultural district and equally enjoy both areas of the 

city. Similarly, different urban amenities are distributed in different areas of the city: while the 

layout of cultural districts make them accessible by foot, parks and historical monuments may be 

located where space is more abundant. 

However, in some cases, systematic investments in the arts and amenities for revitalization 

of specific areas might result in what some researchers point to as gentrification. As a generic and 

loose example, an artist moves to a loft in a neglected building in a run-down but central 

neighborhood in a major city. This artist then assumes the role of not only resident but also of 

investor and architect, remodeling and changing the look of the building. As many artists move to 
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the same area and do the same for different buildings, a community is formed. The local changes 

function as indicators of future development, attracting real estate developers and investors, 

increasing rent prices that can only be afforded by the upper-middle and high classes, eventually 

driving out the artistic community that first established and changed that neighborhood (Shkuda 

2015; Galligan 2008). This type of gentrification is the result of accelerated growth and 

development rather than displacement and class tensions, as indicated in a well-studied case of 

Soho in New York City by Currid and Williams (2010) and Mathews (2010). 

Gentrification is a double-edged sword that rehabilitates deteriorated parts of the city 

through the construction of new amenities, preservation and restoration of historic buildings, and 

execution of new commercial and residential projects. On the other hand, the consequences of 

gentrification may be the displacement of the existing population—especially the lower classes—

through increased rent and property taxes, and the standardization of central areas by economic 

institutions and policies (Zukin 1987). 

The arts as an urban planning strategy brings many benefits, such as more employment and 

population, revitalization of neighborhoods, and economic and social prosperity. At the same time, 

there are some negative consequences that need to be taken into consideration, characterized by 

the displacement of the population and loss of housing. 

1.4 Production and Consumption of the Arts 

The romanticized version of the starving artist who produces art despite poverty and a lack 

of resources is nothing but a myth, as poverty deprives artists of time, energy, and equipment 

(Baumol and Bowen 1965). In the same way that Van Gogh needed his brother Theo as his sponsor 

for living costs and painting materials, artists also need the resources required to create and produce 
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their artistic products. As in any other industry, the arts materialize through production, to be ready 

for consumption. Also as in any other industry, the arts need input to generate output, but in the 

case of the arts, artists create in creative, unique, and innovative ways each time. Thus, in the arts 

industries, the artists are the producers and the public is its consumer. 

In this dissertation, arts and culture are materialized and counted as any goods and services 

that produce or are consumed for the purposes of the arts, entertainment, and recreation. They are 

taste-driven, in the highbrow, lowbrow, and omnivore senses (Currid and Williams 2010; Bordieu 

1984; Peterson and Kern 1996). Scott (2004) describes cultural-product industries as those 

industries from which outputs are focused on entertainment, edification, and information, which 

includes motion pictures, music studios, publishers, and print media.1 He also points to the 

manufacturing of products for self-affirmation and individuality as cultural-product industries, but 

in this study, these industries are aggregated into the manufacturing categories as they are harder 

to identify and isolate. 

The production of art is realized by artists with equipment, raw materials, and time. The 

consumption of art may happen simultaneously during its production (i.e., live and in front of an 

audience, such as in the performing arts), or posterior to production, as in cultural products such 

as books, recorded music, and movies (Scott 2004; Throsby 1994; Blau, Blau, and Golden 1985). 

The experience of the performing arts is also more collective, while cultural products may be 

 

1 “Cultural-products industries can thus be identified in concrete terms as an ensemble of sectors offering 

(1) service outputs that focus on entertainment, edification, and information (e.g., motion pictures, 

recorded music, print media, or museums), and (2) manufactured products through which consumers 

construct distinct forms of individuality, self-affirmation, and social display (e.g., fashion clothing or 

jewelry)” (Scott 2004, 462). 
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consumed in more intimate settings. Similarly, performing artists need to live where their 

audiences are, while non-performing artists may live anywhere they please. 

Bordieu (1984) separates individual taste distinctions according to different levels of 

appreciation of the type of art, such as classical music and paintings. The individuals who 

appreciate art that is not their primary type, according to Bourdieu’s expected classification, are 

considered cultural omnivores, in an analogy to the biological concept. Peterson and Kern (1996) 

also define different levels of cultural consumers as highbrow, middlebrow, and lowbrow. They 

proceed to explain that “among highbrows, the snob is one who does not participate in any 

lowbrow or middlebrow activity, while the omnivore is at least open to appreciate them all” 

(Peterson and Kern 1996, 901). 

The rigor of the traditional arts (for example, classical music, opera, European paintings) 

in form, expectation, and conformity makes the investment in the type of art safer, as the traditional 

forms have a general format to be followed and even known costs and return on investments. Thus, 

traditional arts are safer to implement and maintain than, for example, alternative and new art 

forms (new bands, pop music composers, new artists), which require the spontaneous and daring 

creativity of local artists. This also depends on the local Zeitgeist to be executed and is thus more 

variable in terms of continuity and investment. Hence, if a city government invests in a classical 

music orchestra, the enthusiasts of this type of music will have a certain expectation of the 

performance of that art, and upon succeeding in delivering the performance, the orchestra can be 

said to be a success. However, the expectation is not the same for the alternative arts as it is hard 

to anticipate. Although the alternative arts may be equally or even more influential in attracting 

young, talented people to the city who search for a type of entertainment that differs from 

traditional forms often sought after by older generations. The point here is that in order to attract 
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young, talented people, a city should not only invest in traditional art forms, but they also need to 

set the artistic ground for contemporary types of art to flourish. Thus, individuals might feel 

compelled to accept other forms of art other than high culture if they are offered different options. 

This choice-option structure allows one to combine different interests that form individuals’ 

personality and networks, providing them with the right amount of stimuli to act blasé, indifferent 

to whatever is not of their personal interest (Simmel, 1994a, 1994b). At the same time, they learn 

to tolerate the presence of things that are not of their interest or that might be strange to them, but 

that will compose an overall diverse urban environment. Eventually, they may even get interested 

in a type of amenity that they were not interested in before. 

An arts system includes not only the artists but also the arts-supporting institutions and the 

community (Perloff 1981). The production and consumption of the arts are interrelated: the arts 

are produced and consumed in higher intensity in cities, where a variety of supporting services for 

the production of the arts are available. For example, an orchestra may be seen mainly as a group 

of musicians and a maestro performing classical music before an audience. However, an entire 

behind-the-scenes crew is necessary to produce a classical music concert in its entirety, from the 

box office attendants to marketing managers, musical instrument specialists and tuners, stage 

managers, and accounting and legal services. This division of labor in the production of the arts is 

well detailed in Becker’s book (2008), in which an “art world” is constituted by “all the people 

whose activities are necessary to the production of the characteristic works which that world, and 

perhaps others as well, define as art” (Becker 2008, 34). 

The occupations supporting the arts differ in their connection to the main arts occupations 

as they either work with the arts directly from within the same organization or from outside of it. 

Stage managers and box office attendants might be directly employed by the orchestra hall, but 
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the marketing campaign might be done by an outside advertising and press agency, as do the 

specialists who take care of the orchestra’s musical instruments, who might work in their own 

shops and offer services to the orchestra. Therefore, not only are the artists involved in the 

production of art, but also several other types of occupations and organizations are involved in that 

production. Caves (2003) describes well the relationships among artists and other agents in the arts 

industries by detailing the contract deals between musicians and their music studios, actors and 

their agents, and so on, and how these different agents are legally and operationally bound to each 

other. 

For Clark and Ferguson (1983), production and consumption of the arts co-constitute each 

other, and in the simultaneous choice of workplace and lifestyle, the work becomes more similar 

to one’s lifestyles, especially for the self-employed and highly skilled professionals. Thus, “people 

select a location for many reasons, including amenities, and once they are there, they contribute to 

the character of the place, including its scenes” (Silver and Clark 2016, 64). Regardless of the 

industry in which an arts-enthusiast or hobbyist works, they are more likely to choose a place to 

live where they are able to pursue their interests in order to maintain a lifestyle that includes arts 

and culture establishments as options. 

The production of art is also part of the consumption of the arts in two ways: first, 

production is essential for services such as live performances and curating art exhibitions; second, 

arts-producing industries are employers of people who are inclined to be interested in the arts. 

Therefore, locations that have a high concentration of arts-producing establishments also have a 

population that is more likely to consume more art (Markusen and Schrock 2006). For example, 

consider now a recording studio that employs music specialists who enjoy music and perhaps other 

types of arts. As these specialists most likely live in the city where they also work, during their 
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free time, they are very likely to take time to appreciate local art for the convenience of going to 

amenities closer to their homes. Thus, they would appreciate the easy access to concert halls, art 

galleries, local coffee shops, and bars. The presence of people who are interested in the arts as 

producers increases the number of people who frequent arts and cultural amenities as consumers. 

These differences account for the different arts categories analyzed in this study: The 

performing arts and other entertainment that is time-consuming and have a direct relation to their 

consumer are considered as arts amenities; the industries that produce cultural products are 

considered arts producers; and the industries that supply participatory and physical activities are 

considered recreation. This is detailed further in chapter 3. 

1.5 The Arts, Business and High-Tech Industries 

In Marshall’s agglomeration theory, firms aggregate around each other to benefit from the 

local exchange of goods (i.e., supply linkages, and I add here producer services), people (i.e., local 

labor market), and ideas (i.e., knowledge spillovers) (Marshall 1890; Ellison, Glaeser, and Kerr 

2010; Potter and Watts 2011). Therefore, even in the era of telecommuting, geography still matters 

(Pratt 2000). Industry clusters help to better match workers to firms, facilitating job mobility 

between and within industries and improving both performance and wages. Wages are higher in 

places with local labor market agglomerations that attract high levels of human capital (Fullerton 

and Villemez 2011). 

Larger urban areas benefit from a more diverse combination of professionals and 

occupations, as service jobs concentrate in larger cities while manufacturing and non-service jobs 

are in less concentrated areas (Desmet and Fafchamps 2005; Glaeser and Resseger 2010). A high 

concentration of service jobs and skilled labor in larger urban areas leads to human capital 
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agglomerations in both quantity and quality. This environment leads to knowledge spillovers, in 

which knowledge and ideas are passed through a network of interrelated actors helping in the 

development and growth of industries. Thus, high-technology companies present a special case of 

knowledge spillovers as it benefits from geographical agglomeration more than other industries. 

As a nascent industry, stronger networking and knowledge exchanges between high-tech workers 

advances the industry further than if they were set far apart (Markusen 1983). 

Industries that benefit from sharing information in person, building a professional network, 

and quickly exchanging ideas are more dependent on the geographically located network than 

industries from which knowledge is shared from more centralized systems (such as the medical 

field, which obtains the latest research through centralized systems rather than networks and word 

of mouth) (Gabe and Abel 2011). Another example of industry that highly benefits from 

knowledge spillover is the movie production industry as a tightly knit network of people exchange 

ideas and talent for new movies and shows more rapidly if they are closer together than if they 

were far apart. In some cases, geography is critical for knowledge exchange, especially in the high-

tech and movie industries. Then the industries themselves may be a sufficient reason for people to 

move to where these companies are located. In other words, people may move to San Francisco 

and San Jose to work in high-tech, or to Los Angeles to work in movie production as the primary 

reason, while urban amenities become their secondary reason (Feldman and Audretsch 1999; 

Simon and Nardinelli 2002; Glaeser et al. 1992; Moretti 2010, 2012). 

I mention above the benefits of geographical agglomeration for the movie industry, but the 

same rationale may be applied to the other artistic industries. Currid and Williams (2010) argue 

that the consumption of arts and culture is not spatially random, and that the status of a cultural 

place is reinforced by iconic sites, buzz, and cultural goods. Therefore, as places become known 
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as cultural clusters, they tend to grow their reputation even further as a cultural cluster, increasing 

ΩΩΩeven more the arts concentration in the cluster. 

Considering the industry dynamic outlined above, we establish that firms in both the arts 

and non-arts industries aggregate around each other to benefit from supply linkages, local labor 

markets, and knowledge spillover. But how can we understand the impact of the arts industry on 

the non-arts industries and vice versa? 

Two concepts help us quantitatively understand the impact of the arts on employment. The 

first concept is the artistic dividend, or the income stream for having arts activities in a host 

community, usually measured in dollars. One example of the artistic dividend is the dollar estimate 

of income to a region if a festival or event took place. In other words, the artistic dividend would 

estimate how much visitors spend not only on the event itself but also on food, hotels, 

transportation, and other supplemental costs. The second concept is arts multiplier, or the number 

of non-arts-related employment that one arts job helped create. One example of the arts multiplier 

is the number of jobs created in hotels, restaurants, and transportation if an additional arts venue 

or park were added to a location (Markusen and Schrock 2006). In the empirical chapters, I use 

the concept of arts multiplier to interpret the regression results, and do not use the concept of 

artistic dividend in this project. 

Many studies attempt to answer these questions, but in specific and different contexts than 

the study I present in this dissertation, which I summarize below. 

Moretti (2012) focuses on the multiplier effect of the high-tech industry in Silicon Valley, 

in which one high-tech employee generates a multiplier effect of five times in other occupations, 

such as baristas, doctors, and taxi drivers; in other words, one high-tech job would generate up to 
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five jobs in these other occupations. He also argues that the high-tech industry has a multiplier 

effect of three times on manufacturing. Moretti’s study, while groundbreaking and valuable, 

focused on the benefits of the growth of the high-tech sector on other service industries that cater 

to the lifestyle of high-tech workers in general, and not so much on the arts themselves. 

In a study focused on Canadian cities, Polèse (2012) could not detect a relationship between 

arts and jobs, with the exception of the two largest Canadian cities, Toronto and Montreal. He 

indicated that except for the largest cities in Canada, the arts are not important in generating jobs 

and vice versa. Similarly, Whitt (1987) argues that the arts promote competition among cities, and 

that elite cities (i.e., richer cities that can invest more heavily in the arts) fare better.  

Also in Canada, Ferguson et al. (2007) compared amenities in rural and urban areas and 

found that both amenities and economic factors are important to attracting highly skilled workers 

to urban areas, while only economic factors were significant in attracting population to rural areas. 

On the other hand, Deller et al. (2001) found that amenities are important to attracting more people 

to American rural areas. 

Gapinski (1981) found that attendance at arts events is related to income, age, and 

education level, intersecting with the creative class. The creative class occupations consist mostly 

of artists, entertainers, writers, engineers, and other professionals. (Florida 2002) The creative class 

encompasses those whose work is related to generating innovative ideas, technologies, and 

creative content. The creative class’s talents are desired in many different places, especially on 

locations of high specialization, such as Silicon Valley, Hollywood, and Wall Street (Storper and 

Scott 2009; Storper 2013). 
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In addition, Flippen (2014) also argues that “migrants are more likely to work in high-

skilled and professional occupations and have occupations with higher prestige than comparable 

individuals who did not migrate, even net of human capital characteristics and selection into 

migration” (55). For example, Hart and Acs (2011) argue that in 16 percent of high-tech 

companies, there is at least one foreign-born founding member. Thus, as we count the employment 

numbers by industry in the empirical chapters, we implicitly include foreign immigrants that work 

in those industries, especially because these special cases are not detectable from the census 

dataset. 

A more educated and wealthier population leads to the increasing importance of high-end 

and innovative city amenities, especially those that require a large population base in order to 

support their fixed costs. These include world-class museums, aquariums, concert halls, and so on, 

as well as smaller establishments such as coffee houses, underground theaters, and dance studios 

(Glaeser 2009; Storper and Scott 2009; Moretti 2012). Not only are these workers patrons of the 

arts and entertainment establishments, but they also work for the corporations that donate to art 

institutions. 

In the past twenty years, customers have become interested not only in the products and 

services a firm provides, but also in their ethical core values. Some businesses respond to their 

consumers by financially supporting initiatives outside their industry and different from their main 

mission in order to show corporate social responsibility. One common approach is the support of 

arts and cultural organizations, which may be considered by some as strategic philanthropy 

(Kirchberg 1995; Withers 1980; Epstein 1989; Stead 1985). Regardless of the altruistic nature of 

the patronage, this strategic approach brings the arts and businesses together, from sponsorship to 

marketing strategies to more involved partnerships—so much so that the arts are said to have three 
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main sources of funding: government (30%), foundations (34%), and corporate (36%) (Goody 

1984). In other words, businesses are not only sponsoring the arts by creating a positive association 

with artistic and cultural organizations, but they are also forming close partnerships with arts and 

culture organizations as a strategic indicator of their values by financially supporting the arts 

significantly (McNicholas 2004; Leclair and Gordon 2000). 

However, the relationship between businesses and arts go beyond philanthropy and charity 

to the urban synergy that surrounds and attaches both industries together. In major cities, the 

cultural and business districts are often geographically located near each other. In Chicago, for 

example, the Loop houses both cultural and business districts together, where financial operations 

coming from the city happen near the Art Institute of Chicago and the Lyric Opera. To be sure, 

other neighborhoods also have banks and retail shops near theaters and music halls, but the 

magnitude of the artistic operation and business conducted in the Loop are of global proportions 

and much higher relative to the business conducted in other neighborhoods in the same city. 

While both local and global business are an important part of the life and economy of a 

city, corporate arts support is higher where more capital to be donated is available, which also 

coincides with areas where the population is highly educated, where the local service sector 

generates more income, and where the local manufacturing sector generates less income. On the 

other hand, the arts depend financially on corporate and government giving, so when the revenue 

of other industries that support the arts drops, donations to the arts also drop, increasing the risk of 

a loss of financial support for the arts (Kirchberg 1995). 

In conclusion, the arts, business services, and high-tech industries have a strong synergy as 

they share the same areas, communities, and interests. In the empirical section of this dissertation, 



  

24 

 

I differentiate between the business services and high-tech industries from the non-arts industries 

in general in order to understand more specifically their symbiotic relationship to the arts. 

1.6 Plan of the Dissertation 

Following this discussion on the current state of the field, this dissertation has two 

methodological chapters, two empirical chapters, and a conclusion. The outline below summarizes 

the topics addressed in the next five chapters.  

Chapter 2 discusses the geographical transformation of the data, from ZIP codes irregular 

in shape, size, and change, to evenly distributed hexagons. Topics presented in this chapter are: 

• Types and characteristics of the official boundaries in the US, mainly urban areas, 

and ZIP codes; 

• The processes of geographical transformations including overlapping, rearranging, 

and dividing urban areas and ZIP codes into a hexagonal grid, producing slivers; 

• The changes in the relational descriptive statistics between ZIP code and hexagons;  

• The process of calculating the weights of slivers for application on the dataset;  

• And methods of quality control.  

Chapter 3 presents the data sources, algorithms, and methodologies used to transform the 

raw data from the US Census Bureau into industry variables used in the empirical chapters, 

including:  

• Descriptions of the US Census County Business Patterns and NAICS codes;  

• Time series consistency issues due to changes in the industry classification system; 
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• Classification of industries for the purposes of this dissertation;  

• Transformation of the raw data by combining the total employment and the detailed 

establishment datasets to estimate the employment number by industry and ZIP 

code;  

• The process of applying the weights of slivers to calculate the employment numbers 

by industry and hexagon; 

• Description of the statistical methods used in chapters 4 and 5, such as cross-lagged 

regressions and fixed-effects meta-analysis. 

Chapter 4 analyzes the reciprocal relationship between arts and non-arts jobs in their 

highest level of classification. This chapter aims to understand the relationship between the two 

types of jobs by:   

• Analyzing the shape of datasets, their correlations and outliers;  

• Analyzing cross-lagged regression results in a nineteen-year period using only the 

first and last years in the dataset to establish a baseline model;  

• Analyzing cross-lagged regression results in one- and ten-year periods, and changes 

between two years for a general understanding of the impact of time on the 

variables;  

• Analyzing cross-lagged regression results by urban area using first difference 

models and the difference in results by urban area size; 

• Analyzing cross-lagged regression results where the arts variable is replaced by its 

subcategories “arts amenities,” “arts producers,” and “recreation.”   
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The main research questions in chapter 4 are:  

• Do people move to cities for jobs and the arts follow? Or do people move for arts 

and amenities and the jobs follow?  

• What comes first, arts activities or employment? 

• How, when, and where do the arts attract jobs? And how, when, and where do jobs 

attract arts?  

• What is the impact of the arts on jobs and jobs on the arts?  

Chapter 5 presents the same statistical analyses and methods as in chapter 4, but replacing 

the non-arts jobs variables by the business services or high-technology industry variables. In 

addition, this topic discusses the trajectory of industry growth in the US from 1998 to 2016 and 

the correlations among industries. The research questions explored in this chapter are:  

• How do business services and high-tech industries differ from the general non-arts 

jobs analyses in relation to the arts?  

• What is the relationship between business services and high-tech to the arts?  

• Are the arts more influential on business services and high-tech? And vice versa?  

Chapter 6 summarizes chapters 1 through 5, integrating the data transformation processes 

into the empirical results by combining the findings on the general non-arts jobs to the industry 

specific results for business services and high-tech.   
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CHAPTER 2 

GEOGRAPHICAL DATA TRANSFORMATION: FROM ZIP CODES AND URBAN 

AREAS TO HEXAGONS 

 

The biggest challenge in comparing secondary data across different regions in the country 

is the definition of the unit of analysis. The goal of this chapter is to redefine the sampling method 

to compare different areas in cities, while transforming the unit of analysis provided by the census. 

The analyses in this research depend on the local differences, such as the differences between 

downtown and neighborhoods in a city and between cities; the differences among commercial, 

industrial, and residential areas; and differences between growing and declining areas. Therefore, 

it is crucial to consider the connection between datasets and their geography to understand how 

industries interact with each other. To that end, I present in this section the sampling method used 

to create a correspondence table among different geographical entities into more comparable units 

of analysis. The shape selected for this task is the hexagon, as they tessellate without any loss of 

area. The main official geographical entities used in this study are the urban areas and ZIP codes, 

as urban areas and ZIP codes link data to location.  

The US Census provides data based on standard territorial divisions that are built into a 

hierarchical structure of geographic entities. Due to non-disclosure guidelines, the census 

consolidates individual data into these units to prevent the identification of individuals or 

businesses at any level. The US Census also adds noise in this effort to avoid individual disclosure 

(Census 2019). As both urban areas and ZIP codes are defined under the same criteria in all states, 

these entities can be said to be comparable at the national level. 
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The final product of this chapter is a “geographic correspondence table” that connects 

each geographic piece to its corresponding urban areas, ZIP code, and hexagons that is then used 

to convert ZIP code data into hexagon data. The computational process of this chapter is 

summarized the flowchart in figure 2.1 and is expanded upon later in the chapter. We start the 

process with four maps: (1) the continental State boundary map, (2) the urban areas map, and (3) 

the ZIP code map for 2009, and (4) the ZIP code map for 2018, as available by the Census Bureau 

(Census 2009; Census 2018a). The first step is to produce a tessellation grid of hexagons over the 

entire country. Second, through a series of selections, we select the hexagons that intersect with 

urban areas and the zip codes that also intersect with urban areas. And third, we merge or intersect 

all the boundaries to find the smaller geographic unit among all units, which I call slivers. All areas 

are measured in square kilometers, and the final hexagons measure five square kilometers in area.

 

Figure 2.1: Workflow for the mapping process to transform ZIP codes into hexagons 
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A few GIS concepts should be outlined for this chapter: 

• A feature is a point, line, or polygon that represents an object in space, to which variables and data 

can be assigned. For example, if we add a city as a point, its name, population size, and any other data 

may be linked to a feature. 

• A point is a discrete location with specific x-y coordinates that locate them in space—for example, 

location of a business establishment. 

• A line is a representation of objects that are too narrow to be represented as an area, such as a road. 

• A polygon is the representation of areas, shapes, and locations of entities of data—for example, the 

boundaries of a country. A feature polygon can also be represented as a combination of smaller 

polygons but that share the same characteristic (e.g., an archipelago in the same ZIP code). 

• A centroid is the center of gravity of a polygon, calculated as the intersection of all sides of the 

polygon. 

• A shapefile is a set of files that store information about a map. Shapefiles require special software to 

open. 

• ESRI ArcMap is the mapping software used in this project. 

• A map document is a file that contains one or more layers of a working project. 

• A layer is a single map in a map document. A layer can have the format of points, lines, or polygons. 

• An attribute table is the data frame with information (columns) about each feature (rows) in a map 

(i.e., a table within the mapping software shows the relationship between features and data). 

• A projection system is the method of representing a 3-D object into a 2-D plane; in this case, 

projection systems are methods of representing the earth onto a flat surface. 

 

Before proceeding, I should briefly point out the importance of properly selecting a 

projection system, as each projection system is bound to cause some type of distortion, be it of 

shape, distance, direction, or area. Because the census dataset is fixed on their geographical 

entities, such as ZIP codes, counties, metropolitan areas, and urban areas, the projection system 

must prioritize area, with minimal area and shape distortions so that the sampling probability is 

preserved regardless of location (White, Kimerling, and Overton 1992). For the conterminous US, 

the projection system chosen is the US National Atlas Equal Area that uses the Lambert Azimuthal 

Equal Area projection method (EPSG:2163). This projection system preserves area with minimal 

shape distortion in the conterminous states. Due to higher radial distortions away from the center 

of the conterminous US, Puerto Rico, Alaska, and Hawaii are excluded from the analysis. The 

process of setting a project system to the maps is described in appendix A.2. 
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The data analysis in this dissertation involves dealing with several moving parts: 

geographic units, industry categories, types of variables, and statistical methods. These parts are 

built over US census data, which are freely available to the public for download. Over the years, I 

became familiarized with the data and maps required for this study. At first, the amount of 

information can be overwhelming; however, with detailed documentation and a lot of patience, it 

is possible to join the pieces together to produce a coherent and robust dataset to start answering 

the questions posed by this and future studies. When relevant, I indicate the commands used on 

ArcMap briefly in the footnotes and in the appendix for clarity and reproducibility. 

In the first section of this chapter, I discuss how we produce the “geographic 

correspondence table,” which is a table that connects identification numbers and characteristics of 

urban areas, ZIP codes, and hexagons as a reference for the dataset. In the second section of the 

chapter, I discuss the definitions of industry categories based on the North American Industry 

Classification System (NAICS) code structure. In the third section, I describe the main data source 

for this project, the US Census Bureau’s County Business Patterns (CBP) datasets, which provides 

us with the number of jobs by industry data required in the other chapters. In the fourth section, I 

discuss the algorithm in R that transforms the census’s raw data into hexagon format. Finally, in 

the fifth section, I discuss the statistical methods chosen for the analysis in the next chapters. 

2.1 Urban Areas 

One of the geographical units we use to link space to data is the US Census Bureau’s urban 

areas (Census 2012). Urban areas are defined as the “continuously built-up area with a population 

of 50,000 or more” (U. S. Department of Commerce and Statistics Administration 1994, 12–11); 

urban clusters are those areas that account for between 2,500 to 50,000 people, and all other areas 
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that are neither urban areas nor clusters are considered rural (Census 2017). The census delimits 

urban areas by tracking continuously built-up blocks that amount to at least one thousand people 

per square mile, and a minimum total of 50,000 people. Urban areas are more appropriate as the 

selection criteria for areas of study rather than metropolitan area boundaries because urban areas 

provide a more accurate location of urban activities as they take into account population density 

and continuity of built-up blocks. Metropolitan areas (CBSAs, or core based statistical areas) are 

defined as combinations of county boundaries, and therefore, also include small towns and rural 

zones without specific delimitation. Even though I focus the sampling on areas, the Census 

Bureau’s delimitation of urban areas takes into account the population density from the 2010 

decennial census, and therefore, urban areas also normalize for population. 

From the 2010 US census urban areas map, we consider 481 out of a total 497 urban areas 

for analysis. The selection criteria for these urban areas were: (1) being an “urban area” (as 

opposed to “urban cluster” or “rural area”),1 (2) being located in the continental US (thus, 

excluding Puerto Rico, Alaska, and Hawaii),2 and (3) intersecting with the 2009 ZIP code 

boundaries.3 These criteria were used to select urban areas from the census’s urban area map using 

“selection by attribute” and “selection by location” commands on ESRI ArcMap. 

The sizes and characteristics of the 481 urban areas vary greatly. Table 2.1 shows the 

descriptive statistics of the number of ZIP codes and hexagons associated with each urban area. 

On average, each urban area is associated with twenty-four to twenty-five ZIP codes and 181 

 

1 On the ESRI ArcMap, Selection > Select by Attributes > “UATYP10” == “U.” 
2 Selected with the “select features” tool, and then saved as another layer. 
3 Selection > Select by Location > Select features from the 2009 ZIP code boundary map that intersect 

with urban areas. 
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hexagons, but half of the urban areas are associated with fewer than ten ZIP codes and fewer than 

ninety-six hexagons. This shows how strongly the top half of the urban areas stretches the 

distribution as seen in the histogram. 

 

Table 2.1: Descriptive statistics of the number of ZIP codes and hexagons per urban area 

The histogram in figure 2.2 shows the distribution of urban areas by territory. The 

distribution is skewed to the left, showing that half of the urban areas have areas under 194km2 

with a spottier size distribution on the top half. In order to make the histogram easier to visualize, 

all urban areas with areas above 2000 km2 are aggregated in one bar to the right side of the graph. 

 

Figure 2.2: Histogram of the distribution of urban area sizes (in sq km) 

The twenty urban areas with areas larger than 2000km2 are listed in table 2.2, and ordered 

by area from larger to smaller. It is no surprise that the New York metropolitan area leads the list, 

with 9457𝑘𝑚2 and 841 ZIP codes. It is interesting to note that cities like Atlanta, GA, Dallas, TX, 
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and Houston, TX, for example, have a large area but fewer ZIP codes in comparison to other cities 

due to the relative dispersion of those cities. We should note from table 2.2 that the number of ZIP 

codes does not increase evenly with the area of the urban areas as hexagons do. For example, 

Atlanta is the second largest urban area in area size but has only 158 ZIP codes, followed by 

Chicago, which is third in area but with 304 ZIP codes. ZIP codes account for population density 

in their areas; however, people interact with businesses beyond their ZIP codes, but according to 

the space and travel time to destinations. This is the main reason for this exercise of recalculating 

the data to fit hexagons rather than keeping the data in ZIP codes. 

 

Table 2.2: Area, number of ZIP codes, and number of hexagons for the twenty largest urban areas 
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We should note that the number of hexagons is more highly correlated with the size of the 

urban area than with the number of ZIP codes, supporting the argument that hexagons help 

standardize the number of units of analysis associated with an area, neutralizing the fact that ZIP 

codes vary by density of mailing addresses, mostly regardless of distance. Table 2.3 shows the 

correlations among the three variables of table 2.2. When we isolate the twenty largest urban areas, 

we observe that the correlation between area and number of hexagons improves even more than 

for the overall urban area. 

 

Table 2.3: Correlation between the number of hexagons to area and ZIP code 

Urban areas are the base of the discussion in this dissertation, as the analyses are interpreted 

by urban areas after regressions are performed at the hexagon level. In the next section, I discuss 

ZIP codes and how we handle them. 

2.2 ZIP Codes 

The smallest unit in which the data is available is the ZIP code level. However, ZIP codes 

were created to define mail delivery routes by volume of mail and density of addresses rather than 

for urban analysis. In a way, ZIP codes standardize the data in the sense that areas with a higher 

density of addresses, businesses, or people are smaller than lower density areas. However, this 
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does not reflect the way people move around in cities as we are not constricted by ZIP codes but 

by how far one is willing to travel. 

For example, figure 2.3 shows the configuration of ZIP code boundaries in Midtown 

Manhattan, where many buildings have their own ZIP codes. Keeping count of businesses and 

employments within each building as presented by ZIP codes is assuming that all of those 

economic activities happen within the area of the building. However, this is a highly walkable 

area, where people circulate through many ZIP codes without noticing. Businesses and people, 

especially in places like Midtown Manhattan, flow over ZIP code boundaries to at least the nearby 

areas, if not the rest of the country or the world. Therefore, the decision to re-aggregate data from 

ZIP codes to hexagons is based on the distances people are able to travel. 

To be sure, hexagons could have many configurations: hexagons could be bigger or 

smaller, and hexagon grids could have been placed over the continental US map using different 

coordinates and positioning. In order to simplify the interpretation of results, here I use hexagons 

of five square kilometers in area (about 1.93 square miles), and one single hexagon grid placement 

based on the continental US boundaries for all analyses. 
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Figure 2.3: Example of ZIP code boundaries in high density urban area - Manhattan, NY 

 

In this project, we focus on two types of ZIP codes: (1) standard ZIP codes, which refer to 

geographical areas where mail is delivered and to which businesses are registered and operate in, 

and (2) unique ZIP codes, which are assigned to large businesses, buildings, universities, and 

government agencies, or any address that handles high volumes of mail. New York City presents 

the highest concentration of unique ZIP codes, as is seen in figure 2.3. The Chrysler (ZIP code 

10174) and the MetLife (ZIP code 10169) buildings are examples of unique ZIP codes in New 

York City. The ZIP codes related to post office boxes and military ZIP codes are not included here. 
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As noted in the previous section, urban areas are strictly defined by the census as 

boundaries of built-up areas that amount to 50,000 people or more. In order to reduce the data to 

the urbanized areas, we proceed to select ZIP codes that overlap with the census’s urban areas. 

The intersect method retains ZIP codes that make contact with urban areas, regardless of the extent 

of the contact, to prevent loss of data at this stage.4 Therefore, after the selection process by 

location and type of ZIP code, 11,200 out of 32,657 ZIP codes were selected by this method for 

this study, as shown in figure in appendix A.1, also available for interactive viewing through the 

ArcMap link.5  

Figure 2.4 shows the histogram of the number of ZIP codes by area. The top histogram 

shows the counts for areas for all ZIP codes in the US, and the bottom histogram shows the counts 

for the urban ZIP codes selected for this study. The tail is longer for all ZIP codes as we observe a 

high count of very large ZIP codes. On the other hand, for the urban ZIP codes, the areas are much 

smaller with just a few being larger than 500 square kilometers. For all ZIP codes, half are smaller 

than 105 km2, but for urban ZIP codes, half are smaller than 33 km2. 

 

 

4 Selection > Select by Location > Select ZIP codes with source layer in the urban areas > method: 

“intersect the source layer feature” on ESRI ArcMap. 
5 See https://crissakamoto.com/maps.html for interactive maps.  

https://crissakamoto.com/maps.html
https://crissakamoto.com/maps.html
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Figure 2.4: Histograms of the distribution of all ZIP codes and urban ZIP codes by area 

Table 2.4 shows the descriptive statistics of the ZIP code sizes for both urban ZIP codes 

and all ZIP codes in the US. Urban ZIP codes are much smaller than ZIP codes in general, with a 

mean of 78𝑘𝑚2 and a median of 33𝑘𝑚2 as opposed to the average 221𝑘𝑚2 and median of 

105𝑘𝑚2 for the general ZIP code. The variability of urban ZIP codes is also much smaller than 

for ZIP codes in general, both in standard deviation and standard error, even though the skewness 

is similar for both. These differences point to the fact that it would be harder to compare all ZIP 

codes at once and that making specific decisions on how we analyze them may improve the quality 

of the interpretations and results. 
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Table 2.4: Descriptive statistics of ZIP code area sizes comparing all to urban ZIP codes 

In this section, I presented ways in which considering the right ZIP codes improves the 

focus on this study. As the economic activities considered here are mostly urban, we select ZIP 

codes that intersect urban areas as defined in the previous section. In the next section, I present 

how changes in ZIP code boundaries may affect the dataset. 

2.3 ZIP Codes Change All the Time 

After a long time looking for urban ZIP codes and considering how to select them, I started 

running into issues of consistency in the time series data, especially because some ZIP codes would 

have data in later years but zeros in the first years. While most ZIP codes have kept their boundaries 

over the last two decades, a few ZIP codes had boundaries changed, and even a series of ZIP codes 

within cities changed their 5-digit codes over time. In this section, I discuss how ZIP codes change 

all the time and propose a simple solution to fix this issue between the 2009 and 2018 ZIP code 

maps. While some cities advertise major changes to let its citizens know when they happen, ZIP 

codes change at the discretion of the postal service, at different rates, times, and places. Thus, these 

changes do not happen in a scheduled or predictable manner. Accessing the 2018 ZIP code map 

was easier than the 2009 ZIP code map, but with both in hand, we were able to compare changes 

in ZIP codes over time. 
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ZIP codes are the smallest unit of many datasets provided by the US Census Bureau, and 

therefore, it is essential to identify and reconcile as many ZIP code changes as possible. In this 

study, we use data from 1998 to 2016, so the many changes that have happened during this period 

may affect the continuity of the data over time. Therefore, if we do not use caution with these 

changes, we may have consistency issues in the data even with the transformations into hexagons 

as the connection from ZIP code to hexagon may be broken in some years. 

The main approach to connecting changes in ZIP codes is through mapping. Unfortunately, 

ZIP code maps are not expected or consistently published; therefore, the conversion was performed 

using two ZIP codes maps available on the TIGER/Line Census Website (Census 2009; Census 

2018a). An ideal scenario would be to have nationwide ZIP code maps for the years required by 

our data to compare maps from specific years. However, lacking that kind of resource, the baseline 

map we use in this research was published in 2009, and we compare with changes in the ZIP code 

map published in 2018, two years from the last date of the data, 2016. However, I believe most 

changes are reflected in between these two maps. There are many reasons for ZIP codes to change, 

including: 

• A ZIP code becomes so populated that it needs to be broken down in smaller areas to make mail 

delivery manageable again—for example, the 10021 ZIP code in Manhattan (see below). 

• An area previously without a ZIP code (forests, deserts, parks, federal land, etc.) now requires a ZIP 

code because it was opened for development or has acquired population and addresses. 

• Changes in boundaries—for example, the exclusion of a body of water. The 2018 ZIP codes include 

more areas of bodies of water, whereas the 2009 version were more tightly gripped to land boundaries, 

excluding water. 

• Changes in boundaries by including a road or a row of blocks, which I consider a minor change here 

that does not necessarily require significant changes. 

 

Table 2.5 shows the number of ZIP code changes from 2009 to 2018 for both urban and all 

ZIP codes. From 2009 to 2018, we have 1,089 urban ZIP codes that have changed. These changes 

(10 percent of ZIP codes) could definitely affect a research project if using time series data at the 
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ZIP code level, leading to missing data points. The urban ZIP codes also changed more than ZIP 

codes in general, with new ZIP codes being generated in urban areas more often than in other 

areas. Most changes seem to have occurred by the addition of new ZIP codes (97.5 percent for 

urban areas), while only 2.5 percent were results of code changes. A cluster of ZIP codes around 

Phoenix, AZ, had their numbers changed all at once. 

 

Table 2.5: Number of ZIP codes and changes from 2009 to 2018 

Figure 2.5 shows how ZIP code changes, if left as they are, could affect the data. The graph 

shows the progression of number of jobs by year from 1998 to 2016 for the ZIP code 10021 in 

New York City. This ZIP code was broken down around 2006–2007 into three ZIP codes. As we 

can see, if we keep the three ZIP codes separate, we would have two main issues when analyzing 

this data as a time series: (a) for the two new ZIP codes, 10065 and 10075, half the data would be 

seen as missing or zeros, when in reality, they have just been counted differently; and (b) there 

would be a decline in the number of jobs for the 10021 ZIP code, which is also not accurate for 

the same reason. The red line shows the sum of all three ZIP codes, which correspond to roughly 

the same area, as seen in figure 2.6. Therefore, we note an upward trend in the number of jobs in 

that ZIP code, which is consistent with the USPS decision of breaking down the 10021 due to 



  

42 

 

higher population density in this period. This is the type of issue we try to avoid by carefully 

considering ZIP code changes in a time series analysis. 

 

 

Figure 2.5: Example of the number of jobs as a ZIP code changed in New York City, when a ZIP code was broken 

down into three parts 
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Figure 2.6: Example of a high-density ZIP code that had its area broken down into smaller ZIP code boundaries 

In order to avoid geographical issues, we use GIS to look at the ZIP codes. Thus, we have 

now two options: one is to convert the 2018 ZIP codes into the 2009 geographic area, and the 

second is to convert 2009 into 2018. Table 2.6 shows that there are more new ZIP codes in 2018 

than in 2009, and because the current representation of ZIP codes will not be required in the next 

chapters, we may take the simpler route of converting 2018 ZIP codes to 2009. Recalculating the 

data in the direction from 2018 to 2009 requires aggregation of data, which is easier and more 

accurate to do than if we were to use the direction of 2009 to 2018, which would require 

proportioning data from earlier years into smaller area units. In an attempt to avoid introducing 

more errors, we adopt here the simplest solution. In the New York 10021 example, it is simpler 
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for us to add the three ZIP codes rather than find out how much of 10021 should be allocated to 

10065 and 10075 for all the data for the years prior to 2009. This reverse process is possible and 

doable; however, as the final transformation into hexagons won’t reflect the particular changes in 

ZIP codes, using the 2009 ZIP code boundaries is acceptable. 

Next, I describe the steps to pair ZIP code polygons and numbers from the 2018 map to the 

2009 map. This is a multi-step approach because of the many different ways in which ZIP codes 

changed between the two years. In this approach, I start with an automated pairing of ZIP codes 

and try to minimize manually linking them; however, we still need to perform some manual 

pairings. The steps taken to pair the 2018 and 2009 ZIP code maps are described below. 

1. Search both ZIP code shapefiles on the Census Bureau’s website, for 2009 and 2018, 

and add them both to ArcMap (Census 2009; Census 2018a). 

2. Verify the number of ZIP codes in each and the direction in which we should aggregate 

the data. We have decided to aggregate the ZIP codes from 2018 into the 2009 

boundaries. 

3. For each 2018 ZIP code, we compute the centroid of the polygon, i.e., its center of 

gravity.6 The centroid is a simple method and the one most likely to fall within the 

correct polygons without “activating” too many neighbors or relating to more than one 

ZIP code at a time. 

4. Overlap the 2018 centroids map onto the 2009 ZIP code map and perform a spatial join 

by connecting each centroid to their corresponding 2009 ZIP code map polygons.7 The 

result should be a new points layer, in which the attribute table also presents the data 

from the 2009 polygons. 

5. Some points will fall outside corresponding polygons; most points fall inside a 2009 

polygon, but a few have fallen out of any polygon. This happens because of the shape 

of some ZIP codes: some are archipelagos, other are shaped like arcs or have a gap in 

the middle, or include bodies of water in 2018 but not in 2009, for example. In this case, 

 

6 On ArcMap > ArcToolbox > Data Management Tools > Features > Features to Point > Check the 

“Inside” option. The result is a new layer that has a point for the center of each polygon. You may check 

by adding the new layer to the map and looking closely at the polygons. 
7 On ArcMap > ArcToolBox > Analysis Tools > Overlay > Spatial Join > add the centroids layer as target 

features, the polygons layer as the join features, change the join operation to “one to many.” 
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we need to select and save the points that have fallen outside the polygons from the 

inside points.8 

6. Now, the inside points have had their 2018 ZIP code paired with their 2009 ZIP codes. 

But we need to solve the outside points disparity. In this step, we join by attributes the 

2018 points to the 2009 polygons by ZIP code number.9 As a result, all the “outside 

points” that found a ZIP code match will be highlighted, and we can create a layer for 

the “outside points that have been matched” and another layer for “problem points.” 

7. The problem points are those that have fallen outside the polygons in the first stage and 

were not matched by ZIP code number on the second stage. Now, we must check them 

manually to relocate them into the nearest 2009 ZIP code.10 Figure 2.7 shows how a few 

of these problem points were relocated. Two simple reallocation criteria are outlined 

here: 

a. If the point is located near a boundary, move the point to the other side of that 

closest boundary. 

b. If a point is located exactly in the middle of two or more polygons, then check the 

2018 map to see which of the polygons that point should fall in to, and relocate 

the point to that ZIP code. The points just need to be relocated to inside a 2009 

polygon, rather than requiring a specific location because the point carries the 

2018 information and connects to a 2009 polygon by either manual input of the 

2009 ZIP code number to its field or by spatial join of the problem points to the 

2009 polygons, as in step 6. 

8. Merge the layers for all three types of points: inside points (32,052 points), matched outside points 

(569 points), and problem points (36 points) to obtain the final conversion between 2009 and 2018. 

This process was done for all ZIP codes. 

9. Export the attribute table for the points to polygon layer into R to start converting the 2018 ZIP code 

number to their 2009 correspondents. 

 

 

 

 

8 On ArcMap, open the attribute table for the spatial join layer and sort the points by 2009 ZIP code. 

Select all the points that have a corresponding 2018 and 2009 ZIP code and save as the “inside points” 

layer; then, reverse selection and save the remainder points as the “outside points” layer. 
9 Right-click on the 2018 points layer > Join and Relates > Join > Select “join attributes from a table;” 

choose the ZIP code field, then select the “outside points” layer from the drop down menu, and the 2009 

ZIP code field. 
10 Click on Editor > Start Editing. With the attribute table open, select each point and zoom to it. Then use 

the outlined criteria to reallocate points. 
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Figure 2.7: Example of manual relocation of centroid points from outside to inside ZIP code boundaries 

 



  

47 

 

 

Figure 2.8: Workflow for placing, correcting, and associating ZIP codes from the 2018 map onto the 2009 map 
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The total number of points should be the same as the total number of ZIP code polygons in 

2018, and because there are fewer ZIP codes in 2009, some 2009 ZIP codes will be related to more 

than one ZIP in 2018.  

Table 2.6 shows how many new ZIP codes were added to the 2018 map when compared to 

the same positions in the 2009 map. This table was calculated by counting the number of centroids 

from the 2018 map that fell inside each 2009 polygon. While 92 percent of the ZIP codes were not 

broken down into smaller ZIP codes, 7 percent of them were broken down in two, and up to ten  

new ZIP codes in 2018, as happened to one ZIP code.   

 

Table 2.6: Number of 2009 ZIP codes that were divided in 2018 

The ZIP code conversion table from the 2018 points to the 2009 polygons will be used in 

the algorithm presented in chapter 3, which estimates the number of jobs and establishments by 

ZIP code. For each dataset, we convert the ZIP codes to their corresponding year in 2009. For 

example, ZIP codes in 2016 will be converted to the 2009 ZIP codes and aggregated where 

necessary, while the 2009 dataset remains unchanged. In the next section, I connect how ZIP codes 

and urban areas are translated into hexagons. 
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2.4 Hexagons 

Both urban areas and ZIP codes are inadequate units of analysis because they are highly 

irregular in shape and area as they were defined by the Census Bureau and the Postal Service 

according to population density, built-up areas, and mailing volumes, which vary greatly from city 

to city. They were not made for data analysis. For that reason, the geographical entities need to be 

transformed to a neutral and uniform unit that can incorporate area and quantities well, without 

loss. 

The hexagon can solve this issue by redistributing the data. The origin of the hexagonal 

grid is unknown (Carr, Olsen, and White 1992), but this method has been used by scholars in many 

fields for spatial sampling and data visualization with great success. Most frequently, ecologists 

have used hexagon tessellations to standardize forestry areas and count the number of trees (Birch, 

Oom, and Beecham 2007) to observe wildfire areas (Senici et al. 2010) and to study the diversity 

of birds (Johnson and Patil 1995). 

Tessellations are transformations of a surface area into units of the same shape without 

loss, such as squares, triangles, or hexagons. These geometric shapes “tessellate” because they do 

not leave gaps or overlaps. The hexagon grid is created in an ESRI ArcMap, with the tessellation 

function over the entire continental US,11 using the continental ZIP codes map on the USA 

National Atlas Equal Area projection system as the definition of extent. 

 

11 On ESRI ArcMap: ArcToolbox > Data Management Tools > Sampling > Generate Tessellation. 
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Figure 2.9: Differences in ZIP code and hexagon boundaries over the city of Chicago 

Figure 2.9 shows the irregularity of ZIP code boundaries, while the hexagon grid is more 

uniform. ZIP codes in downtown Chicago are much smaller than the ones on the edges of the urban 

area. This pattern repeats throughout the country, potentially adding a lot of noise to the analysis 

due to the differences in size and how data points are counted within each boundary. The hexagon 

map shows a more even structure for distances and neighbors. After also testing for 3, 10, and 20 

square kilometers, the 5 square kilometer area was chosen as it offers walkable areas and distances, 

but they are still significant to preserve diversity and interaction among its neighbors without 

collapsing the data too much or being too small for statistical significance. Neither boundaries of 

ZIP codes nor hexagons exactly match the boundaries of the urban area (in red), causing some 

hexagons to not have their total areas covered.  
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Table 2.7: Advantages and disadvantages of using the hexagonal tessellation for recalculating data 

There are many advantages and disadvantages in using the hexagons, as table 2.7 

summarizes. First, hexagons solve the issues of administrative units presenting varying sizes and 

shapes because they have simpler, more uniform, and more symmetric shapes. Also, the average 

distance from the center of a hexagon to its sides is smaller and more uniform than in triangles and 

squares. In other words, hexagons are the closest shape to a circle that can provide tessellations 

without overlaps or gaps between polygons (Robinson, Lindberg, and Brinkman 1961; Poorthuis 

and Zook 2015). Second, the relationships between neighboring hexagons are easier to identify 

because hexagons have six neighbors sharing the sides of the same length, as opposed to squares, 

which have four sides and four corners sharing neighbors. The hexagon neighboring relationship 

optimizes movement paths between hexagons and also simplifies Euclidean distances and nearest-

neighbor calculations (Haworth and Vincent 1976; Poorthuis and Zook 2015; Birch, Oom, and 
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Beecham 2007). This is significant for some forms of analysis, such as the geographical weighted 

regressions. Third, hexagons can be adjusted according to the phenomena being observed. In this 

study, each hexagon covers a five square kilometer area, which in most cases, aggregate parts of 

several neighboring ZIP codes. But other sizes could be used for different types of studies. Fourth, 

the hexagonal grid is required to be randomly positioned so that the data have an equal probability 

of being selected, which should fix any bias created by other units (White, Kimerling, and Overton 

1992; Carr, Olsen, and White 1992). Therefore, hexagons can be used to aggregate and normalize 

data points without the bias of other types of units. Fifth, hexagons are more visually appealing 

than the square grid, and patterns are more easily observed (Poorthuis and Zook 2015; Carr, Olsen, 

and White 1992). And sixth, building-size or small ZIP codes are aggregated to their surrounding 

areas, incorporating them into a larger environment rather than being kept isolated when in reality 

they are not. 

On the other hand, there are also disadvantages to using hexagons. First, hexagons are 

harder to be identified geographically because the software creates its own identification system 

(GRID_ID). The GRID_ID identification variable codes hexagons by two or three letters followed 

by three numbers, separated by a dash—for example, “GG-744” or “BDK-415.” Second, due to 

the particular GRID_ID system, we need to be careful in preserving and backing up the map that 

will match the hexagon ID to the correct geographical area. Third, aggregating hexagons causes 

compositional issues, making it hard to analyze hexagons hierarchically as hexagons do not 

aggregate as well as squares. Fourth, hexagons expand the dataset by dividing ZIP codes into 

several rows; for example, the 11,200 ZIP codes in this study were broken down to 63,166 

hexagons, making this analysis more computationally expensive. Fifth, hexagons require quality 

control to ensure that only relevant hexagons are kept in the analysis and that noise is not being 
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added by including areas that should not be included in the study. And sixth, hexagons might 

worsen the skewness of some data as the concentration or dispersion of some industries or areas 

may become more exacerbated than if it was kept at the ZIP code level. 

After consideration of all reasons, the advantages of using hexagons still outweigh the 

disadvantages as the latter refer mostly to computational rather than theoretical issues. 

2.5 Process and Metadata 

The goal of this section is to lay out the process of obtaining the “geographic 

correspondence table,” which is the attribute table of the final map after urban areas, ZIP codes, 

and hexagons were intersected, combined, and merged. 

Figure 2.10 shows the workflow detailed in this section. Each step of this workflow was 

performed on ESRI ArcMap. 

This process starts with three maps: (1) US states boundary map, (2) 2009 ZIP code map, 

and (3) urban areas map.12 All maps should be projected to the US National Atlas Equal Area 

projection system that uses the Lambert Azimuthal Equal Area method and should also be reduced 

down to the conterminous US states to reduce distortions in areas further from the country’s center. 

 

 

12 Available on https://www.census.gov/geographies/mapping-files/time-series/geo/tiger-line-file.html. 

https://www.census.gov/geographies/mapping-files/time-series/geo/tiger-line-file.html
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Figure 2.10: Workflow of the process of intersecting urban areas, ZIP codes and hexagons 

We start by using the conterminous US States Map as a foundation to generate a general 

hexagon tessellation grid over all contiguous states, called the hexagon grid map (technical details 

in appendix A.2). The tessellation map covers the map of the entire country with hexagons of 5km2 

of area. Then, we use the urban areas “u” map to select hexagons that intersect urban areas, 

generating the urban area hexagons map. We also select the 2009 ZIP codes that intersect urban 

areas, generating the urban ZIP codes map. By selecting intersecting areas, we reduce the number 

of polygons in the layers, which also helps with the computational processes. 
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Then, we merge the boundaries between ZIP codes and hexagons with a function called 

identity (technical details in appendix A.2). This function merges all boundaries from both ZIP 

code and hexagon maps, creating the slivers map. Each sliver is unique and represents the area of 

intersection between one ZIP code and one hexagon, a sample of which can be seen in figure 2.11. 

Therefore, each sliver is the intersection between the ZIP code boundaries (blue) and hexagon 

(red) boundaries. Each sliver has a unique combination of ZIP code, hexagon, and urban area. 

The final step is to export or extract the attribute table from the slivers map as the 

geographic correspondence table. Four hundred eighty-one urban areas intersect with 11,200 ZIP 

codes of urban activity, which were then intersected with and rearranged into 63,166 hexagons 

and 156,769 slivers. Each sliver represents a small part of both geographic units, and in order to 

preserve their unique IDs, I added a new ID column that appends the 5-digits ZIP code to the 

GRID_ID, called JOIN_ID—for example, “60637-BDM-423.” Thus, it is required that all slivers 

have both the correspondence among urban areas, ZIP codes, and hexagons to be included in the 

data; otherwise, if any of this information is missing, it would be hard to recalculate the data and 

the slivers and hexagons should be excluded. The correspondence table should also contain the 

area for the original ZIP code, total area of hexagons, and areas of slivers. 
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Figure 2.11: Example of slivers: The intersections between hexagons and ZIP code boundaries 

Now that we have a grasp of how hexagons and slivers look, we should compare the 

metadata from ZIP codes and hexagons to compare how these two units differ in the analysis to 

justify this choice. First, we should compare the number of neighbors ZIP codes and hexagon 

polygons have. Figure 2.12 shows the histograms for number of neighbors in both units. The top 

histogram shows the distribution of ZIP codes by number of neighbors that have an average of 4.7 
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neighbors, while hexagons have on average 5.5 neighbors, as the maximum number of neighbors 

for hexagons is six. Sixty-nine percent of hexagons have six neighbors. Thus, we see a wider 

variety in the number of neighbors for the ZIP codes than for hexagons. This type of irregularity 

may affect some types of analysis, such as the geographically weighted regressions, which is not 

included in the empirical sections but reserved for later research projects. 

 

Figure 2.12: Distribution of the number of neighbors by ZIP code and hexagon 

Figure 2.13 shows the histograms for number of slivers within each ZIP code and hexagon 

polygon. The top histogram shows that there are ZIP codes that contain up to seventy-eight slivers 

within its boundaries, but most ZIP codes contain up to twenty slivers. On the other hand, the 

maximum number of slivers per hexagon is twenty, with the highest number of slivers per hexagon 

located in Manhattan, where buildings have their own ZIP codes (as discussed in previous 
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sections). Here again, we see that the distribution of pieces of data per hexagon is much more 

compact or concentrated than the number of pieces of data per ZIP code. 

 

Figure 2.13: Distribution of urban ZIP codes and urban hexagons by number of slivers  

Finally, we compare the average area for ZIP codes and hexagons, as shown in figure 2.14. 

Here, we compute the amount of land that intersect both ZIP code or hexagon with urban areas to 

find how much of the total area would show urban activity. Even though we define the area of 

hexagons as five square kilometers, some hexagons may fall over bodies or water or intersect with 

other types of boundaries that would make them smaller than 5km2. Again, we see a larger disparity 

between ZIP code areas and hexagon areas. 
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Figure 2.14: Distribution of ZIP code and hexagons by area in square kilometers 

In this section, I discussed the method of overlapping different geographical units to create 

slivers to help us recalculate ZIP code level data into hexagons. Then, we analyzed some metadata, 

which showed that hexagons present more similar number of areas, neighbors and land than ZIP 

codes. Next, I discuss how to recalculate the data itself, from ZIP code to hexagon. 
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2.6 Sliver Weights to Recalculating Data 

After defining the slivers and the geographic correspondence table, we calculate the area 

within each sliver as we use the area of slivers as the parameter to redistribute data points.13 Then 

we calculate the proportion of the ZIP code that belongs in each sliver by calculating the slivers’ 

area divided by the total area of the corresponding ZIP code, as in equation 1, which I call the 

sliver weight. 

𝑊𝑒𝑖𝑔ℎ𝑡𝑠𝑙𝑖𝑣𝑒𝑟 =
𝐴𝑟𝑒𝑎𝑠𝑙𝑖𝑣𝑒𝑟

𝐴𝑟𝑒𝑎𝑍𝐼𝑃𝐶𝑜𝑑𝑒
 

 

Next, we aggregate the data values per sliver by hexagon and total the final count of data 

inside each hexagon. To recalculate the data, we multiply the sliver weight by the ZIP code level 

data to find the proportional count of any variable. Suppose a ZIP code has a total area of 10𝑘𝑚2, 

and a sliver is completely contained in that ZIP code with an area of 5𝑘𝑚2. Then, this sliver’s 

weight is 0.5.  If the dataset shows that there are 200 jobs in that ZIP code, the sliver will account 

for 100 of those jobs. This calculation process is outlined in the workflow in figure 2.15. 

 

13 ArcMap > Attribute Table > Calculate Geometry. 
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Figure 2.15: Process of transforming slivers into weights to recalculate data points 

Even though the process of generating slivers from ZIP codes and hexagons seems 

straightforward for most urban areas, upon closer look, issues surface in smaller urban areas. The 

maps of New York and Chicago in figure 2.16 show cases where ZIP codes are completely divided 

into hexagons, with all their trimmings accounted for. Therefore, hypothetically, if a ZIP code is 

perfectly split into two parts, half of it joins one hexagon, and the other half joins the other 

hexagon. This type of area requires simple calculations as the ZIP code variables are mostly 

proportioned among neighboring hexagons. However, in cities such as Mills, WY, and Sioux Falls, 

SD, the ZIP codes are much larger than their corresponding urban areas; in other words, the ZIP 

codes include both urban and rural areas. This impacts the proportioning of the data because in 

some cases, the non-urban areas are taken into account when they should not be, causing loss of 

some data points. 
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Figure 2.16: Differences between hexagons overlapping in large and small urban ZIP codes 

ZIP codes that include rural areas present issues because calculating the weight as 

suggested above would leave many data points unaccounted for as area weights distribute data 

points evenly across the entire ZIP code, not only over urbanized areas covered by hexagons; in 

fact, most jobs concentrate in the built-up urban areas with higher concentrations of people within 
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those ZIP codes. Thus, when summarizing the data by hexagons, some data points would not be 

included if we consider the entire area of these ZIP codes, leading to an inaccurate account of the 

data points. In addition, if those data points are not counted, then lower density ZIP codes will 

skew the data to the right even more, leading to more cases with values nearing zero in the dataset. 

Figure 2.17 shows an example with a satellite view of the ZIP code 59105 in Billings, MT. 

The urban area boundaries (red) delineate the continuously built-up areas as defined by the census, 

while the ZIP codes (light blue) include mail delivery routes at the discretion of the United States 

Postal Service. The satellite image shows streets and buildings in the areas inside urban areas, 

while most of the ZIP codes are made of rural zones, with farms and natural areas. Hypothetically, 

if this ZIP code had 100 jobs but the areas under the hexagon occupied about 30 percent of the 

total ZIP code area, then only thirty of the 100 jobs would be accounted for when dividing the jobs 

among all hexagons. However, most of those jobs would be found within the urban area; thus, it 

is more accurate to place the 100 jobs within the hexagon-covered areas than the entire ZIP code. 

In conclusion, before calculating the weight of the ZIP codes, we should first reduce the total ZIP 

code area to the area under hexagons and recalculate the new ZIP code area as the sum of the areas 

of all slivers within a ZIP code. Then, we use this new urban ZIP code area to calculate the sliver 

weights. And to verify, the weights of all slivers within each ZIP code must total one. 
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Figure 2.17: Example of a rural ZIP code that intersects with an urban area, and placement of hexagons over the 

urbanized area 

Figure 2.18 includes the additional steps taken to compute the weights for the slivers in all 

ZIP codes. With this additional step, we have two ZIP code areas: the official ZIP code area and 

the new urban ZIP code area. 
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Figure 2.18: Adding one step to the workflow where the ZIP code area is compressed into the  

urbanized area within the ZIP code 

 

 

The difference between the total area and the urban zone areas show the amount of rural 

lands that are being removed to recalculate the dataset. In table 2.8, we see that 55.5 percent of the 

ZIP codes have less than 1𝑘𝑚2 difference between the total area and the urban zone area. Thirty-

one percent of ZIP codes had an area change of between 1 and 100 km2, and 13.4 percent had area 

differences of over 100km2, as in the case of ZIP code 59105 shown above. These high numbers 

show the importance of adjusting the urban area size before weighting the data to recalculate 

hexagon data. 
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Table 2.8: Changes in the ZIP codes areas to accommodate urban zones 

Table 2.9 shows the descriptive statistics comparing the total area of ZIP codes after 

calculating the urban zones used as a base for calculating data weights. The average area 

considered for calculating weights went from 78.5 km2 to 32.4 km2, meaning that for many ZIP 

codes, the weights of urban areas increased after eliminating rural areas from the calculation. 

 

Table 2.9: Descriptive statistics comparing the total original area to the urban zone area of ZIP codes 

Besides the adjustment presented in this section, there are other alternative methods to 

proportion ZIP codes areas into hexagons. First, we may consider the area of urban areas within 

each ZIP code instead of the area of slivers. This method would require intersecting urban areas 

according to ZIP code boundaries and calculating the area of the urban area polygons within each 

hexagon to find the proportion of the urban area within each sliver divided by the area of the urban 

area in a ZIP code, adding many more steps to the process. Second, we may consider the number 

of neighbors for each hexagon.14 Hexagons with six neighbors should receive proportionately more 

 

14 How to calculate number of neighbors: ArcMap > ArcToolbox > Analysis Tools > Polygon Neighbors. 
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data points than hexagons with five, four, or three neighbors, decreasing gradually. However, this 

method can create bias against certain industries that operate outside city centers. 

Even though we can be creative in finding new ways of proportioning ZIP code data into 

hexagons, the method I described in the flowchart is the one selected for this dissertation. There 

are several advantages to this approach: (1) all data points are aggregated within hexagons without 

loss, (2) all data points are aggregated within urban zones of higher economic and urban activities, 

and (3) the weights are based on both the population density (from the definition of urban areas) 

and area (from hexagons). 

2.7 Quality Control 

Some quality control is required after overlaying a hexagonal grid over the ZIP code and 

urban area maps. Not all polygons that were programmatically selected should remain in the 

dataset because some hexagons may skew the data even further and not only not contribute to the 

analysis, but they may make it worse. Quality control is important at this point due to the particular 

geographical characteristics of coastlines, boundaries, and administrative units. Selecting units 

computationally is effective, but it still requires a human eye to identify areas where the rules do 

not apply accurately, or where noise is added. Therefore, we create some rules to ensure data 

quality and that extra bias is not introduced. 

By looking at the map closely,15 we start to identify problem areas in which hexagons are 

placed in relation to the urban areas and ZIP codes. Some hexagons are not placed over an urban 

area and a ZIP code at the same time—for example, if they are mostly over water. Other hexagons 

 

15 See https://crissakamoto.com/maps.html for interactive maps. 

https://crissakamoto.com/maps.html
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narrowly touch an urban area, making us reconsider whether that hexagon should be kept as part 

of the analysis. Based on close observations such as these, the criteria used to keep or remove 

hexagons from the data are the following: (1) hexagons must have a correspondence between ZIP 

code, urban area, and sliver concomitantly (i.e., correspondence criteria); (2) the area of a hexagon 

should cover a minimum of one and a maximum of five square kilometers of land area (i.e., land 

area criteria); and (3) hexagons should intersect at least 0.5km2 of an urban area (i.e., urban area 

criteria). 

The correspondence criteria refer to the correct aggregation of data based on the 

transformation between units. Some hexagons are placed either outside an urban area or a ZIP 

code, and those cases can result in one of two outcomes: (1) the hexagons may not have a 

corresponding ZIP code, making them not useful for aggregating data, or (2) the hexagons might 

aggregate parts of large external ZIP codes that wouldn’t be included in the data otherwise. We 

remove hexagons from the first case but keep the ones in the second case. Therefore, only those 

hexagons that have correspondence to a ZIP code are kept for aggregating data, satisfying the 

correspondence criteria. 

The land area criteria refer to the minimum area covered by the hexagon. Most of the 

hexagons that cover less than five square kilometers are over water and useful for the analysis as 

many establishments and businesses operate in or near coasts and shorelines in many cities. We 

must remove those hexagons that are “hanging by a thread” to a ZIP code or urban area or cover 

less than one square kilometer in total because these hexagons remained in the selection by a 

computational rule. However, they would proportion the data to very small numbers, adding rows 

of data with values close to zero without properly reflecting the economic activity in the area. 
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Of the 63,138 hexagons selected, 51,836 hexagons cover five square kilometers (counted 

as area larger than 4.999), and 11,537 hexagons aggregate less land area. The distribution of areas 

of the hexagons within the 1km2 to 4.999km2 range is shown in figure 2.19, after the removal of 

hexagons with less than 1km2. 

 

Figure 2.19: Histogram of the distribution of hexagons with areas under five square kilometers 

The urban area criteria is very similar to the land area criteria, except for determining that 

the urban area within each hexagon should be at least 0.5𝑘𝑚2. Some urban areas merely touch a 

hexagon; however, that is enough to keep it in the dataset when they are covering rural areas. These 

are the types of hexagons that this rule removes. For the last two criteria, hexagons should be at 

least 10 percent urban and have 20 percent of its area on land. 
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Figure 2.20 shows examples of hexagons removed on the coast of Baltimore, MD.16 The 

labels show how much of either the urban area or ZIP code areas were computed inside the 

hexagon in square kilometer. As we can see, a hexagon requires a minimum of land area or urban 

area coverage in order for it to aggregate and represent data properly. 

 

Figure 2.20: Example of hexagons removed for lack of land area coverage 

 

16 See https://crissakamoto.com/maps.html for interactive maps. 

https://crissakamoto.com/maps.html
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Based on all the criteria discussed, 12,894 hexagons have been removed, leaving 63,166 

hexagons remaining in the analysis to represent 11,200 ZIP codes in 481 urban areas. 

2.8 Descriptive Statistics 

Urban areas and ZIP codes were transformed into hexagons to reduce the variation in size, 

neighbors, and boundary shapes. Table 2.10 shows the descriptive statistics of the areas of the 

three geographic units analyzed in this section. Urban areas are single polygons that delineate cities 

as long as there are continuously built-up structures; thus, urban areas contain several ZIP codes 

and hexagons. In this study we analyze 481 urban areas of different sizes, with an average size of 

478𝑘𝑚2, the smallest being 26𝑘𝑚2 (Delano, CA), and the largest being 9,457𝑘𝑚2, the New York 

metropolitan area. 

 

Table 2.10: Descriptive statistics of urban areas, original and modified ZIP code areas, and hexagons 

 

Table 2.11 shows the descriptive statistics of the 63,166 hexagons. The average area of the 

hexagons is 4.9, with very little variation. This average is not a round 5𝑘𝑚2 because of bodies of 

water within hexagons. The minimum area is 1𝑘𝑚2, as defined. The average area of the urban 

area within each hexagon is 3.6𝑘𝑚2, with a minimum of 0.5𝑘𝑚2 as specified. Hexagons have an 
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average of 5.5 neighboring hexagons; however, most of them have six neighbors. Hexagons have 

on average 2 slivers within them, with upwards of 21 slivers. 

 

Table 2.11: Descriptive statistics of hexagons 

2.9 Conclusion 

In this chapter, I discussed the issues with using unstandardized units to compute the 

number of establishments and employment for studies like this one and offered one method to 

recalculate and standardize the units of the data using spatial techniques. ZIP codes are the smallest 

unit in which the US Census Bureau provides datasets. However, their irregular shape may not 

represent phenomena on the ground for a sociological study. In order to adjust the dataset into 

more regular areas, we overlap maps of ZIP codes, urban areas, and a hexagonal grid in order to 

find the smallest areas to calculate weights to be assigned to the original dataset. 

In summary, the general process to transform the geographies used in this study is as 

follows: 

1. Create a hexagon grid based on the ZIP code map in the US National Atlas Equal Area 

projection system; 

2. Select urban areas from the census shapefile; 

3. Select ZIP codes that intersect urban areas; 

4. Merge geographic features based on the boundaries of ZIP codes and hexagons to  produce 

slivers; 

5. Calculate areas of urban zones within the ZIP codes; 

6. Calculate weights based on the new total urban area by ZIP code. 
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From this point, we proceed to chapter 3, where I discuss how to calculate the dataset, as 

we move on from the maps. To be sure, the same methods could be used to other geographic units, 

such as the county or metropolitan areas. Most of the data in this study is available on the ZIP code 

level. This transformation is necessary to standardize the geographic units in this study. Now, we 

proceed to the next section on data, where we combine hexagons and data for the analysis. 
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CHAPTER 3  

DATA SOURCES AND METHODOLOGY 

 

In this chapter, I present and discuss the dataset and the algorithm used for data 

transformation from official units into hexagons. The main dataset used in this study is the US 

Census Bureau’s County Business Patterns (CBP), which is available online by the US Census 

from the year 1986.1 However, due to industry classification consistency issues (discussed further 

in section 3.2.2), we focus on the data for the years 1998 to 2016. 

The CBP is the main data source for this study, but the Census Bureau also indicates that 

this data is adequate for studying local economic activities and many other applications. The CBP 

data originates from the Business Register and uses the North American Industry Classification 

System (NAICS - see section 3.2) for its industry classification. The data is available in several 

levels of geographies such as state, county, metropolitan area, ZIP Code (as used in this study), 

and congressional district levels. 

In this chapter, I present the data sources and methodologies. In the first section, I discuss 

the CBP dataset in more detail; in the second section, I discuss the industry classification system 

(NAICS); in the third section, I present the algorithm used to compute the hexagon data based on 

the ZIP code data; and in the fourth section, I discuss the statistical methods utilized in the 

empirical chapters of this dissertation. 

 

1 See https://www.census.gov/programs-surveys/cbp/data/datasets.html. 

https://www.census.gov/programs-surveys/cbp/data/datasets.html
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3.1 US Census County Business Patterns (CBP) 

The County Business Patterns (CBP) are yearly economic data released by the US Census 

Bureau since 1964. The data are administrative records extracted from the Business Register, a 

single- and multi-establishment employers database that is updated every economic census in years 

ending with 2 and 7. It also includes annual surveys called “Report of Organization.” Each dataset 

in the series includes the number of establishments by size and industry, employment during the 

week of March 12, first quarter payroll, and annual payroll. The data are released at the national, 

state, CBSA (metropolitan area), county, congressional district, and the ZIP code levels, including 

all fifty states, Puerto Rico, and the American islands. The CBP covers most NAICS industries 

except agriculture, rail transportation, private households, and establishments that report 

government employees.2 The Census adds noise to data to protect individual establishments from 

disclosure (Census 2018b).3  

The Census Bureau’s definition of an establishment is “a single physical location at which 

business is conducted or services or industrial operations are performed” (Census 2019). In other 

words, establishments are physical permanent structures where business is conducted and operates, 

and where employees are hired and compensated. Establishments may be classified as single or 

multi-unit companies. Single-unit companies reference one single establishment while multi-unit 

 

2 “County Business Patterns covers most NAICS industries excluding crop and animal production 

(NAICS 111,112), rail transportation (NAICS 482), Postal Service (NAICS 491), pension, health, 

welfare, and vacation funds (NAICS 525110, 525120, 525190), trusts, estates, and agency accounts 

(NAICS 525920), private households (NAICS 814), and public administration (NAICS 92)” (Census 

2019). 
3 In accordance with US Code, Title 13, Section 9, “no data are published that would disclose the 

operations of an individual employer" (Census 2019). 
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companies consist of at least two establishments, but each establishment is identified by their 

geographical location, and not registration location. The Census recognizes the importance of large 

corporations to local economies and makes efforts to provide proper coverage in payroll and 

employment data based on location, rather than as a corporate unit. 

For the purposes of this study, I focus on two CBP ZIP code level datasets: (1) the “ZIP 

Code Totals File,” which provides the total number of employees per ZIP code without identifying 

industries (henceforth employment data); and (2) the “ZIP Code Industry Detail File,” which 

provides the number of establishments (not the number of employees) by size and industry 

(henceforth establishment data). 

The CBP dataset tries to capture the universe of establishments, and therefore, the data is 

subject to non-sampling errors. In other words, the most common errors in this data set are the 

“inability to identify all cases that should be in the universe; definition and classification 

difficulties; errors in recording or coding the data obtained; and other errors of coverage, 

processing, and estimation for missing or misreported data” (Census 2019). 

In this dissertation, the preferred method of verifying if a missing value is zero or actually 

missing is to check the total number of employees for a ZIP code and compare it to the number of 

establishments reported. If the ZIP code presents a total number of employment and/or 

establishments, then we consider that a particular industry had zero jobs. On the other hand, if 

neither the employment nor establishment numbers are present, then we may consider the report 

to be missing, which accounts for about 6.5 percent of ZIP codes. 

The structure of the establishment data is presented in table 3.1. Rather than presenting the 

total number of employees, we obtain the number of establishments in nine ranges of number of 
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employees. Since the census does not disclose the number of employees per ZIP code and per 

industry concomitantly due to disclosure issues, these two datasets together can provide a 

reasonable estimate, as is calculated with the algorithm presented in section 3.3. 

 

Table 3.1: Variables in the raw data as downloaded from the US Census Bureau’s website 

A simple sum of the number of establishments may not reflect a city’s total job market 

because it is not reasonable to suggest that a small company of four is similar to a large company 

of two thousand. However, if we combine the data on total employment numbers from the 

employment data with the number of establishments by number of employees from the 

establishment data, we are able to estimate the number of employees per industry. By combining 

both employment data and establishment data, I aim to obtain a dataset that better indicates the 

employment numbers by industry in each ZIP code, and subsequently, in each hexagon. 

In the next section, I present the industry classification system and how industries are 

classified in this study. 
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3.2 The NAICS Codes 

The North American Industry Classification System (NAICS) classifies the industries of 

business establishments according to their main production outputs, activities, and/or processes. 

This classification is used in datasets by federal agencies in the United States, Canada, and Mexico. 

The NAICS started to be developed in the 1990s, but was first released in 1997 by the Office for 

Management and Budget (OMB) to replace the SIC (Standard Industrial Classification), 

established in the 1930s. Along with the US census, other American federal agencies also use the 

NAICS, such as the Federal Reserve Board, the Bureau of Economic Analysis, and the Bureau of 

Labor Statistics (Murphy and Burgess 1998; Parker 2003; Hiles 2001). For the purposes of this 

study, the NAICS is used in conjunction with the CBP as a tool to identify industries of business 

establishments in the dataset. 

In the 1990s, the NAICS was updated to increase the level of detail of services industries, 

especially to reflect the emergence of high-technology industries. The 1987 final SIC revision 

accurately covered the manufacturing industries, while most of services and high-technology 

industries were only presented in the highest level of identification, which later warranted thorough 

revision of the classification system (US Census 2017; Murphy and Burgess 1998; Russel, Tack, 

and Usher 2004). 

In the revised NAICS, most of the high-technology industries were detailed under the “51 

- Information” category—establishments that, in the SIC system, were spread out into categories 

such as manufacturing, communication, and others, without any clear identification. 

Another major change from the SIC to the NAICS was the separation of auxiliary 

establishments—such as personnel management, research and development, data processing, 
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centralized management, and administrative support—from manufacturing industries. In the SIC, 

auxiliary establishments were classified according to the industry they served that in many cases 

were manufacturing industries, and thus classified as such. But under the NAICS, the auxiliary 

establishments are classified by the type of service the establishment provides. Instead of being 

counted as manufacturing establishments, management and corporation headquarter jobs gained 

their own category, the “55 - Management of Companies and Establishments” category (Murphy 

and Burgess 1998; Parker 2003; Russel, Tack, and Usher 2004; Hiles 2001). 

Hiles (2001) suggests a separation of the industries into two major domains: the “goods-

producing” industries, such as industries related to natural resources and mining, construction, and 

manufacturing; and the “service-providing” industries, such as trade, transportation, utilities, 

information, financial activities, professional and business services, education, health services, 

leisure, hospitality, other services, and unclassified (Hiles 2001). I use Hiles’s characterization to 

aggregate different industries into more comprehensive but yet specific industries. 

Although the NAICS still maintains a detailed and high number of manufacturing 

industries with 364 codes, the service sectors combined add up to 525 industries. This high level 

of industry detailing allows us to count those industries that are most relevant for this study. Next, 

I discuss the hierarchical structure of the codes, the issues and challenges posed by this 

classification system, and the solution I implemented in this dissertation. 

3.2.1 NAICS Structure 

NAICS codes are organized in a hierarchy of codes, ranging from two- to six-digits, in five 

levels of detail. The two-digit NAICS codes represent industries in very broad terms, such as 

“Retail Trade,” “Educational Services,” and “Arts, Entertainment, and Recreation”—in other 
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words, their highest level of aggregation. Each additional digit breaks down the parent category: 

three digits refer to subsectors, four digits refer to industry groups, five digits refer to the 

international industry level, and six digits refer to the national detail, as table 3.2 summarizes 

(Murphy and Burgess 1998; Parker 2003). Codes in the US should match those of Mexico and 

Canada up to the five-digits level. 

 

Table 3.2: Hierarchy of industry codes by number of digits 

Table 3.3 illustrates this hierarchical structure with the “72 - Accommodation and Food 

Services” industries as an example. Dashes and slashes represent place holders in the 6-digit codes. 

The subsectors in this category are “721 - Accommodation” and “722 - Food Services and 

Drinking Places.” Therefore, the 72 category is a “parent” category to 721 and 722, and the latter 

two are the former’s “children.” 

The first subsector, “721 – Accommodation,” is broken down into three industry groups: 

“7211 - Traveler Accommodation,” “7212 - RV Parks and Recreational Camps,” and “7213 - 

Rooming and Boarding Houses.” In the first industry group, we find three 5-digit levels, which 

correspond to the international industry level because it should match datasets in Mexico and 

Canada at least up to this level. The first two of these groups, “72111 - Hotels (except Casino 

Hotels) and Motels” have only one category in its national detail, which is “721110 - Hotels 
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(except Casino Hotels) and Motels,” of the same title. Codes that end with zero mean that they are 

the only one in that group. On the other hand, the category “72119 - Other Traveler 

Accommodation” contains two subcategories, “721191 - Bed-and-Breakfast Inns” and “721199 - 

All Other Traveler Accommodation,” none of which end in zero. This pattern repeats for each 

industry category, with differing degrees of complexity, according to the level of detail 

represented. 

 

Table 3.3: Example of industry classification structure in the “accommodation and food services” industry 

Each category should count most of the accommodation establishments in the industry. 

However, the “Other” or “All Other” categories allow for counting the establishments that do not 

directly fit into the description of the main categories, but that are too small to have a major 
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category as their own. In consulting the NAICS website,4 we see that examples of the “other 

accommodations” are guest houses, tourist homes, housekeeping cabins and cottages, and youth 

hostels. In each NAICS national detail level, there is a similarly structured “other” or “all other” 

category. 

This is the structure used by the US Census to release establishment data at the ZIP code 

level, and the method used to identify which categories are relevant for the variables used in this 

study. At any level, any “parent” category should equal the sum of its “child” categories. 

Therefore, if we know the number of establishments of the “child” categories, we are able to 

calculate the number of establishments in the parent category, but the inverse is not true, unless 

there is a single subcategory. This setup will lead to the decisions for the final job count for each 

industry presented in the last subsection. 

3.2.2 Time Series Consistency Issues 

After many years trying and with the advice of experts in the field,5 it was established that 

the transition between the SIC and NAICS codes is not seamless over time. The NAICS 

Association offers an identification tool on their website,6 where we can find crossovers between 

SIC and different editions of NAICS, as well as more detail about each category and information 

about the largest companies in each industry. While there are corresponding SIC to NAICS 

categories and vice-versa, these crossovers do not constitute continuous time series data as SIC 

categories were organized very differently compared to the NAICS categories. Therefore, for some 

 

4 See https://www.naics.com/naics-code-description/?code=721199, accessed July 06, 2019. 
5 Murphy and Burgess (1998), Russel, Tack, and Usher (2004), Hiles (2001), and a very helpful clerk at 

the National Archives in Washington, DC. 
6 See https://www.naics.com/search/. 

https://www.naics.com/naics-code-description/?code=721199
https://www.naics.com/search/
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categories, estimating the number of jobs may be very hard even at the highest level of aggregation. 

These irregular changes also occur among different NAICS releases, creating industry code 

conversion issues, which is taken into consideration in this section. 

The NAICS codes were released in 1997 and first implemented on the 1998 County 

Business Patterns dataset. The NAICS codes are updated every five years. The first three releases 

of the NAICS codes were implemented to classify business in the county business patterns data in 

the following year,7 while the 2012 NAICS codes were implemented in that same year (Census 

2019). Table 3.4 shows the correspondence of the NAICS code update year to the CBP datasets 

release years. 

 

Table 3.4: Years of SIC/NAICS industry classification list and implementation years 

Table 3.5 shows that since the release of the 1997 NAICS there hasn’t been a great increase 

in the number of industries; in fact, there has been a decline in the number of 6-digit codes. 

However, the codes should reflect changes in the industries from one release to another. Some of 

these changes might be as simple as new numbers—for example, from 513120 in 1997 to 515120 

 

7 Prior to 2012, County Business Patterns lagged by one year in the adoption of the classification system 

employed in the Economic Census. Starting in 2012, the classification system was changed in the same 

year (Census 2019). 
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in 2002, both referring to “Television Broadcasting.” However, trickier changes involve new 

categories that are the result of a breakdown of old categories, making it difficult to estimate the 

number of jobs in some industries as the codes split. Due to these ruptures, data comparisons across 

years require attention and some degree of generalization to higher levels of codes; otherwise, 

some industries might be lost from or duplicated in the data. 

 

Table 3.5: Number of categories by year of NAICS release in the highest level of industry aggregation 

In order to identify NAICS codes changes, I use the US Census’s concordance tables from 

2012 to 2007, 2007 to 2002, and 2002 to 1997, as the first year of data is 1998 and the last is 2016.8  

The 2016 NAICS have already been released, but since data after 2016 is not included in this study, 

that concordance table was not included here. After connecting the four concordance tables 

 

8 All concordance tables can be found on: 

https://www.census.gov/eos/www/naics/concordances/concordances.html, accessed on 2019-08-12. 

https://www.census.gov/eos/www/naics/concordances/concordances.html
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programmatically, I manually checked the correspondences in order to identify how these changes 

can affect the time series data. 

 

Table 3.6: Number of industry code changes across all four NAICS releases 

Table 3.6 shows that most of the changes were in the manufacturing industries. However, 

there are many changes that should be considered in high technology, producer services, arts 

producers, and recreation categories. 

One notable change is the revision of “516100 - Internet Publishing and Broadcasting” 

(table 3.7), where the 1997 code for “511110 - Newspaper Publishers” was broken down in 2002 

into “511110 - Newspaper Publishers” and a portion into “516110 - Internet Publishing and 

Broadcasting.” This partition would not present aggregation problems if the code 516110 wasn’t 

also constituted of parts from “Periodical Publishers,” “Book Publishers,” “Directory and Mailing 

List Publishers,” and “Greeting Card Publishers,” all of which also have a 2002 category of their 

own. Therefore, each one of these single categories in 1997 were broken down into its own 

category in 2002, plus an unknown portion into “516110 - Internet Publishing and Broadcasting.” 
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In this case, we may assume that when the Census aggregated these establishments, the ones that 

were related to an online presence were separated from the original category into the 516110 

category. 

At the same time, the “511119 - All Other Publishers” and “514199 - All Other Information 

Services” 1997 category were also broken down into three parts each and incorporated into other 

categories in 2002. Estimating how these categories were broken down by dividing by the number 

of parts can be tricky as we cannot be sure how that division actually occurred; therefore, I decided 

against it. The categories mentioned are relevant here as they affect the categories that include arts 

and high-technology industries, which are singled out in this study. Thus, these classification 

differences might pose issues when analyzing high-tech and arts industries. 

 

 

Table 3.7: Example of changes in industry classification in the Information industry 
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In this section, I pointed to some issues in the time series consistencies while trying to 

connect datasets from different years, even though the source is the same. Some of these issues do 

occur in the industries of interest; however, not many. Many of the issues for this study belong to 

the “51 - Information” category, while the majority of the codes for other industries remained the 

same, as discussed in the next section. 

3.2.3 Simplifying NAICS Codes 

Informed by the issues and challenges of industry aggregation methods above, I propose a 

simplification of the NAICS industries classification system according to past literature and the 

goals of this study. This dissertation focuses on the arts, recreation, business services, and high-

technology industries. Each one of the industry variables analyzed in chapters 4 and 5 are 

constituted of a combination of industries identified by the NAICS codes. Therefore, industries 

such as agriculture, construction, manufacturing, mining, retail, transportation, utilities, and 

wholesale can be kept in their 2-digit codes, their highest level of aggregation, thus eliminating 

time consistency issues. Then, we re-aggregate the industries of interest, such as high-tech, arts 

and entertainment, and business services from the 6-digit level into larger and more comprehensive 

subcategories. 

This re-aggregation procedure redefines more relevant industry variables by combining 6-

digit industries in different approaches than the official classification. For example, in the 

beginning of this project, we separated arts industries from non-arts industries, thus having one 

arts category. But as different characteristics within the arts industries became clearer, we divided 

the arts into three arts categories. Therefore, in order to compute NAICS industries, we should also 

consider how much aggregation is acceptable (1) to summarize industries into fewer variables, (2) 
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to keep relevant distinctions among industries, and (3) to minimize the time-series inconsistency 

issues discussed above. One solution that I propose here is to still create the arts and non-arts 

separation, but then to include two levels of categories and subcategories in each industry type. 

Table 3.8 shows the categories and subcategories in “arts” and “jobs” (our shorthand for 

non-arts related employment). Chapter 4 analyzes the more comprehensive relationship between 

“arts” and “jobs,” while chapter 5 discusses a narrower relationship between “arts” (and their 

subcategories) with business services and high-tech industries separately. 
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Table 3.8: Industry categories and subcategories used to aggregate the data in this dissertation 

While I do not address each individual category and subcategory presented here, these are 

classifications that were worked on for a long time during the development phases of this project. 
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The initial plan for this dissertation included latent variable models that would require more 

detailed individual industries as variables. Thus, the subcategories would be the constructs for the 

categories, which would then in turn be part of either arts or jobs. However, these then became 

future projects to follow this dissertation. 

The tables in appendix B.2 show the NAICS codes and industry names included in each 

category and subcategory in more details as seen in table 3.8. The codes are from the 2012 NAICS 

edition, and for brevity, I have removed the “other” and “all other” categories; however, please 

keep in mind that the “other” and “all other” categories do exist for most industries presented, 

which can always be consulted on the NAICS website.9 

3.2.4 Arts, Business Services, and High-Tech Categories 

 In this section, I present with greater detail elements in each of the categories that are more 

closely analyzed in this dissertation: the arts, business services, and high-tech industries. 

The arts and entertainment (or “arts”) industries are divided into three categories: arts 

amenities, arts producers, and recreation. Each of these arts categories are aggregations of 6-digit 

NAICS codes into subcategories, as show in table 3.8. Table 3.9 shows further details within the 

arts subcategories. 

In the arts amenities category are those industries that include establishments in which the 

consumer is part of an audience or a patron of the arts, who watch performances or sports events. 

The arts amenities category is subdivided into: (1) museums and libraries, (2) performing arts 

(theaters, musical groups), and (3) spectator sports (sports teams and their promoters). This 

 

9 https://www.naics.com/search/. 

https://www.naics.com/search/
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category reflects the employment that produces art directly to the consumer mostly live, and thus 

the location of these industries is relevant to where it is consumed. 

The arts producer category includes those establishments that produce products for the arts 

but that do not provide their final product directly to the consumer, but through a third mean. The 

location of these establishments do not necessarily need to be in the same locations as the 

consumers, and their products can be transported and distributed further than where they are 

produced. The arts producers category is subdivided into (1) broadcasting (radio and television 

stations), (2) motion picture production and distribution, (3) publishers (newspapers, books, etc.), 

(4) sound (such as music producers), and (5) writers. 

The recreation category includes industries in which the consumers participate in the 

activities rather than being just an observer. These industries may offer recreation services to the 

consumers that are not necessarily artistic in nature but that provide entertainment value and related 

services. Similar to arts amenities, recreation establishments offer their services directly to the 

consumers and in the same location. The recreation category is subdivided into: (1) gambling 

establishments, (2) parks, (3) sports, and (4) tourism. 
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Table 3.9: Industries included in the arts categories and subcategories 

The high-tech industries are analyzed in chapter 5, and its construct is based on Moretti’s 

(2012) and Hecker’s (2005) concepts. Hecker (2005) defines high technology as industries that 

operate with (1) high-proportion of scientists, engineers, and technicians; (2) high-proportions of 

research and development; (3) production of advanced-technology products; and (4) advanced 
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production methods, including high-tech goods and services in production (Hecker 2005, 58). 

High-tech industries are also seen as attractive by local governments as they create well-paying, 

high-level jobs that also require a highly educated workforce, increasing productivity, 

competitiveness, and economic growth. Hecker calculates the growth and proportion of 

technology-oriented occupations in forty-six four-digit 2002 NAICS codes, separating the high-

tech industries into three levels. His industry lists include oil refineries, chemical manufacturing, 

and others that will not be considered in this study as high tech. While it is true that some 

manufacturing industries employ engineers and scientists, when we talk about high-technology 

industries, the concept that comes to mind are the internet and computer industries as in Moretti’s 

definition of high tech, rather than petroleum and chemicals. Therefore, we consider Hecker’s 

description of high-tech industries, but follow Moretti’s conception of high-tech industries to 

calculate this variable. 

Table 3.10 shows the subcategories for high tech but in only one level. Initially, I planned 

on analyzing the high-tech industry as a latent variable of the six subcategories, but in this 

dissertation, I maintain the high-tech industry as one category, but take a closer look into the 

internet industry. The high-tech category is subdivided into: (1) design, (2) biotechnology, (3) 

manufacturing of high-tech products, (4) internet, (5) research and development, and (6) 

telecommunications. 
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Table 3.10: Subcategories for high-tech industries 

The business services categories include “insurance, banking, financial services, real 

estate, legal services, accounting, and professional associations” (Sassen 2001, 90), based on 

Sassen’s (2001) concept of the services aimed at private sector firms that serve as anchors in global 

cities. In other words, the more and better mix of producer services a city offers, the more it can 

be connected globally to other cities, serving as headquarters to large corporations. The business 

services category is subdivided into (1) accounting services, (2) advertising services, (3) business 

support, (4) consulting, (5) finance, (6) insurance, (7) law, and (8) real estate. 
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Table 3.11: Industries included in the business services categories and subcategories 
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In this section, I presented the NAICS codes re-aggregation method for the variables 

relevant for the empirical section of this study. Most industries will remain in their highest level 

of aggregation, but the arts, high tech, and business services industries were subdivided into 

subcategories. The main NAICS codes per subcategory of the categories mentioned here can be 

found in appendix B.2. 

3.3 Algorithm to Compute Variables 

 In this section, I explain in detail the algorithm used to transform the Census CBP 

raw data into estimated number of jobs by hexagon. This calculation is performed in several steps 

because we distribute the total number of jobs per ZIP code from the employment data 

proportionately to the count of establishments by number of employees and industry from the 

establishment data. We then transform the final product of this first transformation into hexagon 

data. The calculations are done for all 11,200 ZIP codes and fifty-seven industry categories at once. 

I discuss the ideas of the algorithm in general, but I do not provide the full code in R here because 

of its length. 

The flowchart in figure 3.1 shows a summary and sequence of steps taken to produce the 

final dataset of estimated number of jobs by industry and hexagon. We merge four different 

datasets: the CBP employment data (for total employment numbers), the CBP establishment data 

(for industry size), the NAICS codes (for the corresponding subcategories), and the geographic 

correspondence table (for the ZIP code to hexagon conversion). 
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Figure 3.1: Workflow of the data transformation from ZIP code to hexagon 

In the next section, I discuss the procedures to recalculate the data from ZIP codes into 

hexagons. 

3.3.1 The Employment and Establishment Data 

The CBP ZIP Code Totals File provides generalized data for all industries combined at the 

ZIP code level. The main variables in this dataset are total number of employees, first quarter 

payroll, total annual payroll, and number of establishments, regardless of industry type. The 

Census releases these files annually, but here we use the files from 1998 to 2016, or nineteen years 

of data. 

The variable of interest for this study is the total number of employees (emp) as this variable 

guides us in estimating the number of jobs by industry and ZIP code. Thus, with each year’s 
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employment data, we read the dataset, extract the zip and emp variables, and filter the urban ZIP 

codes found in the correspondence file. Then, we merge10 all years of total employment data into 

one dataset.11 

The CBP ZIP code establishment data is released annually together with the employment 

data. The establishment data is significantly larger than the employment data as it discloses the 

number of establishments by ZIP code and industry based on the NAICS. All variables from the 

establishment data are used as released by the Census Bureau. 

The steps presented below redistributes the total number of employees from the 

employment data based on the number of establishments and industries from the establishment 

data to estimate the number of employees by industry in each hexagon. Since we aggregate the 

total employment by hexagons, we are still protecting the employment numbers for individual 

establishments. 

The following items explain the different steps in the algorithm to estimate the number of 

employees per industry as described above. 

1. Replace the NAICS codes with the subcategories names. As discussed in section 3.2, the 

changes in each release of the NAICS codes complicates the time continuity of the dataset. Instead 

of keeping each 6-digit NAICS code separate, I aggregated codes that fit into the subcategories of 

industries as defined in that section. A complete list of the NAICS codes aggregated by 

subcategory can be found in appendix B.2. 

 

10 Function full_join from package tidy verse. 
11 File “data/total_emp_zip.csv.” 
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2. Aggregate the number of establishments for the subcategories. Since we replaced the 

NAICS codes with the subcategories, the dataset now contains rows with the same industry and 

ZIP code; therefore, we aggregate by sum all the rows of the same ZIP code and subcategory, 

which decreases the number of rows to one row per industry by ZIP code. This computation is 

done column-wise for each column reflecting number of establishments, grouping ZIP codes and 

subcategories concomitantly. The end result is a new table of ZIP codes, subcategories, and nine 

columns of establishments by number of employees. 

3. Reduce the establishments’ size variables. In this step, we need to equate the different 

establishment sizes and reduce them to one single establishment variable. We know the exact range 

of the first eight ranges of establishment size: the first range counts the number of establishments 

that employ between one and four people, the second range shows the number of establishments 

that employ between five and nine people, and so on. However, the ninth range has the maximum 

value undefined, making it harder to estimate the number of employees in that variable from the 

total that could be assigned to that range. 

As a solution, I propose equating the first eight ranges as if all establishments were made 

up of establishments that employ over one thousand employees as in the N1000 range. We use the 

median between the minimum and maximum values of each range to define how much each 

establishment in the first eight ranges would add to the N1000+ category by multiplying the 

number of establishments in each range by the constants in table 3.12. 
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Table 3.12: Multipliers for the allocation of the estimated number of jobs from ZIP code to hexagons 

In other words, one company that employs from one to four people would add 2.5 more 

employees to the N1000+ category on average; one company of five to nine people would add 

seven more employees on average to the N1000+ category, and so on. The median is a better 

alternative as it offsets companies that are closer to the bottom or top of the range by averaging 

the establishments. After these calculations, however, we still don’t know how many employees 

are in the N1000+ category, but only the number of establishments. Therefore, taking into 

consideration the value available in the N1000 category, we divide the medians by 1,000 to define 

constants. In other words, these constants indicate how much more each establishment in the 

smaller ranges would accrue to a hypothetical N1000 unit if they were to add up to a total of  1,000 

employees to that category. The constant for N1000 is 1, as there should be no changes in the 

number of establishments in that category. 

Thus, we multiply the number of establishments in the first eight ranges by the 

corresponding constant as if these smaller establishments were adding equivalent establishments 
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to the N1000+ category, as N1000' (prime). After this multiplication, we sum all values to find the 

total estimate. This computation is done row-wise. 

Equation X summarizes the aforementioned transformation of all establishment size 

variables into the N1000' estimate, 

𝑛1000′𝑖,𝑗

= 𝑛1−4 ∗ .0025 + 𝑛5−9 ∗ .0070 + 𝑛10−19 ∗ .0145 + 𝑛20−49 ∗ .0345 + 𝑛50−99 ∗ .0745

+ 𝑛100−249 ∗ .1745 + 𝑛250−499 ∗ .3745 + 𝑛500−999 ∗ .7495 + 𝑛1000+ ∗ 1 

where i is any given ZIP code and j is any given industry. 

Again, the N1000' estimates the number of establishments that employ over 1,000 

employees if establishments of all sizes were transformed into the N1000 category, using the 

constants presented above as guide. 

4. Calculate the employment share of each industry. To distribute the total number of 

employment by ZIP code among the industries, first we must find the proportion of employment 

retained by each industry. Using the estimated number of N1000' establishments calculated above, 

we compute the job share of each industry by dividing the number of N1000' of one industry by 

the sum of N1000' of all industries in each ZIP code. This equation gives us a picture of how the 

industries are distributed within ZIP codes if all establishments were the same size, and thus, 

N1000’ can be used to proportion the total number of jobs in an industry. The composition of 

industries in each ZIP code may vary as not all ZIP codes have all or the same set of industries; 

therefore, each ZIP code may have a different number of rows in the dataset. 

𝐽𝑜𝑏𝑠𝑆ℎ𝑎𝑟𝑒𝑖,𝑗 =
𝑛1000′

∑𝑛1000′
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where 𝑖 is any given ZIP code and 𝑗 is any industry. 

We can verify if the computation was done correctly if the sum of all jobs shares in each 

ZIP code is equal to one. 

∑𝐽𝑜𝑏𝑠𝑆ℎ𝑎𝑟𝑒𝑖 = 1 

where 𝑖 is any given ZIP code. 

5. Estimate number of jobs for each industry. In this step, we estimate the total number of 

jobs using the jobs share calculated above. First, we must isolate the total employment variable 

from the totals file, and join it to the other variables. Then, we estimate the number of jobs by 

multiplying jobs share by the corresponding total employment emp. 

𝐽𝑜𝑏𝑠𝑖,𝑗 = 𝐽𝑜𝑏𝑠𝑆ℎ𝑎𝑟𝑒 ∗ 𝑒𝑚𝑝 

At this point, we merge the results from all years into one data frame. The contents of the 

final data frame for the jobs are zip, subcategory, and 19 columns of jobs_ variables from 1998 to 

2016. 

3.3.2 Merging the Geographic Correspondence Files 

Now that the number of jobs has been estimated by industry for each urban ZIP code and 

year, we merge the employment estimates with the geographic correspondence data to transform 

the data from ZIP code format to hexagons. As discussed previously, slivers are pieces that are 

results of the intersection between a ZIP code and a hexagon. The crucial information from each 

sliver is its area, as the areas are used to estimate the proportion of jobs that should be transferred 

from one ZIP code to a hexagon. In other words, the areas of the sliver are also the weight of the 
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proportion of jobs from each ZIP code into a hexagon. Thus, to calculate the number of jobs by 

hexagon, we must sum all the data for the slivers that belong to each hexagon. 

𝑗𝑜𝑏𝑠ℎ𝑗 = ∑𝑠𝑙𝑖𝑣𝑒𝑟𝑠𝑖𝑗 

Where ℎ represents each given hexagon, 𝑗 represents each given industry, and 𝑖 represents 

number of jobs by ZIP code in each sliver. What follows are the steps to generate a new dataset. 

1. Create a summarized correspondence table. First, we isolate only the geographic 

correspondence variables of interest: 

• JOIN_ID: slivers ID (combination of ZIP and GRID_ID) (N = 128804) 

• zip: 5-digits ZIP code (N = 11658) 

• GRID_ID: hexagon ID (N = 63555) 

• NAME10: the name of the urban area (N = 479) 

• weight_area: the proportion of ZIP code in the hexagon 

 

We use these variables to identify locations and weights to aggregate the data from ZIP 

codes to hexagons. 

2. Merge geographic with jobs data. Second, we merge the geographic data with the jobs 

data by ZIP code. This duplicates rows of data so long as ZIP codes repeat, and for each industry 

in the ZIP code. For example, if a ZIP code is divided into ten pieces and has five industries, this 

process will create fifty rows of data for this ZIP code. The new dataset has 5,933,630 rows of 

slivers. 

3. Estimate number of jobs by sliver. Third, we multiply the ZIP code number of jobs by 

the area weight corresponding to each sliver. This proportions the estimated number of jobs by 

ZIP code into its slivers. 
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4. Estimate number of jobs by hexagon. Fourth, we aggregate slivers by their hexagon 

GRID_ID and sum sliver values to find the total number of jobs by hexagon and industry. There 

are a total of 2,560,606 rows of hexagons. 

The result from the steps described in this section generates a new dataset where we have 

estimated the employment numbers by hexagon for each year from 1998 and 2016, and for each 

industry subcategory. To find the employment numbers for any category, we must add the total 

jobs in all of its subcategories. 

In the next section, I discuss the methods used in chapters 4 and 5 on the types of variables, 

cross-lagged regressions, effect sizes, and meta-analysis to understand the relationship between 

arts and non-arts jobs. 

3.4 Methodology to Analyze the Relationship Between Arts and Industry Categories 

 In this section, I discuss the methodologies used in the empirical chapters to analyze 

the relationship between arts activities and non-arts employment. Linear regressions are the basis 

of this study. However, there are many ways in which the data can be analyzed, and after years 

searching for the most appropriate methods, I chose to combine multiple methods: cross-lagged 

regressions, first difference regressions, and meta-analysis. 

3.4.1 Variable Transformation: Log-Transformation and First Differences 

When counting the number of jobs in different urban areas, the distribution of every single 

variable was extremely skewed. Histograms in figures 3.2 and 3.3 show the skewness of the data 

in the original metric for the number of jobs per industry type. In this section, the “arts” variables 
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are the sum of “arts amenities,” “arts producers,” and “recreation” as characterized in chapter 3, 

and the “jobs” variables are the sum of all other variables except the ones in the “arts” variables. 

 

Figure 3.2: Distribution of arts jobs by year in the original metric after data transformation from ZIP code to 

hexagons 
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Figure 3.3: Distribution of non-arts jobs by year in the original metric after data transformation from ZIP code to 

hexagons 

The data reflects that there are fewer high density city centers with a high volume of 

establishments and jobs, like Manhattan in New York and downtown Chicago, than lower density 

areas, such as suburban residential areas. Therefore, the arts and jobs variables as well as their 

subcategories are extremely skewed to the right in general. As linear regressions are the main 

method of analysis, we can simplify the interpretation of results by transforming the variables in 

two ways: log-transformation and first differences. 

A simple method to correct the skewness is by calculating the log of each variable. In order 

to avoid infinite as result of 𝑙𝑜𝑔(0), I add .001 to each value (Bellégo and Pape 2019). Histograms 
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in figures 3.4 and 3.5 show that the previously skewed variables present a normal distribution after 

the log-transformation. The data is extremely skewed in the original metric because even if we 

select only urban areas, there are still many more hexagons that account for smaller employment 

numbers than an extraordinary number of jobs per hexagon. Therefore, the histograms focus on 

the job counts from 0 to 200 jobs to observe the distribution better, but around four thousand cases 

(the long tail) have been excluded from each histogram for being extreme outliers. 

 

Figure 3.4: Distribution of arts jobs by year and log-transformed after data transformation from ZIP code to 

hexagons 
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Figure 3.5: Distribution of non-arts jobs by year and log-transformed after data transformation from ZIP code to 

hexagons 

Log-transformation of the variables serves two purposes: (1) it reduces the skewness of the 

distribution, normalizing it, as shown below; and (2) it simplifies the interpretation of the 

coefficients. The variables in the original metric were already comparable because they all indicate 

the count of the number of jobs per hexagon; thus, the scale was not an issue in the regressions. 

Therefore, when we regress one jobs count variable on another jobs count variable, the 

interpretation is such that “one increase of x-jobs lead to 𝛽 increase in y-jobs,” where 𝛽 is the 

regression coefficient for the X independent variable. However, when log-transforming count 

variables such that both dependent and independent variables are logged, the regression 
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coefficients can be interpreted as elasticities from their log-log regressions. As elasticities, the 

coefficients can be interpreted as percentages, such that “for 1% change in x-jobs, we have 𝛽% 

change in y-jobs.” 

The second type of transformation used in this study is first differences. The first difference 

variables are calculated as the changes in number of jobs in each industry from one year to the 

next, resulting in both positive and negative values, with many values close to zero and high 

kurtosis. Histograms in figure 3.6a and 3.7 show the distribution of the changes year by year for 

both arts and jobs variables. 

 

Figure 3.6: Distribution of arts jobs by year and first differences after data transformation from ZIP code to 

hexagons (part one) 
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Figure 3.7: Distribution of non-arts jobs by year and first differences after data transformation from ZIP code to 

hexagons (part 2) 

In the case of these count variables, log-transformations and first differences of variables 

are necessary as these methods improve the quality of the analysis by adjusting skewness, kurtosis, 

and scales of measurement. Analyses in the original metric could be possible, but rather than linear 

regressions, other general linear models could be more appropriate, such as binomial or Poisson 

regressions. 

Appendix B.3 shows the descriptive statistics for the variables in the original metric, log-

transformations, and first differences for comparison. In the histograms and descriptive statistics 

we observe that the range of values in each variable has narrowed. Therefore, variable 
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transformations not only reduce the variability in the data, but will also improve the interpretation 

of regression results. 

3.4.2 Regression Methods: Time Lags and First Differences 

The industry analysis in chapters 4 and 5 are structured with five different models: a base 

model, one-year lag, ten-year lag, first differences, and first difference regressions nested by urban 

area. In this section, I describe each model and how they are applied in the next chapters. 

The initial method proposed applying cross-lagged regressions, which combines linear 

regressions and time. Generally, regressions are performed in cross-sectional data (data for a single 

time period), but cross-lagged regressions compare two variables in two time periods, where the 

independent variable is one variable in the prior period, and the dependent variable is another 

variable in the later year. Using this method, we are able to check how one variable affected 

another in time, and vice-versa, as we can also compare the effects of each variable on the other. 

The main research question in this dissertation is: Do arts activities attract employment, or 

does employment attract arts activities? In other words, do arts activities in time 1 attract 

employment in time 2? Or does employment in time 1 attract arts activities in time 2? The path 

diagram on figure 3.8 reflects the two hypotheses posed in this chapter. 
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Figure 3.8: Path diagram showing variables and coefficients for each pair of cross-lagged regression model 

Where t is the second time period, 𝛽 represents the lagged coefficients, and 𝛾 represents 

the crossed coefficients. Thus, each variable in the later period is not only regressed on the 

opposing variable but also on its own lagged value in the earlier period (Berrington, Smith, and 

Sturgis 2006). 

This method maintains that what happens first, comes first in the analysis, as independent 

variables, while what happens later also comes later, as dependent variables. These two regression 

models include the time component into an otherwise cross-sectional methodology. Then, we 

compare the results from both regressions to decide which direction is stronger in the time period 

considered—i.e., whether arts attracted employment or employment attracted arts. 

Each regression analysis requires two regressions in two time periods. One set of one 

straight and one diagonal arrow arriving in a later year variable is one regression equation. As we 

analyze different pairs of regressions for different pairs of years, we may find a reciprocal effect 

in which for one time period, one of the coefficients is larger than the other, but in the next period, 

it may be the reverse. The following equations are the mathematical representation of the two 

regression equations in the path diagram above: 
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Hypothesis 0, or the hypothesis where jobs attract arts: 

𝐴𝑟𝑡𝑠𝑖𝑡 = 𝛼0 + 𝛽0 ∗ 𝐴𝑟𝑡𝑠𝑖,𝑡−1 + 𝛾0 ∗ 𝐽𝑜𝑏𝑠𝑖,𝑡−1 + 𝜖 

Hypothesis 1, or the hypothesis where arts attract jobs: 

𝐽𝑜𝑏𝑠𝑖𝑡 = 𝛼1 + 𝛽1 ∗ 𝐽𝑜𝑏𝑠𝑖,𝑡−1 + 𝛾1 ∗ 𝐴𝑟𝑡𝑠𝑖,𝑡−1 + 𝜖 

Where 𝑖 is each hexagon, 𝑡 is the time period, 𝛼 is the intercept, 𝛽 is the lagged coefficient 

(the coefficient of the same variable across the two time periods), 𝛾 is the crossed coefficient (the 

coefficient of the opposing variable across the two time periods), and 𝜖 is the error term. 

From the path diagram, the coefficients 𝛽0 and 𝛾0 refer to the coefficients in the regression 

corresponding to the first hypothesis. Both arts and jobs in 𝑡 − 1 lead to the value of jobs in 𝑡, as 

both arts and jobs in the previous period have impacts on the next period. The same applies to the 

coefficients 𝛽1 and 𝛾1. However, we are mostly interested in the values of both 𝛾 coefficients, as 

their comparison will determine which crossed coefficient is stronger. Then, we compare which 𝛾 

coefficient is larger, which then determines which direction, if (1) arts on jobs or (2) jobs on arts, 

are stronger between any two time periods. Therefore, the variables in time t-1 have an impact on 

the variables in time t, where t is any year from 1999 to 2016. A third possibility is that neither 

arts nor jobs have a significant impact on the other. This is determined when neither crossed 

regression coefficients is significant at 95 percent confidence level. However, there are many 

possible ways to analyze the same data: Should we include the entire data or just the year by year 

changes? How long should the lag between dependent and independent variables be? What kind 

of transformations should the data receive? Would results change if regressions were run by urban 

area instead of the entire country at once? 
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Chapter 4 compares arts with non-arts jobs, and chapter 5 compares arts with business 

services industries, and arts and high-technology industries. The analyses described below is 

performed similarly for each pair of variables, but I use the term “jobs” as a shortcut to either non-

arts jobs, business services jobs, or high-tech jobs. 

The first regression type is the base model, in which we perform the regressions for the 

first and last years of data, 1998 and 2016, as the independent and dependent variables, 

respectively. This model shows the results in the longest term possible in the data and may serve 

as a benchmark for the other methods. 

The second regression type is the one-year lag analysis, in which the independent variable 

is one year prior to the dependent variable. We also need to include the same variable in the 

previous year as an independent variable. 

The third regression type is the ten-year lag analysis, identical to the one-year lag analysis, 

but the time lag between independent and dependent variables is ten years. In this case, we analyze 

the effects of the variables in longer terms. Due to the odd number of years of data, the first 

dependent variable is 2008 and the last independent variable is 2006; the variables for 2007 are 

not included in any pair of regressions.  

The fourth type is the first difference regression, different from the three methods above 

as both the independent and dependent variables are the changes between two years rather than 

different variables by year: 

(𝐴𝑟𝑡𝑠𝑡 − 𝐴𝑟𝑡𝑠𝑡−1) = 𝛼0 + 𝛾0 ∗ (𝐽𝑜𝑏𝑠𝑡 − 𝐽𝑜𝑏𝑠𝑡−1) + 𝜖 

or also: 
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𝛥𝐴𝑟𝑡𝑠𝑡−(𝑡−1) = 𝛼0 + 𝛾0 ∗ 𝛥𝐽𝑜𝑏𝑠𝑡−(𝑡−1) 

Conversely, when analyzing the effects of jobs on arts, we reverse the position of the 

variables: 

𝛥𝐽𝑜𝑏𝑠𝑡−(𝑡−1) = 𝛼1 + 𝛾1 ∗ 𝛥𝐴𝑟𝑡𝑠𝑡−(𝑡−1) 

where t is the later year and t-1 is the previous year of analysis. In first differences analysis, 

I analyze the effects of changes from one year to another for both variables. Thus, the analyses 

focus on the effects of the changes of either arts or non-arts employment on the other variable for 

the same time period. 

The fifth type of analysis is the first difference regressions nested by urban area, in which 

hexagon data are grouped by urban area, within which we perform the same pairs of regressions 

as in the first differences analysis described above. This process takes longer to run, even in the 

supercomputer, but this type of analysis allows us to see differences among cities. 

By combining different types of analysis, I hope to be more comprehensive in the ways we 

understand the different mechanisms between arts and economic activities. The three types of 

cross-lagged regressions provide us with an overview of how industries as a whole react to each 

other in different lengths of time, i.e., how industries as indicated by their employment size, for 

both old and new jobs, attract more of the other industries’ employment. On the other hand, first 

differences regressions show us how the yearly changes in industries interact; in other words, how 

much change in one year to the next for one industry affects the yearly changes for another 

industry. 
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3.4.3 Effect sizes and meta-analysis 

The five methods presented in the previous section are effective ways to analyze our data. 

However, the amount of data and number of years generate a vast number of results which 

complicates interpretation. Surely, we could select only one pair of years for the analysis, interpret 

it, and claim it satisfactory. However, if we have nineteen years of data, the appropriate course is 

to attempt to use them all. Other methods could include all years at once, such as the growth curve 

model or latent growth modeling, which assesses growth of longitudinal data, a method that I plan 

to apply in future research. But for now, I apply each method mentioned above for each possible 

pair among the nineteen years of data and run meta-analysis to combine the results. 

Meta-analysis is generally used to compare results from different studies. For example, 

several medical studies about a drug or a procedure report their own results. Then, other 

researchers perform meta-analysis with the results of these different studies looking for a global 

result instead of performing the same experiment with another group of test subjects themselves. 

In this dissertation, I have a similar case in which we obtain different results for each pair of years 

and combination of variables. Thus, after each type of regression analysis and combination of 

variables, we must also perform meta-analysis to find a more global result based on the individual 

results (Borenstein et al. 2009). 

In the medical study example above, the subjects in each study are likely very different 

from each other: from different places, age groups, health conditions, and so on. For that type of 

study, meta-analysis random effect methods are recommended. However, in this study, all 

regression results refer to exactly the same sample and units; therefore, the fixed effect method is 

simpler and more appropriate, which is a rare situation as most meta-analysis studies use random 

effects. 
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The fixed-effect model assumes that all studies share a common effect size. Because all the 

studies that are synthesized are similar, a fixed-effect model is adequate for assessing the effect 

size of the studies. What changes are the start and end years from each regression analysis, but the 

variables and the sample are same. In the fixed-effect meta-analysis, we compute the joint effect 

sizes of several studies, giving higher weight to more precise studies (lower standard error). The 

random-effects model takes into account more variation among studies so it is assumed that the 

true effect size is normally distributed. 

I use the meta package in R to perform meta-analysis. The function metagen is a more 

general meta-analysis method that accepts coefficients and standard errors as inputs, and the 

outputs are results for both fixed- and random-effect methods (Schwarzer 2007). 

In summary, for each type of regression and pair of arts and non-arts variables, I calculate 

the regressions for every possible combination of years given the type of variable and time lags. 

Then, I perform meta-analysis on all regression results to find the standardized mean difference 

(SMD) and confidence interval. 

In each empirical chapter, the results for the one-year and ten-year cross-lagged regressions 

and first difference regressions are reported with line graphs showing the coefficients per year and 

the confidence interval for each coefficient. When the confidence interval includes zero, the 

coefficient is deemed not statistically significant at 95 percent confidence. 

For the first difference regressions nested by urban area, I also perform fixed effect meta-

analysis for each urban area separately. This results in high volumes of output; however, I add 

them in the appendix for each chapter. 
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3.4.4 Workflow for Nested Data 

Figure 3.9 shows the workflow used to calculate the coefficients and statistics. The raw 

data was cleaned, treated, and transformed in a long algorithm in chapter 2. From the chapter 2 

data, I calculated the total number of arts and jobs, as explained in section 4.2.1, as a first step. 

The second step was to partition, nest, or divide the data rows (in the GRID_ID unit) by their 

corresponding urban areas into list elements. Then, using a series of steps, calculations, and “for 

loops,” I ran the regression commands for each set of data for each urban area while saving the 

outputs into a new table. This results table provided the estimates, standard errors, p-values, and 

all the information needed to perform the meta-analysis. With another set of “for loops,” I ran the 

meta-analysis for each set of regression results by urban area, as a fourth step. The final product 

was a table containing only overall effects for each urban area, where I also compared the arts and 

jobs coefficients to draw one of the three conclusions by the criteria described below. The “NA” 

conclusion was defined by the software as the regression fails for some urban areas. 
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Figure 3.9: Workflow of the statistical analysis performed in chapters 4 and 5 

For the general analysis and the analyses for each individual urban area, three results are 

possible: 

1. If 𝛾0 > 𝛾1, then the conclusion is that “jobs attract arts” in that urban area; 

2. If 𝛾0 < 𝛾1, then the conclusion is that “arts attract jobs” in that urban area; 

3. If both 𝛾0 and 𝛾1 present a p-value greater than .05, or zero within its confidence interval 

for both 𝛾s or the greater 𝛾, then the conclusion is “not significant” for that urban area.  

 

Both the general analyses and analyses by urban areas rely on these three interpretations 

on chapters 4 and 5.  
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3.5 Conclusion 

In this chapter, I delineate the datasets and methodology that are empirically applied in 

chapters 4 and 5. I describe in detail the raw data as downloaded from the US Census Bureau’s 

website, their original structures, and the algorithm used to transform numbers of establishment 

data at the ZIP code level into number of employment at the hexagon level. These steps 

standardized the data into common areas while strengthening the representation of different 

populations and market sizes in American urban areas. With these changes implemented, we are 

then able to analyze the mutual relationships between the impact of arts activities and employment. 
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CHAPTER 4  

THE RECIPROCAL RELATIONSHIPS BETWEEN ARTS ACTIVITIES AND 

EMPLOYMENT 

 

The main question in this research is centered on a chicken and egg dilemma: Do people 

move to cities for jobs and the arts follow? Or do people move for arts and amenities and the jobs 

follow? What comes first, arts activities or employment? On the one hand, people move to cities 

in search of employment, and as a sizable market for the amenities is formed, more amenities are 

established in that location. On the other hand, people move to cities looking for a lifestyle, quality 

of life, and entertainment, and as a workforce aggregates, more companies are established, creating 

more employment in that location.  

 

Figure 4.1: Path diagram showing the direction between arts and jobs 

This chapter aims to explore the reciprocal relationship between arts and non-arts jobs in 

their highest level of classification. The “arts jobs” variables indicate not only type and location of 

the artistic job market, but also the size of the arts scene in cities. In other words, the presence of 

arts jobs, and therefore, the presence of artists, indicates how artistic an urban area is. Conversely, 

“non-arts jobs” variables indicate jobs in industries excluding the arts. For both types of variables, 

we are counting their specific job positions, excluding the aggregated population that comes with 
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them as we are not counting as non-arts jobs the families that move together with a new hire who 

moves to another urban area. Therefore, in this chapter, when we discuss number of jobs in either 

arts or non-arts, we should keep in mind that more people are implicitly linked to the number of 

jobs counted by the census. 

In the following sections, we analyze how this reciprocal dynamic takes place using several 

methods, and we find that answers to the research questions lead us to local contexts and time. In 

section 4.1, I discuss the data types, the correlations among the variables, and how outliers are 

important for this analysis as they represent industries in the denser cities in the US. In section 4.2, 

I discuss the baseline model as we compare the variables from 1998 to the variables in 2016, 

ignoring the years in between. This discussion uses three types of variables: natural employment 

numbers, log-transformed, and first differences. The baseline model serves as a basis for 

comparison as we move on to more detailed analyses. In section 4.3, we use the log-transformed 

variables to analyze the impact between arts and jobs in one-year and ten-year lags. In section 4.4, 

we use first differences to analyze the impact of the changes between two years. In section 4.5, we 

analyze the effects of arts and jobs in each urban area. And in section 4.6, we break down the arts 

category into its three subcategories (arts amenities, arts producers, and recreation) to find the 

effects of each arts subcategories on the non-arts and vice versa. 

4.1 Data 

The relationships between arts and employment are analyzed in this chapter using the data 

processed in chapters 2 and 3. The data format reflects the estimated number of jobs by industry 

category and subcategory as defined in chapter 3, at the hexagon level as detailed in chapter 2, by 

year from 1998 to 2016. However, in this chapter, I aggregate all the industry categories related to 
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the arts under the umbrella variable “arts” and all industry categories not related to the arts under 

the umbrella variable “jobs.” A complete list of the categories and subcategories in arts and jobs 

are shown in appendix B.2. The sum of arts and jobs should equal the total number of jobs released 

in the Census Bureau’s CBP total number of employment dataset. As discussed in section 3.4 of 

chapter 3, the “arts” and “jobs” variables are extremely skewed, and therefore, these variables have 

been log-transformed. 

In this chapter, the arts and jobs variables are analyzed at the highest level of classification 

for a more general understanding of the effects between arts and jobs, as we explore the question: 

How do the arts affect employment in other non-arts industries and vice versa? By exploring this 

most general relationship, we seek to understand the overall impact of one industry on the other, 

understand the mechanism of the analysis, and obtain the baseline results to compare to subsequent 

analyses as well. 

Another variable included in this chapter is population size, used to classify the sizes of 

urban areas and compare their results. The population size variable is from the 2010 Centennial 

Census, originally provided at the urban area level, and was joined to the number of employment 

table to define three tiers of urban areas. The first tier includes urban areas with over one million 

people, the second tier includes urban areas of populations between 300,000 to one million people, 

and the third tier includes urban areas of populations of less than 300,000 people. By comparing 

the results based on the size of the urban area, we aim to notice differences in the impact of arts 

and jobs. 

Time lag is another variable intrinsic to the analysis, which is controlled by changing the 

pairs of years in each cross-lagged regression model. The dependent variable (Y) should always 
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be from a year later than the independent variable (X) as the cause should come before the effect. 

As such, by manipulating the years for X and Y, we are able to include different time lags; in this 

case, one-year gaps for short-term analysis (e.g., 1998 in X and 1999 in Y, 1999 in X and 2000 in 

Y, and so on) and ten-year gaps for the long-term analysis (e.g., 1998 in X and 2008 in Y, 1999 in 

X and 2009 in Y, and so on). This method results in a great volume of regression results for each 

pair of two years in the short and long terms, multiplied by two, as the arts and jobs variables 

switch places as X and Y in each pair of years. 

In summary, there are four main types of variables in this chapter: estimated number of 

arts, estimated number of jobs, population size tiers, and time lengths. 

4.1.1 Correlation Matrices 

Before presenting the regression results, we should observe the correlations between the 

arts and jobs variables for two reasons: even though it would be straightforward to assume that 

places with more jobs would also have more arts in quantity and vice versa, we should still look 

at the distribution of the number of arts and jobs and how they relate to each other in the data. 

In this section, we observe the correlations between arts and jobs in 1998 and 2016 to the 

original metric and as log-transformed variables to illustrate the variable distributions and 

correlations. This is due to space as most pairs of years showed similar results. Appendix C.1 

shows the correlations for every pairs of years, for correlations between arts-arts, jobs-jobs, and 

arts-jobs. 

The diagonal of figure 4.2 shows the histograms for the natural variables for number of 

arts and jobs. The extreme skewness of each variable—a single bar to the left and scattered points 

to the right—illustrate that only a few hexagons or ZIP codes have an extremely high number of 
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arts and jobs, while most places are concentrated in similar amounts of both arts and jobs. 

Similarly, the scatterplots on the bottom triangle of figure 4.2 show a concentration of data points 

on the lower left corner of each plot, with a few points spread out on the diagonal and top right of 

the plot, indicating that a high number of arts are where there are high number of jobs and vice 

versa. Thus, these variables present high correlations within themselves, with the jobs-jobs pair 

showing the highest correlation at .96. This is followed by the arts-arts pair with a correlation of 

.94, and the arts-jobs correlations vary from .77 to .84. Note that the ranges in the y- and x-axis 

also show different scales. For the arts, the axis show a range from zero to 50,000 jobs, while for 

the jobs variables, the axis show a range of zero to 500,000 jobs. Thus, the correlation is higher 

between the years for the same variable than the correlations between the two variables in the same 

or different years. 
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Figure 4.2: Correlations between arts and jobs in 1998 and 2016 in the original metric as an illustration of the 

skewness of the data 

Due to the high skewness, I chose to normalize the data by log-transformation. For each 

value that was log-transformed, I added .001 to avoid logs of zero resulting in infinite values. 

Figure 4.3 shows a similar correlation matrix but with the variables after the log-transformation. 

The main diagonal shows how the distribution in the histograms are normalized. The range of data 

points for both variable types are in the same scale for both arts and jobs, with values varying 

between -6.9 and 13. The scatterplots on the bottom triangle show a more spread out and positive 

correlation across the plot, as well as a linear relationship among variables. However, the 

correlations are smaller than in the previous graph, with the arts-arts correlation at .65, the jobs-
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jobs correlation at .56, and the arts-jobs correlations varying between .44 (for arts in 2016 and jobs 

in 1998) and .85 (for jobs and arts in 1998). The decreased correlations indicate that the variables 

are not as dependent on their past. We also observe that the shape of the scatterplots shows a wider 

variation in the relation over time and between variables than before the log-transformation. Thus, 

the log-transformed variables are more independent from their past and each other than the natural 

variables. 

 

Figure 4.3: Correlations between arts and jobs in 1998 and 2016 as an illustration of the normalization of the data 

after log-transformation 
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Figure 4.4 shows the correlations and distributions between the first difference variables, 

as the changes in number of arts and jobs from 1998 to 1999, and from 2015 to 2016. In this case, 

we consider only the changes between the years rather than the total number of employment. Thus, 

there is a larger number of zeros in the dataset. 

It stands out that the correlations among the different years are zero or are close to zero, 

indicating that the changes between two years is independent from the changes when compared to 

another year, be it for the same variable or opposing variables. For example, the changes in arts 

between 1998–99 are independent from the changes in jobs between 2015–16. At the same time, 

we see that the changes for the same two years between arts and jobs are much higher for both the 

1998–99 as well as the 2015–16 variables. In other words, the changes that occur in the same year 

for arts are more related to the changes in jobs for that same year rather than to the arts in the other 

year. Therefore, the first difference variables between years are more independent of each other in 

this case than in the log-transformed cases (in figure 4.3) and even more so than the natural case, 

in figure 4.2. 



  

129 

 

 

Figure 4.4: Correlations between arts and jobs in 1998 and 2016 as an illustration of the normalization of the data 

in first differences 

Appendix C.1 shows the correlation tables for arts-arts, jobs-jobs, and arts-jobs for the log-

transformed variables and first difference variables, respectively. 

4.1.2 Outliers 

In the previous section, we observed the distributions and correlations between arts and 

jobs variables in different years, in which the vast majority of hexagons have a small number for 

employment, while only a few hexagons have large amounts of employment in both arts and non-

arts industries. Equally important as the main body of the distribution seen in the previous section 

are the outliers, as these outliers were the inspiration for this project. Cities like New York, Los 
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Angeles, and Chicago and their vast arts and entertainment industries seem to attract larger and 

more global corporations than smaller urban areas. Therefore, in this section, we focus on the 

descriptive statistics of these outliers, which are highly populated hexagons with numbers of arts 

and jobs that extraordinarily exceed the average. 

The boxplots on figure 4.5 show the natural number of arts and jobs in each year. As in the 

histogram and scatterplots, there is an extremely skewed distribution that flattens the box of the 

boxplot into a thin line at the bottom of the graph. For each year, the arts boxplot is on the left, and 

the jobs boxplot is on the right, and we see that the distribution of the arts is much more compact 

than the distribution of the non-arts industries. 

 

Figure 4.5: Boxplots of the arts and jobs original metric variables highlighting outliers 

Table 4.1 shows the cut-off values per year that make the hexagon a suspected outlier. The 

top table shows the cut-off values for the arts, and the bottom table shows the cut-off values for 

jobs. The mean of the cut-off value for the arts is 146 jobs as the cut-off point for arts, 3,773 for 

jobs. For example, for the arts in 2016, out of the 63,072 data points, 6,085 hexagons are above 

the cut-off point of 161 that year. For jobs also in 2016, 5,070 hexagons are above the cut-off point 



  

131 

 

of 4,081 for that year. The highest value for arts jobs in 2016 is 93,488 for a hexagon in Manhattan; 

a neighboring hexagon has the highest value for jobs in 2016 of 556,369 jobs. Therefore, we see 

that the outliers have much higher numbers of both arts and jobs compared to the bulk of hexagons. 

 

Table 4.1: Minimum and maximum outlier values by year 

This is an important observation because when topics such as the impact of arts on 

employment are mentioned, they are mostly discussed in terms of the largest urban areas and 

exceptional places where the number of arts and jobs are prominent. 

Figure 4.6 shows the same boxplots as above but for the log-transformed variables. These 

boxplots scale both variables, making them easier to visualize. However, there are now outliers 

both in the positive and negative values. Hexagons with zero arts or zero jobs are counted as -6.9.1 

 

1 (ln(0 + .001) = −6.9). 
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Figure 4.6: Boxplots of the log-transformed arts and jobs variables highlighting outliers 

So far, we’ve seen that working with outliers in this type of analysis is inevitable: the 

largest urban areas in the US present exceptionally in their quantity and variety of arts and non-

arts industries and have much larger populations and job markets. Figure 4.7 identifies changes 

over time in the top ten urban areas ranked by number of arts jobs after considering only urban 

areas with populations of over one million people. 

New York is at the top, with a gain of 200,000 arts jobs between 1998 and 2016. The trend 

shows a stronger gain until 2001, and a milder upward trend from 2002 onward. Los Angeles 

comes in second, with most gains between 2013 and 2015, which followed a long decline from 

2008. In 1998, Chicago had the third largest arts market, but was surpassed by Las Vegas, Orlando, 

and Washington DC by a small difference among these cities. Washington DC had a decline 

between 1999 to 2001, recovering quickly until 2003, keeping a steady but still fluctuating number 

of arts jobs. In addition, Miami, Boston, Philadelphia, and San Francisco alternate positions from 

year to year, indicating similar trajectories over time. 
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Figure 4.7: Number of arts jobs in the largest urban areas 

Figure 4.8 shows the changes in non-arts employment between 1998 and 2016 for the ten 

urban areas with the most jobs and with populations over one million people. Again, New York 

leads in the number of non-arts employment, followed by Los Angeles. Different from the previous 

figure, Chicago’s non-arts jobs is much larger when compared to cities with comparable arts 

industries in numbers that place Chicago distinctly in third place. In this non-arts employment 

graph, we also see that cities like Atlanta and Detroit are now placed among the top ten urban 

areas, whereas for arts employment, Las Vegas and Orlando were in the top ten position. 

Washington DC, Boston, Philadelphia, Atlanta, San Francisco, Miami, and Detroit all have job 

markets of similar sizes for both arts and non-arts industries. 
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Figure 4.8: Number of non-arts jobs in the largest urban areas 

Based on the correlation analysis from the previous section together with the graphs in this 

section, we note that as number of jobs increase or decrease year by year in each urban area, these 

values are not strongly correlated over time for the same variable. In other words, the number of 

non-arts jobs in one year is not as strongly correlated to the number of non-arts jobs in another 

year as they are to the number of arts in the same year, and vice versa. This indicates that the 

number of arts and non-arts jobs in the same year explain each other more than the same type of 

jobs in two different years. 

Thus, we see that from 1998 to 2016, most cities did not present a monotonic growth in the 

number of arts and non-arts employment, as systemic and local factors affect the trajectory of 

industries in different urban areas. In both graphs, there is a slight trend upwards, but some bumps 

over the years nullify previous growth, requiring recovery time. 
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4.1.3 Employment Locations Within Urban Areas 

Hexagons with denser numbers of arts and jobs are found in central areas of the city, and 

employment numbers by hexagon decrease as we go further away from the city center. Figure 4.9 

shows areas of higher density in number of arts and non-arts employment in dark red, in a color 

gradation to fewer number of jobs (yellow, then blue). Areas with a high number of arts often 

coincide with a high number of jobs; however, not all locations with a high number of jobs present 

a high number of arts. Due to space, I did not include the same map for all urban areas, as this type 

of analysis could be a study in and of itself. However, we should keep in mind that areas in the 

city center are denser in number of jobs than areas further away. 

 

Figure 4.9: Number of arts and non-arts jobs by hexagon in Chicago 
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Beyond the number of arts and jobs, we should also understand the proportion of number 

of arts to non-arts jobs. Figure 4.10 shows the top ten urban areas with populations larger than one 

million people that have the highest proportion of arts to total jobs by year. On the top cluster, we 

find Washington DC, Miami, Los Angeles, and New York varying among each other over time, 

with at least 5 percent of arts jobs. On the same graph, we see a bottom cluster: Boston, Atlanta, 

Chicago, Philadelphia, Dallas, and Houston have similar proportions, from 3.5 percent to 4.7 

percent of the total jobs in the arts industries. 

 

Figure 4.10: Proportion of arts to non-arts jobs in the largest urban areas 

Figure 4.10 shows the highest proportions of arts to jobs for the largest urban areas; 

however, smaller cities show even higher proportions of arts to jobs. Figure 4.11 show the ten 

highest proportions of arts to jobs for all urban areas. In this case, we see that Atlantic City had a 

27 percent proportion of arts to jobs in 1998, and Kissimmee, FL—home of the Walt Disney 

World—leads with a 20 percent proportion of arts in 2016. Besides Las Vegas, the other cities in 

figure 4.11 have populations of less than 900,000 people. 
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One peculiar example in figure 4.11 is the urban area of Gulfport, MS, which has been a 

historic and tourist destination with many jobs in casinos and the hospitality industries. In 2006, 

there was a significant dip in the proportion of arts to jobs as a result of Hurricane Katrina, which 

devastated many buildings along the coast, requiring reconstruction. However, the arts to jobs 

proportion rebounded rather quickly—it took one year to recover, and another year to surpass the 

2005 levels. 

 

Figure 4.11: Proportion of arts to non-arts jobs in all urban areas, showing smaller urban areas having higher 

proportions than the largest urban areas 

 

On the other hand, Las Vegas had a much higher proportion of arts to jobs in the late 1990s, 

with almost 25 percent of jobs in the arts industry to less than 15 percent of jobs in the arts industry 

in 2016. In figure 4.11, we see that the number of arts jobs in Las Vegas increased from 1998 to 

2016, which leads us to understand that the dip in the proportion of arts in jobs is due to an increase 

in non-arts industries in Las Vegas, lowering the arts to jobs proportions. In this case, the arts 
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industries in that city have attracted more non-arts industries as hypothesized in this dissertation. 

A similar analysis could be done for many of the urban areas presented above, but as we’re 

analyzing 481 urban areas at once, it is very hard to specify how each urban area developed over 

time, which could also be a project on its own. 

In conclusion, places with a higher number of arts also tend to have higher numbers of jobs 

but the inverse is not true. The correlations between arts and jobs are high, including for outliers 

for the same year, but independent for correlations of different years. At the same time, the high 

volume of jobs in larger cities decrease the relative proportions of the arts, leaving some smaller 

urban areas with larger proportions of their jobs in the arts industries. Therefore, even though 

larger urban areas have larger arts economies, we should not underestimate the power of the arts 

in smaller urban areas. 

4.2 Regressions for the Relationship Between Arts Activities and Employment 

In this section, I present the analysis of the relationships between arts and jobs. For brevity, 

I call the sum of estimated number of jobs of arts amenities, arts producers, and recreation as arts, 

and the sum of all non-arts industries, as jobs, as discussed in chapter 3. 

In the remainder of this chapter, we explore the impact of arts and non-arts jobs over time 

and vice versa. In other words, do arts come first and the jobs follow, or do jobs come first and the 

arts follow? This analysis starts with a baseline model, followed by analyses in one-year and ten-

year lags, in one-year changes (first differences), by population size, and by arts category. 

The classic economic view suggests that people move for jobs. Thus, as people move to 

urban areas, a critical mass of consumers forms a market for arts and entertainment, attracting arts 
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establishments. For example, the cities in Silicon Valley started off as suburbs where many high-

tech firms were launched. As these firms grew, the region started attracting highly educated and 

talented workers who moved to those cities for the high-tech jobs and networking opportunities. 

As more people moved into the area, the need for leisure activities also grew, bringing in more 

cafes, yoga centers, music venues, and museums to serve the growing local population (Moretti 

2012). Thus, in cases like this, we seek to understand how jobs attract arts, represented by the 

equation: 

𝐴𝑟𝑡𝑠𝑡 = 𝛼0 + 𝛽0 ∗ 𝐴𝑟𝑡𝑠𝑡−𝑥 + 𝛾0 ∗ 𝐽𝑜𝑏𝑠𝑡−𝑥 + 𝜖0 

where t is the later period, x is a time lag, 𝛼 is the intercept, 𝛽 is the lagged coefficient, 𝛾 is the 

crossed coefficient, and 𝜖 is the error term. This equation represents the null hypothesis. 

On the other hand, cities like New York and Chicago offer a large variety of world-class 

arts and entertainment such as museums, parks, concert halls, stadiums, operas, different types of 

bars and restaurants, and so on, that attract highly educated and talented workers who have an 

interest in those activities in their free time. As these highly qualified workers move in, businesses 

that are interested in their talent also move to these cities in order to employ these workers, and in 

turn, growing the job market, the urban area, and its economy. In this case, we may say that arts 

attract jobs, a hypothesis that is represented by the equation: 

𝐽𝑜𝑏𝑠𝑡 = 𝛼1 + 𝛽1 ∗ 𝐽𝑜𝑏𝑠𝑡−𝑥 + 𝛾1 ∗ 𝐴𝑟𝑡𝑠𝑡−𝑥 + 𝜖1 

where t is the later period, x is the time lag, 𝛼 is the intercept, 𝛽 is the lagged coefficient, 𝛾 is the 

crossed coefficient, and 𝜖 is the error term. This equation is the alternative hypothesis in this study, 

as this is the hypothesis we try to support. 
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For each pair of years in the analysis, we regress both equations and compare the results in 

a method called cross-lagged regression. Then, we compare the 𝛾0 and 𝛾1 coefficients from both 

equations, and the larger coefficient indicates in which direction (arts to jobs or jobs to arts) we 

have a larger impact, suggesting which type of industry attracted more of the other. Thus, 

if 𝛾0 > 𝛾1, then jobs attract arts, and 

if 𝛾0 < 𝛾1, then arts attract jobs; 

given that the coefficients are statistically significant at 95 percent confidence level. 

There are many ways in which this analysis can be performed. In the remainder of this 

chapter, I start the analysis using a broader analysis as a baseline model for arts and jobs for all 

hexagons in all urban areas for the first and last year of data (1998 and 2016), and then partition 

the data into more localized variables and areas, using all years of data. 

4.2.1 Baseline Models 

The baseline model is the simplest pair of cross-lagged regressions that can be performed 

using this dataset, which could show results for all urban areas combined, with 1998 as the first 

year of data in the independent variable, and 2016 as the last year of data in the dependent variable. 

The variables included in the baseline model are the aggregated arts and jobs variables. In other 

words, here we look at how much did jobs grow in 2016 for each additional unit of arts in 1998, 

and vice versa? 

Thus, the equations described in the previous section can be rewritten as: 

𝐴𝑟𝑡𝑠2016 = 𝛼0 + 𝛽0 ∗ 𝐴𝑟𝑡𝑠1998 + 𝛾0 ∗ 𝐴𝑟𝑡𝑠1998 + 𝜖0 

for the hypothesis that jobs attract arts, and 
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𝐽𝑜𝑏𝑠2016 = 𝛼1 + 𝛽1 ∗ 𝐽𝑜𝑏𝑠1998 + 𝛾1 ∗ 𝐴𝑟𝑡𝑠1998 + 𝜖1 

for the hypothesis that arts attract jobs, where 𝛼0 and 𝛼1 are the respective intercepts, 𝛽0 and 𝛽1 

are the lagged coefficients, 𝛾0 and 𝛾1 are the crossed coefficient, and 𝜖0 and 𝜖1 are the error terms. 

After obtaining the results for both regressions, we compare the two crossed coefficients, 𝛾0 and 

𝛾1 to find whether arts or jobs had a stronger impact on the other. 

Even with the model laid out, we still come across many ways to run this model due to the 

different data types that can be used in the analysis. Thus, in this section, we look at three types of 

baseline regressions where the variables are (1) in the natural number of jobs as computed in 

chapter 3, (2) the log-transformed arts and jobs variables to pull back outliers, and (3) first 

difference variables that are computed as yearly changes. This baseline model serves as our guide 

to understand the relationship between arts and jobs in different types of units and serve as a 

benchmark as we break down the analyses into smaller pieces and details later on. 

4.2.1.1 Reciprocal Impact of Arts and Jobs in Natural Employment Numbers 

In this first baseline model, we apply the pair of regressions above on the count data, or the 

natural number of jobs data, in which the unit of variables is employment numbers. In this case, 

there are no negative values, where zero is the minimum value that either arts or jobs values can 

take. The jobs and arts variables in 2016 are each regressed according to the equations above. The 

results are shown in table 4.2. 
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Table 4.2: Regression results for the baseline model using number of jobs as unit 

The results for the “jobs attract arts” hypothesis are significant, with (F(2, 63046) = 

397000, p < 0.000) with a R2 of 0.926, and the results for the “arts attract jobs” hypothesis are also 

significant with (F(2, 63046) = 239000, p < 0.000) with an R2 of 0.883. As the units are “number 

of jobs,” the interpretation for the first hypothesis is that each additional unit of arts in 1998 

increased jobs by 1.25 in 2016. In other words, each artist who moved into any urban area in 1998 

helped increase the number of jobs by 1.25 on average in hexagons in all urban areas in the US in 

the nineteen-year period. 

On the other hand, each additional job in 1998 increased arts by .0145 in 2016, a very small 

effect, close to zero. One interpretation for this result is that many non-arts jobs (approximately 

69, in this case) are necessary in order to make an urban area worthwhile for one additional artist 

to move in. This can also be interpreted as about sixty-nine workers interested in the arts but who 
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are not artists themselves would have to move into a city, together with their families, in that period 

in order for one extra artist to join and participate in the arts community of that urban area. We 

should mention here that the variables compare the count for the number of arts and jobs and not 

the total population that moved for one industry or another. Therefore, for each additional count 

in this analysis, the effects may actually impact many more people than what the coefficient 

suggests. While estimating the number of people accompanying non-arts workers would be 

interesting, it is out of the scope of this study. 

In conclusion, this simple model indicates that even when we consider all hexagons in all 

urban areas at the same time, the arts have a strong impact on jobs, while jobs constitute the 

audiences necessary for the arts to flourish. 

4.2.1.2 Reciprocal Impact of Arts and Jobs in Log-Transformed Employment Numbers 

This second baseline model is similar to the previous model but with log-transformed 

variables for both dependent and independent variables. Thus, we have a pair of log-log 

regressions for each two time periods, meaning that the results should be interpreted in terms of 

percentages rather than natural numbers of jobs. The results for both regressions are shown in table 

4.3. The results for the null hypothesis are significant with (F(2, 63046) = 26800, p < 0.000) with 

an R2 of 0.459, and the results for the alternative hypothesis are also significant with (F(2, 63046) 

= 18800, p < 0.000) with a R2 of 0.374. 
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Table 4.3: Regression results for the baseline model using log number of jobs as unit 

The R-squared for the log-transformed regressions are much smaller than the R-squared 

for the natural numbers regressions because, as seen in figures 4.2 and 4.3, the distribution of 

points for the log data is much more spread out than the distribution of points for the number of 

jobs data. 

This model also compares the independent variables in 1998 to the dependent variables in 

2016, according to each regression equation. The interpretations for these log-log regressions are 

done in percentages. Therefore, for the arts attract jobs hypothesis, a one percent increase in the 

arts in 1998 indicates a gain of .246 percent jobs in 2016, keeping everything else constant. At the 

same time, a 1 percent increase in jobs in 1998 may indicate a decrease of .295 percent of arts in 

2016. This negative number, however, does not necessarily mean that jobs destroy the arts, but as 
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the size of urban areas increase, the number of both arts and jobs also increase, but the proportions 

of arts to jobs decrease, as discussed in section 4.1.2. 

The results of this log-log model are not straightforward enough to understand even though 

the model is simple. In this case, we should consider that the higher the numbers of jobs, the 

smaller the proportion of arts to jobs, which may be influencing the negative crossed coefficient 

in this baseline model. Nonetheless, this is one interpretation that needs to be verified with more 

details in the models presented next. 

4.2.1.3 Reciprocal Impact of Arts and Jobs in Changes of Employment Numbers 

 The third baseline model analyzes the changes in the number of arts and jobs from 

1998 to 2016, or the number of jobs in 2016 minus the number of jobs in 1998. The cross-lagged 

regression equations for the change variables are shown below: 

(𝐴𝑟𝑡𝑠𝑡 − 𝐴𝑟𝑡𝑠𝑡−1) = 𝛼0 + 𝛾0 ∗ (𝐽𝑜𝑏𝑠𝑡 − 𝐽𝑜𝑏𝑠𝑡−1) + 𝜖0 

or also: 

𝛥𝐴𝑟𝑡𝑠𝑡−(𝑡−1) = 𝛼0 + 𝛾0 ∗ 𝛥𝐽𝑜𝑏𝑠𝑡−(𝑡−1) + 𝜖0 

for the “jobs attract arts” hypothesis; and 

(𝐽𝑜𝑏𝑠𝑡 − 𝐽𝑜𝑏𝑠𝑡−1) = 𝛼1 + 𝛾1 ∗ (𝐴𝑟𝑡𝑠𝑡 − 𝐴𝑟𝑡𝑠𝑡−1) + 𝜖1 

or also: 

𝛥𝐽𝑜𝑏𝑠𝑡−(𝑡−1) = 𝛼1 + 𝛾1 ∗ 𝛥𝐴𝑟𝑡𝑠𝑡−(𝑡−1) + 𝜖1 

for the “arts attract jobs” hypothesis, where 𝑡 is the later year. 
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For the “arts attract jobs” hypothesis, again the interpretation depends in the comparisons 

between 𝛾0 and 𝛾1 coefficients. 

In this model, we compare only the changes in each variable between two years. In other 

words, we are observing the employment sections that increase or decrease in a period in relation 

to each other while excluding the fixed portion of jobs. The results for the two regressions are 

shown in table 4.4, and the regressions results for the “jobs attract arts” hypothesis are also 

significant with (F(1, 63047) = 42200, p < 0.000) with an R2 of 0.401, and the results for “arts 

attract jobs” hypothesis are significant with (F(1, 63047) = 60300, p < 0.000) with a R2 of 0.489. 

 

Table 4.4: Regression results for the baseline model using first difference changes as unit 

The units of measurement for these variables are the natural number of jobs, as no 

transformations were done after calculating the differences. For one additional arts job between 

1998 and 2016, there was an increase in 1.824 jobs, while an increase of one non-arts job would 

increase arts jobs by .033. Therefore, when we consider only the changes that occurred in that 

period, the arts again had a much stronger impact on jobs than the inverse. Similar to the 
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interpretation in the first model, one additional arts job almost doubled its number in non-arts job, 

while about thirty non-arts jobs workers would have to move in (not counting their families) to 

add one additional artist. 

In the three baseline models shown in this section, we took into consideration all hexagons 

from all urban areas together, and we have already seen that the arts had a larger impact on jobs 

than vice versa, even though more attention is needed for the log-transformed variables. This is a 

general analysis that may guide the interpretation of the rest of this dissertation. 

4.3 The Effects of Arts and Jobs in the Short and Long Terms 

The baseline models discussed in the previous section provides a glimpse in a general 

analysis for two years of data nineteen years apart, 1998 and 2016; however, data for each year in 

between are also available. In using cross-lagged regression models, we compare two years of data 

repeatedly, producing for each pair of regressions different results. This procedure would result in 

hundreds of coefficients to be examined individually at a volume in which the results become data 

by themselves. We use fixed-effects meta-analysis after obtaining the coefficients for the 

regressions for each pair of data in order to summarize the results and simplify interpretation. The 

fixed-effects method is appropriate here as the sample and variables for each one of the separate 

models are the same. This process is detailed in section 3.4 of chapter 3. 

Observing the impact of arts and jobs in each pair of years can reduce systemic and local 

random events for any particular period that could have disturbed the economic course in one 

urban area or another. Systemic causes affect most, if not all, urban areas more or less equally, 

such as in the case of the 2007 financial crisis or the COVID-19 pandemic. Local causes affect 

particular areas, such as in the case of major natural disasters—for example, Hurricane Katrina or 
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the wildfires in California. As these events strongly impact the markets, I try to neutralize them by 

comparing all possible combinations of years in the same cross-lagged regression models with the 

meta-analysis. 

In this section, I explore the impact of arts and jobs when we consider different time lags 

between the dependent and independent variables. For example, how do the relationships between 

arts and jobs change when the time lag between the dependent and independent variables are one 

year apart or ten years apart? Next, I present three models: one-year time lag, ten-year time lag, 

and first difference change analysis by adapting the cross-lagged regression models with different 

time lags and variables. 

The one-year lag models show shorter term effects, and the ten-year models show longer 

term effects, but the time lags could have been of any number of years. I chose ten-year lags to 

represent longer term effects as ten-year lags would allow for multiple combinations of years (1998 

and 2008, 1999 and 2009, …, 2006 and 2016) in the model—in this case, nine combinations. 

Longer time lags decrease the possible combinations of years, and thus, produce fewer models. 

Both time lag models use the log-transformed data and not the natural number of jobs. For 

the first difference analysis, we compute the changes in the natural number of jobs from one year 

to the next without any transformations. In addition, I compare the results for regressions for all 

hexagons to the results for the hexagons in the top ten urban areas, based on population size. The 

top ten urban areas are shown in table 4.5, and the population data by urban area is sourced from 

the US Census Bureau’s Decennial Census. The top ten largest urban areas have gained population 

between 2000 and 2010 in different degrees, with Houston, TX with the highest population gain 

of 1.1 million people, while Boston, MA had gained 160,000 people in the same period. 
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Table 4.5: Ten largest urban areas by population, showing population size in 2000, 2010, and growth 

 

As discussed in chapter 3, each cross-lagged regression analysis contains two separate 

regression equations, which, in general terms, are written as: 

𝐴𝑟𝑡𝑠𝑖,𝑡 = 𝛼0 + 𝛽0 ∗ 𝐴𝑟𝑡𝑠𝑖,𝑡−𝑥 + 𝛾0 ∗ 𝐽𝑜𝑏𝑠𝑖,𝑡−𝑥 + 𝜖0 

and, 

𝐽𝑜𝑏𝑠𝑖,𝑡 = 𝛼1 + 𝛽1 ∗ 𝐽𝑜𝑏𝑠𝑖,𝑡−𝑥 + 𝛾1 ∗ 𝐴𝑟𝑡𝑠𝑖,𝑡−𝑥 + 𝜖1 

where 𝑖 represents each hexagon case, 𝑡 is the year of the dependent variable, 𝑥 is the length 

of the time lag, 𝛼 is the intercept, 𝛽 is the lagged coefficient, 𝛾 is the crossed coefficient, and 𝜖 is 

the error term. The 𝛾 is the value of most interest from both equations as it compares the effects of 

one variable on the other. When 𝛾0 is larger than 𝛾1, we have that “jobs attract arts,” and when 𝛾1 

is larger than 𝛾0, we have that “arts attract jobs.” 
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4.3.1 The Effects of Arts and Jobs in One Year 

The cross-lagged regressions for the one-year lag are those in which the dependent variable 

is one-year apart from the independent variable. In the one-year lag, we have eighteen pairs of 

regressions, from which I represent the 𝛾 coefficients in the graphs below. The x-axis shows the 

year of the independent variable, and the y-axis shows the value of the coefficients. The red line 

connects the coefficient values for arts, and the blue line connects the coefficient values for jobs. 

Each coefficient also presents its confidence interval calculated by their standard error. The 

horizontal red and blue dashed lines are the standardized mean difference (SMD) for all the arts 

coefficients as calculated by the meta-analysis, respectively for arts and jobs. 

Figure 4.12 shows the results for the one-year lags for all hexagons. We see that the SMD 

for arts is larger than the SMD for jobs, indicating that the arts have a higher impact on jobs. The 

jobs SMD is negative, which may be due to the fact that many hexagons do not have a high number 

of arts and have not attracted the arts in this short period. 

In years when the red and blue line cross each other, we see an inversion from “arts attract 

jobs” to “jobs attract arts” or vice versa. Therefore, in 2005, 2007, 2010, and 2015, jobs attracted 

arts, and arts attracted jobs in the other fourteen periods. The interchanging positions of jobs and 

arts with stronger impacts in some years but not others justify the need to analyze all possible 

combinations of years to get a more complete understanding. 



  

151 

 

 

Figure 4.12: Crossed coefficients for one-year lag regressions for all urban areas 

The arts coefficients are overall greater than the jobs coefficient. On average, a 1 percent 

increase in the arts would increase jobs by .0374 percent, while 1 percent increase in jobs would 

decrease arts by -.0335 percent. These values may seem small, but from 2006 to 2007, a 1 percent 

increase in the arts would increase jobs by .21 percent, indicating that these were two years when 

arts attracted jobs the most, while jobs did not attract arts just as much. 

The negative jobs coefficient may be explained by the inequality in the number of arts 

among the hexagons, with a few hexagons having a lot more arts than most, and where not all 

employment gains are justifiable by the arts, at least on a yearly basis. Another possible 

explanation relates to the critical mass effect that indicates that for the arts to grow, the number of 

jobs need to grow significantly more to increase the local audience, or reach a critical mass to 

make the work of more artists viable. Throughout this dissertation, the multiplier effects of the arts 

and the critical mass effect of jobs work hand in hand, as both are mechanisms that feed the other. 
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Figure 4.13 shows the one-year-lag crossed-coefficients for the top ten urban areas listed 

above. The overall arts coefficient is larger than the jobs coefficient (which is not statistically 

significant, p-value = .4).2 In all hexagons, the arts seem to have generally a stronger effect than 

in the top ten urban areas. This effects swap between arts and jobs for the top ten urban areas 

indicates a stronger reciprocal effect of arts and jobs on each other in larger urban areas, and a 

balance tilted towards the arts when considering all hexagons. 

 

Figure 4.13: Crossed coefficients for one-year lag regressions for the ten largest urban areas 

The ten largest urban areas showed a stronger arts impact in ten periods as opposed to the 

fifteen years in all urban areas. The balance between arts and jobs in the largest cities indicates 

that due to the more dynamic economies, arts and arts institutions find larger urban areas more 

attractive as a result of the large non-arts industries in those places. In the average American urban 

 

2 While the meta-analysis SMD was not statistically significant, individual coefficients for each model 

were statistically significant at 95 percent confidence levels. 
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area, the arts are succeeding as urban planning strategies to promote cities and attract more 

businesses. 

When we include the intermediate years in the analysis, we see more nuance from year to 

year, and that both arts and jobs take turns attracting each other, rather than this being a relationship 

with one single direction. We also see that there is a better balance to the effects in larger urban 

areas. 

4.3.2 The Effects of Arts and Jobs in Ten Years 

In this section, I discuss the findings for the ten-year lag models, in which the dependent 

variable is ten years apart from the independent variable. In figure 4.14, the x-axis shows the year 

of the independent variable, starting in 1998 (for a dependent variable in 2008), and ending in 2006 

(for a dependent variable in 2016). The year 2007 was left out of this analysis as the 2017 data is 

not included in this study. As opposed to the results for the one-year lags, we see that the red and 

blue lines never touch, indicating that in the long term, the arts have a much higher and consistent 

impact on jobs than the contrary. For a 1 percent change in arts, jobs increase by .1931 percent. 

On the other hand, for a 1 percent change in jobs, there’s a decrease in arts of -.1587 percent. This 

negative coefficient may be due to similar reasons discussed in the previous section: an uneven 

proportion of arts to jobs in smaller urban areas and the critical mass effect. Therefore, the effects 

in percentages from the log-log regressions go negative, even though the variables have positive 

correlations. 
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Figure 4.14: Crossed coefficients for ten-year lag regressions for all urban areas 

This finding may reinforce the idea that the arts are long-term investments, as argued by 

Blau (1989). At the same time, non-arts industries are not as impactful in attracting the arts, on 

average. This result may be a symptom of high investment in the arts in each urban area, where 

the arts make those places attractive to other industries, but just the presence of the other industries 

is not sufficient to attract artists at the same pace. 

When we compare the overall results to the ten largest urban areas, we see again a better 

balance between the two types of industries. Figure 4.15 shows that until the period between 2002 

and 2012, the arts had a stronger impact, but after 2003, non-arts industries had a larger role 

attracting the arts to these larger cities. The relationship is again reversed in 2006 to 2016, but 

there is not enough data to verify if this reversal is due to a cycle or systemic conditions. 
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Figure 4.15: Crossed coefficients for ten-year lag regressions for the ten largest urban areas 

In the 1990s, in larger cities, communities of artists transformed run-down neighborhoods 

into desirable and thriving areas to live and work. These neighborhoods were then overtaken by 

workers in higher wage occupations as rising rent prices drove the artists out of the neighborhoods 

they helped revitalize. As a swarm of wealthy workers in non-arts industries moved to the cities, 

they brought together not only money to spend, but also a great interest in the arts, increasing the 

audience for the arts. At first, arts attracted jobs, but then the roles reversed, and non-arts industries 

attracted more artists to the largest urban areas (Shkuda 2015; Galligan 2008). 

The two time-lag analyses above show that the arts have an even stronger effect on jobs in 

the longer term than in the shorter term. There are also indications that in both the short and long 

terms, the relationship between arts and jobs is more balanced in larger urban areas than in all 

urban areas. 
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4.4 The Effects of Changes in Arts and Jobs 

In this section, we analyze the regression using first differences, and we remove trends 

from the variables by computing the differences from one year to the next. The cross-lagged 

regression equations are similar to the ones presented in the beginning of the section, but for first 

differences, we do not include the lagged variable as the independent variable. Thus, in this case, 

we compare the changes in each industry between the same two years, and we should interpret the 

coefficients in terms of number of jobs. The equations for the first difference models are: 

(𝐴𝑟𝑡𝑠𝑡 − 𝐴𝑟𝑡𝑠𝑡−1) = 𝛾0 ∗ (𝐽𝑜𝑏𝑠𝑡 − 𝐽𝑜𝑏𝑠𝑡−1) + 𝑣𝑡 

and, 

(𝐽𝑜𝑏𝑠𝑡 − 𝐽𝑜𝑏𝑠𝑡−1) = 𝛾1 ∗ (𝐴𝑟𝑡𝑠𝑡 − 𝐴𝑟𝑡𝑠𝑡−1) + 𝑣𝑡 

where the 𝑡 is the year of the dependent variable, 𝛾0 and 𝛾1 are the crossed coefficients, 

and 𝑣𝑡 is the error term. Again, we compare the 𝛾 coefficients from both equations to determine 

which direction had a larger effect. 

Based on the equations presented above, we run the first differences regressions for every 

pair of years in one-year lags. Figure 4.16 shows the coefficients for the first difference regressions. 

The overall arts coefficient is much larger than the overall jobs coefficient. The jobs coefficients 

are nearing zero, while the arts coefficient is 3.53. Therefore, for each arts job, there’s an arts 

multiplier effect that increases non-arts jobs by 3.5 on average. The arts effects were much larger 

until 2008, after which the effects decreased but were still much larger. On the other hand, for each 

job increase, there’s an increase of .07 arts jobs, or an additional fourteen non-arts jobs are required 
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to increase one arts job. This again points to the critical mass effect, in which a certain number of 

people, workers, audience members, and patrons are required to increase the production of arts. 

 

Figure 4.16: Crossed coefficients for first difference regressions for all urban areas 

In the first difference analyses focused on the top ten urban areas, we see a similar pattern, 

with higher coefficients than in the general analyses. In both, we see that one increase in arts 

increased jobs by almost four, whereas a jobs increase of about fourteen is necessary to attract one 

more artist. 
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Figure 4.17: Crossed coefficients for first difference regressions for the ten largest urban areas 

For the first difference analyses, we see that the arts have a stronger and more direct impact 

on jobs, regardless of the urban area size. When analyzing only the year-by-year changes for arts 

and jobs, results show a significant multiplying effect of one art to four jobs. On the other hand, 

about thirteen non-arts workers (and their families) should move into an urban area in order to 

attract one additional artist, on average. 

From all three analyses in this section, the critical mass theory indicates that the arts 

flourish more where there are growing audiences, but that places on average greatly benefit from 

the arts to grow their economies. 

4.5 The Effects of Arts and Jobs by Urban Area 

The analyses thus far have shown results for all urban areas combined. In this section, I 

present the results for the same analyses with the urban area data partitioned based on population 

size. Table 4.6 shows the general contexts of population and location of hexagons in urban areas. 
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The top fifty largest urban areas contain about half the hexagons in the data, while the middle and 

bottom tiers contain one quarter of the total number of hexagons each, even though these two tiers 

account for 90 percent of the urban areas. This distribution is a reflection of the area sizes and 

density of cities: the largest urban areas cover larger built-on areas, and thus have more hexagons 

within their boundaries than urban areas in the middle and bottom tiers, which have fewer 

hexagons covering urbanized city centers, as discussed in chapter 2. For the exact number of 

hexagons contained in each urban area, please refer to the table of results in appendix E. 

 

Table 4.6: Number of hexagons in each urban area size tier: half of the hexagons are inside the fifty  

largest urban areas 

 

Table 4.6 shows that fifty urban areas contain 30,151 hexagons, with an average of 603 

hexagons per urban area, while the 111 middle-tier urban areas contain almost 16,780 hexagons 

with an average of 151 hexagons per urban area, and the 320 urban areas in the bottom tier contain 

16,141 hexagons with an average of fifty hexagons per urban area. These discrepancies should 

lead us to look for differences in the results based on population size. 

To be sure, the population, jobs, and establishments in each urban area are not equally 

distributed among all hexagons. As we look for differences in economic and arts activities, 
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therefore, larger urban areas are more likely to have higher numbers of hexagons with significant 

arts activities, while the few hexagons in smaller cities may present very few or no arts activities. 

The map on figure 4.18 shows conclusions for each urban area after comparing the two 𝛾 

coefficients from the cross-lagged regression models using first differences data. Urban areas in 

orange show stronger arts effects on jobs in 294 cases; urban areas in blue show stronger jobs 

effects on arts in 131 cases; green areas had neither coefficient significant at 95 percent confidence 

level in thirty-five cases,3 and twenty-one urban areas did not have enough data to produce the 

regressions results in either equation.  

Table 4.7 summarizes the findings in the map according to the three population tiers. 

Ninety-four percent of the top fifty largest urban areas show stronger arts effects on jobs, while 

70.3 percent of the cities in the middle tier show stronger arts effects, and 56.5 percent of the cities 

in the bottom tier show the same type of effect. This gradation shows that as city size decreases, 

fewer urban areas present stronger arts impact on jobs. Or, larger urban areas are in fact more 

likely to have stronger arts effects. However, we should note that still more than half of the smaller 

urban areas show stronger arts effects on jobs, indicating that even though the arts seem to favor 

larger urban areas, smaller urban areas also benefit from their presence. 

 

3 In a few cases, the larger 𝛾 coefficient was not significant, but the smaller could have been. 
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Figure 4.18: Map showing the stronger path direction by urban area
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On the other hand, we see that only two of the largest urban areas (Hartford, CT, and 

Louisville, KY) had a stronger jobs effects on arts, followed by middle-tier urban areas with 22.5 

percent and the bottom-tier urban areas with 34.8 percent. In table 4.7, smaller cities indicate 

stronger jobs effects on arts with more frequency than larger cities, or in other words, non-arts 

industries are more likely to attract businesses and workers in smaller urban areas. Appendix E 

shows details of the regression results for each urban area. 

 

Table 4.7: Proportions of each direction by urban area size tier 

Each urban area shows unique conclusions based on their contexts. While it is hard to 

discuss each urban area in this text as there are 481 being considered here, in the remainder of this 

section, I discuss three general cases that found the most in the results table: cities where arts attract 

jobs, cities where jobs attract arts, and some special cases, as well as the interaction effects with 

population sizes. These cases are discussed in general terms, but closer discussion on each urban 

area should be done on another occasion. 
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4.5.1 Urban Areas Where Arts Attract Jobs 

Most urban areas in all three tiers indicate that the arts attract jobs; this is the case for 94 

percent of the urban areas in the top tier, 70.3 percent in the middle tier, and 56.5 percent in the 

bottom tier. For a closer look, table 4.8 show the results for the twenty largest urban areas in the 

dataset. The estimates in this table are the coefficients and respective statistics from the fixed-

effect meta-analyses performed for the eighteen pairs of regressions of each urban area using first 

differences data. Most studies that use this meta-analysis (or the analysis of the analyses) method 

prefer the random-effects method over the fixed-effects method. However, the fixed-effect meta-

analysis is adequate here because the data collected refer to the same set of individuals and samples 

but in different time periods. 

 

Table 4.8: Arts and jobs coefficients and statistics for the twenty largest urban areas 

Chicago presents the largest arts to jobs coefficient, as one arts job attracts between 4 to 5 

non-arts jobs, but one non-arts job attracts .04 of arts jobs. This goes along with the critical mass 
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effect as multiple non-arts jobs are necessary to make up an audience to invite for one additional 

artist. In other words, the arts attract jobs in the long run, bringing in people and their families to 

the city; on the other hand, those jobs support the arts by providing the artists and cultural amenities 

with audiences, crowds, patrons, and fans. On average in Chicago, twenty-six additional non-arts 

jobs are required to attract one more artist to Chicago. These new employees move to Chicago 

with their families, adding up to great numbers able to participate in the arts activities and cultural 

amenities that the city provides. The cities in this table suggest the same conclusion but to different 

degrees: arts attract jobs, but non-arts jobs make up audiences for more arts. 

The jobs to arts coefficients for New York and Los Angeles are much higher than for the 

other cities on the table. This indicates that for these two cities, fewer new audience members are 

required in order to attract one additional artist. This is due to the larger arts job market in these 

two cities, at levels that allow marginal reductions in audience gains. While most cities require 

twenty to thirty non-arts jobs for one additional arts job, New York requires eleven, and Los 

Angeles requires fourteen non-arts job per arts job. 

Figure 4.19 shows the individual coefficients for Chicago, New York, and Los Angeles. 

The arts coefficients (circles on dashed lines) are much larger and fluctuate greatly, while the jobs 

coefficients (triangles on dashed lines) are much smaller, fluctuating around zero. This figure 

brings to attention the yearly variations in the three cities. The reasons behind such variations go 

beyond the scope of this study, as the reasons may be systemic, such as the financial crisis or 

economic motivations, or local, such as cultural policies put into place. However, with a few 

exceptions, the arts to jobs coefficients are mostly larger than the jobs to arts coefficients over time 

and for all three cities. 
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Figure 4.19: First differences coefficients for New York, Los Angeles and Chicago 

Figure 4.19 illustrates the amount of variation that the meta-analyses are summarizing as 

we look at the results on table 4.8 and Appendix E. As the analyses consider the data for two years 

in one-year differences, each year should present its own type of effect. The meta-analyses also 

combine different context and types of variations not directly included in the regression equations 

smoothing out the systemic or periodic effects. For example, from 2012 to 2013, Chicago had a 

larger growth in the effect of arts on jobs, while New York had that effect decrease and Los 

Angeles remained stable in the same year. This is not to say that the arts were not as relevant in 

NY and LA, but that the effects of the arts in attracting new non-arts jobs were stronger in Chicago 

that year in particular. As the points and lines shift positions in this figure, we see that the effects 

do not grow monotonically, but rather irregularly. 

4.5.2 Urban Areas Where Jobs Attract Arts and Special Cases 

Even though the majority of the urban areas showed results favoring the multiplier effect 

of the arts, many cities are still cases where jobs attract arts, meaning that in these cities, people 

and businesses move for jobs and the arts industries followed. Table 4.9 shows the largest urban 
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areas where jobs attract arts. For many urban areas with this type of conclusion, the arts 

coefficients are negative, and even some jobs coefficients are negative. These urban areas have 

lower numbers of hexagons, and as seen above, are mostly in the middle or bottom tiers. 

In this study, negative coefficients are harder to decipher than positive coefficients. 

Positive coefficients are easier to interpret because we understand economic growth more easily 

than economic decline. For example, it is easier to understand that in Chicago, one additional arts 

job has the potential to attract 4.6 non-arts jobs, as seen above. The same goes for the positive jobs 

coefficient, even when they are smaller than one. For example, in Chicago, one additional non-

arts job has the potential to attract 0.038 arts jobs, which then leads us to understand that in order 

for non-arts jobs to make up for one whole arts job, 26 non-arts jobs are necessary (or 1 divided 

by .038). But in cases where one or both the coefficients are negative, the interpretation is more 

complex as the reasons for economic decline are more specific to the context of each urban area 

and not expected, as is economic growth. 

In urban areas where the jobs coefficient is positive but the arts coefficient is negative, the 

interpretation may indicate a nascent arts industry where jobs are still not plentiful enough to attract 

arts that would then attract jobs; in other words, urban areas with negative arts-coefficient may be 

great cities to invest in the arts in order to promote economic growth as there are already some arts 

effects on jobs, but not much growth from year to year in other industries. For example, Santa 

Barbara, CA, is well-known for its climate, natural landscape, and cultural activities, but the arts 

effects coefficient is negative (-0.588), showing that one additional arts job leads to fewer non-arts 

jobs. At the same time, the jobs effects on arts have a positive coefficient (.022), a value that even 

if it is small, it is statistically significant and close to the values in larger urban areas. Thus, in 

Santa Barbara, non-arts jobs are attracting arts jobs at similar rates than in larger urban areas, but 



 

167 

   

the arts themselves are not yet attracting non-arts jobs. This may be due to a high concentration of 

the arts in central areas or stagnant growth of the arts in the period studied. There are sixty-five 

urban areas in this situation, including the two top-tier urban areas, Hartford, CT, and Louisville, 

KY. Understanding the mechanisms of the urban areas where the jobs coefficients are positive but 

arts coefficients are negative would require a closer interpretation of the urban areas where this 

happens, which goes beyond the scope of this dissertation. 

 

Table 4.9: Largest urban areas where the jobs to arts coefficient was stronger 

The interpretation for the urban areas where both arts and jobs coefficients are negative is 

even more complex and may require even more scrutiny. However, the average number of 

hexagons associated with these urban areas is forty-three; thus, they may be urban areas lacking 

enough data for better understanding. In order to avoid over interpretation, I will leave this case 

aside for now. 

4.5.3 Interaction Effects of City Size on Arts and Jobs 

As we delve into differences among urban areas by population size, we notice that larger 

urban areas are the biggest beneficiaries of the arts in attracting other types of industries. But at 

the same time, we see that medium- and small-sized urban areas also benefit from the arts but in 
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lesser degrees. In the first difference regression analyses, we observe a multiplier effect of the arts 

in attracting non-arts jobs while many non-arts jobs are required to attract one additional arts job, 

in the critical mass effect. In order to test this further, we include a categorical variable for “city 

tier” (as top, middle, or bottom) as an interaction term in the cross-lagged regression model using 

the log-transformed data. 

The top graph in figure 4.20 plots the marginal effect of city size on the arts effects on jobs, 

where the top and bottom tiers have the same coefficient at .25, and the middle tier has a coefficient 

of .2. The positive coefficients indicate that the more arts jobs there are in 1998, the more non-arts 

jobs there would be in 2016. In other words, places with more arts jobs in the previous year show 

more non-arts jobs in the later year. 

On the other hand, the bottom graph, also in figure 4.20, shows that the three lines have 

negative coefficients. Even though the values among the three lines are somewhat close, we see 

that the bottom-tier urban areas have a steeper decline than the top and middle tiers. Diametrical 

to the analysis above, the more non-arts jobs in 1998, the fewer arts jobs there were in 2016. In 

other words, places with more non-arts jobs in the previous year required more workers to move 

in so as to gain additional arts jobs. These lines suggest that the critical mass effect in smaller 

urban areas is proportionally more demanding to attract the arts than in larger urban areas. 

For example,3 Brownsville, TX, a city of 175,000 people, has an arts multiplier effect of 

four, but a jobs coefficient of .042, indicating that twenty-three non-arts jobs are necessary to 

attract one additional arts job. The audience effect of Brownsville is double that of New York City, 

 

3 Based on the first difference analysis, so the units are in number of jobs. 
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where the jobs coefficient is .084, or twelve non-arts jobs for one arts job, and that also has a 

similar arts multiplier effect of four. As the population and industries are much larger in NYC, it 

needs a smaller audience in order to grow its arts industry while a small town like Brownsville 

needs a larger number of residents than NYC in order to grow its arts; therefore, the bottom tier 

coefficient is slightly steeper than the top tier coefficient.  

 

Figure 4.20: Regression results for the effect of arts on jobs (top) and the effect of jobs on arts (bottom) as log-

transformed variables and their interaction with urban area size 

The results presented in figure 4.20 allow for the interpretation above in the general sense, 

as all urban areas are mixed in this analysis without differentiation. However, as seen in section 

4.5.1, many urban areas showed stronger arts multiplier and smaller audience effects than many 

of the larger urban areas. 

Equations X and Y below show the coefficients and interactions for each graph in figure 

4.20. 
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𝐽𝑜𝑏𝑠2016

= 5.7 + .25 ∗ 𝐴𝑟𝑡𝑠1998 + .03 ∗ 𝐽𝑜𝑏𝑠1998 − 1.14 ∗ 𝑀𝑖𝑑𝑑𝑙𝑒 − .47 ∗ 𝑇𝑜𝑝 − .05 ∗ (𝐴𝑟𝑡𝑠1998

∗ 𝑀𝑖𝑑𝑑𝑙𝑒) −. 005∗ ∗ (𝐴𝑟𝑡𝑠1998 ∗ 𝑇𝑜𝑝) + .22 ∗ (𝐽𝑜𝑏𝑠1998 ∗ 𝑀𝑖𝑑𝑑𝑙𝑒) + .15 ∗ (𝐽𝑜𝑏𝑠1998 ∗ 𝑇𝑜𝑝) 

 

where F(8, 156625) = 19300, p < 0.000 with an adjusted R-square of .497. 

𝐴𝑟𝑡𝑠2016−15

= 3.3 − .37 ∗ 𝐽𝑜𝑏𝑠1998 + .77𝐴𝑟𝑡𝑠1998 − 1.005 ∗ 𝑀𝑖𝑑𝑑𝑙𝑒 − .19 ∗ 𝑇𝑜𝑝 +. 21∗ ∗ (𝐽𝑜𝑏𝑠1998

∗ 𝑀𝑖𝑑𝑑𝑙𝑒) + .11 ∗ (𝐽𝑜𝑏𝑠1998 ∗ 𝑇𝑜𝑝) − .07 ∗ (𝐴𝑟𝑡𝑠1998 ∗ 𝑀𝑖𝑑𝑑𝑙𝑒) −. 004∗ ∗ (𝐴𝑟𝑡𝑠1998 ∗ 𝑇𝑜𝑝) 

where F(8, 156625) = 22500, p < 0.000 with an adjusted R-square of .535. 

The coefficients marked with an asterisk were not significant at 95 percent confidence 

levels but are presented for interpretation. 

For comparison, I also ran first differences cross-lagged regression models with changes 

in employment numbers between 1998 and 1999 as an independent variable, and changes between 

2015 and 2016 as the year of the dependent variable, for both arts and jobs. The interaction variable 

is also city tier, which is a three-level factor variable that is then turned into a dummy variable by 

R. The analysis using first differences presented R-squares close to zero (.027 and .01), but in any 

case, I present the results here. 

The top graph in figure 4.21 shows the results of the interaction effects model for the effects 

of arts on jobs. The top fifty largest urban areas category shows positive coefficients, while the 

middle- and bottom-tier urban areas show negative coefficients. The bottom-tier coefficient for the 

arts is not significant; therefore, any differences to be considered here are between the middle and 
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top tiers. The top-tier urban areas show that for each additional arts job, non-arts jobs increase by 

1.53. However, for each additional arts job in middle-tier urban areas, there is a decrease of .65 

non-arts job, and the effect is even smaller in bottom-tier urban areas, at .22 non-arts jobs per arts 

job, but this coefficient was not significant at 95 percent confidence (p-value = 0.0662). 

The bottom graph on figure 4.21 shows the effect of jobs on arts with city tier interaction. 

The coefficient for all three groups is close to zero, at -.003 arts job for each additional non-arts 

job. The interaction terms were not significant for the crossed-coefficients at 95 percent confidence 

level. Therefore, city size does not change the strength of the change effects of jobs on arts. 

 

Figure 4.21: Regression results for the effect of arts on jobs (top) and the effect of jobs on arts (bottom) in first 

difference variables and their interaction with urban area size 

 

The equations below show the coefficients on the top and bottom graphs of figure 4.21. 

𝐽𝑜𝑏𝑠2016−15 = 19.1 −. 21∗ ∗ 𝐴𝑟𝑡𝑠1999−98 + .02 ∗ 𝐽𝑜𝑏𝑠1999−98 + 15.7 ∗ 𝑀𝑖𝑑𝑑𝑙𝑒 + 
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+ 41.3 ∗ 𝑇𝑜𝑝 − .43 ∗ (𝐴𝑟𝑡𝑠1999−98 ∗ 𝑀𝑖𝑑𝑑𝑙𝑒) + 1.75 ∗ (𝐴𝑟𝑡𝑠1999−98 ∗ 𝑇𝑜𝑝) + 

+ .05 ∗ (𝐽𝑜𝑏𝑠1999−98 ∗ 𝑀𝑖𝑑𝑑𝑙𝑒) − .1(𝐽𝑜𝑏𝑠1999−98 ∗ 𝑇𝑜𝑝) 

where F(74, 156625) = 276, p < 0.000 with an adjusted R-square of .028. 

𝐴𝑟𝑡𝑠2016−15 = .86 − .004 ∗ 𝐽𝑜𝑏𝑠1999−98 + .09𝐴𝑟𝑡𝑠1999−98 + 1.2 ∗ 𝑀𝑖𝑑𝑑𝑙𝑒 + 

+ 2.16 ∗ 𝑇𝑜𝑝 +. 001∗ ∗ (𝐽𝑜𝑏𝑠1999−98 ∗ 𝑀𝑖𝑑𝑑𝑙𝑒) −. 0001∗ ∗ (𝐽𝑜𝑏𝑠1999−98 ∗ 𝑇𝑜𝑝) + 

+ .11(𝐴𝑟𝑡𝑠1999−98 ∗ 𝑀𝑖𝑑𝑑𝑙𝑒) + .04(𝐴𝑟𝑡𝑠1999−98 ∗ 𝑇𝑜𝑝) 

where, F(74, 156625) = 276, p < 0.000 with an adjusted R-square of .0138. 

By adding city tier to the cross-lagged regression models with log-transformed data and 

first differences, we are able to observe in a general sense that the multiplier effects of the arts 

grow in places with more non-arts jobs in previous years and in larger cities, and that the critical 

mass effect hits bottom-tier urban areas where its harder to attract the arts than in top-tier urban 

areas. Of course, each urban area has their own context and characteristics that adds more variation 

to this pattern, as this analysis was performed by aggregating every urban area in the US. 

4.6 The Effects of Changes in Jobs by Arts Category 

The arts variable is composed of three arts categories: arts amenities, arts producers, and 

recreation. Each one of these categories are indicative of people’s preferences for the type of arts 

they would like to participate in, and therefore, each category plays a unique role in attracting 

people and businesses. Individuals may value one type of arts more than others, and other 

individuals may prefer a balanced assortment of entertainment options, but their options are 

fulfilled based on the availability of establishments in the place they decide to move to. 
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Splitting the arts variable into categories allows us to better understand nuances in the 

differences between places that offers a more balanced combination of different types of arts from 

places that offer a lot of one single type of arts. New York City is a classic example of a city that 

offers a wide variety of arts and entertainment and also where a variety of industries operate. Thus, 

as New York offers different types of arts and entertainment to satisfy different tastes, people in 

different careers and industries are attracted to the city, as they might find something that is of 

their interest, as illustrated by New York’s arts multiplier effect of four non-arts jobs per arts job. 

On the other hand, places like Orlando, FL, have tourism and theme parks as its prominent 

industry. Therefore, the types of jobs it attracts is lower and more limited, as illustrated by 

Orlando’s arts multiplier of 1.28 non-arts jobs per arts job. At the same time, Orlando needs the 

smaller audience growth of four non-arts jobs in order to attract one more arts job (mostly 

concentrated in the theme parks industry in this case) than New York, which requires twelve non-

arts jobs to attract one more arts job, as both the arts and non-arts jobs are spread out in different 

industries. 

In this section, I explore the impact of each of the three arts categories on non-arts jobs and 

vice versa. To answer this question, I keep the non-arts jobs variable unchanged, but breakdown 

the arts into each category instead of the composite arts variable, applying the same regression 

models as in sections 4.2.3 and 4.2.4. 

First, we regress jobs on the arts amenities, arts producers, and recreation variables using 

the first difference variables as in the equation: 

𝛥𝐽𝑜𝑏𝑠𝑡−(𝑡−1) = 𝛼 + 𝛾1 ∗ 𝛥𝐴𝑚𝑒𝑛𝑖𝑡𝑖𝑒𝑠𝑡−(𝑡−1) + 

𝛾2 ∗ 𝛥𝑃𝑟𝑜𝑑𝑢𝑐𝑒𝑟𝑠𝑡−(𝑡−1) + 𝛾3 ∗ 𝛥𝑅𝑒𝑐𝑟𝑒𝑎𝑡𝑖𝑜𝑛𝑡−(𝑡−1) + 𝜖 
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Figure 4.22 shows the resulting coefficients for each arts categories effect on jobs for each 

pair of years, as well as the standardized mean difference (SMD) measures as a result of fixed-

effects meta-analysis. 

 

Figure 4.22: Coefficients from the regression with all three arts variables as independent variable in a single 

equation with non-arts jobs as dependent variable 

Arts amenities show the highest SMD, followed by recreation, and then arts producers. 

However, year by year, the different arts categories seem to have differing levels of impact on non-

arts jobs, with arts amenities showing the highest impact in nine years, and arts producers and 

recreation showing the highest impact in four years each. Thus, the results in figure 4.22 suggests 

that the arts amenities are a larger attractor of non-arts jobs than the other two industries; however, 

in 2008, the coefficients for the three arts categories declined, but the arts amenities category was 

the only one to convert the coefficient to a negative value, indicating that during the economic 

crisis, arts amenities establishments suffered not only the biggest decline but also the biggest loss 

out of all three types of arts. 

The regression models are done in pairs, with two variables exchanging positions as 

dependent and independent variable. The equation above featured three independent variables, 
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making it hard to simply exchange the position of the three variables into the dependent variable 

position in one single equation. So, in order to observe the opposite effect—and also for a more 

complete analysis—I ran each arts category in their own pair of cross-lagged regressions with non-

arts jobs, and the results are shown in figure 4.23. 

Figure 4.23 shows the resulting 𝛾 coefficients for each pair of cross-lagged regressions 

using the first difference data. The standard mean differences (SMD) for the arts are much higher 

than the SMD for jobs. On average, each additional arts job increased non-arts jobs by 3.8, while 

each additional non-arts job increases arts jobs by .07; in other words, an increase of 14.3 non-arts 

jobs is required in order to increase one arts job, on average. 

 

Figure 4.23: Coefficients for the three first differences cross-lagged regression models with arts categories as 

independent variable 

The green line shows the aggregate of all arts as presented in section 4.4. Similar to the 

aggregate model in figure 4.23, the arts amenities show higher coefficients in thirteen out of the 

eighteen years of analysis, while arts producers had the lead in three years, and recreation was on 

top for two years. This indicates that arts amenities have a stronger pull for non-arts jobs than the 

other two categories even though they all show positive effects. In other words, when the economy 
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runs its growth course, the arts amenities are the biggest attractors of non-arts jobs. On the other 

hand, during the 2007–08 financial crisis, we see that the only category that dipped below zero 

was also arts amenities. This shows that in prosperous periods, arts amenities are important 

attractors of non-arts jobs, but it declines the most during periods of crisis. As Kirchberg (1995) 

argues, when the revenue in other industries drop, so does donations to the arts, especially arts 

amenities, which is coherent with my findings. 

This analysis also supports the critical mass hypothesis, in which a minimum number of 

people is required in an urban area in order to develop the arts, as a single variable but also as 

individual arts industries. Figure 4.24 isolates the “jobs attract arts” lines that are muddled in the 

bottom of figure 4.23. The green line corresponds jobs to the aggregated arts variable just as 

discussed in section 4.4 and the other three lines represent each individual industry. The 

coefficients in this graph are close to zero; however, they are statistically significant at 95 percent 

confidence and important to our understanding of the relationship between arts and jobs. 

 

Figure 4.24: Coefficients for the effects of jobs on arts for the three first differences cross-lagged regression models 

with arts categories as independent variable 
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Non-arts jobs had a stronger pull for recreation in eleven of the eighteen years in the study, 

and arts producers for the other seven years. This finding aligns with the nature of the types of 

establishments in arts producers and recreation as they are made mostly of private companies. For 

example, arts producers have a high concentration of arts-oriented workers, and of the three arts 

categories, should follow more closely the structures of non-arts jobs. 

Here, the effects from non-arts jobs to any category of arts are small, with even smaller 

effects for arts amenities. The smaller effects from jobs to arts amenities indicate that the arts 

amenities establishment require even more people, more patrons, to form larger audiences to 

support them than arts producers and recreation. Therefore, the arts amenities are more susceptible 

to decline and need more support from non-arts industries, but they are also the most attractive of 

the arts industries. 

In this section, we discuss findings for the effects of each individual category for arts on 

non-arts jobs. By dissecting the arts variable into its three categories, the analysis shows that of 

the three types of arts, arts amenities attract most non-arts jobs, and they also needs the greatest 

number of non-arts workers to form their audiences in order to grow. 

4.7 Conclusion 

In this chapter, I analyzed arts and jobs as two aggregate variables in different time lags, 

the effects in the short and long terms, as well as the changes year by year in first difference 

analysis. I also analyzed the first differences for each urban area individually, by population size, 

the interaction effects of arts and jobs with urban area size, and by arts categories. 
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In the general analysis, the models consistently indicate a multiplier effect of the arts and 

a critical mass effect of jobs on the arts. These two theories work hand in hand to explain that 

while the arts attract multiple jobs, many non-arts jobs are required in order to form a large enough 

audience to attract one additional artist. Still, some urban areas present with stronger jobs 

coefficients than arts coefficient, counteracting the multiplier/critical mass effect theories. These 

urban areas are about 28 percent of the total urban area analyzed and require future closer analyses, 

as it is puzzling why many cities where jobs attract arts have a positive jobs coefficient but negative 

arts coefficient. 

When we break down the analysis for each urban area, we see that most urban areas, 

regardless of size, still benefit from the arts, while less than half of the urban areas have jobs 

attracting the arts or are other special cases. 

One of the most important conclusions in this chapter is that arts amenities seem to be the 

industry that most attract jobs, but that also suffer the biggest decline when the economy is not on 

its growth trajectory. As an industry that depends on patronage, donations, and government 

financing, it is important that those who can try to keep the arts amenities establishments afloat as 

they are important in keeping the liveliness of the city. This was seen not only in the tables and 

figures in this chapter, but also during the COVID-19 pandemic, when the arts amenities 

establishments were the first ones to cancel all events and shut down and will reportedly be the 

last ones to open. Without financial support, these establishments could be permanently lost, 

diminishing the charm and excitement of urban life. 
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CHAPTER 5 

THE RECIPROCAL RELATIONSHIP BETWEEN ARTS ACTIVITIES AND 

EMPLOYMENT IN BUSINESS SERVICES AND HIGH-TECHNOLOGY INDUSTRIES 

 

In this empirical chapter, we analyze the effects of the arts on non-arts jobs in two major 

industries: business services and high tech. Many studies refer to these two industries as very 

synergistic with the arts and entertainment industries. These industries have been singled out for 

individual analysis as researchers investigate their influence on the American economy as a whole. 

First, we start with the descriptive statistics, followed by an analysis of the base model, which is 

then broken down into more specific categories, with which we perform similar analyses as was 

done in chapter 4 but with the two jobs categories mentioned. 

In chapter 5, we explore the relationships between the arts with business services and high-

tech industries, as shown in the path diagram on figure 5.1. In chapter 4, the analysis was between 

arts and jobs in general. However, by breaking this down into smaller categories, we aim to observe 

the differences between the general analysis with industry-specific analysis. 
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Figure 5.1: Path Diagram of the Relationship Between the Arts and Business Services, High Tech 

 

5.1 Data 

The data analyzed in this chapter are a product of the algorithm presented in chapter 3, 

centered in the employment number by industry category and hexagon. The data source is the US 

Census County Business Patterns from 1998 to 2016, and we have adapted the NAICS industry 

classification to match the classification used on the year of release. The estimated employment 

numbers by industry are in columns, and each row refers to hexagons and urban areas. The 

methodologies in this chapter are similar to chapter 4, but here we compare business services and 

high-tech employment as non-arts jobs to the arts industries—both individually as arts amenities, 

arts producers, and recreation, and their aggregate as arts jobs. 

Figure 5.2 shows the distribution of the average size of these industries’ job markets. There 

are in total 63,166 hexagon. The red line on each histogram shows the mean of all the cases. The 
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data distribution for most variables are very skewed, with business services showing the flattest 

distribution. None of the variables present normal distributions. 

Arts amenities, arts producers, recreation, and high tech are very skewed to the right as 

most hexagons have smaller job markets for these industries, while the larger job markets are 

concentrated in just a few hexagons. For example, there are many more urban areas with few local 

theatrical productions compared to a theatrical market on Broadway in New York. 

The business services histogram shows a longer tail and a more even distribution of size of 

company, as these services are more widespread throughout the country than the other four 

industries discussed here. Thus, business services are more spread out across the country compared 

to the arts and high-tech industries. 

 

Figure 5.2: Distribution of the time average of variables in the original metric 
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In order to improve skewness, I log-transformed each variable maintaining their reference 

year and industry. The advantage of log-transforming variables,1 where x is the employment 

number in any given cell, is that distribution become normalized. I also added .001 to each value 

to avoid calculating logs of zero. Figure 5.3 shows the new distributions for the same variables 

shown in the figure above. 

 

Figure 5.3: Distribution of the time average of variables after log-transformation 

For regressions that include log-transformed variables in both sides of the equation, we 

interpret their coefficients in terms of percentage changed rather than as number of jobs. Thus, for 

a 1 percent change in the independent variable, there is an x percent change in the dependent 

variable, where x is the regression coefficient. 

 

1 log(x + .001). 
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In the next section, I extend the overview of the variables to include time, and how these 

industries have evolved in the time period. 

5.1.1 Industry Growth 

Industries grow at different rates and take different courses. During the period of study, 

1998 to 2016, some industries have grown more, such as health and business services, while others 

have declined, such as manufacturing. Some industries have had little change over time, while 

others had a more fluctuating path over the years. Some industries have suffered major impacts 

from the 2008 financial crisis while others have suffered much smaller impacts from that time 

period. 

In this section, I review the growth path of the different industries as characterized in 

chapter 3. This is an important step as we should be aware of the growth of each industry as it may 

affect the analysis results as we compare how the industries affect each other later in the chapter. 

For example, in some analyses that include the years 2007, 2008, or 2009, the effect of the crisis 

may be more visible for some pairs of industries than for others. I include all categories of data 

here for more context and illustration purposes even though not all will be examined with the same 

detail later on. 

Figure 5.4 shows the employment numbers from 1998 to 2016 for each industry category. 

The largest category is “business services,” which has kept a leading position through the entire 

period. From 1998 to 2008, the “goods” category (which includes manufacturing and construction) 

takes second place, but after 2008, goods-producing employment fell to fourth place, surpassed by 

health and retail. Health presented a constant growth without the setbacks other industries 

experienced during this period. Infra-structure and “others” (details in Appendix B.2) had steadier 
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growth until 2008, with a large decline and slow recovery. The food industry presented great 

growth in this period and remained in the middle with slow and steady growth, with declines that 

accompany the declines of other industries. The arts category is the second to last largest industry, 

followed by education as the smallest category in this study. 

 

Figure 5.4: Industry trajectory in the period of study by category 

More commentary is necessary for the industries in focus, especially the high tech and the 

arts industries as these categories need to be broken down to be understood more deeply. Figure 

5.5 compares the evolution of the arts and high-tech subcategories. The sum of subcategories in 

figure 5.5 by category is equal to the employment numbers in figure 5.4. 
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Figure 5.5: Industry trajectory in the period of study by arts and high-tech subcategories 

In figure 5.4, the high-tech industry seemed to have experienced much smaller growth than 

reported by the media. However, in figure 5.5, as we break down the high-tech industry into its 

subcategories (blue lines), we see that, in fact, the internet industry has grown a great deal during 

this period. But, because high-technology manufacturing employment declined in that same 

period, the high-tech sector as a whole seemed to have remained stagnant. 

In 1998, the internet industry had about 1.6 million jobs, but that number more than 

doubled to 3.2 million jobs, with faster growth increases starting in 2007. Similar to other 

manufacturing jobs, high-tech manufacturing fell from about 1.8 million jobs to 1.2 million jobs. 

The arts category in figure 5.4 is also broken down into its subcategories. The purple lines 

refer to the recreation subcategories, with tourism at the top at around two million jobs in 2016. 

This is followed by sports, parks, and gambling. The green lines refer to the arts producers, ranked 

in 2016 with publishers in first place, followed by motion picture studios, broadcasting studios, 

writers, and sound studios. In 1998, the order for arts producers was the same but with sound 
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studios and writers flipped around. Then, the red lines represent the arts amenities jobs, with 

spectator sports employing the most people, followed by performing arts and museums. 

At the least, it is interesting to observe the size and progression of these industries over 

time. At best, this data will help us understand the impact that the smaller arts industries have over 

the others, discussed later in the chapter. For example, I demonstrate in the next sections that 

although arts amenities are the smallest of the arts industries, arts amenities have a great impact 

on both business services and high-tech industries. 

Figure 5.6 shows the growth of each arts category in the ten most populated urban areas. 

New York is found on the top of all three categories, followed by Los Angeles. That these two 

cities dominate the arts markets is nothing new, but these two cities give us perspective on the arts 

market size in the other eight urban areas. 

The growth path for each category varies by urban area and fluctuates throughout the years. 

Arts amenities are bigger in New York, followed by Los Angeles, while the other eight urban areas 

are found within similar ranges. In their turn, the arts producers categories show an even greater 

discrepancy between New York and Los Angeles and the other eight urban areas. This difference 

indicates that arts amenities may be more evenly distributed among large urban areas than 

previously thought; while arts producers concentrate in New York and Los Angeles, the other 

urban areas have much smaller arts producers markets but of similar sizes. Therefore, we confirm 

here that New York and Los Angeles have denser and more dynamic arts producers activities than 

in any other urban area. 

The recreation categories have more varied sizes in each urban area. New York still has 

more recreation activities, followed by Los Angeles, with Chicago and Washington DC coming in 
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third and fourth. These figures show that in these urban areas, recreation is the largest category 

overall, followed by arts producers, and then arts amenities. The difference between arts amenities 

and recreation lies in the public partaking in activities rather than being spectators. Therefore, more 

recreation activities are required than for arts amenities (which are supplied for one audience at a 

time) and arts producers (which are mostly comprised of private companies). In other words, larger 

urban areas offer activities in larger volumes and varieties than smaller cities, which is reflected 

in figure 5.6. 

 

Figure 5.6: Size of arts industries in the ten largest urban areas 

In figure 5.7, we break down the business services, goods-producing, and infra-structure 

categories. The “other” category is in second place in 1998,2 but moves up to first in 2016, showing 

a growth in personal, household, and organizational services in the 2000s. Manufacturing 

employment fell from first to third place in that period, with a loss of one-fourth of the employment 

in the period. 

 

2 Refer to appendix B.2 in chapter 3 for detailed table. 
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The business services categories are shown in red lines with the category explicit in labels. 

Industries related to business supports (e.g., corporate offices, holdings, employer organizations, 

trade show organizers, and others as described in appendix B.2 in chapter 3) are the biggest 

employers, wavering at around 7.5 million jobs throughout the entire period. Finance is the second 

largest business services industry at around two million jobs, followed by insurance, real estate, 

consulting, law, accounting, and advertising agencies. 

 

Figure 5.7: Industry trajectory in the period of study for business services, goods-producing, infra-structure, and 

other industries 

Even though we see some industries growing rapidly over time, many industries have 

hovered around the same numbers when others declined. Therefore, “growth” here is not observed 

as a monotonic progression at a constant rate, but rather fluctuating paths that are affected by 

external influences, such as economic crisis, globalization, and changes in technology. 

5.1.2 Correlations Among Industries 

 Some industries are more correlated with particular categories than with others. In this 

section, we discuss the correlations among industry categories. The correlations are calculated 
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based on the mean of all years by hexagon rather than year by year in an attempt to make results 

manageable. The correlations combine pairs of industries and are computed at the hexagon level, 

with N=63166. 

Table 5.1 presents the correlations for each pair of industry category, where number of jobs 

in one industry is compared to the numbers of jobs in another industry for each hexagon. High 

correlation means that most hexagons had high or similar values for both industries 

simultaneously. The upper triangle shows the correlations among the log-transformed variables, 

and the bottom triangle shows the correlations among the variables in the original metric, 

employment numbers. The full correlation list sorted by correlations in the original metric can be 

found on Appendix D.2. 

Focusing on the bottom triangle, we see that some of the highest correlations are between 

food and retail (.868), food and others (.847), and food and recreation (.812), which are types of 

businesses that usually are offered around each other. Another high correlation is between arts 

amenities and arts producers (.865) as places that offer art to consumers will also require art 

supplies and arts-related services. Business services and “others” (.83) also show a high 

correlation, as “other” is made up of personal services, rentals, and repair and maintenance, which 

tend to cater to the consumption needs of the population, alongside with restaurants. 

These high correlations indicate that where one industry is located, the other industry tends 

to be present in the same area; at the same time, places where one industry is less present, the other 

also has a low presence. In other words, these industries are not necessarily equally spread 

throughout the urban areas, but in places where one industry is in high or lower numbers, the other 

industry is also in that same location in high or lower numbers, respectively. For example, the food 
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and retail industries are widespread throughout the country; therefore, it is straightforward to 

understand that these two types of businesses are in the same location. For example, arts amenities 

and arts producers are the two most scarce industries, as seen in figure 5.2. Therefore, the high 

correlations show that these two industries tend to be present in the same hexagons and not present 

in the same hexagons as the other. This is important to note because a high correlation may give 

the impression that the industries are equally spread, which is not the case. In conclusion, high 

correlation between industries shows a powerful attraction among these industries towards each 

other in American cities; lower correlations show a weaker attraction among industries as they 

may or may not necessarily coexist everywhere equally. 

 

Table 5.1: Correlations of the average size of industry in the original metric and log-transformed 

 

This point is adjusted on the upper triangle, in which the correlations among log-

transformed variables are further heightened. The range of correlations is higher than in the bottom 

triangle, from .49 to .94. Some correlations have changed substantially. For example, the strong 
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relationship we noted between arts amenities and arts producers decreased from .865 in the original 

metric correlations to .628, in the log-transformed correlations. On the other hand, the correlation 

between food and retail increased from .868 in the bottom triangle to .94 in the upper triangle. The 

correlations among business services, high tech, others, and retail seems to be even stronger than 

in the original metric. Correlations that are widespread throughout more hexagons tend to be higher 

for the log-transformed dataset. 

Table 5.2 shows the differences between the correlations in the original metric and log-

transformed side-by-side for the variables that are analyzed later in the chapter. 

 

Table 5.2: Correlations among the arts, business services, and high-tech industries 

Figure 5.8 shows the relationships between arts (x-axis) with business services and high-

tech industries (y-axis) in the original metric of the data, i.e., the average total number of jobs in 

each category. As discussed in chapter 4, there are many more smaller hexagons than massive job 

markets, which are restricted to the largest cities in the country. Therefore, in these plots, the points 

are concentrated in the lower left corner with a few outlying points to the right, which is still the 
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same for both the general picture and the categories depicted here. The x-axis have the same value 

for all three plots; thus, the points are found on the same horizontal axis, but varying vertically as 

the number of jobs in the other industry varies. 

 

Figure 5.8: Scatterplot between business services and high tech to the arts in the original metric 

To correct for the skewness presented in the figure above, figure 5.9 shows the relationship 

between the log of the average for each category and hexagon. Log-transforming the variables 

brought the points into a more even distribution on both sides instead of just one side, as seen 

previously. 
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Figure 5.9: Scatterplot between business services and high tech to the arts after log-transformation 

The relationships between the arts and the two other industries are positive for both the 

original metric and the log-transformed data. The correlation between arts and high-technology 

jobs is .64 for the original metric and .65 for the log-transformed variables. The correlation 

between arts and business services jobs is .8 for the original metric and .79 for the log-transformed 

variables, the highest correlation of the three. And the correlation between arts and goods-

producing jobs is .45 for the original metric and .65 for the log-transformed variables. These are 

strong correlations, meaning that each pair of industry occur in the same locations, or that each 

pair doesn’t occur at the same locations. 



 

194 

   

These correlations point to differences among hexagons in industry size and how much the 

analyses in the next section may affect an area or not as much. This point will become clearer in 

the next section. 

5.2 The Reciprocal Relationship between the Arts and Business Services 

 Business services are classic examples of industries that are closely related to the arts. The 

business services categories include occupations in accounting, advertising, consulting, finance, 

insurance, law, and real estate. Also included in this category are business supporting industries, 

which accounts for holding companies, corporate offices, administrative services, telemarketing 

companies, collection agencies, trade show organizers, and translators, as described in detail in 

chapter 3. Business services industries require highly educated workers with college-level degrees 

or higher. Although these industries are somewhat ubiquitous, more complex forms of their 

organization tend to take place in city centers, where population density is higher. 

The arts and business services industries are in geographical proximity, as demonstrated in 

the previous section. For example, it is common to find theaters and museums next to a 

corporation’s headquarters. The people who work in business services also are patron of the arts, 

and some corporations are major sponsors of the arts, with 36 percent of arts revenues coming 

from corporate donors (Goody 1984). However, the relationship is not clear: Did the theater come 

after the businesses or did the businesses move to artistic and recreative areas? 

In this section, I follow the same analyses structure as in chapter 4. First, we observe the 

reciprocal effects in the longest time period possible; then, we move on to analyze in the short and 

long terms, in first differences, by urban area, and by arts categories. Similar to chapter 4, each 

cross-lagged regression model applied for any two years can be represented in the equations below: 
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 𝐴𝑟𝑡𝑠2016 = 𝛼0 + 𝛽0 ∗ 𝐴𝑟𝑡𝑠1998 + 𝛾0 ∗ 𝐵𝑢𝑠𝑖𝑛𝑒𝑠𝑠𝑆𝑒𝑟𝑣𝑖𝑐𝑒𝑠1998 + 𝜖0  

for the hypothesis that jobs attract arts, and 

 𝐵𝑢𝑠𝑖𝑛𝑒𝑠𝑠𝑆𝑒𝑟𝑣𝑖𝑐𝑒𝑠2016 = 𝛼1 + 𝛽1 ∗ 𝐵𝑢𝑠𝑖𝑛𝑒𝑠𝑠𝑆𝑒𝑟𝑣𝑖𝑐𝑒𝑠1998 + 𝛾1 ∗ 𝐴𝑟𝑡𝑠1998 + 𝜖1  

for the hypothesis that arts attract jobs, where 𝛼0 and 𝛼1 are the respective intercepts, 𝛽0 

and 𝛽1 are the lagged coefficients, 𝛾0 and 𝛾1 are the crossed coefficient, and 𝜖0 and 𝜖1 are the error 

terms. 

The equations for the first difference models are: 

(𝐴𝑟𝑡𝑠𝑡 − 𝐴𝑟𝑡𝑠𝑡−1) = 𝛼0 + 𝛾0 ∗ (𝐵𝑢𝑠𝑖𝑛𝑒𝑠𝑠𝑆𝑒𝑟𝑣𝑖𝑐𝑒𝑠𝑡 − 𝐵𝑢𝑠𝑖𝑛𝑒𝑠𝑠𝑆𝑒𝑟𝑣𝑖𝑐𝑒𝑠𝑡−1) + 𝜖0 

or also: 

𝛥𝐴𝑟𝑡𝑠𝑡−(𝑡−1) = 𝛼0 + 𝛾0 ∗ 𝛥𝐵𝑢𝑠𝑖𝑛𝑒𝑠𝑠𝑆𝑒𝑟𝑣𝑖𝑐𝑒𝑠𝑡−(𝑡−1) + 𝜖0 

for the “business services attract arts” hypothesis; and 

(𝐵𝑢𝑠𝑖𝑛𝑒𝑠𝑠𝑆𝑒𝑟𝑣𝑖𝑐𝑒𝑠𝑡 − 𝐵𝑢𝑠𝑖𝑛𝑒𝑠𝑠𝑆𝑒𝑟𝑣𝑖𝑐𝑒𝑠𝑡−1) = 𝛼1 + 𝛾1 ∗ (𝐴𝑟𝑡𝑠𝑡 − 𝐴𝑟𝑡𝑠𝑡−1) + 𝜖1 

or also: 

𝛥𝐵𝑢𝑠𝑖𝑛𝑒𝑠𝑠𝑆𝑒𝑟𝑣𝑖𝑐𝑒𝑠𝑡−(𝑡−1) = 𝛼1 + 𝛾1 ∗ 𝛥𝐴𝑟𝑡𝑠𝑡−(𝑡−1) + 𝜖1 

for the “arts attract business services” hypothesis, where 𝑡 is the later year. 

After obtaining the results for both regressions, we compare the two crossed coefficients, 

𝛾0 and 𝛾1 to find whether arts or jobs had a stronger impact on the other. If 𝛾0 > 𝛾1, then we have 

that jobs attract the arts, and if 𝛾0 < 𝛾1, we have that the arts attract jobs. Using this basic principle, 

we are able to determine the direction of the relationship as indicated by the path diagram in figure 

5.10. 
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Figure 5.10: Path diagram showing the coefficients of the model analyzing the relationship between arts and 

business services 

As we narrow down the employment numbers from the total non-arts jobs to only business 

services-related categories, we see smaller coefficients throughout the analyses; therefore, the 

impact of the arts is directed to a smaller section of the economy rather than to the larger economy 

as a whole. Thus, coefficients from arts to jobs are now smaller than one, but that does not mean 

that the multiplier effect is not existent anymore. Rather, that impact is restricted to that subsection 

of the economy. 

5.2.1 The Reciprocal Relationship Between the Arts and Business Services in Baseline Models 

In this analysis, we compare the arts and business services industries with the independent 

variable in the first year of data (1998) and the dependent variable in the last year of data (2016) 

in two separate regressions: one with arts as the dependent variable (for the business services 

attract arts hypothesis) and another with business services as the dependent variable (for the arts 

attract business services hypothesis). 

The analyses are performed using three types of data units: the natural employment number 

by category, the log of the employment number by category, and the first difference variables (one-

year changes). Each type of variable produces results that have different interpretations. Table 5.3 
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shows the results for both equations in each one of the three models. The values corresponding to 

the 𝛾 coefficients are highlighted in light gray on the table, as those are the values of most interest. 

 

Table 5.3: Cross-lagged regression results for the baseline model using original metric, log-transformed variables, 

and first differences 

In each of the three models, we see that the arts 𝛾 coefficient are higher than the business 

services 𝛾 coefficient, indicating that in general, the arts attract business services jobs more than 

the opposite. However, the models’ fit require some attention as they show differences in the 

validity of the results. 

In the first model using the natural employment numbers, the 𝑅2 is .881, which is a good 

fit for the model. The unit is the number of either arts or business services jobs, which is also easier 

to interpret. Therefore, from 1998 to 2016, places with one additional arts job in 1998 added .54  

business services jobs in 2016 over places without that additional arts job. On the other hand, one 

additional business services job in 1998 added .015 arts job in 2016, which does not seem to be a 

lot; however, both coefficients are statistically significant at 95 percent confidence. Thus, a place 

with arts attracted half as many business services jobs, while business services still need many 
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additional jobs in order to attract the arts, still following the multiplier and audience effects as seen 

in chapter 4. 

The 𝑅2 of the log-transformed data declines to .417, and here, the coefficients should be 

interpreted as percentages as the regression equations are of the log-log type. For additional one 

percent arts job in 1998 there are additional .06 percent business services jobs in 2016, but the 

additional one percent in business services jobs in 1998 could result in .01 percent of arts jobs in 

2016. These coefficients still follow the multiplier and audience effects hypotheses; however, their 

relationship is much weaker than the previous model. 

When we analyze only the changes from 1998 to 1999 as an antecedent to the changes 

from 2015 to 2016, we have an 𝑅2 close to zero, as the first difference variables are not well 

correlated across the years as they are in the same year, as discussed in the correlation section of 

chapter 4. Thus, the changes from 1998 to 1999 have little relation to the changes from 2015 and 

2016. 

In conclusion, observing the results from the models using the first and last year provides 

us with a basic insight, but it is not very informative. In order to have a better understanding of the 

relationships between arts and business services, we must include all the years in between, in more 

comprehensive analyses, as discussed in the remainder of this section. 

5.2.2 The Reciprocal Relationship Between the Arts and Business Services Over Time 

In this section, we analyze the data for all the years between 1998 and 2016 to improve our 

understanding of the relationship between the arts and business services from the previous section. 

We analyze the log-transformed data in one-year lags, followed by ten-year lags, and then in first 
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differences. In each section, we first analyze all urban areas combined, and then we isolate the 

hexagons for the ten largest urban areas in the country. 

Table 5.4 summarizes the standard mean differences (SMD) and statistical fit measures 

from the three models discussed in more detail below. 

 

Table 5.4: Fixed-effect meta-analyses results for the relationship between arts and business services for the short 

and long term, and first differences for all urban areas 

At first glance, we notice that the two models using log-transformed data result in the 

business services attracting arts, and the third model, considering only yearly changes, results in 

the arts attracting business services. Why do we see such differences in results, as we compare the 

same industry categories? The statistical measures for all three models are satisfactory; however, 

the main differences lay in the numbers being measured: the first two models measure the arts and 

business services job markets as a whole, while the third model considers only the changes. In 

other words, when we include the well-established section of business services, we see that they 

are influential in bringing in the arts, but when we consider only the dynamic sector of both arts 

and business services, we see that the arts have a stronger impact on business services. This 

difference in perspectives indicates a strong relationship between the two industries. 

Figure 5.11 shows regression coefficient results for the one-year lag cross-lagged 

regression models for all urban areas combined, with the x-axis referencing the year of the 

independent variable. The horizontal dashed lines represent the respective SMD after performing 
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fixed effects meta-analysis for each type of regression over time. These first results show that on 

average, the effect of jobs on arts is higher than the effects of arts on jobs, but the two SMD values 

are very close. When we look at the results for each year, the two effects trade places through the 

years, indicating that both industries have a stronger pull on the other at different times when 

considering shorter term analysis. The arts effects had stronger results in five periods, while the 

jobs effects were stronger in eleven periods, and two periods were not significant to either side. 

The business services effects on arts range between -.11 to .078, and the effects of the arts range 

between -.02 and .04. Thus, the effects of business services on arts vary much more than the effects 

of arts on business services. 

 

Figure 5.11: Coefficients for the 1-year lag regression models for both directions in the relationship between the 

arts and business services by year for all urban areas 

Figure 5.12 shows the same analysis but for hexagons belonging only to the top ten largest 

urban areas. Again, the average jobs effects on arts is higher than the arts effects on jobs, but this 

time, the SMDs are further apart, indicating that in the largest urban areas, business services jobs 

have a much stronger pull on the arts than in the general analysis. Both industries also exchange 

positions of highest coefficient year by year, showing that each is important to the other. 
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Figure 5.12: Coefficients for the 1-year lag regression models for both directions in the relationship between the 

arts and business services by year for the ten largest urban areas 

The one-year lag analysis indicates that arts and business services industries are significant 

in attracting each other, but when we consider the entire period, the jobs effects on arts are stronger; 

even though, the arts effects on business services are partially stronger. 

The ten-year lag analysis compares an independent variable from ten years before the 

dependent variable. In this case, the graph presents fewer points, and the year 2007 has not been 

included in any analysis as it does not pair with another year. Figure 5.13 shows the coefficients 

for each pair of analysis with a ten-year lag between dependent and independent variables. The 

coefficients are larger in the ten-year lag than for the one-year lag analysis due to larger effects 

observed in longer term analyses. Again, we see that the average jobs effects (.093) is larger than 

the arts effects (.073). For two years, the arts effects were stronger, while the jobs effects were 

higher for seven years. 
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Figure 5.13: Coefficients for the 10-year lag regression models for both directions in the relationship between the 

arts and business services by year for all urban areas 

Figure 5.14 shows the results for the same regressions but only considering the top ten 

largest urban areas. For the largest urban areas, the jobs effects were much larger (.176, on average) 

in eight years of analysis. However, the arts effects were also higher than in the general analysis, 

but more consistently lower than the business jobs effects. 

 

Figure 5.14: Coefficients for the 10-year lag regression models for both directions in the relationship between the 

arts and business services by year for the ten largest urban areas 
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In the four analyses presented so far, the jobs SMD is higher than the arts SMD, indicating 

that business services attract the arts more than the contrary. In this case, the multiplier and 

audience effects cannot explain this phenomenon; however, we must keep in mind the special 

synergy between the arts and business services, in which the business services industries sponsor 

and gravitate around the arts. 

On the other hand, the first differences analyses take into consideration only the year-by-

year changes in each hexagon and category. Therefore, here we compare how much the yearly 

change in one industry relates to the other industries. For both industries, we account only for the 

changes, i.e., any increase or decrease in employment numbers. 

 

Figure 5.15: Coefficients for the first differences regression models for both directions in the relationship between 

the arts and business services industry by year for all urban areas 

In figure 5.14, the red line of the arts effects on business services shows that all coefficients 

are much larger than the business services effects on the arts (blue line), bringing back the 

multiplier and audience effects hypothesis. An increase of one in arts jobs increases business 

services jobs by 1.355 on average (based on the weighted fixed effects meta-analysis), with the 

highest effect in 1998–99 with 3.03 new jobs per arts job, and a lower impact of 0.41 of new jobs 
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per arts job in 2007–2008, following the financial crisis. On the other hand, the increase of one 

business services job increased arts jobs by .0133 on average, with that impact ranging from 0.037 

in 2015–16 to 0.268 in 2000–2001. Thus, when we consider one-year changes, the multiplier and 

audience effects are more prominent. 

Similar results are found for the top ten largest urban areas, as shown in figure 5.15. In the 

largest urban areas, one arts job increased business services jobs by 1.543 on average, ranging 

from 0.56 in 2007–2008 to 3.51 in 2006–2007. The weighted average and range values for the 

largest urban areas are larger than all urban areas combined. This confirms slightly higher arts and 

business services activities in larger urban areas, as the arts effects is eleven times higher than the 

jobs effects. 

 

Figure 5.16: Coefficients for the first differences regression models for both directions in the relationship between 

the arts and business services industry by year for the ten largest urban areas 

In both the general and the top ten analyses, the coefficients for the arts effects on business 

services have more accentuated spikes followed by lower values, while the coefficients for the 

business services effects on arts were more consistent over time. These differences may be due in 

part to the “critical mass” effect as discussed in chapter 4. However, in chapter 4, the arts effect 
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was fifty times higher than the jobs effects, while here, the arts effects is ten to eleven times higher 

than the jobs effects, while the jobs effects on the arts is about double for the business services 

than for non-arts jobs in general. These findings may indicate that the business services attract 

more arts than general non-arts jobs, but the arts attract fewer business services than general non-

arts jobs. 

In comparing the one- and ten-year lag analyses with the first differences analyses, we may 

notice that when we include both long-established jobs and new jobs into the analysis, the jobs 

effects will seem higher than the arts. However, the yearly changes in cities show that the arts are 

more dynamic in attracting jobs. 

5.2.3 The Reciprocal Relationship Between the Arts and Business Services by Urban Area 

In this section, we analyze the relationship between arts and business services industries 

for each individual urban area using the first differences model shown at the top of the section, but 

performed for each urban area separately for each pair of years. Most urban areas have enough 

cases to generate significant results, but twenty-four urban areas (5 percent) did not have enough 

cases. Then, we performed meta-analysis for the eighteen regression coefficients, finding a 

weighted average based on standard error for each urban area. 

The map in figure 5.16 shows which effect—whether the arts attract jobs or jobs attract 

arts—was larger in each urban area. At first glance, we see that the biggest cities show that the arts 

effects on jobs are stronger, while in a few smaller urban areas the jobs effects are stronger. Cities 

classified as NA indicate urban areas that did not have enough data points to generate a result, and 

the cities classified as “not significant” indicate that neither arts effects nor jobs effects coefficients 

was statistically significant at 95 percent confidence. 
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Figure 5.17: Map showing which direction (arts attract business services or business services attract arts) showed 

stronger coefficients in each urban area 

 

This map suggests that the arts take place in larger cities where there is a large enough 

critical mass of people for audiences and a large enough population of artists to create a propitious 

arts environment to attract qualified workers to work in the business services industries in that city. 

This hint comes from the fact that the larger cities uniformly show stronger arts effects, and small 

cities show most of the stronger jobs effects or not significant results cases. 
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While it is impossible to discuss the results for each of the 481 urban areas individually in 

detail, table 5.5 presents results for the top fifteen largest urban areas and the overall top arts and 

jobs coefficients for smaller urban areas. The full table can be found in Appendix E. 

The largest city with highest arts effects on business service industries is Chicago where 

each arts job attracts 1.9 business services jobs and each job attracts .074 arts job. We see here 

another example of the multiplier and audience effects synergy, in which each arts job attracts 

more than their own numbers in business services, while an additional audience of 13.5 business 

services jobs are required to attract one extra artist. In Porterville, CA, each arts job attracts 6.58 

business services jobs, showing a stronger multiplying effect of the arts in that city, an example of 

how smaller urban areas may also present a strong arts multiplier effect. 

However, there are also special cases—for example in Santa Fe, NM, where each 

additional business services job attracts 1.018 arts jobs while each arts job attracts .23 business 

services jobs. This may be an urban area where the population working in business services is 

ready for more artists to come in. 
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Table 5.5: Regression results for the relationship between the arts and business services jobs by urban area size, 

and the top five urban areas with the highest arts and jobs coefficients 

 

Table 5.6 summarizes the number of urban areas by size according to the results found in 

the regressions. The top fifty urban areas have a population of over one million people, the middle-

tier urban areas have populations between 300,000 and one million people, and the bottom-tier 

urban areas have populations of under 300,000 people. Ninety percent of the largest urban areas 

have a stronger arts impact on business services, which declines to 59 percent for the middle-tier 

urban areas, and down to 47 percent for the bottom-tier urban areas. On the other hand, we see 

increases in the business services impacts on the arts as cities become smaller, with only 8 percent 
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of the largest urban areas showing that business services attract arts compared to 26 percent in the 

middle-tier urban areas, and 41 percent of the smaller urban areas. 

 

Table 5.6: Proportion of results by urban area size 

 

In the next section, we analyze how the relationship between arts and business services 

changes as we break down the arts industries into its three arts categories. 

5.2.4 The Reciprocal Relationship Between Business Services and the Arts Categories 

So far, we compared the business services industries to the arts as a whole; however, how 

do each of the three arts categories affect business services? In this section, I break down the arts 

category into arts amenities, arts producers, and recreation to compare the growth of each arts 

category to the growth of business services jobs using the first difference models described in the 

beginning of section 5.2. Each model is run for each arts category individually rather than the three 

categories combined, as the alternative hypothesis equation can only take one dependent variable 

and not three. 

Figure 5.17 shows the results for the first difference analysis for four models, with different 

arts variables: arts amenities, arts producers, recreation, and the arts as a whole for comparison. 
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The solid lines show the arts effects on jobs, while the dashed lines show the jobs effects on arts. 

In eleven out of eighteen periods, when the arts categories present a positive or increasing effect 

on jobs, we see that arts amenities have the highest coefficients, attracting even more jobs than the 

other two subcategories. At the same time, in periods when the arts present a negative or declining 

effect on jobs, the arts amenities also present the lowest coefficients of all three categories. This 

indicates that of the three arts categories, arts amenities are more susceptible to positive or negative 

effects than the other two categories. For example, we notice that between 2007 and 2008, arts 

amenities had the deepest drop with the only negative coefficient in this analysis. 

In five periods, arts producers presented the highest coefficients out of the three arts 

categories, while recreation was highest in only one period. This shows that arts amenities are 

more volatile to the systemic conditions in each period compared to the other two types of arts 

industries. 

 

Figure 5.18: The reciprocal relationship between arts categories and business services 
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Figure 5.18 shows a close-up to the bottom lines on figure 5.17 for easier visualization. 

The arts amenities (red dashed line) category show the lowest coefficients throughout the entire 

period, while arts producers (blue dashed line) and recreation (purple dashed line) have 

interspersed coefficients. This indicates that arts amenities are the ones that require larger 

audiences from business services in order to grow, compared to the other two arts categories. 

 

Figure 5.19: Close-up to the business services to arts categories coefficients from figure 5.18 

Table 5.7 shows the fixed effect meta-analysis standard mean difference (SMD) 

coefficients for all periods of industries-pairs effects presented in figures 5.17 and 5.18. Arts 

amenities had the highest multiplier effects on business services jobs, in which one additional arts 

job could result in 2.34 new business services jobs. Each additional arts producer job had a 

multiplier effect of almost two, while recreation had the lowest multiplier effect at 1.4 business 

services job for each additional recreation job. On the other hand, we see that business services 

jobs have the lowest multiplier effects for arts amenities, with an additional .02 arts job, while 

business services had similar multiplier effects on arts producers and recreation, at .06. In other 

words, in order for the arts amenities industries to grow, it requires an additional audience of fifty 
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workers in business services, while the arts producers and recreation industries require an 

additional 16.7 additional workers in business services. 

 

Table 5.7: Fixed-effect meta-analysis coefficients for the relationship between arts and business services 

The combined multiplier effect of the arts on business services jobs is 1.36, while the 

business services jobs have a total multiplier effect of .13, which conforms with the multiplier and 

audience effects discussed in chapter 4 of this dissertation. Individually, the arts amenities seem 

to attract the business services industries the most out of all arts categories. However, the arts 

amenities are also the most volatile industries compared to arts producers and recreation. Thus, 

due to the particular and contingent funding means of the arts amenities, they may require more 

attention in difficult times in order for them to persist and stimulate the economy in times of 

prosperity. But we should not ignore the other two arts categories as when combined, the audience 

required to increase the arts as a whole is of only 7.7 additional business services workers. 

5.3 The Reciprocal Relationship of the Arts and High-Tech Industries 

According to Hecker (2005), high-tech industries are those industries that employ a “high 

proportion of scientists, engineers, and technicians,” produce high-tech products, and/or have high-

tech production methods (Hecker 2005, 58). High-tech industries focus on innovative and leading-
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edge areas, such as biotechnology, electronics, information, communication, aerospace, weapons, 

and nuclear technology, and in order to be productive in these fields, 

workers in these occupations need an in-depth knowledge of the theories and principles of 

science, engineering, and mathematics underlying technology, a knowledge generally acquired 

through specialized post-high school education in some field of technology leading up to an award 

ranging from a vocational certificate or an associate’s degree to a doctorate. (Hecker 2005, p. 58) 

In order to attract and retain highly qualified workers, high-tech companies—especially in 

the internet industry—are famous for providing amenities, services, and aesthetic qualities to their 

workplace, such as well-designed and decorated campuses and buildings, common areas for 

worker’s recreation, and sophisticated levels of food service. This is aimed at increasing worker 

engagement, creativity, and productivity. Internet company workers are highly educated and 

attuned to culture (e.g., arts and cultural activities), physical fitness (e.g., yoga classes and sports), 

and the environment (e.g., nature, parks and recreation), making it important to offer these types 

of amenities wherever they work and live. As both internet companies and internet workers seem 

to have concerns about aesthetics and quality of life, the analysis in this section observes the 

relationship between high-tech jobs and arts and entertainment. Therefore, the high-tech industry 

calls for focused interest and attention when analyzing the impact of the arts, entertainment, and 

recreation. 

The high-tech categories analyzed in this section are comprised of six major components: 

(1) design (e.g., architecture, engineering, graphic design), (2) high tech bio (e.g., pharmaceutical, 

medicinal manufacturing), (3) high-tech manufacturing (e.g., manufacturing of electronic 

components, audio and video equipment, etc.), (4) the internet (e.g., software, web portals, 
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computer facilities), (5) research, and (6) telecom (e.g., wired and wireless communications, 

satellites). Further details of this category can be found in chapter 3. 

As discussed in section 5.1, during the decline of high-tech manufacturing due to the 

migration of production of technology products overseas, the growth of internet companies (such 

as Google, Facebook, and others) have soared, especially after 2007. This analysis is especially 

interesting because the high-tech industry was small and very different from what we know today 

for the first ten years of data, from 1998 to 2007. From 2008 to 2016, we see a greater growth of 

the internet industry, with further expansion away from Silicon Valley into many urban areas. 

Thus, it is possible to observe the evolution of arts and high tech in a pseudo-experimental analysis, 

as the high-tech industry evolved from manufacturing to a more services-oriented industry in this 

time period. The fairly recent history of both industries may provide insights harder to obtain with 

more traditional industries, as the arts have really boomed since the 1960s, as did the high-tech 

industry as we know them in the 2000s. 

To better understand the relationship between the arts and high-tech industries, I follow the 

same format as the business services section. First, we observe the reciprocal effects in the longest 

time period possible; then, we move on to analyses in the short and long terms, in first differences, 

by urban area, and by arts categories. Each cross-lagged regression model applied for any two 

years can be represented as the equations below: 

𝐴𝑟𝑡𝑠2016 = 𝛼0 + 𝛽0 ∗ 𝐴𝑟𝑡𝑠1998 + 𝛾0 ∗ 𝐻𝑖𝑔ℎ𝑇𝑒𝑐ℎ1998 + 𝜖0 

for the hypothesis that jobs attract arts, and 

𝐻𝑖𝑔ℎ𝑇𝑒𝑐ℎ2016 = 𝛼1 + 𝛽1 ∗ 𝐻𝑖𝑔ℎ𝑇𝑒𝑐ℎ1998 + 𝛾1 ∗ 𝐴𝑟𝑡𝑠1998 + 𝜖1 
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for the hypothesis that arts attract jobs, where 𝛼0 and 𝛼1 are the respective intercepts, 𝛽0 

and 𝛽1 are the lagged coefficients, 𝛾0 and 𝛾1 are the crossed coefficient, and 𝜖0 and 𝜖1 are the error 

terms. 

The equations for the first difference models are: 

(𝐴𝑟𝑡𝑠𝑡 − 𝐴𝑟𝑡𝑠𝑡−1) = 𝛼0 + 𝛾0 ∗ (𝐻𝑖𝑔ℎ𝑇𝑒𝑐ℎ𝑡 − 𝐻𝑖𝑔ℎ𝑇𝑒𝑐ℎ𝑡−1) + 𝜖0 

or also: 

𝛥𝐴𝑟𝑡𝑠𝑡−(𝑡−1) = 𝛼0 + 𝛾0 ∗ 𝛥𝐻𝑖𝑔ℎ𝑇𝑒𝑐ℎ𝑡−(𝑡−1) + 𝜖0 

for the “business services attract arts” hypothesis; and 

(𝐻𝑖𝑔ℎ𝑇𝑒𝑐ℎ𝑡 − 𝐻𝑖𝑔ℎ𝑇𝑒𝑐ℎ𝑡−1) = 𝛼1 + 𝛾1 ∗ (𝐴𝑟𝑡𝑠𝑡 − 𝐴𝑟𝑡𝑠𝑡−1) + 𝜖1 

or also: 

𝛥𝐻𝑖𝑔ℎ𝑇𝑒𝑐ℎ𝑡−(𝑡−1) = 𝛼1 + 𝛾1 ∗ 𝛥𝐴𝑟𝑡𝑠𝑡−(𝑡−1) + 𝜖1 

for the “arts attract business services” hypothesis, where 𝑡 is the later year. 

After obtaining the results for both regressions, we compare the two crossed coefficients, 

𝛾0 and 𝛾1, to find whether arts or jobs had a stronger impact on the other. If 𝛾0 > 𝛾1, then we have 

that high-tech jobs attract the arts, and if 𝛾0 < 𝛾1, we have that the arts attract high-tech jobs. Using 

this basic principle, we are able to determine the direction of the relationship as indicated by the 

path diagram in figure 5.19. 
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Figure 5.20: Path diagram showing the coefficients of the model analyzing the relationship between arts and high 

tech 

 

5.3.1 The Reciprocal Relationship Between the Arts and High-Tech Industries in Baseline 

Models 

 

In this baseline model analysis, we start by considering only the two general variables—

high-tech and arts categories—in the most extreme years of the data, 1998 and 2016. This exercise 

provides us with a base with which to compare more specific subsequent analyses later in this 

section. In this case, we look for the results if the only existing data were for the years 1998 and 

2016. 

We run the models using three units of variables: the natural employment numbers, the 

log-transformed employment numbers, and first differences, at the hexagon level. Table 5.8 shows 

the regression results for the pair of regressions from each model, along with some statistical 

measures. 
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Table 5.8: Cross-lagged regression results for the baseline model using original metric, log-transformed variables 

and first differences 

The relationship between high tech and the arts presents a very special case as the high-

tech industry evolved significantly in the period studied. In the first model, using the natural 

employment numbers, we see that the arts coefficient is higher than the high-tech jobs coefficient, 

which is a result similar to what was found in the business services section. Even though the arts 

coefficient is less than 1, and therefore, does not present a multiplier effect, we must consider that 

this part of the study has narrowed down the number of jobs relating to the arts, dropping the value 

of the coefficient. The 𝑅2 is .881 and .801, indicating a good fit for the model. 

In the log-transformed and first difference models, we see that the 𝑅2 of the log model 

dropped to .419 and .441, and the 𝑅2 for the first differences model is close to zero, showing a 

poor fit of the model. However, we observe an unusual phenomenon, in which the arts coefficient 

is negative and the high-tech coefficient is positive and seems to be in a similar range as the other 

jobs coefficients in this study. Could this indicate that the high-tech industries attracted the arts, 

but the arts are still not caught up with the high-tech industry? 

The baseline models show a general but incomplete picture of the relationship between the 

arts and high-tech industries. In the remainder of this section, I analyze more closely the 
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relationship between the two industries using data for every year between 1998 and 2016, in the 

short and long terms, first differences, by urban area, and by arts category. 

5.3.2 The Reciprocal Relationship Between the Arts and High Tech Over Time 

In this section, we analyze the relationship between the arts and high-tech industries by 

applying the cross-lagged regression models in all the years between 1998 and 2016, using the 

log-transformed data. First, we observe the results for each model when the time lag between the 

first and last year is one year, followed by the fixed effects meta-analysis on the coefficients to 

find the standard mean differences (SMD) that allow us to determine whether the arts or high tech 

had a stronger effect on the other. The second model follows the same sequence, but with a time 

lag of ten years for a more long-term analysis. And the third model uses the first difference 

equations for one-year changes in the employment number of each category. 

 

Table 5.9: Fixed-effect meta-analyses results for the relationship between arts and high tech for the short and long 

term, and first differences for all urban areas 

Table 5.9 shows the SMDs and statistical measures for the three models discussed in this 

section. The two log models show that high-tech jobs had a stronger effect on the arts, while the 

first differences model show that the arts had a stronger impact on high tech rather than the reverse. 

These results compare to the similar analysis done on the business services section: when 

considering the entirety of the high-tech industry, it shows a stronger influence on the arts, but 

when we consider only the yearly changes in the employment numbers, the arts seem to have a 
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stronger pull on high tech. In other words, in the analyses that maintain the well-established sectors 

of the industries, we see that high tech attracts the arts. But by looking at the most dynamic sectors 

of the industries in the form of their yearly changes, we see that the arts have the stronger pull to 

bring in new high-tech jobs. 

Figure 5.20 shows the results for each pair of one-year, lag cross-lagged regression results. 

The meta-analysis results show that if we consider the entire period, high-tech jobs affect the arts 

(.023) more than the arts affect high-tech jobs (.014). However, we need to observe closely the 

yearly results looking for short-term patterns. From 1998 until 2007, the coefficients for the jobs 

effects were consistently higher than the arts, but after 2008 and 2009, the two industries started 

to exchange the place of higher coefficient, looking more similar to the pattern observed for 

business services. In other words, in the beginning of the high-tech industry, jobs attracted people, 

which then attracted the arts, but as the industry grew, the arts also gained importance in attracting 

more highly qualified workers, shown by how the two coefficients exchange significance year 

after year. 

From 1998 to 2007, the jobs effects was higher than the arts, indicating that jobs came first, 

and the arts followed. After 2008, the two industries present interspersed coefficients, indicating 

that after 2008, the arts became more relevant in attracting high tech, which was not seen before 

2007. 
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Figure 5.21: Coefficients for the 1-year lag regression models for both directions in the relationship between the 

arts and high tech by year for all urban areas 

Figure 5.21 shows the coefficients for the same model but applied only to the ten largest 

urban areas. The SMD for both coefficients are similar to the SMDs for the general analysis. 

However, we see that between 2001 and 2002, the arts had a stronger impact on high-tech jobs, 

indicating that it is possible that before 2007, larger urban areas already experienced a positive 

influence from the arts in attracting high-tech jobs. 

 

Figure 5.22: Coefficients for the 1-year lag regression models for both directions in the relationship between the 

arts and high tech by year for the ten largest urban areas 
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To be sure, the high-tech industry was already in development before 1998 in some of its 

subcategories, such as telecommunications and manufacturing, as seen in section 5.1.1. But in the 

2000s, the sectors emblematic of the high-tech industry started developing into the industry we 

know today, with large software and internet industries developing from the young and daring 

small technology companies into global corporations employing thousands of workers. Therefore, 

here we can examine the relationship between arts and jobs in a growing industry with a great 

proportion of highly-qualified workers. 

Figure 5.22 shows results for the same analysis but isolating the employment numbers in 

the internet industry. Even though the meta-analysis averages are very small and close to zero, 

there are still some coefficients throughout the years worthy of insight. Of the eighteen analyses, 

the arts had larger effects in nine, high tech had larger effects in eight, and one year presented not-

significant results. We also see that both arts and internet exchange positions from year to year, 

but the internet industry has a much wider range of coefficient values (positive as well as negative) 

than the arts coefficients, which fluctuate closer to zero. 
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Figure 5.23: Coefficients for the 1-year lag regression models for both directions in the relationship between the 

arts and internet industry by year for all urban areas 

 

Figure 5.23 shows the same analysis but for the ten largest urban areas in the dataset. In 

this case, we observe an arts SMD higher than the high-tech jobs SMD, and the arts seem to attract 

internet jobs in twelve out of eighteen years, more so than in the previous graphs in this section. 

Thus, in the ten largest urban areas, the arts and internet industries had a closer relationship than 

in the average urban area. 
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Figure 5.24: Coefficients for the 1-year lag regression models for both directions in the relationship between the 

arts and internet industry by year for the ten largest urban areas 

The ten-year lag analysis helps us grasp a longer-term relationship between the arts and 

high tech. Due to the uneven number of data points, the year 2007 was not included in any long-

term regression analysis. When considered in ten year periods, high-tech jobs are the major force 

in attracting arts, as the jobs effects coefficients are consistently larger than the arts effects 

coefficients. The average for the ten-year lag analysis is much larger than the one-year lag analysis, 

which went from close to zero percent change to .091 percent change in arts for an additional one 

percent increase in high-tech employment, and to .027 percent change in high-tech employment 

for each additional one percent increase in arts employment. Therefore, both the one-year and ten-

year lag analyses indicate that high-tech employment comes first and the arts follow. 
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Figure 5.25: Coefficients for the 10-year lag regression models for both directions in the relationship between the 

arts and high tech by year for all urban areas 

The long-term analysis for the ten largest urban areas shows similar results than for all 

urban areas, with high-tech jobs attracting the arts more than the reverse. 

 

Figure 5.26: Coefficients for the 10-year lag regression models for both directions in the relationship between the 

arts and high tech by year for the ten largest urban areas 

On the other hand, in the long term, the arts seem to attract internet jobs to urban areas in 

general, as seen in figure 5.26, with six out of nine years showing a higher arts coefficient than 
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internet jobs. However, from this figure, we should also note that the arts coefficients vary much 

more than the internet jobs coefficient. 

 

Figure 5.27: Coefficients for the 10-year lag regression models for both directions in the relationship between the 

arts and internet by year for all urban areas 

 

However, in another interesting and conflicting situation, the internet SMD is higher than 

the arts SMD in the long term for the ten largest urban areas. This analysis shows that until the 

2002–12 period, internet jobs seemed to be the largest driver of the arts, while after the 2003–13 

period, the arts attracted internet jobs. 
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Figure 5.28: Coefficients for the 10-year lag regression models for both directions in the relationship between the 

arts and internet by year for the ten largest urban areas 

In other words, in the largest urban areas, the arts are major drivers of internet jobs in the 

largest urban areas, but in the long run, the internet jobs were the drivers of the arts. Perhaps more 

data points might reverse the SMDs and indicate that the arts attracted internet jobs in more years 

of analysis. 

The first difference analysis computes regression coefficients for the changes between the 

same two years in both the dependent and independent variables, as seen in figure 5.28. For each 

pair of years from 1998 to 2016, we run the same pair of regressions described in section 5.2. The 

results for the first difference regression analysis between arts and high-tech industries are shown 

in figure 5.28. The SMD for the arts is larger than for high tech, which indicates that in that period, 

the arts attracted more high-tech jobs than the reverse. However, at a closer look, we see that in a 

few years the jobs coefficient was larger than the arts coefficient, as coefficients are interspersed, 

year after year. 

From 1998 to 2002, we see a larger coefficient for both arts and jobs than for the rest of 

the analysis. This may be due to different NAICS categorizations, which has been controlled for, 
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but also to the relative size of the high-tech industry, which was smaller in 1998 than in 2016. 

Thus, the difference between 1998 and 1999 was more significant in the regression analysis than 

the difference between 2015 and 2016. The gains before 2002 would mean higher coefficients than 

after 2002. The only year in which both coefficients were negative was the one for the 2007–2008 

analysis, indicating that both arts and high-tech industries had suffered negative impacts due to the 

2008 financial crisis. 

 

Figure 5.29: Coefficients for the first differences regression models for both directions in the relationship between 

the arts and high-tech industry by year for all urban areas 

Figure 5.29 shows the first difference results for the ten largest urban areas.  The arts SMD 

is slightly higher than the high-tech SMD, showing a stronger impact of the arts on high tech, but 

not as different than for the overall analysis above. In general, the arts seem to have a higher impact 

on high-tech jobs when we focus our analysis on one-year changes rather than the entire industries. 
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Figure 5.30: Coefficients for the first differences regression models for both directions in the relationship between 

the arts and high-tech industry by year for the ten largest urban areas 

Figure 5.30 shows that in the first nine years, high-tech jobs have a much bigger influence 

on the arts. However, after 2007, both coefficients are interspersed and with similar dimensions. 

 

Figure 5.31: Coefficients for the first differences regression models for both directions in the relationship between 

the arts and the internet industry by year for all urban areas 

In another reversal, when we observe only the yearly changes for the internet industry in 

the ten largest urban areas, the internet SMD shows consistent and persistent higher coefficients 

over the arts, as seen in figure 5.31. This indicates the opposite of the discussion so far: when we 
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observe the yearly changes, the internet industry is the driver for the arts in large cities. In other 

words, the presence of internet companies in large cities makes them attractive for new artists to 

move in. More research would be needed for a fuller understanding of this process and the 

connection between internet industries and artists in large cities. 

 

Figure 5.32: Coefficients for the first differences regression models for both directions in the relationship between 

the arts and the internet industry by year for the ten largest urban areas 

 

In conclusion, the analyses in this section show a strong synergy between the internet 

industry and the arts as they have developed together over the years. In the beginning, as the 

internet industry was not yet established, the arts did not offer a strong pull; rather, people would 

move for the internet jobs. With the rapid acceleration of the internet industry, artistic elements 

were introduced by the companies and the cities where they are located to attract more workers, 

thus leading to more similar coefficients from both sides. However, the phenomenon of the internet 

industries and the arts in large cities warrant more investigation. 
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5.3.3 The Reciprocal Relationship Between the Arts and High Tech by Urban Area 

In this section, I discuss the relationship between the arts and high-tech industries by urban 

area. While I do not discuss each urban area individually, I present the results of the regressions 

for the first differences for each urban area, as laid out in the previous section. 

The map in figure 5.32 shows in which urban areas we have stronger arts effects or high-

tech effects after comparing the standardized mean differences from the fixed effects meta-

analysis. The arts effects is stronger in many of the larger urban areas, with the exception of New 

York and Los Angeles. In these cities, the high-tech effects proved to be stronger, thus attracting 

qualified workers, and the arts followed. On the other hand, in cities like San Francisco, Seattle, 

and Chicago, we see a stronger arts effect. 

Cities classified as NA indicate those that did not have enough data points to generate a 

result, and the cities classified as “not significant” indicate that neither arts effects nor jobs effects 

coefficients was statistically significant at 95 percent confidence. 
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Figure 5.33: Map showing which direction (arts attract high tech or high tech attracts arts) showed stronger coefficients in each urban area 
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Table 5.10 shows the coefficient values and results for the top fifteen largest urban areas, 

sorted by the arts effects estimates. Chicago has the highest coefficient for the effect of arts on 

high-tech jobs over the period, followed by Seattle, Washington DC, and Boston, cities that have 

invested heavily in their arts scene and are major destinations for recent college graduates. Even 

though New York was classified as a jobs effects city, the difference between the two coefficients 

is .034; thus, we may consider New York as strong in both arts and high tech, and not just high 

tech. 

Nonetheless, the largest urban areas do not present the highest coefficients, but smaller 

urban areas do. In the top arts coefficients we see that Delano, CA, had an arts effects of 1.9, 

meaning that for each new arts job, the city would gain almost two high-tech jobs. However, this 

urban area had only twelve cases in the analysis, and even though the results are statistically 

significant, we must be careful when appraising results for smaller urban areas. The complete table 

with all urban areas can be found in Appendix E. 
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Table 5.10: Regression results for the relationship between the arts and high-tech jobs by urban area size, and the 

top five urban areas with highest arts and jobs coefficients 

We must keep in mind that each city has a unique structure and different plans to develop 

their local economies, which make their relationship between the arts and high tech unique within 

their economies. While it is at least interesting to have a general overview of what is happening in 

American cities, these results may lead us to understand the lessons from different policies 

throughout the country. 

Table 5.11 shows the proportions of industry effects by city size. The top fifty urban areas 

have populations of over one million people, the middle-tier urban areas have populations between 

300,000 and one million people, and the bottom-tier urban areas have populations of under 300,000 

people. 
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Table 5.11: Proportion of results by urban area size 

Seventy-four percent of the top fifty urban areas show a stronger arts effect on jobs, and 

20 percent of them show a strong high-tech jobs coefficient, a higher proportion than seen in the 

business services and the overall analysis in chapter 4. Fifty-three percent of the middle tier and 

46 percent of the bottom-tier urban areas show a strong arts effect on high tech, while 36 percent 

of the middle tier and 43 percent of the bottom tier show a stronger high-tech effect on the arts. 

These numbers indicate that for the relationship between arts and high tech, the middle- and 

bottom-tier urban areas start to look more similar to each other. 

5.3.4 The Reciprocal Relationship Between High Tech and the Arts Categories 

Thus far, we have observed the relationship between high-tech industries and the arts as a 

whole; however, how would these relationships change if we break down the arts into its three 

categories? Figure 5.33 shows the coefficients for the first difference regressions as in section 

5.3.2, but with the results for each arts subcategory added separately. As the cross-lagged 

regression models demand the exchange between the independent to the dependent variable, each 

arts category had their own model run instead of running a regression with three dependent 

variables, as in the case of the effects of high tech on the arts. 
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The green line shows the combined effects of all arts on high-tech jobs, and the red, purple, 

and blue lines show the individual effects of the arts subcategories on high-tech employment. The 

solid lines show the effect of arts on jobs, while the dashed lines show the effects of jobs on arts. 

After meta-analysis results, we have an arts SMD that is higher than the high-tech SMD, 

indicating that on average, the arts had a stronger impact on high tech than the reverse. These 

SMDs pertain to the overall analysis, as seen before, and serve as a benchmark here as we are more 

interested in the breakdown of the arts categories. 

The arts amenities category is the one that most consistently attracted high-tech jobs, as 

their coefficient tops thirteen out of eighteen years of data. This is followed by the arts producers 

and recreation, which tops two years each, and the year 2007 shows coefficients close to zero. 

As with the previous analyses, the coefficients from arts to high-tech jobs is much larger 

before 2005, as the size of the coefficients decline after 2005. The decline in the size of the 

coefficient is not necessarily bad news, as high tech and arts better equated with each other in the 

later years. 

 

Figure 5.34: The reciprocal relationship between arts categories and high tech 
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For better visualization, figure 5.34 shows a close-up of the dashed lines at the bottom of 

figure 5.33. These lines represent the effects of high-tech jobs on the arts. In comparison to the 

arts effects on high-tech jobs, the high-tech jobs effects on the arts is generally smaller, resulting 

also in the smaller SMD. 

 

Figure 5.35: Close-up of the high tech to arts categories coefficients from figure 5.33 

The arts amenities category is the one with the lowest effects received from high-tech jobs, 

with arts producers and recreation interspersed throughout the years with higher effects received 

from high-tech jobs. Similar to the analysis in the business services section, we see that the arts 

amenities are the ones that need larger audiences in order to grow. 

 

Table 5.12 Fixed-effect meta-analysis coefficients for the relationship between arts and business services 
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As the growth of the internet sector makes internet companies look more alike with those 

in the business services sector, their needs also start to look similar. In other words, as high-tech 

and internet companies grew, their needs for artistic and recreational environments for their 

employees evolved to look similar to the well-established business services industries. 

5.4 Conclusion 

In this chapter, we explored the relationships between the arts and two industries: business 

services and high tech, as these are both industries that are commonly associated with urban living 

and the arts. We explored the relationship of the arts to both business services and high tech using 

different methods. In section 5.1, I show that the distribution of the arts, business services, and 

high-tech variables are extremely skewed and could be improved by log-transformation, which 

also standardizes the variables, making their coefficients comparable. Then, I show the growth 

trajectory of all industry categories from 1998 and 2016, with an emphasis on arts, business 

services, and high-tech subcategories. We learn that the trajectories of most industries are not ones 

of constant growth but contain periodical declines that recover over time. 

The internet industry experienced sharp growth after 2008 as high-tech manufacturing 

declined, just as goods-producing industries were losing jobs in that period. We also observe how 

New York and Los Angeles have an outlying number of arts jobs even when compared to the other 

largest urban areas. I also discuss the correlations among industries by using the time average for 

each industry category. We see high correlations in both metrics among the arts categories (arts 

amenities, arts producers, and recreation), business services and high-tech variables, varying from 

.537 to .865 in the original metric and from .59 to .882 for the log-transformed variables (table 

5.2). 
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Section 5.2 discusses the reciprocal relationship between the arts and business services 

industries, as we narrow down to a subsection of the non-arts jobs variables discussed in chapter 

4 to the business services-related employment. Section 5.3 discusses the reciprocal relationship 

between the arts and high tech in the same manner. 

In the first model (baseline models), we used the first and last years of data to establish the 

basis for comparison of incremental models. We found that for both business services and high 

tech, the arts have a stronger effect on jobs in the natural employment numbers. The same type of 

effect is true for business services with log-transformed variables, but not for high tech after log-

transformation, which presented a stronger jobs to arts coefficient and a negative arts to jobs 

coefficient. The first difference baseline models for both industries resulted in an 𝑅2 close to zero, 

as change variables from years so far apart have weaker relationships. 

In the second model (time lags), we analyzed the cross-lagged regressions for each 

combination of years from 1998 and 2016 for one- and ten-year lags for the log-transformed 

variables and in first differences. For both business services and high tech, we observed that the 

two models using log-transformed variables showed that jobs attract arts; for both, the first 

differences models showed that the arts attract jobs. In other words, when we examine each 

industry as a whole, considering both well-established and new employment together, year after 

year, jobs attract the arts. But when we consider only the yearly changes in the size of industries, 

we see the arts have a higher impact on jobs, indicating that the arts effects are more dynamic. 

These models represented a general analysis, with all sizes of urban areas included. But we 

also observed the results for each urban area separately, in the third model. Table 5.13 shows the 

first differences cross-lagged regression results for the fifteen largest urban areas for both business 
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services and high tech, by number of associated hexagons. Values in bold indicate the highest 

coefficient in order to determine the stronger direction (whether arts attract jobs or jobs attract 

arts). 

In Chicago, the arts seem to have a stronger impact on both business services and high 

tech, but the arts show a clear multiplier effect, almost doubling its additional number of artists in 

the business services industries. This effect is still lower for high tech, but we should keep in mind 

that the high-tech industry grew the most in the second half of the period studied. On the other 

hand, the arts demand a smaller audience from high tech compared to business services in order to 

grow, as the high-tech coefficient to the arts is smaller than the business services coefficient to the 

arts. Chicago is one example where for both industries and in the general analysis, we see that the 

arts have a multiplier effect, and that jobs have an audience effect on the arts. This interpretation 

can also be applied to Philadelphia, PA; Houston, TX; Phoenix, AZ; and Seattle, WA. 

Other cities also show that the arts have a stronger effect on jobs for both industries, but 

for some, neither arts coefficient is larger than one, so the multiplier effect is much weaker. This 

does not mean that the arts are not significant for these cities or industries; as we analyzed in 

chapter 4, many of these cities have arts coefficients larger than one in the general analysis. These 

smaller coefficients stem from narrowing down the employment numbers from the general 

analysis to more specific industries. Examples of these urban areas are Atlanta, GA; Boston, MA; 

Washington, DC; Detroit, MI; and Tampa, FL. 
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Table 5.13: Coefficients for the relationships between arts and business services, and arts and high tech from first 

difference models for the fifteen largest urban areas 

Similar to Chicago, New York shows a multiplier effect of the arts on jobs, and an audience 

effect of business services jobs on the arts, with a very small audience requirement. However, in 

the high-tech model, jobs have a stronger effect on the arts. Therefore, in New York, the business 

services sector is more traditional and better established as the arts offer business services a 

multiplier effect, while the arts and high tech have similar synergies as both coefficients are close. 

Los Angeles, CA, and Miami, FL, show similar cases as New York, where the arts show larger 

effects on business services, but high tech shows a larger effect on the arts. 
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These analyses were performed in each one of the 481 urban areas considered in this study, 

even though a few of them did not present statistically significant results or enough cases to be 

examined. 

When we break down the results into three tiers of urban area sizes, we see that 90 percent 

of the fifty largest urban areas showed that the arts have stronger effects on business services, with 

8 percent presenting stronger business services effects on the arts. Seventy-four percent of the 

largest urban areas showed arts effects on high tech and 20 percent showed stronger high-tech 

effects on the arts. In the middle tier, 59 percent of urban areas showed stronger arts effects on 

business services, and 26 percent showed stronger business services effects on the arts. Fifty-three 

percent showed stronger arts effects on high tech and 36 percent showed stronger high-tech effects 

on the arts. And in the bottom-tier cities, we observed that 47 percent of urban areas showed 

stronger arts effects on business services against 41 percent of stronger business services effects 

on the arts; 46 percent of urban areas had stronger arts effects on high tech, and 43 percent had 

stronger high-tech effects on the arts. Based on these results, we observe that larger cities show a 

stronger arts effect on business services and high tech as their arts markets are larger and better 

established than in smaller urban areas. However, we still see that about half of the middle- and 

bottom-tier urban areas also benefit from the arts. Therefore, the positive impact of the arts on jobs 

may not be restricted to larger urban areas. 

In the fourth analysis, we separated the arts variable into each one of its three categories: 

arts amenities, arts producers, and recreation, in order to examine how each arts category interacted 

with the other industries. The analyses are done individually by arts category, using the first 

differences model. For both business services and high tech, arts amenities showed the largest 

impact on jobs out of the three arts categories, but it also demanded the largest audiences to grow. 
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Arts producers and recreation had more moderate and less dramatic coefficients. In both the 

general analysis and industry-specific analysis, we observed that the arts amenities coefficient 

dipped below zero during the 2007–2008 financial crisis. Therefore, due to the nature of the 

funding structure in which arts amenities establishments operate and their apparent benefits to the 

overall economy, these establishments need more assistance during times of crisis, such as during 

the COVID-19 pandemic. 

Besides the research presented in this chapter, I also plan on using structural equation 

modeling to build better models using latent variables as the impact of the arts and industry 

categories may be larger than the sum of its parts. I also plan on applying the same models to other 

industries, such as the goods-producing, education, and health sectors. Additionally, more research 

is necessary to understand urban area specific results and why some urban areas present negative 

coefficients from arts to jobs. As we add more data points over time, we will also be able to obtain 

better insight into the industries, especially the high-tech industry. 
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CHAPTER 6  

CONCLUSION 

 

What drives economic growth in modern American urban areas, employment or the arts? 

Do people move to cities only seeking employment or do they also move for the amenities and 

lifestyles that a city offers? Up until the first half of the past century, most people moved from 

rural to urban areas searching for employment and better wages. But since the 1960s, more and 

more people were seeking to enjoy urban amenities, such as popular arts districts, famous nightlife, 

access to beautiful natural landscapes, a wide range of cultural activities, and more often than not, 

a combination of all of them. Thus, as people moved to cities for amenities, they joined the pool 

of talented workers in the local labor force, attracting more companies that want to hire those 

talented workers, which would then increase the job market, attracting more companies, attracting 

more workers, attracting more amenities, and so on. 

The reciprocal relationship between the arts and employment have become more dynamic 

in modern urban areas as people seek to move to cities not only for employment but also for the 

amenities and recreation opportunities offered in areas of higher population density. However, this 

dynamic does not happen equally in all urban areas. New York City is the classic example of an 

urban area that is so exceedingly global, diverse, and populated that the city has something to offer 

to anyone and satisfy any tastes at any time. Thus, we can say that the cultural and artistic densities 

in New York are major attractors for people who seek an urban and culturally rich lifestyle. 

However, these urban amenities depend on heavy and long-term investments in order to operate, 

as well as the human capital to not only produce but also to consume arts. These amenities may 
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then be the reason why culturally inclined people move to New York, but at the same time, these 

amenities may be the result of having many culturally inclined people in New York. 

Other industries benefit from being around the arts. The “Arts in the Loop Economic 

Impact Study” (Stevens 2015) points to the $2.25 billion direct and indirect economic impact of 

the arts in the Loop in Chicago each year. This revenue is not only generated directly from the arts, 

but also from restaurants, hotels, real estate, retail, transportation, taxes, and other services that 

patrons use in order to enjoy the arts in the Loop. On top of this revenue, there is also the appeal 

of other types of businesses, such as corporations, business services, high tech, and other 

industries, to be around reputable artistic, cultural, and recreational amenities in the city. The 

proximity of the arts to the industries mentioned elevates the location where they operate, 

increasing the attraction of highly educated workers to the area, who would then enjoy the urban 

amenities as they are conveniently located to where they live and/or work. The above narrative is 

what motivated me to explore the questions proposed in this dissertation: Do people move mostly 

for their jobs or do they also move for urban amenities? Even though not many cities are like New 

York City or Chicago, many urban areas also benefit from supporting the arts and entertainment 

industries. 

This research demonstrates that the arts and non-arts industries have close relationships, 

and each one provides a different pillar in joint processes in which one reinforces the other. The 

two pillars are the multiplier effect, most of the time generated from the arts industries, and the 

audience effect, mostly generated on the side of the non-arts industries. The arts multiplier effect 

is the number of non-arts jobs that one arts job attracts to a city as a result of people moving to 

cities seeking lifestyle and entertainment options. The audience effect is the number of additional 

audience members a city needs to attract more artists to the city, or the local population necessary 
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to have a market large enough for a certain number of additional artists. Therefore, both effects 

are necessary to have continuous growth of both types of industries: as the arts attract more non-

arts related jobs, these non-arts jobs aggregate an audience that then attracts more artists, in a 

looping cycle. These two processes were the results most commonly found; however, we see 

variations, some of which are dependent on the size of a city, the amount of art a city has or has 

not, and more specific circumstances not all explored in this dissertation. 

In order to understand how these dynamics take place, I explore the reciprocal relationship 

between arts and employment by using a collection of quantitative methods and analyses that when 

combined, provide promising results to further our understanding. This study is a product of 

quantitative data analyses, with passages on a few case studies. 

This dissertation is presented in five chapters. In chapter 1, I present the main arguments 

from the current literature that inform this research. In chapter 2, I restructure the dataset from the 

US Census Bureau that is originally provided at the ZIP code level into uniformly sized hexagons 

throughout all urban areas in the US. In chapter 3, I redefine categories of arts and non-arts industry 

categories to estimate the employment numbers based on the total number of establishments data. 

In chapter 4, I analyze the relationship between arts and non-arts employment as general variables, 

in different time lags, interactions, by urban area, and by arts categories. And in chapter 5, I focus 

on the business services and high-tech industries as the non-arts categories to be compared with 

the arts categories. 

In this dissertation, I focus on the methodology as much as I do on the analyses. This strong 

emphasis on the methods revolves around issues of comparability among units of analysis, as each 

ZIP code and urban area have different dimensions that require standardization in order to make a 



 

246 

 

nationwide analysis possible. The methodological section is divided into two chapters: chapter 2 

discusses the standardization of datasets in urban areas, and chapter 3 discusses the computation 

of the data based on the pattern established in chapter 2. The empirical section is also divided into 

two chapters in which I apply the dataset calculated in the methodological chapters to explore the 

questions about the impact of arts on non-arts employment. 

The methodological section connects two distinct elements to enable the empirical 

analysis: first, we deal with issues related to the geographical representation of data; and second, 

we recalculate the US Census County Business Patterns (CBP) dataset based on the geographical 

standards modified in the first part. 

Data transparency have increased the availability of quality data for the social sciences. 

However, we must still take care when adopting datasets for studies, especially if the data is 

supposed to be aggregated as a time series, which is the case in this dissertation. In chapters 2 and 

3, I show how time and geographical inconsistencies in the data affect the reporting of employment 

numbers if the data was kept at the ZIP code level. Even though ZIP codes somehow reflect 

population size and density, their area sizes vary, boundary updates are not scheduled or predicted, 

and the main purpose of ZIP codes is to deliver mail, not data analysis. In addition, as the variables 

are calculated as estimates based on two separate datasets (from the same series), we cannot afford 

to include even more differences by limiting the dataset to a unit that is not proper for analysis. 

In chapter 2, I propose a method to standardize datasets based on location and area in order 

to improve estimates of employment numbers and the continuity throughout the different years. 

By equalizing the area using the proposed hexagonal method, we solve not only the yearly 

inconsistencies and areas size differences found in ZIP code data, but we accommodate a more 
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realistic approach to how people move around in cities. For example, single buildings in Midtown 

Manhattan have their own ZIP codes due to high volumes of mail; however, the impact of the 

businesses within that single building cannot be measured only within that single ZIP code as the 

economic activities reach further to neighboring areas. The reach of these economic activities is a 

topic for another research project; however, people who work in single-building-ZIP codes 

patronize businesses and are patronized by customers from neighboring ZIP codes. While the ZIP 

code is a legitimate geographical codification, the human activities in cities travel beyond those 

boundaries. In the case of Midtown Manhattan, hexagons incorporate the establishments in very 

small ZIP codes into their surrounding areas, attempting to cover the distances people move 

through in a regular day. 

At the same time, many ZIP codes that are classified as urban also contain large portions 

of rural land. In the case of hybrid urban-rural ZIP codes, hexagons are useful to narrow down the 

area of the original ZIP code, placing them on to built-in urban hexagons and reducing the 

distribution of employment to overlap the urban areas while excluding from the analysis the rural 

areas where urban employment does not exist. Thus, the process of transforming ZIP code data 

into hexagons benefits both dense urban areas such as New York City and spread-out urban areas  

found in most of the country. 

The initial total number of urban ZIP codes is 11,200, which were then transformed into 

63,166 hexagons of five square kilometers in area. The increase in the number of cases is due to 

the readjustment of large ZIP codes into smaller (and therefore multiple) hexagons. To be sure, 

the placement of hexagons could be arbitrary, as a slight difference in a few feet could change the 

entire configuration of the hexagonal grid and how it is used to recalculate the data. However, here 

I used the edges of the Census Bureau’s continental US map as a parameter to define the placement 
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of the hexagon grid, but as long as the position of the hexagons consistently correspond to the 

position of the data points throughout the study, this hexagon method should benefit the empirical 

analysis. 

Chapter 2 shows the techniques that details the geographical transformations of the maps 

to create a correspondences table that intersects the shapes of ZIP codes and hexagons, creating 

“slivers” as the proportional areas used in the algorithm to recalculate the number of jobs per 

industry. Each sliver is at the same time part of a ZIP code and part of a hexagon. Slivers are used 

to calculate the proportion of the number of jobs based on the area of a ZIP code to be assigned 

onto a hexagon. 

Chapter 3 describes the format of the US Census County Business Patterns (CBP) datasets, 

the processes to recalculate the estimated number of jobs by industry and sliver, and the 

methodologies used in the empirical chapters, where we combine cross-lagged regressions and 

meta-analysis. 

An important argument from chapter 3 regards the continuity of the time series data. 

Industries are identified in the CBP by the North American Industry Classification System 

(NAICS), which changes every five years. As the economy evolves, the classification system 

adapts to reflect the growth of new industries. The CBP data considered in this study is annual and 

from the period between 1998 and 2016, during which the data had gone through four NAICS 

updates. After each update, some (not all) industries were classified differently, with different 

codes or industry groupings, generating possible time consistency issues. In chapter 3, I propose 

aggregating industry codes in meaningful ways for this study by creating category and subcategory 

variables that are later used for regressions. Subcategories should be linked to a single category, 
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and the sum of the subcategories should equal the value of the parent category. Managing industry 

classifications into categories and subcategories is critical because the analysis compares one time 

period with a later time period; therefore, the different time periods must be compatible with each 

other. Appendix B.2 presents the full tables of the main industry codes that were included in each 

category and subcategory. 

Chapter 3 outlines the methodology used in chapters 4 and 5 to analyze the impact of arts 

and non-arts employment. Even though I have tried many methods over the years, in this 

dissertation, I present a combination of cross-lagged regressions and meta-analysis as the main 

empirical methodology. Each cross-lagged regression analysis comprises a pair of regression 

equations that takes one arts-related variable and one non-arts-related variable in two different 

years. 

As classical economic theories posit that people move to cities for employment, the null 

hypothesis is that jobs attract arts. In other words, people from rural areas would move to cities 

with the goal of escaping poverty and finding employment. As the number of people in the cities 

grew, arts establishments could be sustained, and therefore, the arts followed jobs. The alternative 

hypothesis is that the arts attract jobs. A more recent phenomenon has highly educated and talented 

workers choosing to move to urban areas that offer arts and recreation establishments, increasing 

the interest of companies in the local labor force and attracting companies to these urban areas. 

Thus, jobs follow the arts. 

There are many possible methods to examine the impact of arts on jobs and vice versa, 

making it hard to choose which methods to use. After years of testing, the best methodology was 

a combination of cross-lagged OLS regressions with fixed-effect meta-analysis that would analyze 
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all possible combinations of pairs of years from 1998 to 2016 in each model. Each analysis requires 

a pair of years as the independent variable should be a year prior to the year in the dependent 

variable; in other words, cause should precede the effect. Even though the theory and hypothesis 

in this study are outlined and justified by other research in the literature, I do not discuss the results 

in causality terms as there are still other methods to be tried before attempting that type of 

interpretation. For example, I have been exploring the use of structural equation modeling and 

growth curve modeling that could better inform a causal interpretation of the phenomenon 

discussed here. 

One regression equation has the non-arts jobs variable as the dependent variable in the later 

year, and the arts jobs variable in the earlier year as the independent variable, from which we 

obtain a coefficient that indicates how jobs attracts arts (the null hypothesis). The other equation 

has the arts jobs variable as the dependent variable in the later year, and the non-arts jobs variable 

in the earlier year as the independent variable from which we obtain a coefficient that indicates 

how arts attract jobs (the alternative hypothesis). Thus, we have a pair of coefficients, one in the 

direction of arts to jobs and another in the direction of jobs to arts. For each pair of coefficients 

with the different directions, we compare both coefficients to find which one had the biggest 

impact on the other. After obtaining the coefficients for both equations, if the “arts attract jobs” 

coefficient is bigger than the ”jobs attract arts” coefficient, we interpret that pair of regressions as 

the arts having a larger impact on jobs than the reverse. And if the “jobs attract arts” coefficient is 

bigger than the “arts attract jobs” coefficient, we interpret that pair of regressions as jobs having a 

bigger impact on arts than the reverse. 

The biggest challenge with the cross-lagged regression method discussed here is the vast 

number of possibilities in the combination of pairs of years, pairs of categories and subcategories, 
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and types of regressions. In this dissertation, I run three types of regressions: one-year lag, ten-

year lag, and first differences. In the one-year lag, the difference of the years between the 

dependent and independent variables is one year; similarly, the difference in the ten-year lag 

regressions between dependent and independent variables is ten years. The first difference 

regressions compare only the changes between two consecutive years instead of the total number 

of jobs in each category. The regressions are also run for three pairs of categories: arts and non-

arts jobs, arts and business services jobs, and arts and high-technology jobs. 

Defining the cross-lagged regression types as mentioned helps narrow down the analyses; 

however, there are still a large number of results to be analyzed as the output of each pair of 

regressions generates a pair of coefficients. The fixed effects meta-analyses are useful here to 

reduce the number of coefficients into a single pair of coefficients, which we can then compare 

against each other. In most studies that apply meta-analysis methods, the random-effects meta-

analysis is recommended as for most studies the regression results are derived from different 

subjects and data collection methods. However, in this dissertation, the fixed-effects meta-analyses 

is most appropriate as for each separate study, the subjects and methodologies are identical. From 

the meta-analysis, we obtain the standardized mean difference (SMD), which are effect size 

measures that prioritize coefficients with lower standard errors, summarizing findings from 

equivalent studies. After the two fixed-effects SMDs have been calculated, we perform the same 

comparison for each single pair of regressions, observing which variable, arts or jobs, had the 

bigger impact on the other. 

The methodologies presented in chapters 2 and 3 are products of years of trial and error, 

looking for better ways to deal with such a large, skewed, and intricate dataset. There were many 

other data wrangling and analysis methods that could have been implemented, but the methods 
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selected for this study were the simplest to perform and interpret out of all of them; and following 

the parsimony principle, the simplest methods were preferred. 

The empirical analyses are presented in chapters 4 and 5. Chapter 4 explores the models in 

which there are only two employment categories—those related to the arts, and those that are not 

related to the arts, with hexagons as geographical units—for nineteen years of data, from 1998 to 

2016. By separating the arts from non-arts employment, we are able to observe how the two 

categories interact with each other over time. 

Similarly, chapter 5 investigates the relationships between the arts and two industry 

categories by replacing the non-arts jobs variable with either business services or high-technology 

categories. These two industries are frequently featured in studies due to their synergy with the 

arts. The business services category comprises industries such as accounting, advertising, 

consulting, finance, insurance, law, real estate, and business supporting industries. Even though 

high technology is very often considered synonymous to the internet industry, it also includes 

industries such as design, biotechnology, high-tech manufacturing, research, and telecom—i.e., 

industries where most of the workers are required to have specialized knowledge to perform their 

functions. 

At this point, it is important to note that the arts and jobs variables (as well as the variables 

in their categories and subcategories) in their natural employment numbers are extremely skewed 

to the right as the vast majority of hexagons have low numbers of arts and jobs, and a small number 

of hexagons in the largest urban areas show outlying employment numbers in the variables. 

Approximately half of the hexagons are within the boundaries of the top fifty largest urban areas, 

but even so, the number of outlying hexagons is sparsely distributed. These differences in size and 
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the inclusion of outliers in the same analysis bring the coefficient values down, not reflecting the 

differences in results in larger and smaller urban areas. The outliers are especially important in this 

study as they refer to the largest urban areas where most arts and a great deal of industry activities 

happen. 

The variables in chapter 4 are aggregated by industry parent category as either arts or non-

arts. The aggregated variables provide the baseline analyses of the data for a general understanding 

of the two types of industries. In the first model, we regressed the variables from 1998 as the 

independent variable and the variables from 2016 as the dependent variables, as both natural 

employment numbers, their log, and first differences. In all three regressions, the arts presented a 

coefficient much larger than jobs, indicating that the arts have a multiplier effect over jobs. The 

arts had a 1.25 multiplier for each non-arts job in the natural employment number analysis, a .25 

percent for each 1 percent additional non-arts jobs in the log regressions, and 1.82 arts multiplier 

for each non-arts job when considering only the first differences in the first and last one-year 

period. On the other hand, the coefficients for the non-arts jobs on the arts were .0145, -.295, and 

.033, respectively. Thus, the arts coefficients were larger than jobs in the three analyses, and the 

very small (but statistically significant) coefficients from jobs to arts show that in order for non-

arts jobs to attract one additional arts job, there should be an increase of multiple non-arts jobs. In 

conclusion, this simple model indicates that even when we consider all hexagons in all urban areas 

at the same time, the arts have a strong impact on jobs as a multiplier effect as non-arts jobs make 

up for the audiences necessary to attract more artists. 

Therefore, these results are indicative of two interrelated theories: the arts offer multiplier 

effects on jobs, and jobs require a critical mass to attract the arts—what I call the audience effect. 

In other words, while the arts attract many jobs to a city, the audience needs to increase 
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significantly in order to attract more artists. Take, for example, the first differences analysis 

mentioned above: one arts job could attract on average 1.82 non-arts jobs (as the multiplier effect), 

but non-arts jobs have a coefficient of .033, which indicates that on average, thirty non-arts jobs 

are necessary to attract one additional artist (as the audience effect). But in this case, the regressions 

consider how the changes in each variable from 1998 to 1999 affects the changes in the number of 

arts and jobs from 2015 and 2016, and that effect is not statistically satisfactory. 

The analysis described above includes all hexagons in all urban areas while considering 

only the first and last year of data, over a nineteen-year period. However, results may vary year by 

year according to systemic and local circumstances, and by different lengths of time as results for 

one-year periods should be different than for ten-year periods. Therefore, for each one- and ten-

year period possible within the nineteen years of data, we run a pair of cross-lagged regressions in 

order to observe how results would differ year by year, in the short and long terms, using log-

transformed variables and first differences. Then, we use fixed effects meta-analysis in order to 

reduce the number of coefficients to be analyzed. To help us compare the results of the relationship 

between the arts and the three non-arts industries in this research, I present next a series of graphs 

summarizing the findings from each type of regression in chapters 4 and 5. 

The business services and high-tech variables are part of the “jobs” variable, along with 

other industry categories; thus, the size of the coefficients for “arts attract jobs” tend to be bigger 

than the “arts attract business services” and the “arts attract high-tech” coefficients, while the size 

of the coefficients for “jobs attract arts” tend to be smaller than the “business services attract arts” 

and the “high tech attract arts” coefficients. With the exception of when the coefficient is near zero 

or the confidence interval includes zero, the coefficients are statistically significant, even if they 

are small or negative. 
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Figure 6.1 shows the results for the arts effects on jobs on the three models using log-

transformed variables in 1-year lags—i.e., we are looking for the arts effects from one year prior 

on non-arts jobs, business services, and high-tech variables in the next year. As the data is released 

yearly, the 1-year lag represents the shortest term possible. We observe a higher range of 

coefficients and ranges for the “arts attract jobs” regression than for the other two industries, which 

also presented higher spikes and also declines over time. The business services and high tech were 

in a range much smaller than the non-arts variable and had milder periods of growth and decline. 

 

Figure 6.1: Coefficients for arts effects on jobs, business services, and high tech in one-year lag model 

For most of this period, the coefficients for business services and high tech seem to run 

roughly in parallel, with periods of great differentiation from the non-arts jobs coefficients. This 

may indicate to us that business services and high tech may operate at similar levels and patterns 

when it comes to the arts. The SMD for business services is higher than high tech, indicating that 

in this period, the arts attracted more jobs in business services than in high tech. 

On the other hand, figure 6.2 shows the results for the jobs effects on the arts on the three 

models using log-transformed variables in 1-year lags, or the effects of non-arts jobs, business 
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services, and high tech on the arts from one year to the next. In this case, we see that the non-arts 

jobs coefficients are (with the exception of two years) mostly cumulative effects. 

 

Figure 6.2: Coefficients for jobs, business services, and high-tech effects on arts in one-year lag model 

The SMD for non-arts jobs to arts is negative, again relating to the differences in the arts 

industry size across all hexagons. For example, some hexagons may have similar amounts of non-

arts jobs, but very different sizes of the arts industries, throwing off the relationship between the 

two variables and bringing the coefficient to a negative. The SMD for high tech is smaller than the 

SMD for business services, indicating that high-tech audiences need to be larger than business 

services audiences in order to help the growth of the arts. It is also the case in this analysis that the 

effects of business services and high tech individually span a much smaller range than the effects 

of the non-arts jobs industries as a whole. 

Figure 6.3 shows the results for the arts effects on three categories of jobs using log-

transformed variables in 10-year lags; in other words, the independent variable year is from ten 

years prior than the dependent variable. This type of analysis shows us longer term results, which 

can reduce the noise of the 1-year analysis to emphasize hidden differences. The coefficients for 



 

257 

 

“arts attract non-arts jobs” are the largest of all three models, with business services in second and 

high tech in third. Again, we see that the arts attracted more business services jobs than high-tech 

jobs in that period. We also see that both industries run similar and parallel trajectories, which can 

be very different from the tendencies of the non-arts jobs coefficients. For example, in the analysis 

from 2002 to 2012, we see a growth spike in non-arts jobs, while business services and high-tech 

jobs showed a decline compared to the previous period. 

 

Figure 6.3: Coefficients for arts effects on jobs, business services, and high tech in ten-year lag model 

In the long term, the ranges and variations of the coefficients seem smoother than in the 

short-term analyses. We also see that in the long term, the SMDs are more pronounced, with an 

arts to non-arts jobs SMD of .19 compared to the equivalent SMD in the short term analysis of .04. 

The business services SMD in the 10-year analysis is .07, and .02 in the 1-year analysis. The high-

tech SMD is .03 in the 10-year analysis and .01 in the 1-year analysis. Again, the smaller difference 

in SMD from the short- to the long-term analyses may be attributed to the slower growth of the 

high-tech industry in the first half of the period with great acceleration in the second half. 
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Figure 6.4 shows the results for the jobs effects on the arts on the three models using log-

transformed variables in 10-year lags. The non-arts jobs coefficients and SMD are much smaller 

than for the two industries. The SMD for business services and high tech are the same, 0.09, while 

the SMD for non-arts jobs is -0.16, again due to the larger differences in the size of the arts 

industries in relation to non-arts jobs in general than when compared to business services or high 

tech. 

 

Figure 6.4: Coefficients for jobs, business services, and high-tech effects on arts in ten-year lag model 

In the long-term analysis, we see business services and high tech attracting the arts at 

similar rates and ranges and in parallel, but the pattern seems more similar to the non-arts jobs 

coefficients than in previous analyses. 

Therefore, in the log-log regression models above, the short-term coefficients for the arts 

show smaller changes than the long-term coefficients, illustrated by the SMDs from arts to jobs 

that increase from .04 in the one-year regression to .19 in the ten-year regression. On the other 

hand, the jobs to arts coefficients for both the short and long terms are negative, again, due to the 

uneven number of arts jobs when we consider all hexagons at once. However, we still observe an 
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absolute increase of the jobs SMD -.0335 to -.16 in the long term. In other words, the long-term 

effects are much larger than the short-term effects, as changes accumulate over time. This finding 

reinforces the idea that the arts are long-term investments, as argued by Blau (1989), and they 

should be treated as such with long-term planning. At the same time, non-arts industries are not as 

impactful in attracting the arts, on average. This result may be a symptom of high investment in 

the arts in each urban area, where the arts make those places attractive to other industries, but the 

presence of other industries alone is not sufficient to have a strong arts presence. 

The first difference analyses regress the changes from one year to another for one variable 

on the changes from the same two years for the other variable. Figure 6.5 shows the results for the 

cross-lagged regressions in first differences for the three models. The coefficients for the arts to 

non-arts jobs are larger than each of the other two industries, but we see again that the arts attracted 

more business services jobs than high-tech jobs. We also observe a larger variation in the business 

services coefficients, while the arts to high-tech coefficients have a smaller range and are closer to 

zero. 

 

Figure 6.5: Coefficients for arts effects on jobs, business services, high tech and internet in first differences 
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The results from figure 6.5 are interpreted in employment numbers as the variables refer to 

the changes in number of jobs. Therefore, each arts job attracted 3.53 non-arts jobs, while each 

arts job attracted 1.36 business services jobs, .36 high-tech jobs, and 0.16 internet jobs. These 

numbers show that for non-arts jobs in general and business services, the arts have a multiplier 

effect, but that is not the case for the high-tech and internet industries. 

Figure 6.6 shows the coefficients of the effects of non-arts jobs, business services, high 

tech, and internet on the arts. In this graph, the high-tech and internet coefficients have a wider 

range of values than the other two industries. Due to these disparities, I calculated the partial 

SMDs, cutting the period in two parts for the jobs effects on the arts. The first half of the period 

showed an SMD for the effects of high tech on the arts of .3775, and of .11 for the second half of 

the period. The effects of internet jobs on the arts are .5448 for the first half and .1299 for the 

second half. These differences are indicative of the evolution of the internet industry and its impact 

on the high-tech industry as a whole. 

 

Figure 6.6: Coefficients for jobs, business services, high-tech and internet effects on arts in first differences 
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From 1998 to 2007, different types of high-tech companies had more influence, such as 

design and high-tech manufacturing. From 2008 on, the internet industry gradually grew, 

overtaking the influence of the other industries. Therefore, in the first half of the period, we observe 

that the arts did not have a multiplier effect on high-tech or internet jobs, but high-tech and internet 

jobs had very low audience effects on the arts: about two additional high-tech jobs were necessary 

in order to attract one more artist. However, in the second half of the period, the arts still did not 

present a multiplier effect on high tech, but the high-tech coefficients started to look more similar 

to the coefficients for business services, requiring larger audiences to attract more artists. 

These small coefficients indicate that in order to receive one more artist, there should be 

multiple additional audience members. Therefore, non-arts jobs in general need to attract larger 

audiences than individual industries, with the exception of one year, when high tech has an even 

smaller coefficient, and thus, the requirement of a larger audience. Compared to the general non-

arts job category, business services need a smaller audience in order to attract additional artists, 

but high tech seems to require an even smaller audience, indicating that high tech has a strong pull 

on the arts. High tech attracted artists with smaller audiences in the first half of the period. As the 

internet industry boomed in the second half, the size of the audiences started to look similar to the 

business services audiences. 

Considering the differences in each urban area, the next analysis nests the cases for each 

urban area to run the first differences regression models individually, generating unique results for 

each city. Then, for each urban area, we compare the SMDs for the path from arts to jobs and from 

jobs to arts to find which direction showed the larger coefficient. If the arts SMD was larger than 

the jobs SMD, then the urban area is classified as having “arts attracting jobs” while a larger jobs 

SMD classified the urban area as having “jobs attracting arts.” 
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In table 6.1, 61 percent of the urban areas showed that arts attract jobs, 27 percent of the 

urban areas showed that jobs attract arts, and 12 percent of urban areas either did not present 

statistically significant results or did not have enough cases for the model. However, when we 

break down the hexagons according to population size into three tiers, 94 percent of the fifty largest 

urban areas showed that arts attract jobs, compared to 70.3 percent for the middle-sized urban 

areas, and 56.5 percent of the smaller urban areas. This indicates that larger cities have more 

influential arts industries compared to smaller cities, as artists find larger cities more attractive to 

their craft as those are the places where audiences are. The full table of results can be found in 

appendix E.  

 

Table 6.1: Proportion of arts and jobs effects by industry and urban area size 

But we still cannot discount the benefits from the arts industries in over half of the smaller 

urban areas. In a notable case, the population of the small town of Colquitt, GA, was declining as 

manufacturing industries moved overseas and the younger population moved to larger cities. Then, 

in an unusual artistic move, the talented people of the town came together to produce a new 

musical, called Swamp Gravy1 (Geer 1996), telling some of the townspeople’s stories. This new 

 

1Kenny Malone and Noel King, Swamp Gravy (Update). Radio Broadcast. NPR.  

https://www.npr.org/2020/11/25/939016028/swamp-gravy-updated. 

https://www.npr.org/2020/11/25/939016028/swamp-gravy-updated
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musical led to visitors coming from nearby towns, the development of the local businesses on 

Main Street and the areas surrounding Cotton Hall Theater, and the establishment of an arts council 

to support the artistic development of the town. The case of this single theater in a small town 

illustrates the clear economic benefits that one arts establishment brings to revive the local 

economy: the community got involved in the production of the musical, and the restaurants, hotels, 

and shops gained more business as a bigger sense of place and belonging transpired. 

Colquitt, GA, is not classified as an urban area, so the city is not included in our analysis. 

However, similar to Colquitt, some of the smallest urban areas in the dataset show large arts 

multiplier coefficients. For example, the town of Sumter, SC, has a population of forty thousand 

people, but its arts coefficient indicates that each arts job attracts on average 25.7 non-arts jobs to 

the town. Sumter is a historical city, with seventeen historical buildings registered on the National 

Register of Historical Places, a public garden featuring all eight species of swans, and a regional 

baseball team stadium. The coefficient of 25.7 is very high when compared to Chicago’s arts 

coefficient at 4.6, the largest of all top fifty urban areas. At the same time, Sumter and Chicago 

have similar jobs coefficients, .035 and .038 respectively, and thus, their audience effects are very 

similar. Therefore, larger urban areas have even larger scales in the impact of their arts industries 

to the local economy: as the size of the urban areas grow, the volume of the impact multiplies, but 

the coefficients and total size seem to go down. 

On the jobs side of the general analysis, only 4 percent of the fifty largest urban areas 

showed that jobs attract arts, compared to 22.5 percent in the middle-sized urban areas, and 34.8 

percent of the smaller urban areas. In other words, smaller urban areas are more likely to have jobs 

attracting arts. However, we should note that most of the smaller urban areas where jobs attract 
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arts usually have a negative arts coefficient, as most of their hexagons might present a low number 

of employment in the arts, or numbers not large enough to have an effect on non-arts industries. 

Table 6.1 also shows the different proportions of effects in urban areas based on the 

business services and high-tech industry analyses. Ninety percent of the top-tier urban areas show 

that arts attract business services jobs, but that proportion drops to 59 percent of the middle-tier 

urban areas and to 47 percent of the bottom-tier urban areas, indicating again that the arts attract 

more business services in larger urban areas than in smaller urban areas. On the other hand, 8 

percent of the top-tier urban areas showed that business services attract arts, while 26 percent of 

the middle-tier and 41 percent of the bottom-tier urban areas showed the same results. In other 

words, as the size of the urban area decreases, there are more cases of stronger jobs effects than 

arts effects. 

Similarly, we see that 74 percent of the top-tier urban areas show that arts attract high-tech 

jobs, but that proportion drops to 53 percent of the middle tier and 46 percent of the bottom-tier 

urban areas. Again, we see that larger urban areas will have the arts attracting high-tech jobs, but 

in fewer places than in the general and business services analyses. Twenty percent of the top tier 

urban areas showed that high tech attracts arts jobs, while 36 percent of the middle tier and 43 

percent of the bottom tier showed the same result. In comparing the results from business services 

and high tech, we observe that there are still more urban areas where high tech attracts arts, while 

arts attract business services. The proportion of the two results in the bottom tier are very similar 

for both business services and high tech, but in larger urban areas, we see higher proportions of 

urban areas with higher effects of the arts on jobs. 
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Lastly, Table 6.2 shows the SMDs for the models from both chapters 4 and 5, where the 

arts variable was broken down into its three arts categories: arts amenities, arts producers, and 

recreation. This type of analysis allows us to observe how different types of arts interact with the 

non-arts industries. 

 

Table 6.2: Meta-analyses coefficients between arts categories and jobs 

Arts amenities show the highest SMDs, followed by arts producers, and then recreation. 

The arts amenities also showed more frequently the highest arts coefficients out of the three types 

of arts in all three models. However, we see that the lowest coefficient also belongs to arts 

amenities during the 2008 financial crisis. In other words, during economic prosperity, the arts 

amenities are the category that most contribute to attracting non-arts jobs to a city. But in periods 

of economic crisis, the arts amenities also take the hardest hit as most of their funding depends on 

how well their patrons (e.g., corporate earnings, government, and individuals) are doing in the 

same time period. Also, in bad times, we may lose even more performing arts establishments than 

other types of establishments, but as they are needed for economic rebound, more support should 

be available for arts establishments during periods of crisis, such as the COVID-19 pandemic. 

The arts amenities are also the arts category with highest audience effect; in other words, 

a larger audience needs to be formed in order to attract more jobs in arts amenities than for arts 

producers and recreation. The arts amenities are more susceptible to fluctuations, but are also the 
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most attractive of the three arts categories. The higher level of individual involvement in the 

production in the arts producers and recreation industries protects these industries from the 

vulnerabilities that the arts amenities are subjected to. 

In all the analyses presented in this dissertation, we observe the multiplier effect of the arts 

and the audience effect of the non-arts industries. These two effects explain the chicken and egg 

reciprocal relationship between arts and jobs, as artists need audiences in order to move into cities, 

while the audience can also move to cities where the arts are. 

Further research is required in this field—for example, the use of different statistical 

analysis methods, such as structural equation modeling, growth curve modeling, and the use of 

latent variables to better portray the different markets. This research can also be expanded by 

including more industry-specific analyses, such as manufacturing and retail, as well as including 

more socio-demographic variables, such as education and real estate values. 

By continuously understanding the reciprocal relationship between the arts and jobs, we 

get closer to unveiling the importance of a charming, interesting, and exciting aspect of the city 

that attracts people and businesses, and what turns them into the center of modern urban living.
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APPENDIX A: CHAPTER 2 SUPPLEMENTS 

APPENDIX A.1: MAP OF ZIP CODES THAT INTERSECT URBAN AREAS 

 

 

Figure A.1: Map of zip codes that intersect urban areas 



 

268 

 

APPENDIX A.2: ARCMAP TOOLS AND SETTINGS 

Setting Projection System 

Download the shapefiles from Tiger/Census website. Several layers: states, zip codes, 

county, and urban areas and clusters. 

Using the Project tool on ArcMap: ArcToolbox > Data Management Tools > Projection 

and Transformations > Project Input dataset or feature class: map layer that needs to be projected 

Output coordinate system: US_NATIONAL_ATLAS_EQUAL_AREA 

Tessellate Hexagons over Continental US States Map 

This process generates a new polygon layer with hexagons that cover the geographical area 

as defined by the used. For this process, I used a continental States boundary map to define the 

extent to which the software should create the grid of hexagons. The details of this process follows: 

On ArcMap: ArcToolbox > Data Management Tools > Sampling > Generate Tessellation 

Extent: “same as layer states” (assuming the States map is added to the map document) Top: 

732381.943925 Right: 2521880.995939 Bottom: -2116998.903044 Left: -2037337.707595 (these 

fields are filled automatically by the software) Shape type: Hexagon Size: 5 square kilometers 

Spatial reference: “US_National_Atlas_Equal_Area” 

The final product should be the same hexagon overlay used in this study. Because of the 

geographic dimensions, this task, performed in ESRI ArcMap, takes a long time to complete and 

render. 
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Figure A.2: Tessellation settings for placing the hexagonal grid on the maps 

Crossing ZIP codes with hexagons, to make the pieces that make up the parts 

Use the identity tool to draw slivers. The settings 

Using the identity tool on ArcMap: ArcToolbox > Analysis Tools > Overlay > Identity 

Input features: layer of zip codes that intersect with urban areas “ZIP_overlap_UAC” Identity 

features: 5 square kilometer hexagons that intersect with urban areas “Hexagon_5km_UAC_ZIP” 

Join attributes: ALL Keep relationships: NO_RELATIONSHIPS Creates 

“ZIP_overlap_UAC_Identity” 

Using the Spatial Join tool on ArcMap: ArcToolbox > Analysis Tools > Overlay > Spatial 

Join Target features: identity layer created in the step above. “ZIP_overlap_UAC_Identity” Join 

features: “Urban_Areas_and_Clusters” Join operation: JOIN_ONE_TO_ONE Keep all target 

features: KEEP_ALL Match option: INTERSECT Creates “ZIP_overlap_UAC_Identity_Spa” 
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APPENDIX B: CHAPTER 3 SUPPLEMENTS 

APPENDIX B.1: COMPUTATION NOTES 

 

All computation and even the writing of this dissertation were done using the University 

of Chicago’s server, Cronusx. Although powerful, it was still worth considering ways of 

performing the computations quickly and efficiently. 

• Always reduced the number of ZIP codes from the total of 40k ZIP codes to reduce the 

number of rows requiring calculations to about 11k; 

• In the algorithm, I isolated the data from each year, and ran each year separately until the end, 

to keep it quick; 

• After each year had finished computing and the variables recorded, I recycled temporary 

variables to free up memory; 

• Whenever possible, reduced rows of data also to reduce number of rows requiring 

calculations, for example, after replacing the NAICS codes with subcategories; 

• Separated each type of variable into their own object to make objects lighter, for example, by 

assigning one object to all jobs variables or establishment variables. 
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APPENDIX B.2: NAICS CODES PER CATEGORY AND SUBCATEGORY 

 

Table B.1: NAICS codes associated to each category and subcategory 
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Table B.1: NAICS codes associated to each category and subcategory (cont.) 
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Table B.1: NAICS codes associated to each category and subcategory (cont.) 
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Table B.1: NAICS codes associated to each category and subcategory (cont.) 
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Table B.1: NAICS codes associated to each category and subcategory (cont.) 
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Table B.1: NAICS codes associated to each category and subcategory (cont.) 
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Table B.1: NAICS codes associated to each category and subcategory (cont.) 
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Table B.1: NAICS codes associated to each category and subcategory (cont.) 
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Table B.1: NAICS codes associated to each category and subcategory (cont.) 
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Table B.1: NAICS codes associated to each category and subcategory (cont.) 
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Table B.1: NAICS codes associated to each category and subcategory (cont.) 
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Table B.1: NAICS codes associated to each category and subcategory (cont.) 
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Table B.1: NAICS codes associated to each category and subcategory (cont.) 
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Table B.1: NAICS codes associated to each category and subcategory (cont.) 
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 Table B.1: NAICS codes associated to each category and subcategory (cont.)  
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Table B.1: NAICS codes associated to each category and subcategory (cont.) 
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APPENDIX B.3: DESCRIPTIVE STATISTICS OF VARIABLES 
 

Descriptive Statistics - Original Metric 

 

Table B.2: Descriptive statistics for the original metric variables by year and type of jobs 
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Descriptive Statistics - Log-Transformed 

 

Table B.3: Descriptive statistics for the log-transformed variables by year and type of jobs 
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Descriptive Statistics - First Differences 

 

Table B.4: Descriptive statistics for the first difference variables by year and type of job
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APPENDIX C: CHAPTER 4 SUPPLEMENTS 

APPENDIX C.1: CORRELATION MATRICES 

 

 

Table C.1: Correlations among log- transformed arts variables for all years 
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Table C.2: Correlations among log-transformed jobs variables for all years 
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Table C.3: Correlation among log-transformed arts and jobs variables  
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Table C.4: Correlation among first difference arts variables for all years 
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Table C.5: Correlation among first difference jobs variables for all years 
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Table C.6: Correlation among first difference arts and jobs variables for all years 
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APPENDIX C.2: CROSS-LAGGED REGRESSION RESULTS FOR THE RECIPROCAL RELATIONSHIP 

BETWEEN ARTS AND NON-ARTS JOBS 

 

Table C.7: Regression results and statistics presented in figure 4.12 
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Table C.8: Regression results and statistics presented in figure 4.13 
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Table C.9: Regression results and statistics presented in figure 4.14 
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Table C.10: Regression results and statistics presented in figure 4.15 
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Table C.11: Regression results and statistics presented in figure 4.16 
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Table C.12: Regression results and statistics presented in figure 4.17 
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APPENDIX C.3: CROSS-LAGGED REGRESSION RESULTS FOR THE RECIPROCAL RELATIONSHIP 

BETWEEN ARTS CATEGORIES AND NON-ARTS JOBS 

 

 

Table C.13: Regression results and statistics presented in figure 4.23 and 4.24 
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Table C.13: Regression results and statistics presented in figure 4.23 and 4.24 (cont.) 
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Table C.13: Regression results and statistics presented in figure 4.23 and 4.24 (cont.) 
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APPENDIX D: CHAPTER 5 SUPPLEMENTS 

APPENDIX D.1: DISTRIBUTION OF FIRST DIFFERENCE VARIABLES 

 

Figure D.1: Distribution of first differences arts variables 

 

Figure D.2: Distribution of first differences business services variables 
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Figure D.3: Distribution of first differences high-tech variables 
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APPENDIX D.2: CORRELATIONS AMONG INDUSTRIES 

 

Table D.1: Correlations for each pair of industries in descending order 
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Table D.1: Correlations for each pair of industries in descending order (cont.) 
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APPENDIX D.3: CROSS-LAGGED REGRESSION RESULTS FOR ARTS AND BUSINESS SERVICES 

 

 

Table D.2: Regression results and statistics presented in figure 5.11 
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Table D.3: Regression results and statistics presented in figure 5.12  
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Table D.4: Regression results and statistics presented in figure 5.13 



 

  

3
1
2

 

 

 

Table D.5: Regression results and statistics presented in figure 5.14 
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Table D.6: Regression results and statistics presented in figure 5.15 
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Table D.7: Regression results and statistics presented in figure 5.16.          
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APPENDIX D.4: CROSS-LAGGED REGRESSION RESULTS FOR ARTS CATEGORIES AND BUSINESS 

SERVICES 

 

 

Table D.8: Regression results and statistics presented in figure 5.18 and 5.19 
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Table D.8: Regression results and statistics presented in figure 5.18 and 5.19 (cont.) 
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Table D.8: Regression results and statistics presented in figure 5.18 and 5.19 (cont.)  
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APPENDIX D.5: CROSS-LAGGED REGRESSION RESULTS FOR ARTS AND HIGH-TECH 
 

 

Table D.9: Regression results and statistics presented in figure 5.21 
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Table D.10: Regression results and statistics presented in figure 5.22 
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Table D.11: Regression results and statistics presented in figure 5.25 
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Table D.12: Regression results and statistics presented in figure 5.26 
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Table D.13: Regression results and statistics presented in figure 5.29 
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Table D.14: Regression results and statistics presented in figure 5.30   
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APPENDIX D.6: CROSS-LAGGED REGRESSION RESULTS FOR ARTS CATEGORIES AND HIGH-TECH 

 

 

Table D.15: Regression results and statistics presented in figure 5.34 and 5.35 
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Table D.15: Regression results and statistics presented in figure 5.34 and 5.35 (cont.) 
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Table D.15: Regression results and statistics presented in figure 5.34 and 5.35 (cont.) 
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APPENDIX E: CROSS-LAGGED REGRESSION RESULTS BY URBAN AREA FROM CHAPTERS 4 AND 5 

 
Table E.1: Regression results for the relationship between arts to non-arts jobs, business services and high-tech by urban area 
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Table E.1: Regression results for the relationship between arts to non-arts jobs, business services and high-tech by urban area (cont.) 
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Table E.1: Regression results for the relationship between arts to non-arts jobs, business services and high-tech by urban area (cont.) 
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