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ABSTRACT

Effective quantum communication between remote quantum nodes requires high fidelity quantum

state transfer and remote entanglement generation. Recent experiments have demonstrated that

microwave photons, as well as phonons, can be used to couple superconducting qubits, with a fi-

delity limited primarily by loss in the communication channel. Adiabatic protocols can overcome

channel loss by transferring quantum states without populating the lossy communication channel.

In this thesis, we present a unique superconducting quantum communication system, comprising

two superconducting qubits connected by a 0.73 m-long communication channel. We begin by

discussing the operation of a qubit and a tunable coupler, the basic elements comprising our su-

perconducting quantum node. Next, we describe a fast and large bandwidth variable coupler that

allows us to introduce loss to the channel. Finally, we integrate all these elements together on-chip

to form a tunably-dissipative quantum communication platform comprising two qubits coupled

through a 0.73 m-long transmission line via a pair of electrically-tunable couplers. Significantly,

we show that the integration of the variable coupler allows us to introduce large tunable loss to the

channel, with which the single photon lifetime in the line can be controllably reduced from its in-

trinsic value by over two orders of magnitude. This enables exploration of different entanglement

protocols in the presence of significant channel loss. When set for minimum loss in the channel,

we demonstrate an adiabatic quantum state transfer protocol that achieves 99% transfer efficiency

as well as the deterministic generation of entangled Bell states with a fidelity of 96%, all without

populating the intervening communication channel, and competitive with a qubit-resonant mode-

qubit relay method. We also explore the performance of the adiabatic protocol in the presence of

significant channel loss, and show that the adiabatic protocol protects against loss in the channel,

achieving higher state transfer and entanglement fidelities than the relay method.
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CHAPTER 1

INTRODUCTION

To begin, we provide the motivation and background of this thesis as well as a brief review of

prior work of quantum communication with superconducting qubits. We will conclude with our

approach of quantum communication, entangling two qubits over a cable without sending any

photons through the cable.

1.1 Quantum bits

The basis of any quantum information system is a two-level system called a qubit.1 The informa-

tion is encoded in the superposition of the two basis states, typically the ground and excited states

of the two-level system, |g〉 and |e〉 respectively.2 The quantum state of a qubit can not only be in

either state but also be in any superposition of these two states. We can express the quantum state

of a qubit |ψ〉 as

|ψ〉 = cos(θ/2)|g〉+ sin(θ/2)eiφ|e〉. (1.1)

This state |ψ〉 is often visually represented by a vector from the origin to a point on the surface

of a unit sphere called the Bloch sphere, where θ and φ in Eq. 1.1 correspond to the polar and

azimuthal angles of the vector on the sphere; see Fig. 1.1. More complex superposition states

|0 · · · 00〉, · · · , |1 · · · 11〉 can be formed with a multi-qubit system. Typically, a multi-qubit state

formed byN qubits has 2N−1 degrees of freedom. This is in sharp contrast to classical computing

where a N bit system only has N degrees of freedom.

1. For completeness, there also exist proposals using a three-level system called a qutrit as the building block for
quantum information processing, although these approaches are less common.

2. Here we have presupposed a system where the two states have different energies which is not always the case.
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Figure 1.1: Bloch sphere representation of a qubit. The ground state |g〉 lies at the top of the Bloch
sphere and the excited state |e〉 at the bottom. Any equal superposition state lies on the equator of
the sphere.

Additionally, non-classical correlation can exist between quantum bits through entanglement,

the topic of this thesis. Quantum computers harness these quantum properties, superposition and

entanglement, to provide speedup compared to classical computers. A number of computational

problems otherwise intractable for classical computers can potentially be solved in a reasonable

time using quantum algorithms on quantum computers, with the most well-known example of

prime factorization with Shor’s algorithm [1].

1.2 Superconducting qubits

There are many candidates for the implementation of a qubit. Fundamentally, any physical system

with a pair of states whose transition can be individually addressed can be used as a qubit. Defect

centers in crystals [2, 3], superconducting quantum circuits [4], trapped ions [5], silicon qubits

[6, 7], and neutral atoms [8] have all been explored as candidate qubits with varying degrees

of success for fundamental quantum operation. Large scale quantum computation imposes two

conflicting conditions on the qubit [9]:

1. Long coherence: The qubit must be robust against decoherence and dephasing. Quantum

states are extremely fragile; any unwanted coupling with the surrounding environment can

2



destroy the quantum state of the qubit, thereby destroying the information stored in the qubit.

2. Fast operation and readout: One needs to be able to access, manipulate, and interface the

qubit with another qubit to carry out computation.

Thus, the qubit must be well isolated in order to retain coherence, yet easily manipulated and read

out to enable fast quantum operations and measurement. These nearly conflicting requirements are

the challenges that face all quantum computation systems today.

Superconducting quantum circuits have emerged as one of the most promising systems for

quantum computation in the last decade. Unlike other systems which use the quantum effects of

subatomic particles, superconducting quantum circuits use the state of the electromagnetic field

of non-linear superconducting circuits to encode the qubit. Consequently, superconducting qubits

can be easily controlled and coupled by engineering their electromagnetic environment. In fact,

as these quantum systems are built from circuit components, they can be precisely engineered

and laid out using computer-aided design (CAD) software. Their circuit design can be simulated

and verified with numerical simulation. In our lab, we verify our circuit designs using finite ele-

ment electromagnetic simulation software Sonnet3 and numerical circuit simulator Qucs4. Another

significant advantage of superconducting qubits is that they are highly scalable and integratable.

Superconducting qubits are fully compatible with existing semiconductor processing technology

and can be readily fabricated in a clean room using standard lithography and etching processes.

Additionally, similar to standard integrated circuit fabrication, several superconducting qubit chips

can be made in parallel on a large wafer to compensate for variation in the fabrication.

However, since superconducting qubits rely on a macroscopic quantum state, they are more

susceptible to decoherence due to unwanted interactions with the environment than other candidate

qubits. Nevertheless, through a combination of improved materials, careful circuit engineering,

and careful microwave filtering, superconducting quantum circuits have progressed significantly

over the last two decades. For example, qubit coherence has increased by more than four orders of

3. https://www.sonnetsoftware.com/

4. http://qucs.sourceforge.net/
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Figure 1.2: (a) A superconducting 5-qubit test device we made in the lab. (b) The 5-qubit test
device packaged inside a PCB sample box with aluminum wirebonds.

magnitudes [10] with both T1 and T2 now in the hundreds of microseconds.

Such technological advance has driven significant commercial interest. Industrial companies

such as Google and IBM have started using superconducting qubits as building blocks for multi-

qubit quantum computation systems, putting many superconducting qubits together and operating

them simultaneously to carry out potentially useful quantum information processing. Using a

quantum system with 53 superconducting qubits, “quantum supremacy”, defined as the crossing

point where a quantum computer provides speedup compared to a classical computer, has been

demonstrated [11]. It is worth noting that to date the largest devices realized have on the order of∼

102 qubits, and it remains an outstanding challenge to make devices with even more qubits (1000,

10,000, or even 100,000) needed to build a useful fault-tolerant universal quantum computer.

1.3 Quantum network

In classical computation, thousands of processors can be connected together via a network to form

a powerful cluster. Information can be distributed across a large area in a fraction of a second and

computation can be carried out in parallel across remote nodes. Analogously, quantum computers

can also benefit from such a network [12, 13], enabling quantum-secured communication through
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a quantum network and exponentially faster computation with distributed quantum computation

[14]. A schematic of a quantum network where different quantum processor nodes are connected

together is shown in Fig. 1.3. The processor at each node can be based on different qubit im-

plementations, and by linking them together, we can take advantage of unique properties of each

qubit implementation. For example, isolated quantum systems with high coherence such as the

NV center in diamond can be used as storage nodes while highly controllable quantum systems

such as superconducting qubit can be used as computation nodes in the network [12].

1.3.1 Scaling up with modules

A quantum network also provides a promising pathway of scaling up quantum systems by con-

necting different computing modules through the network. Entangled states can be shared across

different nodes in the network though quantum communication, entangling distant modules to-

gether and forming a quantum processor with more computational power. There are significant

advantages to scaling up with this approach. For example, for superconducting circuits-based

quantum processors, the current approach is to fabricate all qubits of the processor on a single

chip. This places stringent requirements on the fabrication as all qubits need to be fabricated

precisely and flawlessly to have a perfectly working device. In a distributed quantum processor

composed of several modules, individual modules can be independently fabricated, characterized,

and replaced as needed. A broken module can simply be replaced while keeping the other mod-

ules. Furthermore, the quantum processor can be scaled up straightforwardly by connecting more

modules which can similarly be individually characterized and fabricated. All-to-all connections

between modules can be realized through the incorporation of multi-port variable coupler such as

the one detailed in Chapter 3. Basic quantum networks have been demonstrated in the last few

years, enabling for example the loophole-free violation of a Bell inequality across 3 km [15] and

inter-continental entanglement distribution via satellite [16].

5



(a) (b)

Entanglement

Figure 1.3: (a) Schematic of a quantum network where different quantum processor nodes, rep-
resented by an atom in the schematic, can be connected together. (b) Remote processor nodes can
share quantum state and be entangled, forming a larger quantum processor in the aggregate.

1.3.2 Quantum communication with superconducting qubits

Despite its widespread use for quantum computation, the application of superconducting qubits

for quantum communication in a quantum network has been limited. Unlike optical photon-based

quantum systems which can be quantum coherent at room temperature, superconducting circuits

must be operated at cryogenic environments with temperatures in the tens of milliKelvin. This is

due to the fact that they work at microwave frequency and the environment must be cold enough

T � ~ω/kB to avoid thermal fluctuation in the environment from populating the qubit. Here,

T is the temperature of the environment, ~ is the reduced Planck’s constant, kB is the Boltzmann

constant, and ω is operating angular frequency of our qubit. Our typical qubits operate at ω/2π ≈ 6

GHz, corresponding to a temperature of T = 0.3 K. Typically, a dilution refrigerator with a base

temperature of 10 mK is used to provide the sub-100 mK cryogenic environment required for the

operation of superconducting qubits. Nevertheless, superconducting qubits provide an interesting

platform for developing short-distance quantum communication and may lay the groundwork for

a superconducting quantum circuit-based local quantum network.

6



1.4 Remote entanglement

A key resource of a quantum network is entanglement between remote quantum nodes. For ex-

ample, in quantum communication protocols such as quantum key distribution [17], non-classical

correlation between remote nodes due to entanglement is used as a resource to detect eavesdrop-

ping. This relies on the fact that a measurement on an entangled pair of qubits disturbs the en-

tangled state. Thus, the entangled nodes can share their measurement results at the end of commu-

nication protocol and infer from the correlation of their results if eavesdropping has occurred.

Remote entanglement has been realized across a variety of quantum systems in the past decade:

from atomic ensembles, trapped ions, and NV centers in diamond, to superconducting circuits and

quantum dots [18]. The protocol to transfer quantum states between two distant nodes can be

broadly categorized into two types: (1) probabilistic and (2) deterministic.

1.4.1 Probabilistic remote entanglement generation

A common probabilistic method for entanglement is through a beam splitter. In this method,

two itinerant qubits are generated and sent through Hanbury Brown and Twiss setup. The two

itinerant qubits can be entangled with a finite probability at the beam splitter and the successful

generation of entanglement between the two can be heralded through detection at either of the

outputs [19, 20, 21]. However, such protocols are probabilistic with low entanglement generation

rates, defined as the experimental repetition rate of a successful entanglement generation. This

limits their prospect for practical quantum communication. For example, the landmark experiment

of the loophole-free violation of Bell inequality between two remote NV centers separated by 1.3

km utilizes this method for entanglement generation. The experiment suffers from an extremely

low communication rates with an entanglement generation rate of ∼ 10−4, corresponding to one

successful event every hour [15]. This limits the practicality of this method for entanglement

generation in an actual quantum network.
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1.4.2 Deterministic remote entanglement generation

Alternatively, remote entanglement can be generated deterministically by converting the stationary

qubit at each node to an itinerant (flying) photon as carrier of information between nodes [22]. Spe-

cifically, to deterministically generate entanglement between the two nodes, a stationary photon at

each node is partially converted to an itinerant one. The itinerant quantum is then caught by the

other node and converted back to a stationary quantum, completing the entanglement generation

between the two nodes. This approach allows for quantum state transfer and entanglement gen-

eration between remote nodes on demand. However, this approach faces another challenge. As

shown in Fig. 1.4(a), the naturally released photon from a stationary qubit at each node has an

exponentially decaying profile. This corresponds to an abrupt change in the time domain and has

a significantly larger bandwidth than what can be obtained by the qubit. Such itinerant photon

thus cannot be perfectly absorbed by another stationary qubit, limiting the transfer efficiency to at

most 54% [22]. However, Cirac et al. [22] proposed in 1997 that if the wave packet is shaped in

a time-symmetric manner by modulating the coupling between the nodes and the channel, 100%

transfer fidelity is possible; see Fig. 1.4(b). In other words, if the coupling is modulated such that

the emitted photon from the sender qubit has a symmetric wave packet, and the receiver qubit’s

coupling is tuned in the time-reversed manner, 100% state transfer fidelity is possible between the

sender and receiver qubits through the channel. This proposal was later expanded by Korotkov et

al. in 2011 [23] and proved to be key to deterministic generation of high fidelity remote entangle-

ment for quantum communication. It is worth noting here that time symmetry is not an absolute

requirement for perfect state transfer but is rather chosen as a useful condition for both theoretical

and experimental considerations.
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(a)
Fixed coupling

54% transfer efficiency at best 100% transfer efficiency possible

Modulated
coupling

(b)

Figure 1.4: Pitch and catch of an itinerant photon. (a) A stationary qubit with fixed coupling
has a natural exponentially decaying envelope (blue). Due to the wide spectral bandwidth of the
envelope, the released photon cannot be captured perfectly by the other stationary qubit , limiting
the transfer efficiency between the two qubits to 54% at best. (b) However, if the coupling is
modulated in a time symmetric manner, a spectrally narrow symmetric itinerant photon can be
emitted by the sender qubit and subsequently captured perfectly by the receiver qubit.

In 2018, Kurpiers et al. [18] realized the first experimental demonstration of the proposal by

Cirac et al. and generated remote entanglement between superconducting qubits deterministically.

They coupled two remote planar transmon qubits to two dedicated resonators which were then

connected through a meter of coaxial cable. Due to the limited effective coupling between the

node and the channel, a circulator was used to cancel out the reflection in the channel during the

transfer to avoid interference from reflection. They reported the generation of a Bell state with

78.9% fidelity limited primarily by the loss in the channel, both from the various microwave com-

ponents (circulators and connectors) and intrinsic to the channel itself [18]. Since then, quantum

communication with superconducting qubits has progressed significantly using a variety of other

approaches (3D and 2D) and coupling schemes.

In the same year, Axline et al. [24] and Campagne-Ibarcq et al. [25] carried out remote

entanglement using a 3D architecture and parametric coupling. Concurrently, Leung et al. [26]

and Zhong et al. [27] took an alternative approach and removed the circulator interrupting the

channel (used to prevent reflection in the channel) to realize a low loss channel. To overcome the

reflection in the channel, Zhong et al. [27] used photons whose spatial extents were smaller than

the channel length and thus could be fully emitted before any reflection came back to the node. To

achieve this, they used a galvanically-connected Josephson junction-based tunable coupler capable
9



of large coupling and fast emission. With this approach, Zhong et al. [27] were able to achieve

greater than 90% state transfer and Bell state fidelity. Leung et al. [26] took a different approach

by hybridizing the multi-modal channel to high quality on-chip transmission line resonators. With

this approach, they generated Bell state with fidelity of 79.3%. All realizations, however, have

fidelities limited primarily by the loss in the communication channel [18, 24, 25, 26, 27, 28].

1.5 Summary and thesis outline

To address the loss in the communication channel, in this thesis, we introduce and demonstrate

an alternative approach for state transfer: an adiabatic protocol, which can overcome channel

loss by transferring the quantum state between the two remote qubits without ever populating the

intermediate channel. We build on our prior work [27] and realize a two-node superconducting

quantum communication system comprising two superconducting qubits coupled through a 0.73-

m long on-chip transmission line via a pair of electrically-tunable couplers. Using this system,

we deterministically generate entanglement between two remote superconducting qubits using the

adiabatic protocol.

As the adiabatic protocol does not populate the intervening communication channel during the

sequence, it protects against channel loss. We prove this claim by including in this system the cap-

ability to introduce large tunable loss to the channel, with which the single photon lifetime in the

line can be controllably reduced from its intrinsic value by over two orders of magnitude. Using

this capability, we explore the performance of the adiabatic protocol in the presence of significant

channel loss. We show that the adiabatic protocol is more robust against channel loss than the

alternative relay method, in which a quantum state is sequentially swapped to a channel mode and

then to the second qubit. Furthermore, the system provides a unique platform to explore the per-

formance of quantum communication protocols in the presence of significant, tunable dissipation.

The thesis is outlined as follows: In Chapter 2, we discuss the working principle behind the

various superconducting quantum circuit elements. In particular, we will focus on the Xmon su-

perconducting qubit: its working principle, control, and characterization. We will cover how we
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realize high fidelity quantum control and projective single-shot readout of the qubit. In Chapter 3,

we introduce a new type of active superconducting microwave element: a fast and broadband super-

conducting variable coupler, capable of routing and shaping quantum signals. This together with

a resistive load will provide us with a tunable dissipation source for the channel in the quantum

communication experiment in Chapter 4. Finally, we put all of these circuit elements together

in Chapter 4 and present the main result of this thesis: generating entanglement between remote

superconducting qubits via adiabatic passage using a tunably dissipative quantum communication

system. In the concluding chapter, we summarize the main results of the thesis and discuss the

outlook for this setup as well as the adaption of the adiabatic protocol for inter-chip remote entan-

glement generation.
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CHAPTER 2

SUPERCONDUCTING QUANTUM CIRCUITS

Our quantum communication system consists of different superconducting quantum circuit com-

ponents which must be operated at cryogenic temperatures T ∼ 10 mK. The reasoning is two-fold.

First, we need the metal (typically aluminum) to superconduct to achieve minimal loss. Thus, T

must be lower than the critical temperature of aluminum, TC = 1.2 K . Second, superconducting

quantum circuit typically operates at GHz, corresponding to a single photon energy of hundreds

of milliKelvin (∼300 mK for a qubit at 6 GHz). Therefore, to operate the circuit in its quantum

ground state and to avoid unwanted excitation into higher levels due to the thermal excitation from

the environment, we need the thermal energy of the environment to be small, T � ~ω/kB . This

allows us to freeze out the higher levels and operate the system in its two lowest energy states, and

ground |g〉 and the excited states |e〉.

In our superconducting quantum communication system, we use a superconducting quantum

bit (qubit) [29] at each node to prepare and measure the quantum state. A Josephson junction

based tunable coupler is used to transfer the quantum state between nodes on-demand while the

linking quantum channel is realized as a multi-modal on-chip transmission line. In this chapter,

we go over the basic physics behind each circuit component starting from the quantization of the

electrical harmonic oscillator, the LC resonator. We then describe the Xmon qubit, a weakly

anharmonic oscillator. Finally, we describe how we can control and readout the qubit state using

classical microwave pulses as well as coupling it to other quantum systems.

2.1 The quantized LC resonator

The most basic resonant electrical circuit is an LC resonant circuit shown in Fig. 2.1(a). The LC

resonator is the electrical realization of a simple harmonic oscillator. We will prove this claim by

deriving the system Hamiltonian. We begin by writing down the energy stored in the capacitor in
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terms of the charge stored Q and its capacitance C,

U =
Q2

2C
, (2.1)

while the energy stored in the inductor of inductance L with current I = Q̇ flowing through it is

T =
LI2

2
=
LQ̇2

2
. (2.2)

The Lagrangian is straightforward to write down,

L = T − U =
LQ̇2

2
− Q2

2C
. (2.3)

The conjugate coordinate to Q is the inductor flux Φ:

Φ =
dL
dQ̇

= LQ̇, (2.4)

where Φ = LI is the flux through the inductor. To derive the Hamiltonian, we apply the Euler-

Lagrange equation to the Lagrangian L and arrive at the Hamiltonian of the circuit,

H = ΦQ̇− L =
Φ2

2L
+
Q2

2C
. (2.5)

Using canonical quantization, we promote the two conjugate coordinates Q and Φ to quantum

operators obeying the familiar commutation relation:

[Q,Φ] = i~. (2.6)
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Defining the creation and annihilation operators in terms of the resonant frequency of the LC

resonant circuit ω = 1/
√
LC,

a =

√
1

2~ωL
(Φ + iωLQ), (2.7)

a† =

√
1

2~ωL
(Φ− iωLQ), (2.8)

[a, a†] = 1. (2.9)

The flux and charge operators can be written in terms of these annihilation and creation operators,

Q = i

√
~

2ω
(a† − a), (2.10)

Φ =

√
~ω
2

(a† + a). (2.11)

The Hamiltonian in Eq. 2.5 can be written as

H = ~ω
(
a†a+

1

2

)
. (2.12)

This corresponds to the familiar Hamiltonian of a simple harmonic oscillator with equally spaced

energy levels separated by ~ω shown schematically in Fig. 2.1(b).

L C

(a) (b)

E
ne

rg
y

Phase 𝛿

Figure 2.1: (a) Circuit schematic of a parallel LC resonant circuit. (b) The energy levels of the
LC resonant circuit in (a). The harmonic potential results in evenly spaced energy levels separated
by ~ω.
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In the above calculation, we have chosen the charge Q as the free parameter. It is often more

convenient to choose node flux Φ, defined as the integral of voltage at a circuit node, as the free

parameter1:

Φ(t) =

∫ t

−∞
V (t′)dt′. (2.13)

Repeating the equivalent calculation above for the node flux results in the same Hamiltonian as

Eq. 2.12. We show this briefly here. The various terms of the Lagrangian written in terms of the

node flux becomes

T =
CΦ̇2

2
, (2.14)

U =
Φ2

2L
, (2.15)

L = T − U =
CΦ̇2

2
− Φ2

2L
. (2.16)

The conjugate of the node flux is the charge Q:2

Q =
dL
dΦ̇

= CΦ̇. (2.17)

Again, we promote the two conjugate coordinates to quantum operators obeying the commutation

relation:

[Φ, Q] = i~. (2.18)

1. Unfortunately, there is a collision of notation between the node flux defined here and the previously defined
inductor flux in Eq. 2.4.

2. There is a minor caveat here. Using the node flux Φ as the free parameter, the definition of charge Q here differs
from previous definition in Eq. 2.1 by a sign.
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The annihilation and creation operators are then defined as

a =

√
1

2~ωC
(Q+ iωCΦ), (2.19)

a† =

√
1

2~ωC
(Q− iωCΦ), (2.20)

[a, a†] = 1. (2.21)

The flux and charge operators can be written in terms of these annihilation and creation operators,

Φ =

√
~Lω

2
(a+ a†), (2.22)

Q = −i
√

~Cω
2

(a− a†). (2.23)

Following the Euler-Lagrange equation, we arrive at the Hamiltonian of a simple harmonic oscil-

lator like before.

H = QΦ̇− L (2.24)

=
Φ2

2L
+
Q2

2C
(2.25)

= ~ω(a†a+
1

2
). (2.26)

2.2 Transmission line resonators

In superconducting circuits, one of the simplest ways to realize high quality LC resonators on-chip

is to use segments of transmission line. By engineering their boundary conditions and lengths, their

resonant frequency ω0 and coupling strength g, defined as rate of coherent exchange with other

quantum systems, can be carefully engineered. In a superconducting quantum circuit, they can

be used as long-lived quantum memory, as a quantum bus that mediates the interaction between

quantum bits as in this thesis, and as intermediary between the qubit and the environment through

the Purcell effect.
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Short-circuited quarter-wave resonator

Here we focus on one such type of resonator, the short-circuited quarter-wave resonator, following

Ref. [30]. Consider a transmission line with loss constant α, propagation constant β, characteristic

impedance Z0, and length `. The input impedance of such a line is

Zin = Z0 tanh(α + iβ)` (2.27)

= Z0
1− i tanh(α`) cot(β`)

tanh(α`)− i cot(β`)
. (2.28)

In the low loss limit, where α` � 1, we can approximate tanh(α`) ≈ α`. Close to the resonant

frequency ω0, the length of the lines equals to a fourth of the wavelength ` = λ/4, we then have

β` =
π

2
+
π∆ω

2ω0
, (2.29)

where ∆ω = ω − ω0. We then have

cot β` = cot

(
π

2
+
π∆ω

ω0

)
≈ −π∆ω

2ω0
. (2.30)

Substituting this result into Eq. 2.28,

Zin = Z0
1 + iα`∆ω/2ω0

α`+ iπ∆ω/2ω0
≈ Z0

α`+ iπ∆ω/2ω0
. (2.31)

Matching this equation to the impedance of a parallel RLC circuit, we get

C =
π

4ω0Z0
, (2.32)

L =
1

ω2
0C

, (2.33)

R =
Z0

α`
. (2.34)
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Thus, around its resonance, a short-circuited quarter-wave resonator is equivalent to a parallel

RLC resonator with equivalent capacitance, inductance, and resistance as above.

Below we show cryogenic measurement of several short-circuited quarter-wave resonators

measured in the “hanger” configuration. In this configuration, the resonators are coupled to a

common measurement waveguide which can be probed in transmission.

Figure 2.2: Quarter-wave transmission line resonators. (a) Optical micrograph of five short-
circuited quarter-wave transmission line resonators coupled to the common measurement wave-
guide in the hanger configuration. (b) Wide frequency transmission measurements measured at 10
mK. The five transmission line resonators’ resonances can be seen as dips in transmission. The
overall transmission level is offset by an arbitrary amount from attenuators in the input lines and
the amplifiers in the output lines. The 7.5 GHz cutoff is attributed to the operating frequency
range of the cryogenic high electron mobility transistor amplifier (HEMT) used at 4K. Ripples in
transmission are likely due to slight impedance mismatch between coaxial connections.

In this measurement configuration, whenever we are probing frequency at the resonant fre-

quency of one of the five resonators, we observe a dip in transmission. We can study all five

resonances individually. Fig. 2.3(a,b) is an example of the typical dip in transmission and flipping

of the phase of the resonator measured. Here, the transmission magnitude is normalized to 0 dB

far off-resonant, |S̃21|, and a linear offset is subtracted from the transmission phase, ∠S̃21. We can

also plot inverse of the normalized transmission 1/S̃21 in the complex plane in Fig. 2.3(c). Fol-

lowing [31], we fit to this circle and obtain the two quality factors Qi and Qc using the following

expression:
1

S̃21
= 1 +

Qi
Qc

eiφ
1

1 + 2iQi∆ω
. (2.35)
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(a)

(b)

(c)

Figure 2.3: (a) Normalized transmission magnitude |S̃21| and (b) phase ∠S̃21 of one of the res-
onators. (c) The inverse of the same normalized transmission data 1/S̃21 is also plotted in the
complex plane and fitted to a circle using Eq. 2.35. From the fit, we obtain the resonant frequency
fr = 6.419 GHz, the internal quality factor Qi = 1.283 × 105, and the coupling quality factor
Qc = 8.71× 103. The data is measured at around -135 dBm of input power at the sample corres-
ponding to ∼ 1 photon level in the resonator [32].

The internal quality factor Qi relates to the intrinsic loss in the resonator while the coupling

quality factor Qc relates to how strongly the resonator couples to the measurement waveguide. We

can repeat this measurement as a function of input power, equivalently the number of photons in the

resonator. The most important aspect of this measurement is the low power internal quality factor

which corresponds to the single photon lifetime of the resonator, T1r, as we typically operate our

quantum circuit at the single photon level. We observe a low power Qi of 105 which corresponds

to a T1 ≈ 3 µs at 6 GHz, sufficient for what we plan to do here.
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Figure 2.4: Power dependence of the internal quality factor Qi of the resonators, obtained from
fits to Eq. 2.35. For the horizontal axis, we have converted the input power at the sample to an
estimated average photon number in the resonator following Ref. [32].
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2.3 Josephson junctions

As shown in Fig. 2.1(a), the harmonic potential of the LC resonant circuit results in energy levels

evenly spaced in energy by ~/
√
LC. Such energy levels cannot be used as a quantum bit as

no transition is individually addressable. In order to construct a quantum bit, we need to add a

nonlinear element into the circuit. This is provided by the Josephson junction [33, 34].

As shown in Fig. 2.5(a), a Josephson tunnel junction consists of a thin insulating barrier (∼

nm thick) sandwiched between two superconductor metal electrodes. The thin insulating layer

allows the superconducting phase φL and φR of the electrodes to differ. The Ginzburg-Landau

order parameter of the superconducting condensate of each electrode can be written in terms of

its phase φ and Cooper pair density n [35] as ψ(r) =
√
neiφ(r). This is depicted schematically

in Fig. 2.5(a) and a scanning electron microscope picture of an actual Josephson junction from

the device in this thesis is shown in Fig. 2.5(b). In our lab, Josephson junctions are fabricated by

evaporation through a shadow mask using the Dolan bridge technique [36].

The current through the junction I and the voltage across the junction V is related to the phase

difference across the junction δ = φL − φR by the Josephson relations [33]:

I(t) = Ic sin δ, (2.36)

V (t) =
Φ0

2π

dδ

dt
, (2.37)

where Ic is the critical current of the junction and Φ0 is the magnetic flux quantum (= h/2e =

2 × 10−15 Wb). It is generally more convenient to describe the Josephson junction in terms of

flux Φ. Using our previous definition of node flux Eq. 2.13, we integrate the voltage expression in

Eq. 2.37 and find the following relation between the phase φ and the flux Φ:

Φ(t) =

∫ t

−∞
V (t′)dt′ =

∫ t

−∞

Φ0

2π

dδ

dt
dt′ =

Φ0

2π
δ, (2.38)

⇒ δ =
2πΦ

Φ0
. (2.39)
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2.3.1 Junction inductance

The key role of the Josephson junction is that we can use it as a lossless nonlinear inductor with

inductance LJ . We show this below. For an inductor, its inductance is related to the voltage and

rate of change of current in time by V = L(dI/dt). We thus differentiate Eq. 2.36 with respect to

time and arrive at the following expression for the inductance of the junction [37, 38]:

LJ =
V

dI/dt
=

Φ0

2π

1

Ic cos δ
, (2.40)

where we have used Eq. 2.37 for the substitution of dδ/dt in the last equal sign.

From Eq. 2.40, we see that the Josephson junction acts as a nonlinear inductor whose effective

inductance depends on phase difference δ. This is the key source of nonlinearity for our qubit,

which we will introduce later on in the chapter. To find the energy stored in the junction, we

integrate the product of the current and voltage:

U =

∫
I(t′)V (t′)dt′ =

∫
Ic sin δ

(
Φ0

2π

)(
dδ

dt′

)
dt′ (2.41)

=
Φ0Ic
2π

(2.42)

= −EJ cos δ, (2.43)

where EJ = Φ0Ic/2π is the Josephson energy of the Josephson junction.
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Figure 2.5: Josephson junctions. (a) Schematic of a Josephson tunnel junction with a thin insu-
lating layer (white) sandwiched between two superconductors (grey). The Ginzburg-Landau or-
der parameter of the superconducting condensate of the left and right superconducting electrodes
ψ(r) =

√
nie

iφi differs by δ = φL−φR. (b) Scanning electron micrograph of a fabricated Joseph-
son tunnel junction formed by two overlapping aluminum electrodes (blue arrows). The junction
is formed as a thin layer of aluminum oxide at the overlapping region (white arrow). (c) The
Josephson junction is typically represented as an “X” in the circuit. (d) Connecting two symmetric
junctions in parallel forms a superconducting quantum interference device (SQUID) with phase δ1
and δ2 across each junction. The SQUID is typically represented as a square with a cross in the
middle in the circuit.
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2.3.2 SQUID

A DC superconducting quantum interference device (SQUID) consists of two Josephson junctions

connected in parallel. It is typically used in place of a single Josephson junction in a supercon-

ducting qubit to enable frequency tunability. By controlling the external flux Φext through the

superconducting loop, its inductance can be tuned; see Fig.2.5(d).3 Consider two Josephson junc-

tions in parallel as in Fig. 2.5(d), with phase δ1 and δ2 across each junction, the energy stored in

the two junctions are:

U = −EJ1 cos δ1 − EJ2 cos δ2, (2.44)

where EJi is the Josephson energy of each junction.

For simplicity, we consider a symmetric SQUID and set EJ1 = EJ2. We can then rewrite the

total energy stored in the two junctions as

U = −2EJ cos

(
δ1 − δ2

2

)
cos

(
δ1 + δ2

2

)
. (2.45)

Using flux quantization, we obtain the following relation between the phase difference of the two

junctions δ1 − δ2 and the external flux Φext [39],

δ1 − δ2 = 2π

(
Φext

Φ0
+m

)
, (2.46)

where Φ0 is the magnetic flux quanta and m is an integer. Substituting Eq. 2.46 into Eq. 2.45, we

get

U = −2EJ

∣∣∣∣cos

(
πΦext

Φ0

)∣∣∣∣ cos

(
δ1 + δ2

2

)
. (2.47)

Thus by controlling the external magnetic flux through the superconducting loop Φext, we can

change the energy stored in the SQUID, U , and equivalently its effective inductance. In the context

of superconducting circuits, SQUID provides a flux tunable non-linear inductor to our toolbox. As

3. We note that we have ignored the geometric inductance of the SQUID loop here.
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we will see later in this chapter, incorporation of SQUID in the qubit circuit enables frequency

tunability of the qubit [40] and thus control over the Z axis of the qubit state.

2.4 Superconducting qubit

If we exchange the linear inductor in our original parallel LC circuit in Fig .2.1(a) with a Josephson

junction as shown in Fig. 2.6(a), we can replace the second term in the Hamiltonian of the LC

circuit with the energy stored in the junction Eq. 2.43,

U = −EJ cos δ. (2.48)

The consequence of this is shown in Fig. 2.6(b), where the original quadratic potential becomes a

cosine. Inserting this into the original Hamiltonian of the LC resonator, we arrive at the Hamilto-

nian of our superconducting qubit circuit,

H =
Q2

2C
− EJ cos δ. (2.49)

When the circuit superconducts, electrons in the circuit pair up and form Cooper pairs [39]. As

bosons,the Cooper pairs all condense into the quantum ground state when cooled, allowing us to

describe the circuit with a single macroscopic quantum state [35]. We can rewrite the Hamiltonian

in terms of number of Cooper pairs n = Q/2e and the charging energy of the cooper pair EC =

e2/2C as

H = 4ECn
2 − EJ cos δ, (2.50)

where δ and n satisfy the commutation relation [δ, n] = 1. The two variables here δ and n are

analogous to the position and momentum of a simple harmonic oscillator.

Using this model, we can visualize the eigenenergies within the cosine potential shown in

Fig. 2.6(b). Significantly, the energy levels are unequally spaced. This allows us to selectively

address a single transition. For example, we can selectively address the transition between the
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ground state |g〉 and the first excited state |e〉, without addressing transitions between higher levels.

While there exists many more levels above |e〉, in this work we only use the lowest two energy

states as our qubit and will focus our discussion on them.

LJ C
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ne

rg
y

e

g

f

(a) (b)

Figure 2.6: (a) Circuit schematic of a superconducting qubit. Replacing the linear inductor of the
parallel LC resonant circuit with a Josephson junction introduces nonlinearity. (b) Such nonlin-
earity leads to an anharmonic cosine potential with unequally spaced energy levels, suitable to be
used as a qubit.

The Xmon qubit

There is a wide variety of superconducting qubits. In this thesis, we use the Xmon qubit [41, 42]

which is a specific realization of the transmon qubit first developed at Yale [40, 37] and one of

the widely used superconducting qubit implementations. The Xmon qubit is easy to control and

readout and can be readily implemented on a 2D circuit with high coherence [40, 41]. In Fig 2.7(b),

we show an optical micrograph of what an Xmon qubit looks like with a corresponding circuit

model shown in Fig 2.7(a). The shunting capacitor is realized as a cross-shaped open-circuited

coplanar waveguide, forming a low loss capacitance C to ground. The capacitance is in parallel

with a SQUID, consisting of two Josephson junctions in parallel, with inductance LJ connecting

to ground at the bottom of the capacitor. A magnified view of the SQUID loop is shown inset. The

use of a SQUID loop affords tuning of the frequency of the qubit by controlling the magnetic flux

threaded through the SQUID [40, 41]. The readout circuit is on top and partially shown. Typical
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values for C and LJ for our qubits are

C ≈ 90 fF, (2.51)

LJ ≈ 7 nH, (2.52)

EC ≈ 230 MHz, (2.53)

EJ ≈ 20 GHz, (2.54)

ωge/2π ≈ 5.5 GHz, (2.55)

η/2π = −EC ≈ −230 MHz, (2.56)

Z0 =
√
LJ/C ≈ 300 Ω. (2.57)

The Xmon qubit achieves long coherence time by operating in the regime where EJ � EC ,

resulting in energy levels that are largely independent of the DC offset charge ng. Fluctuations in

ng can translate to shifts in frequency resulting in dephasing. In the Xmon regime EC � EJ , δ

is confined to small perturbations around zero and we can Taylor-expand the potential term in the

Hamiltonian in Eq. 2.50 to fourth order in δ:

−EJ cos δ ≈ −EJ +
EJδ

2

2
− EJδ

4

24
. (2.58)

We can rewrite the Hamiltonian as

H = 4ECn
2 +

EJδ
2

2
− EJ −

EJδ
4

24
. (2.59)

We can thus view the Xmon as a simple harmonic oscillator perturbed by a fourth order poten-

tial. Defining the creation and annihilation operators in terms of the charging energy EC and the
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Josephson energy EJ ,

a =

(
1

8ECEJ

)1/4
(

2
√
ECn+ i

√
EJ
2
δ

)
, (2.60)

a† =

(
1

8ECEJ

)1/4
(

2
√
ECn− i

√
EJ
2
δ

)
. (2.61)

We can then quantize the Xmon Hamiltonian using these creation and annihilation operators,

δ =

(
2EC
EJ

)1/4

(a+ a†), (2.62)

n = −i
(
EJ

8EC

)1/4 1√
2

(a− a†). (2.63)

We can rewrite the quantized Hamiltonian as

H = −EJ +
√

8ECEJ (a†a+
1

2
)− EC

12
(a− a†)4. (2.64)

Applying first order correction with perturbation theory to the above Hamiltonian gives us the

following eigenvalues [40]:

Em ≈ −EJ +
√

8ECEJ (m+ 1/2)− EC
12

(6m2 + 6m+ 3). (2.65)

associated with the eigenstate |m〉. The two lowest energy states can be used as a qubit. Defining

the transition energy between state |i〉 and |j〉 as Eij = Ej − Ei, the energy difference of such a

qubit is

Ege = E01 = E1 − E0 =
√

8EJEC − EC . (2.66)

The anharmonicity of the lowest two states used as the qubit is defined as η = ω12 − ω01 =

ωef − ωge. Combining this with Eq. 2.65 yields

η = ω12 − ω01 = (Eef − Ege)/~ = −EC/~. (2.67)
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Thus, the larger the charging energy EC , the more anharmonic the qubit is and the qubit is less

likely to populate higher energy levels during state manipulation. The anharmonicity also sets a

limit on the speed in which a qubit can be controlled, as fast pulses are spectrally broad and can

exceed η, inducing leakage to the |f〉 state. The anharmonicity of our qubit is η ≈ −2π × 200

MHz. Considering only the primary non-computational level 4, we can describe the Xmon qubit

as a weakly anharmonic oscillator with three energy levels,

H/~ = (ω + η)a†a+
η

2
a†a†aa. (2.68)

(a)
Junction

Readout

XY
drive

Frequency
tuning

(b)

Capacitor
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Junctions
LJ
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Figure 2.7: The Xmon qubit. (a) Circuit schematic of our Xmon qubit. We exchange the inductor
of the parallel LC resonator with a pair of Josephson junctions in parallel forming a SQUID (red).
This allows us to tune the qubit frequency by applying an external flux. (b) Optical micrograph
of the Xmon qubit. The light areas are aluminum and the dark areas are the exposed sapphire
substrate. The Xmon qubit consists of a cross-shaped shunting capacitor (blue) with a SQUID loop
(red) connected at the bottom of the cross to ground. The drive (XY control) line is capacitively
coupled to the right of the cross while the flux bias (Z control) line is inductively coupled to the
SQUID loop at the bottom of the cross. The top of the cross is capacitively coupled to a half-wave
resonator (not shown) for readout. (Inset) Magnified view of the SQUID loop with its flux bias
line.

4. This simplification is justified by the sufficient anharmonicity of the Xmon qubit. In reality, the Xmon qubit has
an infinite number of energy levels, not just three.
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2.5 Superconducting qubit control

As shown in Fig. 2.7(b), there are several elements around the superconducting qubits to control

and read out the quantum states of the qubit. We will first focus on the control lines used to

manipulate the quantum state of the qubit. As shown in Fig. 2.7(b), the Xmon qubit is controlled

by a drive line for XY control and a flux bias line for Z control.

2.5.1 XY drive

We can prepare any quantum states on the Bloch sphere on the qubit by sending in resonant mi-

crowave pulses. To do so, we pattern an XY drive line that is capacitively coupled to the Xmon;

see Fig. 2.7(b). By applying a microwave drive at the qubit frequency to the XY drive line, we can

resonantly excite the qubit and drive Rabi oscillation on the Bloch sphere. This corresponds to a

rotation around the X(Y) or any other axes on the equator of the Bloch sphere depending on the

phase of the microwave drive.

Consider the drive circuit in Fig. 2.8(a) where a voltage source with impedance Z0 delivers a

voltage drive signal VXY to the qubit via the XY drive line,

VXY (t) = E(t) sin(ωXY t+ φXY )

= E(t)[I sin(ωXY t) +Q cos(ωXY t)],

(2.69)

where E(t) is the slowly-varying envelope of the signal at frequency ωXY and I and Q are the

in-phase and quadrature component of the drive signal VXY , respectively. When the driving fre-

quency is on resonant with the qubit frequency ωXY = ωge = Ege/~, we can write down the drive

Hamiltonian as [43]:

HXY = −E(t)

2

(
V0QZPF
1− Cc/C

)
(Iσx +Qσy), (2.70)

where QZPF is the zero-point fluctuation of the charge and is defined by the circuit impedance

ZLC as QZPF =
√

~/ZLC [43] and σx and σy are the Pauli operators for the qubit. The Pauli
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operators are a set of 2× 2 complex matrices as defined by:

σx =

0 1

1 0

 , σy =

0 −i

i 0

 , σz =

1 0

0 −1

 . (2.71)

The Pauli operators are unitary and Hermitian. They obey the cyclic commutation relation with

the Levi-Civita symbol εijk,

[σi, σj ] = 2iεijkσk. (2.72)

The time evolution operator U(t) is thus

U(t) = Exp
[
i

2~

(
V0QZPF
1− Cc/C

)
[Iσx +Qσy]

∫
E(t)dt

]
. (2.73)

The driving signal can be set such that I = 1 and Q = 0 and the envelope function E(t) and the

driving duration T can be chosen such that

i

2~

(
V0Qzpf

1− Cc/C

)∫ T

0
E(t)dt =

π

2
. (2.74)

Then the time evolution operator becomes

U(T ) = Exp
(
iπσx

2

)
= iσx. (2.75)

This corresponds to a π-rotation along the X axis of the Bloch sphere. From Eq. 2.70, we see

that by changing the phase of the drive, we can rotate around any axis on the equator of the Bloch

sphere.

Rabi oscillation

The first experiment to calibrate the XY drive is to carry out a Rabi oscillation sequence. Applying

an on-resonant microwave drive at the qubit frequency ωge/2π to the XY control line causes the
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qubit to oscillate between the ground state |g〉 and the exited state |e〉. This is displayed schematic-

ally in Fig. 2.8(b). In Fig 2.8(c), we plot the measured excited state population as a function of the

drive time. We begin in ground state |g〉 and go to the excited state |e〉. Driving the qubit further

causes the qubit to return to the ground state, completing a full cycle. From this measurement,

we obtain the drive lengths for the π and π/2 pulses on the qubit. The drive duration represented

by the red dashed line Fig. 2.8(c) corresponds to the drive length to realize a π pulse on a qubit,

which swaps the excitation between the |g〉 and |e〉 state. Equivalently, the orange dashed line

corresponds to the drive length for a π/2 pulse on the qubit, which maps the ground state |g〉 to an

equal superposition state |e〉+ i|g〉.
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Figure 2.8: (a) Circuit schematic of qubit under a voltage drive VXY . (b) Schematic of a qubit un-
der drive on the Bloch sphere as it evolves between the ground and the excited state. (c) Measured
Rabi oscillations. Orange and red vertical dashed lines mark the XY drive lengths for the π/2 and
π pulses respectively.
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2.5.2 Z flux bias

The XY line only allows for control over two axes of the Bloch sphere. We can introduce another

control line, the Z flux bias line, for control over the Z axis. The Z flux bias line is a shorted

coplanar waveguide that is inductively coupled to the SQUID loop of the qubit; see Fig. 2.7(b).

Flux biasing the line inductively induces a magnetic flux threaded through the qubit SQUID Φext,

changing its effective inductance LJ and thus tuning the transition frequency of the qubit ωge/2π.

Equivalently, this corresponds to an effective rotation around the Z axis of the Bloch sphere in the

frame of the qubit. This is because if the frequency of the qubit is changed with respect to its

initial frame, the state of the qubit evolves either slower or faster than its initial frame and acquires

a phase φ around the Z axes of the Bloch sphere.

From Eq. 2.47, the energy stored in a symmetric SQUID loop is

U = −2EJ

∣∣∣∣cos

(
πΦext

Φ0

)∣∣∣∣ cos

(
δ1 + δ2

2

)
. (2.76)

From this expression, we see that the SQUID acts as a Josephson junction whose energy has a

cosine dependence on the external flux Φext. We substitute the above expression into the expression

of the transition frequency of the qubit (Eq. 2.66) and get

Eeg =

√
8ECEJ

∣∣∣∣cos

(
πΦext

Φ0

)∣∣∣∣− EC . (2.77)

Thus, the transition frequency of the Xmon ωge/2π can be tuned by the flux biasing the Z control

line with a period of one flux quanta Φ0. This also allows us to rotate the qubit around the Z axis

of the Bloch sphere, corresponding to a qubit phase φ rotation. As all single qubit gates can be

decomposed into X, Y, and Z rotations on the Bloch sphere, with the XY drive line and the Z flux

bias line, we have control over all three axes of the Bloch sphere.
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C LJ

(a)

Figure 2.9: Qubit frequency tuning. (a) Circuit schematic of flux tuning circuit of the qubit. (b)
Biasing the SQUID tunes the effective frequency of the qubit. The qubit rotates and accumulates a
phase φ relative to its initial frame, corresponding to an effective rotation around the Z axis of the
Bloch sphere (c) Measured qubit frequency as a function of Z flux bias (arbitrary unit).
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2.6 Superconducting qubit readout

To read out the state of the qubit, we use a dispersive readout technique and place a linear resonator

(readout resonator, realized as a coplanar waveguide resonator) between the qubit and the meas-

urement circuit [44, 45]. At one end, the linear resonator is coupled to the qubit and at the other

end, it is coupled to the measurement waveguide. The resonator and the qubit are detuned and

operate in the non-resonant dispersive coupling regime. We probe the resonator and the qubit it

is coupled to by sending in a microwave tone through the measurement waveguide which reflects

on the resonator and measuring the transmitted amplitude and phase of the output signal. The

amplitude and phase of the probe tone allows us to see if the qubit is in the ground or excited state.

If the qubit changes state, its inductance changes, shifting the resonant frequency of the readout

resonator it is coupled to. Thus, by measuring the resonant frequency of the readout resonator, we

can determine the state of the qubit.

2.6.1 Dispersively coupled resonator and qubit

We treat this formally by considering the circuit of a qubit coupled to a linear LC resonator in

Fig. 2.10(a). We use the Jaynes-Cummings model to write down the coupled qubit-resonator

Hamiltonian [46, 47, 37] in terms of the creation and annihilation operators: a and a† for the

resonator and σ+ and σ− for the qubit.

HJCM = ~ωra†a−
~ωqσz

2
− ~g(σ− − σ+)(a− a†) (2.78)

= ~ωra†a−
~ωqσz

2
+ ~g(−σ−a+ σ−a† + σ+a− σ+a

†), (2.79)

where ωr and ωq are the resonances of the readout resonator and the qubit respectively and g is the

coupling constant between the two systems. Using the rotating wave approximation, we eliminate

terms that do not conserve the total number of excitations (i.e. σ−a and σ+a
† terms). This is

because these terms are non-resonant and rapidly oscillating; in the timescale of the experiment,
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they quickly average out to zero.5. Doing so, we arrive at

HJCM = ~ωra†a−
~ωq

2
σz + ~g(σ+a+ σ−a†), (2.80)

where σz is the Pauli Z operator of the qubit. Let ∆ = ωq − ωr be the detuning between the

qubit and the readout resonator. For |∆| � g, we can apply the dispersive approximation to the

Hamiltonian,

HJCM = ~ωrn−
~ωq

2
σz −

~g2

∆
σzn, (2.81)

where n = a†a is the photon number of the readout resonator. Using this result, the above Hamilto-

nian can be rewritten as

HJCM = ~(ωr + χσz)n−
~ωq

2
σz, (2.82)

where χ = −g2/∆ is the dispersive shift. If we consider the third level of the qubit |f〉, the

expression of dispersive shift is slightly modified [40],

χ = −g
2

∆

1

1 + ∆/η
≈ − g

2

∆2
η, (2.83)

where η is the anharmonicity of the qubit.

From Eq. 2.82, we can see that the dispersive shift corresponds to a shift in resonator frequency

that is dependent on the state of the qubit to be in either |g〉 or |e〉 state. Thus, by measuring the

shift of the resonant frequency of the readout resonator, we can determine the state of the qubit.

2.6.2 Experimental readout data

In Fig. 2.10(b) below, we display the measured transmission |I + iQ| (arbitrary unit) through the

readout line as a function of frequency with the qubit prepared in either the ground or excited

state. If we prepare qubit in the ground state, we obtain the blue line where the dip corresponds

to the loaded resonance of the readout resonator. If we excite the qubit in the excited state by first

5. Note that in certain cases, these terms can be important and should not be neglected as in Ref. [48]
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applying a π pulse through the XY drive line, the resonance of the readout resonant is changed and

its resonance changes by twice the dispersive shift 2χ/2π and we obtain the red line. The shift is

dependent on the detuning between the qubit and the readout resonator, ∆. The difference between

the red and the blue traces is how we are able to projectively measure the state of the qubit.

We plot the equivalent data in the two-dimensional complex IQ plane as shown in Fig. 2.10(c).

If we prepare the qubit in the ground state, we see that the IQ points are centered at a region in the

IQ plane. If instead the qubit is prepared in the excited state, we see that the IQ points are now

centered at another region in the IQ plane. This allows us to discriminate the state of the qubit

by drawing a discrimination line in between the two clouds and assigning different regions of the

IQ plane to either the ground state |g〉 or the excited state |e〉 of the qubit. If the measured signal

lies on the left side of the line, the qubit is in the ground state |g〉. Conversely, if the measured IQ

lies on the right side of the line, the qubit is in the excited state |e〉. From this calibration, we can

determine the probability of the qubit to be in either state at the end of each measurement. We note

that as is clear from Fig. 2.10(c), the readout measurement is imperfect and there is some chance of

incorrectly reading out the state of the qubit. This is known as readout error and can be corrected

through linear inversion. A detailed discussion is provided in Chapter 4.
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Figure 2.10: Qubit readout. (a) Superconducting qubit measurement circuit for dispersive readout.
The measurement circuit consists of a readout resonator capacitively coupled to a qubit via a coup-
ling capacitor Cc. When the qubit is in a different quantum state, the resonance of the readout
resonator shifts. Such shift translates to a change in transmission through the readout resonator.
(b) Measured transmission amplitude |I + iQ| through the readout resonator when the qubit is
initially prepared in |g〉 (blue) and |e〉 states (orange). The overall transmission offset is arbitrary,
set by the various attenuation and amplification in the measurement signal chain. The difference
in the resonant frequencies of the resonator when the qubit is in state |g〉 and in |e〉 is twice the
dispersive shift 2χ/2π. Here, 2χ/2π = 0.3 MHz. (c) The equivalent data plotted in the complex
transmission IQ plane with blue and orange points corresponding when the qubit is in the ground
or excited state, respectively. This data allows us to assign measurements in the IQ plane to either
the ground or excited state, discriminated by the dashed line in the IQ plane. The size of the two
clouds is dependent on the noise in the measurements. The readout measurement also includes
state preparation errors as well; the qubit can change state after the initial state preparation, for
example due to T1 and T2,Ramsey processes during readout.
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Bandpass filter

As an aside, we note that more complex readout schemes with bandpass filters can be used in

the readout chain to enable high-fidelity fast readout [44, 43]. This is done by engineering the

microwave environment of the readout line by placing another resonator between the readout res-

onator and the measurement waveguide. The second resonator acts as a filter such that the readout

resonator strongly couples to the measurement waveguide at the readout frequency f ≈ 6 GHz but

weakly couples to the chain at the qubit frequency f ≈ 5 GHz. The filter increases the coupling

of the readout resonator to the measurement waveguide by the quality factor of the filter QF . In

our experiment, we were able to obtain decent readout visibility without the use of the bandpass

filter. However, it is possible that employing a filter could further improve the readout fidelity to

be > 95%.

Airbridges

Airbridged ground connections across transmission lines play a crucial role in superconducting

quantum circuits as on-chip transmission lines can break ground planes into patches across the

chip. If these ground plane patches are not connected by airbridges, they can result in slot-line

modes which can be an additional source of dissipation for the qubits, limiting their T1. We fabric-

ate airbridges on our superconducting quantum circuit using a liftoff process similar to Ref. [49]

to electrically connect the ground planes together. We deposit SiO2 as a sacrificial layer, over

which a layer of aluminum stretching across the SiO2 connecting the ground planes on either side

of the transmission line is deposited. The aluminum deposition is preceded by an Ar ion mill to

mill away the native aluminum oxide on the base layer and establish galvanic contact between the

deposited aluminum and the base layer. The sacrificial SiO2 layer is etched away via vapor HF in

the last step of the fabrication to release the airbridges. A detailed process flow of the fabrication

is provided in Appendix A.
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Figure 2.11: Airbridge over a transmission line. (a) Top-down view and (b) angled view of a free-
standing airbridge connecting the ground planes across the transmission line. The SiO2 scaffold
has been removed via vapor HF.
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Packaging

Another crucial aspect of measuring superconducting qubits is packaging. Packaging is the inter-

mediary between the quantum circuit and the coaxial cables at the base stage of the fridge. As

shown in Fig. 2.12(a) below, we placed our chip inside a superconducting aluminum sample box.

For electrical connections, we wirebond the chip to a printed circuit board insert which is in turn

soldered to non-magnetic SMA connectors. The aluminum wirebonds superconduct at low tem-

perature, providing a close to ideal connection between the chip and the mount6. The PCB inserts

are made of Rogers board (RO4350B) and are plated with gold on top for ease of wirebonding.

The samples can then be connected to the coaxial cables at the base temperature stage of the fridge

through these SMA connectors. Inside the fridge, the aluminum sample mount is sandwiched

between two high permeability µ-metal magnetic shields which protect the device from magnetic

noise from the environment.

Figure 2.12: Device packaging. (a) Picture of the quantum circuit chip inside the aluminum
sample mount. The superconducting quantum circuit chip is wirebonded to the PCB inserts which
in terms are soldered onto SMA connectors. (b) Picture of the sample mount in (a) placed inside
the fridge and connected to coaxial cables. The coaxial cables then lead up from the base stage of
the fridge to room temperature. The two µ-metal magnetic shields can be seen behind the mount.

6. In reality, each wirebond does have a small inductance on the orders of a few nanohenries.
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2.7 Superconducting qubit characterization

2.7.1 Energy relaxation time (T1)

One of the most basic characterizations of superconducting qubits is how long they can keep their

excitation. This is known as the energy relaxation time T1. We measure the qubit T1 by exciting

the qubit in the excited state |e〉 with a π pulse and watching how long it can keep this excitation as

a function of time. By fitting the decay with an exponential, we find a typical T1 of approximately

10 − 20 µs, consistent with those of other qubits fabricated and measured using similar setups in

our lab as well as many other groups. In Fig. 2.13(a), we show the measured T1 data of the device

used in Chapter 4.

2.7.2 Phase coherence time (T2,Ramsey)

The second time of interest is how long a superposition state encoded in the qubit can keep its phase

φ. This is known as the phase coherence time T2,Ramsey. We measure this via a Ramsey sequence

by first exciting the qubit in an equal superposition state |e〉+ i|g〉, waiting for a delay time to see

how the qubit has dephased, and projecting the state to the measurement axis (Z axis) via another

π/2 pulse; see Fig. 2.13(c). To increase the visibility, we detune the π/2 pulse slightly so that

the qubit precesses around its Z axis in the rotating frame, resulting in oscillations in the final

measurement. In Fig. 2.13(c) we show the measured T2,Ramsey of the device used in Chapter 4.

We fit the envelope to a decaying exponential exp[−t/T2,Ramsey] [41] and obtain typical coherence

time of 1 − 2 µs at the operating point of ωge/2π = 5.504 GHz. The decoherence process on the

Bloch sphere is shown schematically in Fig. 2.13(d).
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Figure 2.13: Qubit lifetime and coherence time. (a) Qubit lifetime measurement. To measure the
energy relaxation time T1 of the qubit, we excite the qubit in the excited state |e〉 with a πpulse and
measure its decay as a function of time. The pulse sequence is shown inset. From fitting the data
to a decaying exponential (orange trace), we obtain T1 = 11.5± 0.5 µs, corresponding to a quality
factor of Q = ωT1 = 4 × 105. (b) Bloch sphere representation of the energy relaxation process.
The excitation in the |e〉 state is represented by a blue sphere. (c) To measure the phase coherence
time T2,Ramsey of the qubit. We excite the qubit in a superposition state on the equator of the Bloch
sphere via a π/2 pulse and watch its decay. In the end, we map it back to the measurement axis
(Z axis) via another π/2 pulse to measure the qubit. The excited state population is fitted to a
cosine with a decaying exponential envelope to obtain the T2,Ramsey coherence time. We introduce
a slight detuning ∆ωfringe to the π/2 pulse such that the qubit precesses around its Z axis in
the rotating frame to allow for better fitting. (d) Bloch sphere representation of the decoherence
process. Dephasing causes a spread in the expectation value of the phase, causing a point to spread
into a band of values of different φ’s as represented by a band of orange vectors in the schematic.
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2.8 Coupling

To make a useful quantum system, various quantum systems need to couple to one another. In

an electrical circuit, this is done by engineering a coupling capacitor or inductor between two LC

resonators. Here, we explore these two coupling schemes.

2.8.1 Capacitive coupling

Two LC resonators can be coupled to one another capacitively by simply placing a coupling capa-

citor Cc in between them; see Fig. 2.14.

Cc

C1 C2L1 L2

Figure 2.14: Capacitively coupled LC resonators. Circuit schematic of two capacitively coupled
LC resonators with coupling capacitance Cc.

The coupling g for the circuit is:

g =
Cc
2

√
ω1ω2

(C1 + Cc)(C2 + Cc)
. (2.84)

where ω1 and ω2 are the resonant frequencies of the two LC resonators. Capacitive coupling is

preferred for strong, efficient coupling to parallel LC resonators, where the resonances correspond

to impedance maxima. Considering the relation V = ZI , a parallel resonance presents a large

impedance on resonance; a fixed current can thus drive a larger voltage across the other resonator

resulting in a larger coupling g.
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2.8.2 Inductive coupling

Another way to couple resonant circuits is through an inductor. This is typically done by placing

the inductors of two LC resonant circuits in close proximity resulting in a mutual inductance M

between the two inductors; see Fig. 2.15.

MC1 L1 C2L2

Figure 2.15: Inductively coupled LC resonators. Circuit schematic of two inductively coupled
LC resonators with mutual inductance M .

The coupling g for the circuit is:

g = −M
2

√
ω1ω2

L1L2
, (2.85)

where ω1 and ω2 are the resonant frequencies of the two LC resonators. Inductive coupling is

preferred for strong, efficient coupling to series LC resonators, where the resonances correspond

to impedance minima. Considering the relation I = V/Z, a series resonance presents minimal

impedance on resonance; a fixed voltage can thus drive a larger current across the other resonator

resulting in a larger coupling g.

2.8.3 Tunable inductive coupling

Unlike geometric coupling where the coupling is always on, we can use Josephson junction based

tunable coupler [50, 51] to turn on and off the coupling between coupled quantum systems on-

demand. Tunable coupling offers several distinct advantages over a fixed capacitive or inductive

coupling. In the context of our experiment in Chapter 4, the tunable coupler plays a key role in

turning on/off the interaction of our qubits to the channel on-demand. The coupling can be turned

off during state preparation at each quantum node. This retains the qubit’s coherence during state
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preparation and allows for independent tune up of each qubit without worrying about its interaction

with the channel and the other qubit. Conversely, when we want the qubit to couple to the channel

for state transfer, the coupling can be turned on and modulated in time with nanosecond precision.

As we will show in Chapter 4, this is crucial to realize the adiabatic state transfer protocol, the

focus of this thesis. After the desired transfer is achieved, the coupler can then be turned off and

the quantum information can be processed coherently in the receiver qubit.

Our tunable coupler is based on the gmon design that was first developed at UCSB [50, 52,

53, 54]. This type of Josephson junction based coupler design affords dynamic tunability turning

from 0 to 50 MHz on nanosecond time scales while retaining the coherence of the qubit [50]. The

large coupling strength and dynamical tunability of the gmon make it a suitable tunable coupling

circuit for a quantum node. The tunable coupler is implemented as an π-inductive network and

the qubit is connected to ground through this inductive network. One path to ground is through

the first meander inductor Lg1 = 0.2 nH, while the other path to ground is through the Josephson

junction in series with a second meander inductor Lg2 = 0.2 nH. This is depicted in the circuit

schematic in Fig. 2.16(a) and an optical micrograph of the device used in this thesis is shown in

Fig. 2.16(b). The inductance of the Josephson junctionLT (δ) can be tuned by controlling the phase

across the junction δ, brought about by an inductively coupled flux bias line (“G” in Fig. 2.16(b)).

By modulating δ, we can control the ratio of the current flowing through each branch of the bridge.

When δ = π/2, the junction inductance is very large, presenting a large a large impedance to the

right branch of the inductive network, and all the qubit current Iq goes to ground through the left

meander inductor Lg1 (i.e. I1 = Iq, I2 = 0) and the coupling is turned off. Conversely, when

δ = π the junction inductance is negative LJ = −LJ0, canceling out the geometric inductance of

the network. This allows the qubit current to flow through the right coupler branch (i.e. I2 6= 0)

and the coupling between qubit and the transmission line is turned on.

To treat this formally, we consider the circuit of the qubit and the tunable coupler network

in Fig. 2.16(a), where a current Iq flows from the left qubit to ground. For simplicity, we set

Lg1 = Lg2 = Lg. The current through the coupler junction I2 to the second grounding inductor
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Lg2 can be written approximately as [50]

I2 =
IqLg

2Lg + LT (δ)
. (2.86)

This current generates a flux in the second branch of the network Φ2 = I2Lg. Using these two

expressions, the mutual inductance can be expressed as

M =
Φ2

Iq
=

Lg
2

2Lg + LT (δ)
=

Lg
2

2Lg + LT0/ cos δ
, (2.87)

where I have used the previously derived expression for nonlinear inductance of a Josephson junc-

tion (Eq. 2.40) for the coupler inductance LT in the last equal sign and δ is the phase difference

across the coupler junction. This can be substituted into the coupling strength expression of two

inductively coupled LC resonators (Eq. 2.85). Doing so, we arrive at the coupling strength of the

coupler as a function of its phase δ:

g(δ) = −1

2

M√
L1L2

√
ω1ω2 (2.88)

= −1

2

(
Lg

2

2Lg + LT0/ cos δ

)√
ωqω2

(Lg + Lq)(Lg + L2)
, (2.89)

where L1 = Lq and ω1 = ωq are the inductance and resonant frequency of the qubit and L2 and

ω2 are the inductance and resonant frequency of the system it is coupled to.

2.8.4 Tunable capacitive coupling

We note that tunable capacitive couplers have also been developed [55] and implemented [11, 56,

57, 58]. However, they are not used in the experiment described in this thesis and are thus not

discussed in detail here. For a detailed description of tunable capacitive couplers, see Ref. [55].
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(a)

250 μm

Iq

Lg1 Lg2ZXY

I1 I2

Qubit Coupler

G

(b)

Iq

I1 I2

Figure 2.16: (a) Circuit schematic of a quantum node consisting of a qubit (blue) and its tunable
coupler (purple). The qubit current Iq is marked by the blue arrow. The currents through the two
branches of the tunable coupler networks I1 and I2 are marked by red arrows. (a) False-color
optical micrograph of the qubit and the tunable coupler. The coupler is controlled by a G control
line inductively coupled to the coupler junction. Current sent down the control line brings about
a magnetic flux through the superconducting loop and changes the phase δ across the coupler
junction, tuning its effective inductance LT (δ)
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CHAPTER 3

SUPERCONDUCTING VARIABLE COUPLER NETWORK

In this chapter, we explore a fast and broadband superconducting variable coupler, with switching

times on the orders of nanosecond. This is a key device for the experiments in Chapter 4.1

3.1 Introduction

Switches are highly useful components in radiofrequency, microwave and optical classical com-

munication systems, and likely will play an important role in quantum communication applica-

tions. Conventional semiconductor-based microwave couplers have been used with superconduct-

ing quantum circuits, enabling for example the in situ measurements of multiple devices via a

common readout chain. However, the semiconducting elements are lossy, and furthermore dis-

sipate energy when switched, making them unsuitable for applications requiring rapid, repeated

switching in cryogenic systems. Superconducting Josephson junction-based couplers, in contrast,

can be designed for dissipation-free operation with fast switching and are easily integrated with su-

perconducting quantum circuits. These enable, for example, the on-chip, quantum-coherent rout-

ing of microwave photons, providing an appealing alternative to semiconductor switches. Here, we

present and characterize an on-chip superconducting variable coupler based on the superconduct-

ing quantum interference device (SQUID), with two parallel Josephson junctions. The variable

coupler is dissipation-free, features large on-off ratios in excess of 40 dB, and the coupling can

be changed over a time of ∼ 5 − 10 ns. The device is broadband, with “on” transmission above

-1 dB over a 1.5 GHz bandwidth, and “off” isolation below -20 dB over a 3.8 GHz bandwidth.

The center operating frequency can further be tuned from 3 to 8 GHz, achieving similar perform-

ance at each operating frequency. The simple design presented here can be readily integrated with

superconducting qubit circuits, and can be easily generalized to realize a four- or more port device.

1. The following is reproduced from “A fast and large bandwidth superconducting variable coupler”, Hung-Shen
Chang, et al. Applied Physics Letters (2020), with the permission of AIP Publishing.
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In recent years, superconducting qubit circuits have made significant progress, showing that

distributed quantum computing using superconductors may be possible. This drives a need for

active microwave components able to route and modulate single microwave photons while pre-

serving quantum coherence. A superconducting variable coupler capable of controllably routing

microwave photons between different ports would enable the distribution of entanglement between

different nodes in a quantum network [59, 20]. Additionally, such a coupler would allow for mul-

tiplexing of classical microwave signals, enabling the integrated readout and control of multiple

qubits using a single microwave cable. A few different realizations of superconducting microwave-

frequency couplers have been demonstrated [60, 61, 62, 63, 64]; however, these mostly have fixed

operating frequencies, involve complicated fabrication, and often suffer from limited bandwidth,

limiting their uses to small-bandwidth applications.

3.2 Our approach

Here we report the design, implementation and characterization of a broadband, three-port super-

conducting variable coupler, based on the Josephson flux-tunable SQUID [65]. A variable coupler

is a generalized form of a switch. Specifically, a variable coupler affords continuous control of the

transmission, but it can also be operated in a binary fashion (“on” and “off”) as a switch but not

vice versa. We use the intrinsic LC plasma resonance of the SQUID to control the transmission to

each port in the coupler, enabling fast and widely-tunable operation, providing a simple approach

that preserves a direct galvanic coupling through each port. We experimentally characterize the

device at cryogenic temperatures, and demonstrate a large on-off power ratio of over 40 dB, a wide

instantaneous bandwidth exceeding 1 GHz for both transmission and isolation, and fast switching

times of a few nanoseconds. The design affords complete and continuous electronic control of

the transmission between the three ports, enabling fast and coherent routing of single photon mi-

crowave signals. The coupler can be readily integrated with superconducting qubits, as shown in

Ref. [66], and can be easily extended to a larger number of ports.
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3.3 Device description

Our three-port device controllably routes signals from port 2 or port 3 to port 1, using two Joseph-

son SQUIDs as tunable resonators placed in series with the two input ports, as shown in Fig. 3.1.

The SQUID plasma resonance frequency is defined as ωp = 1/
√
LC, where L is the Josephson

plus geometric inductance of the SQUID loop, and C is the associated parallel capacitance. When

this frequency is resonant with the incoming signal, the SQUID presents a large series impedance,

and fully reflects any incoming signals. Conversely, when the resonance frequency is far detuned

from the incoming signal, it presents a small impedance and a substantial fraction of the incoming

signal is transmitted through the SQUID. By controlling the magnetic flux linking the SQUID,

using an on-chip flux line, we can tune the resonance frequency and thus vary the SQUID trans-

mission continuously from zero to nearly unity. Using a shunting capacitance in parallel with the

SQUID further improves the transmission in detuned operation, by better matching the circuit to

the system impedance (here Z0 = 50 Ω).
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Port 3Port 2

Port 1Φ2 Φ3

300 μm

(a)

(b)
SQ2 SQ3

30 μm

Figure 3.1: Device description, where signals into port 2 or port 3 are routed to port 1, using those
ports’ associated SQUID couplers. (a) False-color optical micrograph of the complete device.
Inset: magnified view of one SQUID and its associated flux control line. (b) Schematic circuit
diagram for (a), with port 1 in black, port 2 and its associated SQUID (SQ2) in blue, port 3 and its
SQUID (SQ3) in red, with three shunt capacitors in green.
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3.4 Experimental setup

The device is fabricated on a sapphire substrate with Al base wiring and Al-Al oxide-Al Josephson

tunnel junctions, using a process outlined in Appendix A, with slight modifications. We character-

ize the coupler by cooling it in a dilution refrigerator with a base temperature below 10 mK and

measuring the transmission between ports 2 and 3 and port 1 using a microwave vector network

analyzer. Fig. 3.2 shows the schematic of the wiring inside the refrigerator. Ports 2 and 3 are

treated as input lines and are heavily attenuated and filtered at each temperature stage. Port 1 is

treated as an output line, connected to two circulators in series (QuinStar) at the mixing temperat-

ure stage, then amplified by a high electron mobility transistor amplifier (Low Noise Factory) at a

temperature of 4 K, followed by a room-temperature amplifier (Miteq). This wiring configuration

allows us to measure the transmission from port 2 to port 1 and from port 3 to port 1 (S12 and S13)

but not the transmission in the reverse direction (S21 and S31). The device is placed inside an alu-

minum sample box which is placed inside a single layer of high permeability magnetic shielding,

bolted to the mixing chamber stage; electrical connections are made with aluminum wire bonds.
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Figure 3.2: Schematic of the measurement setups for measuring (a) microwave transmission
through the device with a vector network analyzer and (b) sideband spectrum as shown in Fig. 4
of the main text with a spectrum analyzer. For this measurement, we connect the flux bias lines to
a signal generator outside of the fridge to modulate the flux through the SQUID loop (SQ2). The
output spectrum is measured with a spectrum analyzer. Solid lines mark the different temperature
stages inside the dilution refrigerator.

54



3.5 Experimental results

3.5.1 Flux controlled transmission

In Fig. 3.3, we show electronic control of transmission from port 2 and port 3 to port 1, as a

function of the control flux. With port 3 turned off (|S13| < −40 dB), flux-biasing SQ2 controls the

transmission S12 from port 2 to port 1. The transmission can be tuned continuously from near-unit

transmission 0 dB to -40 dB, demonstrating a large on-off ratio (calibration of unit transmission is

described in the section below). Transmission S13 from port 3 to port 1 is maintained at a uniform

small value near -40 dB for all SQ2 flux biases. We observe two pronounced dips in |S12| as a

function of flux, which corresponds to where the SQUID plasma resonance is resonant with the

probe signal at f = 5 GHz, reflecting almost all the signal. In Fig. 3.3(b), we show a detail for

the transmission at the two flux bias points where port 2’s impedance is nearly 50 Ω, resulting in

near-unit transmission, where the measured transmission is normalized to 0 dB at the maximum

transmission point. The coupler’s insertion loss is characterized in a separate measurement, where

it was found to be around ∼ 0.6 ± 0.2 dB (See Section 3.5.7). We fit the flux dependence of the

transmission using a linear circuit model [30], modeling the SQUID as a parallel LC resonator

with flux tunable inductance and extract the unbiased inductance of the SQUID to be 166.5 ± 0.1

pH, the SQUID capacitance to be 199.3±0.3 fF, and the shunting capacitance to be 160.0±0.4 fF.

For all subsequent measurements in the main text, the device is tuned to operate near f = 5 GHz.

3.5.2 Power sweep

At high powers, non-idealities due to the intrinsic SQUID nonlinearity become apparent. We

characterize the power-handling of our device by measuring the transmission as a function of input

power with port 2 “on” and port 3 “off,” as shown in Fig. 3.3(c). To maintain a relative transmission

level above −1 dB through port 2, we find a chip-level maximum power into port 2 of about -83

dBm, while maintaining the transmission below −20 dB for port 3, the maximum power into port

3 is about −95 dBm
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Figure 3.3: Flux-controlled SQUID transmission. (a) Normalized transmission for a fixed fre-
quency signal at f = 5 GHz from ports 2 and 3 to port 1, as a function of the SQ2 flux bias Φ2
in units of the magnetic flux quantum Φ0 = h/2e. Transmission |S12| is tuned continuously from
unit transmission to -40 dB. Port 3’s transmission |S13| is maintained near -40 dB for all SQ2 flux
bias values. Dashed lines are a fit to a linear circuit model [30], where the SQUIDs are modeled
as parallel linear LC resonators with flux-tunable inductances L. (b) Detail of the transmission vs.
flux bias curve in (a), showing that near-unit transmission is achieved at two flux bias points, cor-
responding to where port 2’s impedance is nearly matched to 50 Ω. (c) Transmission |S12| (blue)
and |S13| (red) at their maximum and minimum transmission points, respectively, as a function of
port 2 and port 3 input power.
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3.5.3 On/off spectroscopy

In Fig. 3.4, we display the transmission through each port (|S12| and |S13|) over a broad frequency

range with each port tuned to its maximum and minimum transmission points respectively. In

mode A, the SQUID fluxes are set so that port 2 is set to its maximum transmission while port 3 is

set to its minimum, while in mode B the fluxes are set to where port 3’s transmission is maximized

while port 2’s transmission is minimized. In mode A, we observe a flat transmission through port

2 with |SA12| & −1 dB while port 3’s transmission has |SA13| . −20 dB, both across a ∼ 1.5 GHz

band centered at 5 GHz. In mode B, we measure a large isolation bandwidth for port 2 with an

equivalently broad and large transmission through port 3. The on-off ratios for both ports is greater

than 40 dB for the same bandwidths.
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Figure 3.4: Transmission |S12| (left) and |S13| (right) for two flux-tuning points, mode A (or-
ange, see top left diagram) where port 2 is at maximum and port 3 at minimum transmission, and
mode B (blue, see top right diagram) where these are reversed. Dashed lines represent the -20 dB
transmission threshold used to define the isolation bandwidth.
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3.5.4 Frequency tunability

These measurements demonstrate operation around a 5 GHz probe signal. To demonstrate the

broad tunability of the device, we measure the variable coupler at different operating frequencies

ranging from 4 to 8 GHz and perform spectroscopy measurements similar to those in Fig. 3.4. We

show that the flux tunability of the SQUIDs allow equivalent operation for operating frequencies

between 4 and 8 GHz, demonstrating an octave of tunable, broadband operation, achieving on-off

ratios in excess of 40 dB, and “on” and “off” bandwidths of more than 1 GHz for all operating

frequencies. Device parameters extracted from these spectra are summarized in Table 3.1.

Operating On/off ratio (dB) Transmission Isolation
frequency (GHz) bandwidth (GHz) bandwidth (GHz)

f0 |SA12/S
B
12| |SA12| > −1 dB |SB12| < −20 dB

4.025 43.423 1.28 > 1.995
4.405 61.48 1.595 2.465
5.085 46.899 1.48 > 3.8
5.565 34.574 1.6 2.39
6.135 34.19 1.595 2.62
6.455 33.72 1.24 2.18
7.03 33.614 1.485 > 1.9
7.68 33.845 1.59 > 1.58
7.965 35.025 1.595 > 1.3

Operating On/off ratio (dB) Transmission Isolation
frequency (GHz) bandwidth (GHz) bandwidth (GHz)

f0 |SB13/S
A
13| |SB13| > −1 dB |SA13| < −20 dB

4.225 49.529 1.58 > 1.995
4.37 49.134 1.56 > 2.315
5.005 40.066 1.58 3.22
5.36 34.66 1.545 1.51
5.915 32.902 1.54 1.685
6.57 33.393 1.55 1.845
6.895 35.285 1.59 > 1.9
7.54 34.686 1.535 > 1.57
7.775 35.487 1.455 > 1.32

Table 3.1: Performance of the variable coupler at different operating frequencies, measured for
S12 (upper half) and S13 (lower half). All parameters are calculated from the spectroscopy data
shown in Fig. 3.5 and Fig. 3.6.
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Figure 3.5: Coupler performance for different operating frequencies, between ports 1 and 2. (a)
Schematic of the two modes measured here; see main text. (b) Measured transmission from port 2
to port 1 (|S12|) as a function of frequency for mode A (orange) and mode B (blue), demonstrating
broadband operation. Dashed line represents the −20 dB transmission threshold used to define the
isolation bandwidth.
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Figure 3.6: Coupler performance for different operating frequencies, between ports 1 and 3. (a)
Schematic of the two modes measured here; see main text. (b) Measured transmission from port 3
to port 1 (|S13|) as a function of frequency for mode A (orange) and mode B (blue), demonstrating
broadband operation. Dashed line represents the −20 dB transmission threshold used to define the
isolation bandwidth.
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3.5.5 Fast switching

We characterize the switching speed of the variable coupler by measuring the transient response

of our device as it switches between the two modes, shown in Fig. 3.7. For these measurements,

a fixed-frequency signal at f = 5 GHz is sent to port 1 and a rectangular pulse is applied to each

SQUID’s flux line so as to switch from mode A to mode B or vice-versa. The time-domain trans-

missions |S12| and |S13| are captured for each port using a fast analog-to-digital converter. By

fitting the response waveform to a hyperbolic tangent, as shown in the figure, we extract 10% to

90% switching times of 8±1 ns and 4.9±0.4 ns for port 2’s off-to-on and on-to-off times, respect-

ively, and 6.6±0.8 ns and 9.0±0.8 ns for port 3’s off-to-on and on-to-off times, respectively. These

times are mostly limited by the bandwidth of our flux-bias electronics and associated cabling.

(a)

f = 5 GHz

f = 5 GHz

(b)

−20 −10 0 10 20 30
Time (ns)

0.0

0.5

1.0

|S
ij| | |S12

| |S13

−20 −10 0 10 20 30
Time (ns)

0.0

0.5

1.0

|S
ij| | |S12

| |S13

Figure 3.7: Fast switching. Measured rising and falling edges of the waveforms through each port
when switched between different operating states. (a) Mode A to mode B. (b) Mode B to mode A.
Dashed lines are fit to a hyperbolic tangent to extract the rise and fall switching times.

61



3.5.6 Sideband generation

A time-periodic modulation of the SQUID flux bias generates sidebands in the transmitted signal,

offset from the carrier frequency by integer multiples of the modulation frequency. SQ2’s flux bias

is set to 0.473Φ0 where |S12| = −2.0 dB and 0.052Φ0 from the maximum transmission bias, and

port 3 is set to minimum transmission. A fixed-frequency signal at f = 5 GHz is applied to port 2 as

the carrier signal and SQ2’s flux bias is modulated about its set-point with a small radiofrequency

modulation of -80 dBm, corresponding to a modulation amplitude of (2.6 × 10−7)Φ0. We use

a spectrum analyzer to measure the transmitted spectrum at port 1, which reveals sidebands on

the carrier signal as shown in Fig. 3.8(a) as a function of the modulation frequency, as the latter

is varied from 10 to 100 MHz. In Fig. 3.8(b), we explore the dependence of these sidebands

on the modulation power for a fixed modulation frequency, where at low powers only the carrier

signal is detected, and as the power is increased the first and then additional sidebands appear in

the spectrum. This sideband generation capability of the coupler could be useful for shifting the

operating frequency or for frequency-domain multiplexing of microwave signals, for example for

qubit control and readout.
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Figure 3.8: Sideband generation. (a) Measured sideband spectrum as a function of the flux mod-
ulation frequency with a constant flux modulation power of -80 dBm. The measured spectrum is
normalized by the transmitted power of the carrier signal at f = 5 GHz. (b) Sideband spectrum
as a function of flux modulation power, with equivalent modulation amplitude in units of the mag-
netic flux quantum Φ0 = h/2e shown on top. The flux modulation frequency is kept constant at
100 MHz.
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3.5.7 Insertion loss

The insertion loss of the variable coupler is measured by normalizing the measured transmis-

sion Sa12 from port 2 to port 1 with port 2 set to maximum transmission and port 3 set to min-

imum transmission. This measurement was then compared with a reference measurement Sb12

made in a subsequent cool-down by removing the device and connecting the port 2 and port 1

microwave lines directly to one another with a female/female SMA adapter. The insertion loss

L = −20 log10

(
|Sa12/S

b
12|
)

is then calculated as the ratio of these two transmission measure-

ments, shown in Fig. 3.9. We observe a low insertion loss of less than 1 dB over a bandwidth of

800 MHz.
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Figure 3.9: Insertion loss of the device. Dashed horizontal lines represent the 1 dB insertion loss
point used to extract a bandwidth of 800 MHz.

3.6 Conclusion

In conclusion, we have presented and demonstrated a simple three-port superconducting variable

coupler, using flux-biased SQUIDs operating at microwave frequencies to control the port-to-port

transmission. The variable coupler has bandwidths in excess of 1 GHz, greater than 40 dB on-off

coupling, and affords fast switching of a few nanoseconds. The flux tunability allows the center

frequency to be set in the range of 4 to 8 GHz. The design can be easily modified to more than

three ports, and can be readily integrated with superconducting qubit circuits for the routing and
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modulation of individual microwave photons [66].
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CHAPTER 4

REMOTE ENTANGLEMENT VIA ADIABATIC PASSAGE

4.1 Introduction

Remote entanglement of superconducting qubits has recently been demonstrated using both mi-

crowave photon- and phonon-mediated communication [18, 24, 25, 26, 27, 28]. Many of these

demonstrations are limited by loss in the communication channel, due to loss in the various mi-

crowave components or intrinsic to the channel itself [18, 26, 28]; similar limitations apply to e.g.

optically-based quantum communication systems. Adiabatic protocols analogous to stimulated

Raman adiabatic passage (STIRAP) [67, 68] can mitigate such loss by adiabatically evolving an

eigenstate of the system, using states that are “dark” with respect to the communication channel.

These enable the high-fidelity coherent transfer of quantum states between sender and receiver

nodes, even in the presence of large channel loss. Despite their use in a number of localized

systems, such protocols have not been used for the generation of remote entangled states [67, 68].

In this chapter, we present a unique experimental system comprising a pair of superconducting

Xmon qubits linked by an on-chip, 0.73 m-long superconducting microwave transmission line. By

changing the coupling of the transmission line to a resistive load, we can vary the transmission

line’s energy lifetime T1r over two orders of magnitude. We demonstrate an adiabatic protocol for

quantum communication between the qubit nodes, compare its performance to a qubit-transmission

mode-qubit relay method [69, 70, 27], and explore the performance of both protocols as a function

of transmission loss.

We first describe the experimental device, then the two state transfer methods. We test the

performance of each protocol in the low-loss limit, then as a function of transmission loss. The

adiabatic process achieves significantly improved performance compared to the relay method, es-

pecially at intermediate levels of loss in the channel.1

1. The following is reproduced from “Remote Entanglement via Adiabatic Passage Using a Tunably Dissipative
Quantum Communication System”, Hung-Shen Chang, et al. Phys. Rev. Lett. 124, 240502 (2020), with the permission
of the American Physical Society. Article is copyrighted by the American Physical Society.
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4.2 Device and experimental setup

The experiment is carried out inside a dilution refrigerator with a base temperature below 10 mK.

A detailed description of the experimental setup is provided in Ref. [27]. The process flow for the

device fabrication is provided in Appendix A . The two quantum state transfer methods, and the

device we use to test them, are shown in Fig. 4.1.

The device comprises two frequency-tunable superconducting Xmon qubits [40, 41], Q1 and

Q2, each coupled to one end of the on-chip transmission line via an electrically-controlled tunable

coupler [50], G1 and G2 respectively. A schematic of the device is shown in Fig. 4.1(b) and a

complete circuit diagram is shown in Fig. 4.2 with detailed device parameters provided in Table 4.1.

4.2.1 Superconducting qubits

The superconducting qubits used in this experiment are frequency-tunable planar Xmon [40, 41]

discussed in detail in Chapter 2. We use the qubit ground |g〉 and excited |e〉 states, whose trans-

ition frequency is tunable from ∼3 to 6 GHz. Microwave lines capacitively-coupled to each qubit

are used to generate qubit rotations about the X and Y axes of the Bloch sphere via quadrature-

resolved microwave pulses; Z-axis rotations and frequency tuning of each qubit are controlled

using dc flux-bias lines inductively-coupled to each qubit’s two-Josephson junction SQUID loop.

To prevent spurious cross-excitations between the two qubits, the qubits are typically de-tuned

from one another by 85 MHz, and each qubit’s coupler G1 (G2) is turned off during qubit state

preparation and readout. Each qubit’s intrinsic qubit lifetime, coherence time, and idle frequency

are provided in Table 4.1. Each qubit is read out simultaneously with the other qubit, using stand-

ard dispersive single-shot readout [71, 72, 73, 44, 45] via a capacitively-coupled quarter-wave

coplanar waveguide resonator. We used a traveling-wave parametric amplifier [74] (MIT Lincoln

Laboratories) to ensure nearly quantum-limited amplification of the readout signals. The |g〉 and

|e〉 state readout fidelities for each qubit are shown in Table 4.1.
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Figure 4.1: Experimental device and state transfer methods. (a) Optical micrograph of the device
(left), with magnified views of one qubit and its associated tunable coupler (right top), and one
variable loss coupler (right bottom). (b) A simplified circuit schematic, with two superconducting
qubits (Q1 and Q2, blue), coupled by tunable couplers (G1 and G2, purple) to a 0.73 m-long
superconducting transmission line (orange). The transmission line is interrupted near Q1 by a
variable coupler network. The variable coupler network comprises two tunable couplers D1 (red)
and D2 (teal), with D1 connected to an external 50 Ω load to ground (dashed box), while D2
connects to the remainder of the transmission line.
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Figure 4.2: Complete circuit diagram for the experimental device. The qubits are in blue, their
tunable couplers in purple, the two couplers making up the variable coupler network in teal and
red, the transmission line in orange, and the 50 Ω load in black.

4.2.2 Flux-tunable couplers

The tunable coupling between each qubit and the communication channel is controlled via a

galvanically-connected variable coupling π-bridge [50, 27], labeled as G1 and G2 in Fig. 4.1(b)

and discussed in detail in Chapter 2. The tunable couplers G1 and G2 allow us to externally con-

trol the coupling g1,2 of each qubit to the individual resonant modes in the transmission line. A

dc flux-bias line affords flux control of each coupler by changing its Josephson junction induct-

ance. However, changes in the coupler junction inductance induces a sympathetic frequency shift

in the qubit connected to that coupler, as the inductance of the qubit is modified as well. Similarly,

changes in the coupler junction inductance also shifts the transmission line frequency. With the

coupler set to maximum coupling g/2π = 15 MHz, the qubit frequency is shifted by about 60

MHz, while the transmission-line resonant mode frequency is shifted by about 4 MHz. The shift in

the transmission line resonant modes is much smaller, due to the transmission line’s relatively large

lumped inductance (Eq. 4.2) compared to the inductance of the qubit. Detailed calculations on the

coupler-induced frequency shifts can be found in the supplementary of an earlier publication [27].
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4.2.3 Variable coupler network

A variable control consisting of two additional tunable couplers, D1 and D2, is integrated into

the transmission line, 1.6 mm from the coupler G1 and its associated qubit Q1. These are the

variable couplers discussed in Chapter 3 and are used to electrically-controlled coupling between

its input port and two output ports [75]. The coupler D2 is placed inline with the transmission line

leading to the tunable coupler G2 and qubit Q2 and is always set to provide maximum coupling

(and minimal reflection) to the remaining length of transmission line. Specifically, D2 is set to

zero flux and it does not play any further role in this particular work. The SQUID bias of D2 is not

specially adjusted in the experiment. The other coupler D1 connects to an off-chip lumped 50 Ω

microwave load via a wire bond connection, yielding a variable dissipative cold load to the system.

Varying the coupling to this load allows us to set the loss in the transmission line, quantified by the

energy lifetime T1r of each resonant mode.
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Qubit parameters Qubit 1 Qubit 2
Qubit maximum frequency, ωmaxge /2π (GHz) 6.239 6.132
Qubit idle frequency, ωidlege /2π (GHz) 5.504 5.419
Qubit capacitance, Cq (design value) (fF) 90 90
Qubit SQUID inductance, Lq (nH) 7.2 7.5
Qubit anharmonicity, α/2π (MHz) -168 -171
Qubit intrinsic lifetime, T1,int (µs) 11.5(5) 9.1(2)
Qubit Ramsey dephasing time, T2,Ramsey (µs) 1.11(3) 1.15(3)
Qubit spin-echo dephasing time, T2E (µs) 4.09(5) 3.54(4)
|g〉 state readout fidelity, Fg 0.966(3) 0.959(4)
|e〉 state readout fidelity, Fe 0.881(5) 0.888(8)
Readout resonator frequency, ωr/2π (GHz) 6.361 6.415
Readout resonator quality factor, Qr 6.9× 103 6.4× 103

Readout dispersive shift, χr/2π (MHz) 0.15 0.15

Flux-tunable couplers parameters Coupler G1 Coupler G2

Coupler junction inductance, LT (nH) 0.61 0.61
Coupler grounding inductance, Lg (design value)
(nH)

0.2 0.2

Variable coupler network parameters Coupler D1 Coupler D2

Coupler SQUID inductance, LJ (nH) 0.34 0.34
Coupler SQUID capacitance, CJ (fF) 125 125
Coupler grounding capacitance, Cg (design value)
(fF)

100 100

Table 4.1: Device parameters for the two qubits, the flux-tunable couplers connecting each qubit
to the channel, and the DC SQUID tunable couplers making up the variable coupler network that
couples the channel to an external 50 Ω load.
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4.2.4 Communication channel

The communication channel connecting the two qubits comprises a 0.73 m-long, on-chip coplanar

waveguide. To suppress unwanted slotline modes, the transmission line is spanned by air-bridge

crossovers every 2 mm, connecting the ground planes on either side of the transmission line [27].

The transmission line of length ` = 0.73 m supports multiple resonant modes, separated in fre-

quency by the free spectral range ωFSR/2π = 1/2T` = 84 MHz, where T` = 5.9 ns is the photon

one-way transit time in the channel. Each resonant standing mode n in the approximately short-

circuited line can be modeled as a seriesRLC resonant circuit with the equivalent lumped-element

parameters [30].

Rn = Z0α`, (4.1)

Ln =
1

2
L `, (4.2)

Cn =
1

ω2
nLn

, (4.3)

whereZ0 = 50 Ω is the characteristic impedance of the line, determined by geometry and substrate,

α = 0.010 dB/m is the (lossy) real part of the propagation parameter, determined from the intrinsic

resonant mode lifetime T1r,int, L = 402 nH/m is the inductance per unit length, ` = 0.73 m is the

total length, and ωn = nωFSR = n × 2π 84 MHz is the resonant frequency of the nth standing

mode.

For sufficiently small qubit-resonator coupling, g1,2 � ωFSR, each qubit can be selectively

coupled to a single standing mode in the transmission line. This is shown in Fig. 4.3(a), where the

transition frequency ωge/2π of qubit Q1 is tuned over 400 MHz, yielding four separate vacuum

Rabi swap resonances spaced by the free spectral range ωFSR/2π. The loss coupler D1 was set to

minimum coupling, so the transmission line is limited only by its intrinsic loss. All experiments

here were done with the mode at 5.351 GHz, just to the right of center in Fig. 4.3(a).
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Figure 4.3: Variable loss transmission channel. (a) Vacuum Rabi swaps between qubit Q1 and
four sequential resonant transmission line modes. The coupling is set to |g1|/2π = 5.0± 0.1 MHz
� ωFSR/2π. (b) Measurement of the energy lifetime T1r of one resonant mode in the transmission
line, at 5.351 GHz, with equivalent quality factorsQ shown on right; inset shows pulse sequence. A
π pulse to qubitQ1 puts it in the excited state, and this excitation is swapped into the resonant mode
for a time t, after which it is recovered and the qubit Pe measured. The corresponding lifetime is
measured as a function of transmission line loss, controlled during the lifetime measurement using
coupler D1. With D1 turned off, we find the intrinsic lifetime T1r = 3410± 40 ns (orange); with
maximum loss, we find T1r = 28.7 ± 0.2 ns (blue). The standard deviation of each data point is
smaller than the points. Dashed lines are results calculated with a circuit model.
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4.3 Strong tunable control of channel loss

In Fig. 4.3(b), we demonstrate tunable control over the channel loss, using qubitQ1 to measure the

lifetime of the resonant mode at 5.531 GHz as we vary the coupler D1 and thus the transmission

line loss. The pulse sequence for this measurement is shown inset in Fig. 4.3(b). The mode energy

decay time T1r for each loss setting (controlled by the D1 flux) is shown in Fig. 4.3(b). With

no coupling through D1, we measure the intrinsic resonant mode lifetime T1r ≈ 3410 ± 40 ns

(orange), comparable to similar transmission lines without variable loss [27].

With maximum coupling to the load, we measure a lifetime T1r ≈ 28.7 ± 0.2 ns (blue), cor-

responding to a loaded quality factor Qr = 960, about 120 times smaller than the intrinsic quality

factor of 1.1 × 105. We also measure the resonant mode’s Ramsey dephasing time T2r at vari-

ous D1 flux bias points, and find T2r ≈ 2T1r, indicating the coupler D1 introduces negligible

additional phase decoherence.

Non-ideality: Coupled loss

One non-ideality with this system is that qubit Q1, due to its close proximity to the loss coupler

D1, also has its lifetime reduced when the couplers G1 and D1 are both set to non-zero coupling,

allowing energy loss from Q1 to the external load; this limits Q1’s performance. This is discussed

in detail in the latter section of thesis. We note that this non-ideality can be avoided by placing

the loss coupler D1 in the middle of the transmission line, as the transmission line would protect

both qubits from the external load. We realized this after the experiment was well under way.

Fortunately, this does not affect Q2. This is because while qubit Q1 is almost directly coupled to

the loss controller, while qubit Q2’s connection is through the transmission line. The transmission

line protects Q2 from this loss by acting as a filter, thus preventing Q2’s states from “leaking” into

the load.
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4.4 Adiabatic protocol

The coupled system comprising of the two superconducting quits and the channel node and de-

scribed by the coupled Hamiltonian,

Hint/~ = g1(σ1a
† + σ

†
1a) + g2(σ2a

† + σ
†
2a), (4.4)

supports a dark eigenstate with no occupation in the channel.

We can transfer via this hybridized dark state of the coupled system. Dynamically varying the

coupling allows for transfer from Q1 ⇒ Q2 without populating the channel in the process

We used two different communication protocols, adiabatic transfer and a qubit-resonant mode-

qubit relay method. Both methods were used for qubit state transfer via the transmission line as

well as Bell state generation, both as a function of loss in the communication channel. The relay

method uses a single extended mode in the transmission line, swapping an excitation from one

qubit into that mode and subsequently swapping the excitation from that mode to the other qubit.

This method is described in detail elsewhere [27]; here it achieves an intrinsic loss-limited state

transfer efficiency of η = 0.95±0.01 and a Bell state fidelity ofFs = 〈ψ−|ρ|ψ−〉 = 0.941±0.005,

where ρ is the measured density matrix and |ψ−〉 = (|eg〉 − |ge〉) /
√

2 is the reference Bell singlet

state.

The adiabatic method uses the variable coupling of each qubit to the transmission line. When

qubits Q1 and Q2 are set to the same frequency and couple to the same resonant mode in the

channel with strengths g1(t) and g2(t), the single-excitation Hamiltonian for the system can be

written in the rotating frame as

H/~ = g1(t) (|e0g〉〈g1g|+ |g1g〉〈e0g|) + g2(t) (|g0e〉〈g1g|+ |g1g〉〈g0e|) , (4.5)

where |aNb〉 corresponds to Q1 (Q2) in |a〉 (|b〉) with N photons in the resonant transmission line

mode. This Hamiltonian supports a “dark” eigenstate |D〉 that has no occupancy in the resonant
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mode,

|D(t)〉 =
1√
2

(cos θ(t)|e0g〉 − sin θ(t)|g0e〉) , (4.6)

where the mixing angle θ is given by tan θ(t) = g1(t)/g2(t). With g1 set to zero and g2 to its

maximum, the dark state is |D〉 = |e0g〉, while exchanging the coupling values g1 ↔ g2 yields the

dark state |g0e〉. By adiabatically varying the ratio g1(t)/g2(t) in time from zero to its maximum,

the system will swap the excitation from Q1 to Q2, without populating the lossy intermediate

channel [76, 67].

Here, we implement a simple adiabatic scheme [76, 77], where we vary the couplings in time

according to g1(t) = ḡ sin
(
πt/2tf

)
and g2(t) = ḡ cos

(
πt/2tf

)
. We choose the parameters

ḡ/2π = 15 MHz and tf = 132 ns, minimizing the impact of finite qubit coherence while main-

taining sufficient adiabaticity (see Section 4.8). We note that the adiabatic protocol supports better

than 90% transfer efficiency even when ḡ = 0.4 ωFSR. This is discussed in the subsequent section.

4.4.1 Quantum state transfer via adiabatic passage

In Fig. 4.4(a), we demonstrate deterministic adiabatic state transfer from Q1 to Q2. With Q1 in

|e〉 and Q1 and Q2 set on-resonance with a single mode in the channel, we adjust the couplers G1

and G2 adiabatically to complete the state transfer. We show the excited state population of each

qubit as a function of time t, measured with the resonant mode loss at its intrinsic minimum. We

observe the expected gradual population transfer from Q1 to Q2, with Q2’s population reaching its

maximum at t = tf , with a transfer efficiency η = Pe,Q2
(t = tf )/Pe,Q1

(t = 0) = 0.99±0.01. We

further characterize the state transfer by carrying out quantum process tomography [78], yielding

the process matrix χ shown inset in Fig. 4.4(a), with a process fidelity Fp = 0.96 ± 0.01, limited

by qubit decoherence. The process matrix calculated from a master equation simulation displays a

small trace distance to the measured χmatrix ofD =
√

Tr
(
[χ− χsim]2

)
= 0.02±0.01, indicating

excellent agreement with experiment.
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4.4.2 Remote entanglement via adiabatic passage

The adiabatic protocol can also be used to generate remote entanglement betweenQ1 andQ2. With

Q1 prepared in |e〉, we share half its excitation withQ2 using the adiabatic protocol, by stopping the

transfer at its midpoint t = tf/2. This generates a Bell singlet state |ψ−〉 = (|eg〉 − |ge〉) /
√

2. The

qubit excited state population is shown as a function of time t in Fig. 4.4(b). We further characterize

the Bell state by quantum state tomography [79, 80], and the reconstructed density matrix ρ is

shown inset in Fig. 4.4(b). We find a Bell state fidelity Fs = 〈ψ−|ρ|ψ−〉 = 0.964 ± 0.007,

referenced to the ideal Bell singlet state ψ−, and a concurrence C = 0.95±0.01. The density matrix

ρsim calculated from a master equation simulation shows a small trace distance to the measured ρ,√
Tr(|ρ− ρsim|2) = 0.01, indicating excellent agreement with experiment.
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Figure 4.4: Quantum state transfer and remote entanglement using the adiabatic protocol. (a)
Adiabatic state transfer between qubitsQ1 andQ2, measured with intrinsic loss in the transmission
line. Blue (orange) circles represent excited state populations ofQ1 (Q2) measured simultaneously
at time t. Left inset: Control pulse sequence. The couplers are set so that coupling g2 starts at
its maximum with g1 set to zero. Dissipation in the resonant channel mode is controlled using
D1, here set to zero coupling. Right inset: Quantum process tomography, yielding a process
fidelity Fp = 0.96 ± 0.01. (b) Adiabatic remote entanglement. Right inset shows control pulse
sequence: With Q1 initially prepared in |e〉, G1 and G2 are controlled using the adiabatic protocol
to share half ofQ1’s excitation withQ2, resulting in a Bell singlet state |ψ−〉 = (|eg〉 − |ge〉) /

√
2.

Blue (orange) circles represent excited state populations of Q1 (Q2) measured simultaneously at
time t. Left inset: Reconstructed density matrix of the final Bell state, yielding a state fidelity
Fs = 0.964± 0.007 and concurrence C = 0.95± 0.01. In all panels, dashed lines are from master
equation simulations accounting for channel dissipation and qubit imperfections (see Section 4.9).
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4.5 Quantum state transfer under loss

We explore the impact of loss on both the relay method and the adiabatic protocol, with results

shown as a function of the resonant channel mode energy lifetime T1r in Fig 4.5. For the highest

level of dissipation, with T1r = 28.7 ns, we measure an adiabatic transfer efficiency η = 0.67 ±

0.01, even though the transfer time tf is four times the resonant mode lifetime. The efficiency is

primarily limited by loss in qubit Q1 due to its spurious coupling loss through D1 to the 50 Ω load

(see Section 4.9), in good agreement with master equation simulations. Results from a simulation

without the spurious coupling are plotted as black dashed lines in Fig 4.5(a), limited by a small

channel occupation due to the finite adiabaticity of the sequence. We compare these results to

the relay method, where we use a weak coupling |g1,2|/2π = 5.0 MHz to ensure the qubits only

couple to a single transmission line mode; this results in a total transfer time 2τswap = 100 ns.

We find the adiabatic protocol consistently performs better than the relay method, with a 2.6×

higher transfer efficiency η (2.3× reduction in transfer loss) and 1.5× higher process fidelity Fp

(2.3× reduction in process infidelity) compared to the relay method in the most dissipative case;

the adiabatic protocol is primarily limited by spurious coupling loss in Q1, while the relay method

is limited by loss in the channel (see Section 4.9).

4.6 Remote entanglement under loss

In Fig. 4.5(b), we display the entanglement fidelity using the adiabatic protocol with different

levels of channel loss, and compare to the relay method. The adiabatic protocol outperforms

the relay method in all levels of dissipation. At the highest loss level, where T1r = 28.7 ns,

the adiabatic protocol achieves 1.2× higher Bell state fidelity Fs (1.5× reduction in Bell state

infidelity) and 1.3× higher concurrence C (1.7× reduction in concurrence infidelity) compared to

the relay method; the spurious-coupling-free simulation result for the adiabatic protocol is shown

by the black dashed lines, limited by a small channel occupation due to the finite adiabaticity of

the sequence.
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Figure 4.5: Quantum communication in the presence of channel loss, using both the relay method
and adiabatic protocol. (a) Measured transfer efficiency η (left) and process fidelity Fp (right)
for the adiabatic protocol (red) and the relay method (blue), for different resonant channel mode
lifetimes T1r, with equivalent quality factors Q shown on top. (b) Measured Bell state fidelity Fs
(left) and concurrence C (right) for adiabatic protocol (red) and relay method (blue). In all panels,
error bars are one standard deviation; red and blue dashed lines are from simulations including
all sources of loss and black dashed lines are from a master equation simulation for the adiabatic
protocol with no Q1 spurious coupling loss (see Section 4.9).
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4.7 Experimental methods

4.7.1 Readout correction

The qubit readout fidelities are displayed in Table 4.1. These are measured by preparing each

qubit in |g〉 or |e〉 and performing measurements in the two-qubit basis, |gg〉, |ge〉, |eg〉 and |ee〉.

These yield an assignment probability matrix, which is used for readout error correction through

linear inversion [79, 81]. A typical assignment probability matrix is shown in Eq. 4.7. In the main

text, we display the qubit excited state populations, and the quantum process and state tomography

fidelities, which are all corrected for measurement errors. As shown in Table 4.2, there is a modest

difference between fidelities obtained with or without these readout corrections.

M =



0.926 0.107 0.114 0.013

0.040 0.865 0.005 0.120

0.033 0.005 0.853 0.107

0.001 0.023 0.028 0.759


. (4.7)

4.7.2 Quantum state tomography

We carry out quantum state tomography by applying the single tomography gates
{
I, R

π/2
x , R

π/2
y

}
and then reading out both qubits simultaneously. The density matrix is reconstructed using linear

inversion to correct for measurement error and validated to ensure the resulting density matrix ρ is

Hermitian, positive, and semi-definite with unit trace [79, 80]. In the experiment,Q2’s tomography

pulse is rotated by a calibrated azimuthal angle ϕ on the Bloch sphere to account for the phase

accumulated from the relative detunings of the two qubits during the transfer sequence.
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4.7.3 Quantum process tomography

We perform quantum process tomography by preparing four representative single-qubit input states

at the sending qubit,
{
|g〉, (|g〉+ |e〉)/

√
2, (|g〉+ i|e〉)/

√
2, |e〉

}
, and subsequently carrying out the

state transfer protocol. At the end of the transfer, we measure the resulting density matrix for the

receiver qubit via quantum state tomography, and we calculate the process fidelity through linear

inversion. The process matrix is validated to ensure that it is positive, Hermitian, and semi-definite

with unit trace [78]. In Table 4.2, we show the process fidelities and trace distances obtained using

the adiabatic protocol for the six dissipation settings explored in the main text.

The process fidelity reflects the mapping of the density matrix for qubit 1 (the sender qubit,

before the transfer) to that for qubit 2 (the receiver qubit, after the transfer). As the readout fidelities

for the |g〉 and |e〉 states for the two qubits are quite similar (see Table S2), the change in the

mapping for the as-measured density matrices (as reflected by the uncorrected process matrix) to

the mapping for the measurement-corrected density matrices (as reflected by the corrected process

matrix) is quite small, just a few percent. So in fact the smallness in the change of this fidelity is

not that remarkable, as it only indirectly involves the assignment probabilities.

T1r (ns) Fidelity Fidelity (corrected) Trace distance
Fm Fc D

28.7± 0.2 0.77± 0.01 0.79± 0.01 0.05
49.8± 0.3 0.80± 0.01 0.83± 0.01 0.06
101.1± 0.7 0.86± 0.01 0.87± 0.01 0.03
336± 3 0.91± 0.01 0.92± 0.01 0.03
503± 5 0.92± 0.01 0.93± 0.01 0.02
3410± 40 0.93± 0.01 0.96± 0.01 0.02

Table 4.2: Quantum process tomography for adiabatic state transfer at each dissipation level in
the channel described in the main text. The measured fidelity is calculated from Fm = Tr(χm ·
χideal), where χm is the process matrix without measurement correction, and the measurement-
corrected fidelity Fc = Tr(χc · χideal), where χc is corrected for readout error. The trace distance

is calculated from D =

√
Tr
(

[χc − χsim]2
)

.
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4.7.4 Concurrence

The two-qubit concurrence C of the Bell singlet state is calculated from the reconstructed density

matrix ρ using the standard definition [82, 83]:

C(ρ) ≡ max{0, λ1 − λ2 − λ3 − λ4}, (4.8)

where λi are the square roots of the eigenvalues of the matrix ρ(σy⊗σy)ρ∗(σy⊗σy), in descending

order and ρ∗ is the elementwise complex conjugate of the density matrix ρ.

4.8 Theory of adiabatic state transfer

4.8.1 State transfer via the dark state

We present here the theory for the adiabatic protocol implemented in the experiments described

in the main text. We assume the three quantum systems (qubit Q1, the transmission line standing

mode, and qubit Q2), are all frequency-resonant, and we restrict the discussion to the single-

excitation subspace of this system. We can write the relevant terms in the system Hamiltonian in

the rotating frame of the coupled system as

H/~ = g1(t)(|e0g〉〈g1g|+ |g1g〉〈e0g|) + g2(t)(|g0e〉〈g1g|+ |g1g〉〈g0e|), (4.9)

where g1(t) is the time-dependent coupling between qubit Q1 and the transmission line standing

mode, and g2(t) that for qubit Q2.

Diagonalizing the Hamiltonian reveals three instantaneous eigenstates of the coupled system:

|B±(t)〉 =
1√
2

(sin θ(t)|e0g〉+ cos θ(t)|g0e〉 ± |g1g〉) , (4.10)

|D(t)〉 = cos θ(t)|e0g〉 − sin θ(t)|g0e〉, (4.11)
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where the instantaneous mixing angle θ(t) is given by

tan θ(t) = g1(t)/g2(t). (4.12)

The “dark” eigenstate |D(t)〉 has no occupancy in the transmission line mode and is at zero energy.

The two eigenstates |B±(t)〉 are the so-called “bright” states, as they include photon occupancy of

the transmission line mode. These states have the eigenenergies E± = ±~ḡ respectively, where

ḡ =
√
g1(t)2 + g2(t)2.

The dressed eigenstates can be revealed using qubit spectroscopy. In Fig. 4.6, withQ2 resonant

with the channel mode and with fixed couplings g1 = g2, sweeping Q1’s frequency through the

channel mode frequency reveals three eigenstates separated in frequency by g1,2/2π, as expected.

A numerical simulation (Fig. 4.6(b)) correctly identifies the middle eigenstate as the dark state

|D(t)〉, with no occupancy in the channel, with the other two eigenstates above and below |D(t)〉

identified as the two bright states |B±(t)〉.

The adiabatic protocol uses the dark state |D(t)〉 to achieve the desired state transfer from Q1

to Q2 without populating the channel mode. This is achieved by using the sine and cosine time

dependence for g1 and g2 respectively, as described in the main text, such that the dark state is

|e0g〉 at t = 0 and |g0e〉 at t = tf , and varies smoothly between these limits during the transfer.
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(b)(a)

Figure 4.6: Two-qubit coupled spectroscopy near the resonant channel mode ωr/2π = 5.351 GHz
at two coupler settings, (a) g1/2π = g2/2π = 5.9±0.1 MHz and (b) g1/2π = g2/2π = 20.0±0.1
MHz. Upper panels are experimental measurements, lower panels are numerical simulations. Q2
is set to be resonant with the channel mode and Q1 is biased to frequency ωr + ∆ω1, where ∆ω1 is
varied along the horizontal axis. Qubit spectroscopy is carried out by driving Q1 with a weak 5 µs-
long pulse at each frequency ωXY /2π, then simultaneously measuring each qubit’s excited state
population Pe,Q1

and Pe,Q2
using dispersive readout [44, 45]. The two bright states are frequency-

offset from the zero-energy dark eigenstate by the coupling ±ḡ/2π = ±
√
g2

1 + g2
2/2π.

4.8.2 Adiabatic condition

As the adiabatic protocol relies on remaining in the dark eigenstate throughout the transfer, the

protocol needs to be executed slowly, to minimize non-adiabatic errors from coupling to the bright

eigenstates. We control for this here by ensuring that integral of the two coupling functions in time

satisfies [67, 84, 85, 86, 87, 88]

∫ tf

0
ḡ(t) dt =

∫ tf

0

√
g2

1 + g2
2 dt ≈ 4π, (4.13)

which is much greater than the usual minimum threshold of 3π/2 for efficient state transfer with

greater than 85% efficiency [67].

We note that the simple coupling scheme adopted here keeps the effective coupling ḡ =√
g2

1 + g2
2 constant, and correspondingly the energy splittings between the eigenstates are con-
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stant during the transfer. This type of coupling scheme is known as a parallel adiabatic passage

(PAP) and is commonly adopted in STIRAP-like adiabatic protocol, as non-adiabatic errors are

minimized by avoiding anti-level crossing points during the transfer [88, 89].

4.9 Numerical model and discussion

4.9.1 Master equation model

We model the quantum behavior of the coupled system using the multi-mode Jaynes-Cummings

HamiltonianH . Our simulation model comprises two qubits (lowering operators σ1, σ2) coupled to

2N +1 harmonic oscillator modes (lowering operators an). We can write the coupled Hamiltonian

in the rotating frame of the resonant channel mode as

H/~ =∆ω1σ
†
1σ1 + ∆ω2σ

†
2σ2 +

N∑
n=−N

∆na
†
nan (4.14)

+
N∑

n=−N
g1(t)

(
σ1a
†
n + σ

†
1an

)
+

N∑
n=−N

g2(t)(−1)n
(
σ2a
†
n + σ

†
2an

)
, (4.15)

where ∆ω1,2 are the qubit detunings from the central resonant mode n = 0, ∆n = nωFSR is

the detuning of the nth channel mode from the n = 0 central mode, and g1(t) and g2(t) are the

time-dependent couplings of Q1 and Q2 to the nth channel mode, assumed to be independent of n.

This is justified by the high mode number (∼ 64) of the resonant channel modes used; neighboring

modes thus have similar coupling strength. We further note that even and odd channel modes have

different signs for g2 compared to g1, owing to the parity of their wavefunctions ψn(x)[90, 91].

To simulate the time-domain evolution of our coupled quantum system, we numerically integ-

rate the Lindblad master equation[92, 93] with the Hamiltonian using the python package QuTiP

[94]. We account for qubit relaxation and decoherence by including the Lindblad collapse oper-

ators σ−/
√
T1,int and σz/

√
2Tφ, where 1/Tφ = 1/T2,Ramsey − 1/2T1,int. The energy lifetime

of the channel modes T1r is taken to be identical for all oscillator modes and is accounted for by

the Lindblad collapse operators an/
√
T1r. Qubit parameters are obtained from independent qubit
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measurements, while T1r is obtained using the method outlined in Fig. 2 of the main text. The nu-

merical simulations include 2N + 1 = 5 modes, each containing two Fock states |0〉 and |1〉. The

coupling functions g1,2(t) are varied dynamically in time using the coupling described in Fig. 3 of

the main text. We use this model to simulate the time evolution of Q1 and Q2 in Fig. 3 of the main

text as well as to obtain the expected process and Bell state fidelities, which account for the finite

qubit lifetime and coherence (Fig. 3, 4).

4.9.2 Adiabatic protocol in the strong multi-mode coupling regime

Using the master equation model (see above), we explore the performance of our adiabatic protocol

as it approaches the strong multi-mode coupling regime, where the coupling between the qubit and

the channel mode is of order the free spectral range (ḡ ∼ ωFSR). We quantify the performance of

the protocol by calculating the maximum transfer efficiency η attainable at each effective coupling

ḡ. The results of the simulations are shown in Fig 4.7. This simulation includes 2N + 1 =

15 channel modes, each containing two Fock states |0〉 and |1〉. We did not perform numerical

simulations for ḡ/ωFSR > 1, as this requires including more than 17 channel modes in the coupled

Hamiltonian in Eq. (4.14) for accurate simulations, consuming significant computational resources

for the resultantly large Hilbert space.
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Figure 4.7: Calculated maximum transfer efficiency η as a function of the coupling strength ḡ.
In the numerical simulation, the free spectral range of the channel is kept fixed at ωFSR/2π =
84 MHz, while the effective coupling strength ḡ is varied. For coupling strengths ḡ/2π & 36 MHz,
interference effects from interactions with neighboring resonant modes become significant, re-
ducing the transfer efficiency attainable with the adiabatic protocol. Dashed line marks where
η = 90%.
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4.9.3 Spurious coupling of Q1 to the external load

The primary source of infidelity for the adiabatic protocol is the reduced lifetime of Q1 when the

couplers G1 and D1 are both turned on, as this couples both the channel mode and the qubit to the

external 50 Ω load. In the ideal case, this coupler only changes the loss in the channel; however,

due to the close proximity of Q1 to this coupler in the circuit, the qubit is also coupled to the 50 Ω

load. This can be understood by the simplified circuit model shown in Fig. 4.8(a): When Q1 is

exactly resonant with the channel mode, the series resonance presented by the channel (represented

by the series Lr − Cr in the diagram) shorts the parallel load resistance RL,eff, so there is little

to no effect on the qubit. Conversely, a slight detuning of the qubit from this resonant frequency

increases the Lr−Cr impedance, so the external load is no longer exactly shorted and can load the

qubit. This substantially reduces Q1’s T1 lifetime when the coupler to the load is turned on. We

model this effect by first calculating the effective external load RL,eff at each dissipation settings

in the channel mode

1

T1r,ext
=

1

T1r
− 1

T1r,int
, (4.16)

RL,eff =
Lr

T1r,ext
. (4.17)

Next, we calculate the equivalent impedance Z(∆ω1) as seen by the qubit as a function of detuning

from the channel mode (Fig. 4.8(b)). The loaded qubit lifetime T1 is then given by:

T1 = Lq/Re[Z(∆ω1)]. (4.18)

In Fig. 4.8(c,d), we show the calculated energy relaxation time T1 of Q1 due parasitic coupling to

the external load at the largest loss case explored here (T1r = 28.7 ns) using circuit parameters

listed in Table 4.1. In Fig. 4.8(c), we see that for the coupling |g1|/2π = 15 MHz, a 0.4 MHz fre-

quency detuning can reduce Q1’s T1 to 500 ns. We further show the coupling strength dependence

of this effect assuming a constant detuning in Fig. 4.8(d). The relaxation ofQ1 for each dissipation
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Figure 4.8: (a) Electrical circuit for calculating the parasitic loading of Q1 from the external
50 Ω load. The qubit is represented by the series Cq − Lq; the coupler by the π bridge circuit
Lg − LT − Lg; the short length of transmission line to the load RL,eff by Ls; and finally the
lumped model for the channel resonant mode is represented by the series Lr − Cr. We then
transform the right-half of the circuit to an equivalent impedance Z(∆ω1) as seen by the qubit
(b). We use this circuit model to calculate the loaded energy relaxation times of Q1 as a function
of both detuning from the channel mode ∆ω1 and coupling |g1| using circuit parameters listed in
Table 4.1. (c) CalculatedQ1 relaxation times as a function of detunings from the resonant mode for
the largest dissipation case (T1r = 28.7 ns) and with coupling |g1|/2π = 15 MHz. (d) Calculated
Q1 relaxation times as a function of coupling |g1| assuming a constant detuning of 0.4 MHz from
the resonant mode.

setting due to this parasitic coupling has been included in the simulation.

A possible way to overcome this non-ideality and increase the transfer efficiency of the adia-

batic protocol further is to decrease the total transfer time tf , reducing the impact of loss from Q1.

However, this comes at the cost of populating the channel mode during the transfer, as a result of

the reduced adiabaticity. We explore these trade-offs for the largest dissipation case explored here

using the master equation model with actual device parameters outlined in Table 4.1. In Fig. 4.9,

we show that a maximum transfer efficiency of η = 0.73 is possible with a tf = 66 ns, 0.06 higher

than the efficiency achieved in the experiment in the largest loss case, where T1r = 28.7 ns, with

a total transfer time of tf = 132 ns. We also note that in Fig. 4.9, our choice of tf = 132 ns in
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the experiment is a local maximum; this is not coincidental and is expected from theory. The time

corresponds to the periodic return of the dark state at discrete times tf = (2π/ḡ)
√
n2 − (1/4)2

for non-zero integer n [77]. For ḡ/2π = 15 MHz, our choice of total transfer time tf = 132 ns is

the n = 2 case.

Figure 4.9: Calculated maximum transfer efficiency as a function of transfer time tf for the largest
loss case explored in the experiment, where T1r = 28.7 ns. A maximum transfer efficiency of 0.73
occurs at transfer time of tf = 66 ns, 0.06 higher than the efficiency achieved in the experiment
with tf = 132 ns.

91



4.10 Comparing with the itinerant method

The adiabatic method and the relay method used in this experiment are both quite distinct from the

“itinerant method” we used in our previous work, Ref. [27]. The adiabatic and relay methods both

involve a single extended resonant mode in the weakly-coupled transmission line, where the relay

method swaps excitations via the tunable couplers to complete a transfer; the weak coupling makes

the extended modes separately addressable. The itinerant method, on the other hand, operates in

the very strong coupling regime, where the extended modes involved in the other methods are no

longer resolved, and instead state transfers from the qubits are via multiple extended modes simul-

taneously, allowing spatial localization of the itinerant photon as it travels through the transmission

line. We were unfortunately not able to reach this very strong coupling regime in this experiment,

and would otherwise have indeed made comparisons to that method.

4.11 Additional quantum state transfer and remote entanglement

measurements

In Fig. 4.10–4.13, we show additional measurements similar to those shown in Fig. 4.4 above, for

other dissipation settings in the channel mode. These measurements were made using both the

adiabatic protocol and the relay method. Results from a master equation simulation, accounting

for channel dissipation as well as qubit imperfections are shown as well.
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(b) Channel T1r = 28.7 ns (d) Channel T1r = 101.1 ns

(f) Channel T1r = 503 ns (g) Channel T1r = 3410 ns(e) Channel T1r = 336 ns

(c) Channel T1r = 49.8 ns

(h) Channel T1r = 28.7 ns (j) Channel T1r = 101.1 ns

(l) Channel T1r = 503 ns (m) Channel T1r = 3410 ns(k) Channel T1r = 336 ns

(i) Channel T1r = 49.8 ns

(a)
Q1

G1, G2

Q2

D1 t

Figure 4.10: Additional quantum state transfer measurements using the adiabatic protocol. (a)
Control pulse sequence. (b-g) Adiabatic state transfer between qubits Q1 and Q2, measured with
different dissipation settings for the resonant channel mode, quantified by the resonant mode life-
time T1r. Blue (orange) circles represent simultaneously measured excited state populations of
Q1 (Q2) at time t. (h-m) Quantum process tomography at the maximum transfer efficiency point
for each dissipation setting in panels b-g. In all panels, dashed lines are the results from master
equation simulations, accounting for channel dissipation and qubit imperfections.
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(b) Channel T1r = 30.3 ns (d) Channel T1r = 98.9 ns

(f) Channel T1r = 439 ns (g) Channel T1r = 3300 ns(e) Channel T1r = 294 ns

(c) Channel T1r = 52.5 ns

(a)

(h) Channel T1r = 30.3 ns (j) Channel T1r = 98.9 ns

(l) Channel T1r = 439 ns (m) Channel T1r = 3300 ns(k) Channel T1r = 294 ns

Q1

Q2

D1

tG1

Q2

G2

(i) Channel T1r = 52.5 ns

Figure 4.11: Additional quantum state transfer measurements using the relay method. (a) Control
pulse sequence. (b-g) Quantum state transfer from Q1 to Q2 using the resonant channel mode as
a relay, measured with different dissipation settings for the resonant channel mode, quantified by
the resonant mode lifetime T1r. Blue (orange) circles represent simultaneously measured excited
state populations of Q1 (Q2) versus swap time t. (h-m) Quantum process tomography at the
maximum transfer efficiency point for each dissipation setting in panels b-g. In all panels, dashed
lines are the results from master equation simulations, accounting for channel dissipation and qubit
imperfections.
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(b) Channel T1r = 28.7 ns (d) Channel T1r = 101.1 ns

(f) Channel T1r = 503 ns (g) Channel T1r = 3410 ns(e) Channel T1r = 336 ns

(c) Channel T1r = 49.8 ns

(h) Channel T1r = 28.7 ns (j) Channel T1r = 101.1 ns

(l) Channel T1r = 503 ns (m) Channel T1r = 3410 ns(k) Channel T1r = 336 ns

(i) Channel T1r = 49.8 ns

(a)

D1 t

G1, G2

Q2

Q1

Figure 4.12: Additional remote entanglement measurements using the adiabatic protocol. (a)
Control pulse sequence. (b-g) Reconstructed density matrix of the Bell states generated using the
adiabatic protocol, measured with different dissipation settings for the resonant channel mode,
quantified by the resonant mode lifetime T1r. (h-m) Expectation values for the two-qubit Pauli
operators 〈σiσj〉 for the Bell state density matrix in panels b-g. Solid lines show the expectation
values for the ideal Bell singlet state |ψ−〉 = (|eg〉 − |ge〉) /

√
2. In all panels, dashed lines are the

results from master equation simulations, accounting for channel dissipation and qubit imperfec-
tions.
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(b) Channel T1r = 30.3 ns (d) Channel T1r = 98.9 ns

(f) Channel T1r = 439 ns (g) Channel T1r = 3300 ns(e) Channel T1r = 294 ns

(c) Channel T1r = 52.5 ns

(a)

(h) Channel T1r = 30.3 ns (j) Channel T1r = 98.9 ns

(l) Channel T1r = 439 ns (m) Channel T1r = 3300 ns(k) Channel T1r = 294 ns

Q1

Q2

D1

G1

G2

(i) Channel T1r = 52.5 ns

Figure 4.13: Additional remote entanglement measurements using the relay method. (a) Control
pulse sequence. (b-g) Reconstructed density matrix of the Bell states generated with the relay
method, measured with different dissipation settings for the resonant channel mode, quantified by
the resonant mode lifetime T1r. (h-m) Expectation values for the two-qubit Pauli operators 〈σiσj〉
for the Bell state density matrix in panels b-g. Solid lines show the expectation values for the ideal
Bell singlet state |ψ−〉 = (|eg〉 − |ge〉) /

√
2. In all panels, dashed lines are the results from master

equation simulations, accounting for channel dissipation and qubit imperfections.
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CHAPTER 5

CONCLUSION

Here we conclude by summarizing the main result of this thesis and discussing other applications

for the superconducting quantum communication system we have developed.

5.1 Summary

In this thesis, we describe a unique experimental system in which we can explore the performance

of quantum communication protocols in the presence of controllable communication loss. We

demonstrate an adiabatic protocol that realizes high-fidelity transfer of quantum states and gener-

ation of entangled Bell states, limited mostly by spurious coupling of one qubit to the controlled

transmission line loss. The adiabatic protocol protects against channel loss, enabling us to generate

high fidelity entangled state through a lossy channel.

5.2 Outlook

The platform we have developed is well-suited to explore the impact of channel loss on other error-

protecting quantum communication protocols, such as heralding [95, 96, 97] and entanglement

distillation [98, 99, 100]. The ability to introduce controlled loss dynamically into the system opens

the door to study dissipative dynamics in non-equilibrium systems, enabling approaches such as

reservoir engineering [101, 102]. The adiabatic protocol demonstrated here is applicable to other

quantum communication systems, for example phonon-based systems where the communication

channel is significantly more lossy [103, 104, 28]. Future demonstrations could employ more

advanced adiabatic protocols such as shortcuts to adiabaticity [105, 106] and composite adiabatic

passage [107, 108] to further improve fidelity.

The adiabatic protocol demonstrated here is by no means limited to a single chip. The fact that

the work in this thesis is confined to a single chip is simply because this allows us to more easily

fabricate a device with which new physics can be explored without engaging in all the complexities
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associated with a multi-chip arrangement. In fact, the on-chip long transmission line can be easily

replaced with a superconducting coaxial cable [109] or a flexible cable [110]. The protocol we

used here could certainly be extended to a multi-chip platform, using a separate microwave cable

to link the chips. This kind of experiment however presents additional challenges to the technical

complexity of the experiment, although from a practical point of view such approaches will likely

become more common.

We expect that in these kinds of multi-chip, multi-cable experiments, the adiabatic protocol

will play an even more important role than here, as it can significantly suppress the impact of cable

loss. Here we provide evidence that this method is indeed viable in this sense, even in the presence

of very significant loss. For inter-chip remote entanglement generation, we foresee that once the

loss in the channel is alleviated by an adiabatic process, as we have shown is possible here, the

main limitation will be set by the coherences of the qubits in the nodes. In these cases, other

methods such as dressed state engineering [111, 112] can be used to further improve coherences.
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APPENDIX A

FABRICATION

In this chapter, we describe the fabrication process flow for the devices in this thesis. The process

flow is adopted from UCSB following Ref. [43, 42, 49]. It has evolved over the past few years

with for example the inclusion of components such as airbridges. The fabrication process is now

stable and has been repeated successfully by many in the lab, as in Ref. [113, 32, 27, 114, 28, 115,

66, 116]. All the fabrication of the samples detailed in this thesis were realized at the Pritzker

Nanofabrication Facility (PNF), an ISO Class 5 cleanroom at the University of Chicago.
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A.1 Fabrication process flow

1. Base layer

(a) Al deposition following Section A.2.1.

(b) Optical lithography following Section A.4.1.

(c) Al etch following Section A.5.1.

2. SiO2 scaffold for airbridges

(a) Optical lithography following Section A.4.2.

(b) SiO2 deposition following Section A.2.2.

(c) Liftoff following Section A.6.3

3. Top Al for airbridges

(a) Optical lithography following Section A.4.2.

(b) Top Al deposition following in Section A.2.3.

(c) Liftoff following Section A.6.3.

4. Au alignment marks for e-beam lithography

(a) Optical lithography following Section A.4.1.

(b) Ti/Au deposition following Section A.2.4.

(c) Liftoff following Section A.6.3.

5. Dice wafer into 30 mm x 42 mm pieces following Section A.6.4.

6. Josephson junctions

(a) Dolan bridge fabrication following Section A.3.1.

(b) Double-angle deposition of Al junctions following Section A.3.2.

7. Bandage Al for Josephson junctions

(a) Optical lithography following Section A.4.1.

(b) Top Al deposition following Section A.2.3.

(c) Liftoff following Section A.6.3.
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8. Perform DC measurement on the test junctions.

9. Airbridges release with vapor HF following Section A.5.2.

10. Dice wafer into 6 mm x 15 mm dies following Section A.6.4.
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A.2 Electron beam deposition

A.2.1 Base layer Al deposition

For the base layer of the circuit, we first deposit 100 nm Al on sapphire using electron beam depos-

ition. Aluminum is chosen as the base metal for two primary reasons: (1) High quality aluminum

thin film can be readily deposited using conventional electron beam deposition systems in a clean

room. In particular, high quality superconducting resonators and qubits made of e-beam evapor-

ated aluminum on sapphire have been demonstrated [31, 41]. (2). Aluminum can be controllablely

oxidized to form high quality stoichiometric oxides, suitable to be used as the insulating barrier

for Josephson tunnel junctions. For the substrate of our device, we choose sapphire for its low

loss tangent and good adhesion with aluminum. Recall that sapphire is Al2O3. We start off the

fabrication process with a double side polished 430 µm thick 100 mm diameter c-plane sapphire

wafer from Kyocera.1.

1. Solvent clean following Section A.6.1.

2. Bake on a 200 °C hot plate for 10 minutes.

3. Pre-condition the chamber by depositing 100 nm of Ti at 0.5 nm/s and 100 nm of Al at 0.2

nm/s using Angstrom Evo-Vac E-beam Evaporator2.

4. Load the sample into the chamber and deposit 100 nm of Al at 0.2 nm/s (5 rpm sample

rotation, 1× 10−7 mbar base pressure).

5. Unload the sample and inspect it under the microscope.3

A.2.2 Scaffold SiO2 deposition for airbridges

We fabricate airbridges on the samples following Ref. [49]. The fabrication involves two liftoff

processes and a release via vapor HF in the end. Airbridges play a crucial role of grounding

1. https://global.kyocera.com/

2. https://angstromengineering.com/

3. It is best practice to inspect the sample under the microscope and take pictures at every step in the fabrication.
This will make it easier to catch and debug possible mistakes in the fabrication later on.
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broken ground planes patches across transmission lines without shorting the transmission lines.

This reduces unwanted slotline modes on the chips which can be a source of dissipation for the

qubits. The final suspended airbridges have no lossy dielectric and provide ideal connections for

such purposes. We pattern airbridges with optical lithography and negative resist nLOF 2020. We

utilize the natural undercut from an under-dosed negative photoresist to create the gradual ramp

for the airbridges.

However, nLOF utilizes TMAH-based developer AZ 300 MIF which can etch aluminum. To

protect the base aluminum during development of nLOF 2020 in AZ300 MIF, we use a bilayer

process following Ref. [49]. We first spin on a layer of electron beam resist polymethyl methac-

rylate (PMMA) as a protection layer to protect the base aluminum when developing in AZ300

MIF. After lithography and development, we remove the PMMA protection layer underneath with

downstream O2 plasma ash, taking advantage of the high ashing selectivity of e-beam resist versus

optical resist. With the pattern lithographed, we deposit 1 µm SiO2 scaffold for the airbridges using

electron beam deposition followed by a liftoff process.

1. Solvent clean following Section A.6.1.

2. Spin on 950K PMMA A2 (4500 rpm, 30 s).

3. Bake on a 160 °C hot plate for 10 minutes.

4. Optical lithography with negative photoresist nLOF 2020 following Section A.4.2.

5. Inspect under the microscope.

6. Remove the PMMA protection layer by downstream O2 ashing.

(RF power: 300 W, O2 flow: 200 sccm, time: 20 minutes, temperature: 70 °C)

7. Electron beam deposition of SiO2 using Angstrom Nextdep E-beam Evaporator4.

(a) Pump the chamber overnight to achieve base pressure < 1 × 10−7 mbar. Chamber

pressure is critical for proper adhesion between the deposited SiO2 and the substrate.

If chamber pressure is too high, with the substrate shutter closed, deposit Ti getter to

lower the chamber pressure.

4. https://angstromengineering.com/
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(b) Prior to the deposition, melt the SiO2 pellets in the crucible by sweeping the electron

beam for 5 minutes to ensure an uniformly melted source.

(c) Deposit 1 µm SiO2 at 0.2 nm/s at an 45◦ angle with no substrate rotation. 5

(d) Unload the sample and inspect it under the microscope.

A.2.3 Top Al deposition for airbridges

The airbridge fabrication is followed by a second aluminum deposition and liftoff. The 500 nm top

aluminum across the SiO2 scaffold for the airbridges and the 100 nm bandage aluminum for the

Josephson junctions are deposited using electron beam deposition. The depositions are preceded

by an in situ Ar ion mill to remove the native oxide on the base aluminum and establish galvanic

connections between the deposited top aluminum and the base aluminum.

1. Solvent clean following Section A.6.1.

2. Spin on 950K PMMA A2 (4500 rpm, 30 s).

3. Bake on a 160 °C hot plate for 10 minutes.

4. Optical lithography with negative photoresist nLOF 2020 following Section A.4.2.

5. Inspect under the microscope.

6. Remove the PMMA protection layer by downstream O2 ashing.

(RF power: 300 W, O2 flow: 200 sccm, time: 20 minutes, temperature: 70 °C)

7. Electron beam deposition Al using Plassys MEB550S Electron Beam Evaporator.

(a) Pump down for two hours (base pressure < 1× 10−7 mbar).

(b) Ar ion mill for 4 minutes to remove native oxide on the base layer Al.

i. Beam voltage: 400 V

ii. Accelerating voltage: 80 V

iii. Beam current: 15 mA

iv. Process pressure: 5× 10−4 mbar

5. When depositing a liftoff layer, it is best practice to not rotate the substrate during deposition such that the
deposited film only coats a single sidewall of the photoresist. This enables an easier liftoff.
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v. Ar flow rate: 6 sccm

(c) With the substrate shutter closed, deposit Ti getter for 3 minutes at 0.2 nm/s to lower

the chamber pressure.

(d) Deposit Al at 1 nm/s normal to the substrate. Deposit 500 nm of Al for the top Al for

airbridges and 300 nm for bandage Al for Josephson junctions. No substrate rotation

during deposition.

Figure A.1: (a) Scanning electron micrograph of an airbridge over a transmission line with the
supporting SiO2 scaffold (dark grey). (b) The scaffold is etched away via vapor HF (Section A.5.2)
as the last step in the fabrication process resulting in a free-standing airbridge (white).
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A.2.4 Ti/Au deposition for alignment marks

To align the e-beam patterning of the Josephson junctions following Section A.3 to the underlying

Al base layer, we create Ti/Au alignment marks on the sample using aligned optical lithography,

electron beam deposition, and liftoff. Unlike aluminum, gold has a high atomic number and thus

has high contrast when viewed in the e-beam alignment system. This makes it a suitable choice as

e-beam lithography alignment marks.

1. Downstream O2 clean.

(RF power: 50W, O2 flow: 200 sccm, time: 10 s, temperature: 25 °C).

2. Inspect under the microscope.

3. Electron beam deposition of Ti/Au with no substrate rotation.

(a) Deposit 10 nm of Ti at 0.1 nm/s

(b) Deposit 150 nm of Au at 0.2 nm/s.

(c) Unload the sample and inspect it under the microscope.
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A.3 Josephson junction fabrication

We fabricate Josephson junctions using the standard Dolan bridge technique [36]. Following

Ref. [42], we lithograph a shadow mask through a PMMA/methacrylic acid (MAA) copolymer

bilayer to create a bridge of resist suspended in air. The bridge is lithographed using electron beam

lithography with a Raith EBPG5000 Plus system; we do not use proximity effect correction. For

the deposition of the junction, we first deposit at one angle to deposit the first electrode, oxidize

the surface to create the thin insulating oxide, and deposit at the second angle to deposit the second

superconducting electrode. The junction is formed at the overlapping shadow region between the

two deposition layers.

A.3.1 Dolan bridge fabrication

1. Solvent clean following Section A.6.1.

2. Bake on a 115 °C hot plate for 5 minutes.

3. Blow wafer with N2.6

4. Spin on 500 nm thick MAA EL9 (1500 rpm, 45 s).

5. Bake on a 160 °C hot plate for 10 minutes.

6. Spin on 300 nm thick PMMA 950K A4 (2000 rpm, 40 s).

7. Bake on a 160 °C hot plate for 10 minutes

8. Deposit 10 nm of Au at 0.05 nm/s and 3 rpm substrate rotation using thermal evaporator.

The thermally deposited gold acts as a conduction layer to prevent charging effect during

lithography. Without the thermally evaporated gold, on an electrically insulating substrate

like sapphire, charges from the e-beam have no path to ground. They can accumulate on the

resist and deflect the incoming electron, distorting the write.

9. Write the pattern with e-beam writer with 100 kV beam voltage and 1 nA beam current.

To expose just only the MAA layer for undercuts or both the PMMA and MAA layers, we

6. It is best practice to always blow wafer with N2 before applying resist. Any dust on the surface of the wafer can
hinder one from obtaining a nice smooth surface of resist.
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expose with the following dosages.

(a) MAA only (for undercuts): 350 µC/cm2

(b) PMMA + MAA dose: 1500 µC/cm2

(c) Clearing dose (for contact pads): 2000 µC/cm2

The high clearing dose is to ensure complete clearing/exposure of e-beam resist at the contact

area between the Josephson junction deposited later and the base wiring metal underneath.

As MAA is much more sensitive to dose than the PMMA above, the low MAA dose allows

us to selectively expose the MAA underneath and create the undercut for the suspended

bridge (Dolan bridge) needed for shadow evaporation of the junction.

10. Strip Au in TFA gold etchant Type TFA (Transene) for 10 s.

11. DI water rinse.

12. Develop in 3:1 isopropyl alcohol (IPA):methyl isobutyl ketone (MIBK) mixture for 40 s with

gentle agitation side to side, 0.5 Hz.

13. Immerse in IPA for 10 s with gentle agitation side to side, 0.5 Hz.

14. Blow dry with N2 at 30 psi.

15. Downstream O2 clean.

(RF power: 50 W, O2 flow: 200 sccm, time: 5 s, temperature: 25 °C).

16. Inspect under the microscope.

A.3.2 Double-angle deposition

The Josephson junction is deposited with double-angle deposition in Plassys MEB550S Electron

Beam Evaporator7. The junction deposition is not preceded by an in situ Ar ion mill to avoid

substrate damage beneath the deposited junction [117]. Instead, to create galvanic contact between

the junctions and the base layer metal, we follow the junction deposition by an additional bandage

layer. The bandages layer utilizes a similar process as the top aluminum layer for airbridges which

includes an in situ Ar ion mill. To prevent Ar ion mill from damaging the substrate, the bandage

7. https://plassys.com/evaporation-hv-uhv/
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layer only exposes a small area of the base metal layer for galvanic contact with the junction while

keeping the entire substrate covered.

1. Pump down overnight in the deposition chamber (pressure < 1× 10−7 mbar).

2. With the substrate shutter closed, deposit Ti getter for 3 minutes at 0.2 nm/s to lower the

chamber pressure.

3. Deposit 65 nm of Al at 1 nm/s at 60◦ from normal to the substrate.

(∼30 nm of film deposited on the substrate)

4. Oxidize in 85/15 Ar/O2 mixture at 30 mbar for 50 minutes.

5. Deposit 100 nm of Al at 1 nm/s normal to the substrate.

6. Oxidize in 85/15 Ar/O2 mixture at 5 mbar for 5 minutes. This creates a controlled oxidized

layer on top of the deposited junction.

7. Unload the sample and inspect it under the microscope.
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A.4 Optical lithography

A.4.1 Optical lithography with positive resist AZ 703

Optical lithography of the base layer control wiring, gold alignment marks, and the bandages for

the junction are done with 900 nm thick positive I-line photoresist AZ MiR 703 and exposed

with a Heidelberg MLA150 Direct Write Lithographer8. The Direct Write Lithographer directly

exposes the wafer with the laser without the use of photomask. This affords flexibility in pattern

design as well as fast turnaround time. The patterned resist is then developed with a AZ MIF 300

developer. Care must be taken when using a TMAH-based developer like AZ MIF 300 as it can

etch aluminum. We thus minimize the development time in our process.

1. Solvent clean following Section A.6.1.

2. Bake on a 115 °C hot plate for 5 minutes.

3. Blow wafer with N2.

4. Spin on 900 nm thick AZ MiR 703 (4500 rpm, 30 s).

5. Soft bake on a 90 °C hot plate for 1 minute.

6. Optical lithography with Heidelberg MLA150 Direct Write Lithographer.

(a) Critical dimension bias: -200 nm9

(b) Exposure time: 100 mJ/cm2 (varied, depending on the material underneath)

(c) Laser: 375 nm

7. Post-exposure bake on a 115 °C hot plate for 1 minute. Put the wafer in the center of the hot

plate.10

8. Let the sample sit for 1 minute.

8. https://heidelberg-instruments.com/en/products/mla150.html

9. Under biasing (shrinking) the design increases the process latitude of the exposure. See Ref. [118] for a detailed
discussion.

10. It is best practice to put the wafer in the center of the hot plate whenever possible. We have observed temperature
gradient ± 5 °C across the hot plate surface. Thus, it is best to put the sample at a consistent location on the hot plate
across different fabrication runs for consistent fabrication.
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9. Develop in AZ MIF 300 developer with gentle agitation side to side, 0.5 Hz, for 1 minutes.

10. Immerse in DI water with gentle agitation side to side, 0.5 Hz, for 30 s.

11. Run DI water down the wafer, rinsing each die for ∼ 1 s.

12. Blow dry with N2 at 45 psi.

13. Inspect under the microscope.

A.4.2 Optical lithography with negative resist nLOF 2020

This is the standard procedure for photolithography with 3 µm thick negative photoresist, nLOF

2020. Note that nLOF 2020 must be kept in the fridge at all times. Only take it out of the fridge

20 minutes before spinning the resist.

1. Bake on a 115 °C hot plate for 5 minutes.

2. Blow wafer with N2

3. Spin on 3 µm thick AZ nLOF 2020 (1500 rpm, 45 s).

4. Soft bake on a 110 °C hot plate for 1 minute.

5. Aligned optical lithography with Heidelberg MLA150 Direct Write Lithographer.

(a) Critical dimension bias: -200 nm

(b) Exposure time: 100 mJ/cm2 (varied, depending on the underlying materials)

(c) Laser: 375 nm

6. Post-exposure bake on a 110 °C hot plate for 1 minutes.

7. Let the sample sit for 1 minute.

8. Develop in AZ MIF 300 developer with vigorous agitation left and right, 1 Hz, for 2 minutes.

9. Immerse in DI water with gentle agitation side to side, 0.5 Hz, for 30 s.

10. Run DI water down the wafer, rinsing each die for ∼1 s.

11. Blow dry with N2 at 45 psi.
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A.5 Dry etching

A.5.1 ICP Chlorine etch for base layer Al

Etching of the base layer Al is done via a PlasmaTherm APEX inductively coupled plasma (ICP)

chlorine etcher with a BCl3/Cl2 etching process. We choose ICP etch over wet etch for its good

etching anisotropy as well as the smooth etching surface obtained from ICP etch; see Fig. A.2.

1. Prepare a bucket of DI water next to the etcher.

2. Run a O2 plasma clean to clean the etching chamber.

3. Preconditioning the chamber by running a test etch for 3 minutes with the following etch

parameters.

ICP power 400 W

ICP bias power 33 W

Cl2 flow 30 sccm

BCl3 flow 30 sccm

Ar flow 10 sccm

Process pressure 5 mTorr

Table A.1: ICP chlorine etch parameters.

4. Load wafer into the etcher and run the etch for 24 s with the above etch parameters.

5. Vent the chamber. Immediately after the chamber is vented, immerse the wafer into the DI

water nearby for 10 minutes to passivate residual Cl on the sample. Residual Cl can combine

with H2 in the air to form HF which can attack aluminum.

6. Blow dry with N2 at 45 psi.

7. Inspect under the microscope.

8. Strip the photoresist following Section A.6.2.

9. Inspect under the microscope.
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1 μm

Figure A.2: Etch profile of an ICP BCl3/Cl2 etch. ICP etch is highly directional and can etch a
near smooth vertical sidewall.

A.5.2 Airbridges release with vapor HF

The airbridges are released using a vapor HF process with the following chemical reaction:

SiO2 + 4HF→ SiF4 + 2H2O. (A.1)

Vapor HF does not etch aluminum, aluminum oxide, and sapphire; this process is thus compatible

with the qubit fabrication. Note, this is however not the case for hydrous HF which can etch both

aluminum and aluminum oxide. The fabricated airbridges are mechanically fragile and cannot

withstand any sonication once released. Consequently, we reserve the airbridge release as the final

step in the device fabrication process.

1. We release the SiO2 scaffold of the airbridges using vapor HF in a Memsstar Orbis Alpha

Oxide HF Vapor Etch system11 with the following parameters.

11. https://memsstar.com/mems-tools/wafer-processing-system-orbis-alpha-rd/
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Process pressure 15 Torr

H2O 5 mg/min

HF flow 40 sccm

N2 flow 20 sccm

Etch time 30 s

Table A.2: Vapor HF etch parameters.

2. Unload the sample and inspect it under the microscope.

3. Over a dish, squirt down both sides of the chip with acetone for 30 s and then immediately

soak the chip in acetone in a new dish. This removes the etching residue left underneath the

airbridges. Do not use sonication as airbridges are mechanically fragile and will break once

sonicated.

4. Soak the chip in acetone for 5 minutes and then in IPA for another 5 minutes.

5. Blow dry with N2 at 45 psi.

6. Inspect under the SEM.
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Figure A.3: Completed superconducting quantum circuits. Photograph of an array of completed
devices used in Chapter 4 fabricated using this process flow. The light areas are aluminum and the
dark areas are the exposed sapphire substrate which has been etched away.

115



A.6 Repeated processes

A.6.1 Solvent clean

The standard solvent clean involves sonication in acetone and IPA to provide a general-purpose

sample clean, typically before lithography or deposition processes.

1. Acetone, sonicating at 104 kHz, 5 minutes.

2. IPA, sonicating at 104 kHz, 5 minutes.

3. Under the DI water goose neck, rinse the wafer with DI water for 30 s. Skip if there is both

gold and aluminum exposed on the sample. There is an electrochemical reaction where DI

water acts as an electrolyte and aluminum and gold act as electrodes that results in corrosion

of aluminum.

4. Spin dry the sample completely with the spinner (3000 rpm, 30s). This is crucial to ensure

that no residue water droplet remains on the surface of the wafer.

A.6.2 Photoresist strip

Processes such as etching are aggressive. Photoresist can be heated or cross-linked during these

processes making them hard to strip via conventional methods. We have developed an aggressive

photoresist strip process which involves sonication in heated NMP stripper to remove the cross-

linked photoresist following such processes. The strip process is used directly after the ICP etch.

1. Downstream O2 ashing.

(RF power: 300 W, O2 flow: 200 sccm, time: 4 minutes, temperature: 70 °C).

2. Place the sample face down in NMP and cover the dish with aluminum foil, and sonicate in

80 °C heated bath.

(a) 5 minutes at 40 kHz.

(b) 5 minutes at 72 kHz.

(c) 5 minutes at 104 kHz.
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(d) 5 minutes at 170 kHz.

3. Remove from NMP and, over the NMP, squirt down both sides with IPA for 30 s total.

4. Immerse in an IPA bath, 5 minutes.

5. Immerse in a DI water bath, 1 minute.

6. Under the DI water goose neck, rinse the wafer with DI water for 30 s total.

7. Blow dry with N2 at 45 psi.

8. (Optional) Additional downstream O2 ashing.

(RF power: 100 W, O2 flow: 50 sccm, time: 3 minutes, temperature: 100 °C).

A.6.3 Liftoff

We use liftoff with optical and electron beam lithography to create airbridges and Josephson

junctions, respectively. The standard liftoff process involves a long soak in heated N-methyl-2-

pyrrolidone (NMP) to remove the photoresist underneath the deposited metal.12

1. Place sample face down in NMP covered and place in the 80 °C heated bath for 4 hours.13

2. Remove the sample from NMP and, over the NMP, squirt down both sides with NMP for 30

s total. This should remove most of the deposited film.

3. Soak in another pre-heated NMP at 80 °C, 5 minutes.

4. Remove from NMP and, over the NMP, squirt down both sides with IPA for 30 s total.

5. Move the sample into a fresh IPA bath and soak for 5 minutes.

6. Move the sample into a second fresh IPA bath and soak for 5 minutes.

7. Blow dry with N2 at 45 psi.

8. Inspect under the microscope.

12. Do not immerse carbon-tipped tweezers in heated NMP. There is a chemical reaction that results in melted
tweezers and bits of plastic floating around.

13. Do not leave Josephson junctions overnight in NMP as NMP can etch Al over time, albeit at a slow rate.
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A.6.4 Wafer dicing

1. Spin on 200 µm thick AZ MiR 1518 (2000 rpm, 30 s) as dicing resist to protect the sample

from debris during dicing.

2. Bake on a 115 °C hot plate for 2 minutes.

3. Mount the sample onto the dicing tape.

4. Dice the wafer using DISCO DAD3240 Automatic Dicing Saw.14

(a) blade: 8 mil, 200 µm thick Thermocarbon diamond blade15

(b) cutting speed: 0.5 mm/s.

5. Release the dicing tape with UV exposure of 90 s.

6. Remove the chip from the dicing tape.

7. Under the DI water goose neck, rinse the wafer with DI water for 30 s total.

8. Over a dish, squirt down both sides of the chip with acetone for 30 s and then immediately

soak the chip in acetone in a new dish for 5 minutes to remove the dicing resist.

9. Soak in IPA for 5 minutes.

10. Blow dry with N2 at 45 psi.

11. Inspect under microscope.

14. https://www.disco.co.jp/eg/products/dicer/index.html

15. http://www.thermocarbon.com/
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J. Grebel, G. A. Peairs, R. G. Povey, D. I. Schuster, and A. N. Cleland. Violating Bell’s

122



inequality with remotely connected superconducting qubits. Nature Physics, 15(8):741–

744, 2019.

[28] A. Bienfait, K. J. Satzinger, Y. P. Zhong, H.-S. Chang, M.-H. Chou, C. R. Conner, É Dumur,
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