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Abstract 

Reactive molecular dynamics simulations are performed to study proton transport in 

various aqueous systems. Methods such as ab initio molecular dynamics (AIMD) simulations, 

experiment directed simulations of AIMD (EDS-AIMD), and the multistate empirical valence 

bond (MS-EVB) methods are used to capture both normal diffusion and the bond rearrangement 

of the Grotthus mechanism. Work is presented that focuses on correlating information from MD 

simulation to recent nonlinear spectroscopy experiments, investigates the influence of external 

electric fields on proton transport in the Nafion proton exchange membrane, improves AIMD 

water simulations by using EDS, and investigates the proton hopping mechanism is AIMD 

simulations. EDS-AIMD and MS-EVB simulations provide reorientation time constants that 

correspond to the special-pair dance – a process where the special-pair changes in the distorted 

Eigen cation – in addition to irreversible proton transport. The time constant of irreversible proton 

transport are further analyzed as a function of concentration and temperature to provide molecular 

support to recent experiments which showed that counter ions create entropic barriers to proton 

transport. The self-consistent iterative MS-EVB method show that external electric fields enhance 

the dynamical properties of proton in the Nafion membrane, while showing that protons transport 

via the potential energy well around sulfonate groups – as shown by previous reactive simulations. 

The EDS method was used to bias the hydrogen bond in AIMD water simulations that produced 

structural and dynamical properties close to the accurate MB-pol. Lastly, the proton hopping 

mechanism in AIMD simulations were reanalyzed that showed single hops are the dominate 

hopping mechanism, which is in contrast to recent AIMD studies that showed that double hops 

dominate. Taken together, these studies show how various reactive molecular dynamics simulation 

methods can investigate proton transport in aqueous systems.  
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Chapter 1:  Introduction  

I. Motivation  
Many general chemistry textbooks will have a chapter or two dedicated to acid-base 

chemistry, and therein the authors help the reader learn topics and solve problems of strong and 

weak acid-base compounds. A very well-known strong acid used is hydrochloric acid (HCl). When 

gaseous HCl is dissolved in water, it will produce a solvated proton, H3O+, and chloride ion (Eq. 

1.1).   

HCl(0)
2345⎯7	H8(9:) +	Cl<(9:)	 (1.1) 

When introducing this dissociation equation, it is commonly stated that H8(9:)	and H>O8(9:)	are 

equivalent notations for the solvated proton, which is also called the hydrated excess proton.1-2 

Contrary to this understanding, the hydrated excess proton has structural and dynamical properties 

unlike other alkali metal cations, which makes considering the hydrated excess proton as a 

hydronium cation very difficult. For example, the diffusion coefficient of the hydrated excess 

proton is 0.94 Å2/ps, which is 4-5 times larger than other monovalent cations.3-4 Detailing his 

curious behavior is further complicated when trying to understand it in light of its solvation 

structure, as will be discussed in the following paragraphs.  

A key motivator to understanding the essential nature of the hydrated proton is due to the 

various applications of the hydrated proton in systems such as alternative energy materials,5-7 

enzymatic reactions,8 and transmembrane proteins.3, 9-11 For example, a relevant system for 

understanding proton transport is proton exchange membrane fuel cells, as it has been a proven 

source of alternative energy. In these fuel cells, hydrogen gas is oxidized to produce protons that 

transport through a porous membrane to reach the cathode to be reduced into water. The polymer 
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membrane Nafion12 has been the benchmark membrane in these fuels cells for many years due to 

its high proton conductivity and stability. In hydrated Nafion, the hydrophobic carbon backbone 

and hydrophilic pore creates a phase segregation and a tortuous water channel for the proton to 

transport through.12-13 Further understanding proton transport in these membranes can be very 

influential in the design of membranes for future applications in these fuel cells.  

II. Hydrated Excess Proton Background   

Understanding the structure and dynamics of the hydrated excess proton has been an area 

of active research for the past 200 years. In 1806, von Grotthus proposed that the proton’s 

comparably large diffusion coefficient arose from the proton hopping to water molecules.14-15 In 

this Grotthus mechanism, one of the O-H covalent bonds of the central hydronium species switches 

with the hydrogen bond of a neighboring water molecule forming a new hydronium center. Once 

the proton hops to the accepting water molecule, the identity of the excess proton could change 

with other hydrogen atoms in the hydronium core as a different hydrogen might be the proton that 

hops to the next water molecule in the hopping chain. Therefore, in this mechanism, the coupling 

of both nuclear and electronic degrees of freedom enables Grotthuss hopping and normal vehicular 

transport to contribute to the overall diffusion process. This mechanism becomes further 

complicated when the hydrated excess proton is no longer considered a single particle that hops 

from one water molecule to another, but rather as a charge defect in water that delocalizes across 

multiple water molecules.16  

 This degree of delocalization across water molecules has led to understanding the 

Grotthuss mechanism in terms of solvation structures proposed by Eigen17 and Zundel.18 In the 

Eigen picture, the excess proton prefers to associate with one water molecule forming a hydronium 

core, and whose charge delocalizes across the three neighboring water molecules creating three, 
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equivalently strong hydrogen bonds in the 1st solvation shell. In the Zundel picture, the excess 

proton is equally delocalized among two flanking waters forming a H5O2+ structure with the proton 

equidistance from the two waters. In liquid phase, fluctuations of the solvent introduce distortions 

to these symmetric solvation structure that makes it difficult to characterize the hydrated excess 

proton as purely Eigen or Zundel, making these two solvation structures only limiting structures 

of the hydrated excess proton. Instead terms like “distorted Eigen”19-20 and “distorted (or 

asymmetric) Zundel”21-23 are used to describe the hydrated excess proton, and are most likely 

different terms that mean the same thing.  

Molecular dynamics simulations are well posed to provide molecular details of proton 

transport and solvation. For molecular simulations to provide theoretical support and predictions 

regarding the structure and dynamics of the hydrated excess proton, the simulation method must 

inherently account for the charge delocalization that enables the Grotthus mechanism. A natural 

method to understand proton transport is ab initio molecular dynamics simulations (AIMD),24 

which uses electronic structure methods to explicitly account for the electronic degrees of freedom 

by typically using density functional theory (DFT) with generalized gradient approximations 

(GGA)25-27 for the exchange-correlation functional. By directly incorporating the electronic 

degrees of freedom, AIMD simulations are limited in the length and timescales of their 

simulations, and that is without considering the accuracy of GGA functionals to model the electron 

density. For example, the intimate role of water molecules in the proton transport and solvation 

necessitates an accurate model for water, but GGA functionals suffer from over-polarization28-29 

and partial covalency (also known as charge transfer) between water molecules.30-32 These 

inaccuracies of GGA functionals results in overstructuring of water molecules at room temperature 

and diffusion coefficients that can be an order of magnitude smaller than experiments.33-35 The 
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AIMD community use methods to remedy these failures either by increasing the simulation 

temperature or implementing a higher DFT level of theory.36-39 The former remedy no longer 

simulates the proper thermodynamic ensemble of ambient conditions, while the latter remedy 

increases the computational cost of already expensive DFT simulations.  

As AIMD simulation are a resourceful tool to model the hydrated excess proton, it’s 

imperative to have an AIMD method that accurately describes the physics of the hydrated excess 

proton at the proper thermodynamic ensemble. One method that has been used to improve AIMD 

simulations is the Experiment Directed Simulation (EDS) method.40-43 Work from Pitera and 

Chodera showed that a linear bias exists on observables that minimizes the relative entropy 

between the biased molecular simulation and a target experimental ensemble.44 EDS is a method 

developed by White and Voth that parameterizes these linear terms in the system’s Hamiltonian,41 

and has been used to bias the solvation structure of BLYP and BLYP-D3 water to match the 

experimental O-O radial distribution function.43 This EDS-AIMD method was able to improve the 

solvation structure of AIMD simulations and other unbiased structural and dynamical properties 

without increasing the simulation temperature or computational cost. This EDS-AIMD method 

was further used to study the excess proton, and it improved the ratio of the hydrated excess proton 

to water diffusion coefficient, while not disrupting other physical properties.  

An alternative method to simulate the hydrated excess proton is the multistate empirical 

valence bond method (MS-EVB).45-49  The MS-EVB method has actively been developed in the 

Voth group for the past 20+ years, and has been known to be both accurate and efficient at 

modeling the hydrated excess proton. In the MS-EVB formalism, the system is described by 

creating a linear combination of different bonding topologies that have different water molecules 
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being covalently bonded to the hydrated excess proton. A quantum-like Hamiltonian is then 

constructed using classical force-field equations for the diagonal elements and off-diagonal 

elements to enable proton transport. After diagonalization, the ground-state energy is then used to 

prorogate the system in time. The MS-EVB method has also been extended to model concentrated 

acid solutions by solving for the total ground state energy self-constantly in the self-consistent 

iterative MS-EVB (SCI-MS-EVB) method.50  

These reactive molecular dynamics simulation methods have been used to understand the 

hydrated excess proton’s structure and dynamics and have emphasized the role of water molecules 

in proton transport. Earlier simulation studies by Tuckerman et al.51-52 used AIMD  simulations of 

a proton in 32 waters to confirm (1) the proton prefers to reside on one water molecule 60% of the 

time, and (2) that one water molecule is observed closer to the hydronium core than the other 2 

water molecules in the 3-coordinated solvation shell. This close water molecule was termed the 

special pair and is very characteristic of the two-water picture of a Zundel cation. Further molecular 

dynamics (MD) studies20 have supported this idea of a single water molecule residing closer to the 

hydronium, and additionally found that this special-pair oscillates with the other water molecules 

in the 1st solvation shell. This rotation of special-pairs was called the special-pair dance and occurs 

on the femtosecond timescale. Additionally, it has been shown that irreversible proton transport 

requires the breaking of water hydrogen bonds in the second solvation shell and is on the order of 

1-2 ps.15, 19, 51-52 In this mechanism, it was further proposed that a distorted Eigen best characterizes 

the solvation structre of the hydrated excess proton as it incapsulates both the Zundel-like 

configurations of the special-pair in addition to the special-pair dance. Describing the solvation 

shell primarily as an Eigen cation has caused the dominant proton transports mechanism to be 
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described as an Eigen-Zundel-Eigen mechanism, where the distorted Eigen cation is the most 

stable structure and the Zundel cation is only an intermediate complex.15, 19-20, 53-55  

 Experiments have also supported that proton transport occurs on the picosecond timescale. 

The standard experimental benchmark is a 1961 nuclear magnetic resonance study of O17 that 

showed the timescale of proton transport is about 1.5 ps.56 This can also be interpreted as the 

lifetime of the most stable structure. In recent years, two dimensional infrared (2D IR) 

spectroscopy has proposed from anisotropy decays of flanking water bends in a Zundel-like 

complex that the timescale for irreversible proton transport is about 2.5 ps,57 which is comparable 

to the 1-2 ps timescales in simulations and experiments.  

 In addition to the 2.5 ps timescale of irreversible proton transport, 2D IR experiments have 

also provided information about the solvation structure and thermodynamics of the hydrated 

excess proton.21, 57-61  2D IR studies  acetonitrile-acid mixtures observed the proton transfer mode 

(PTM) of the excess proton between two waters had a |1⟩ →	|2⟩ transition that was greater than 

the |0⟩ →	|1⟩ transition.60-61 This was used to suggest that the proton resides in a symmetric double-

welled, potential energy surface (PES), and that the solvation structure of the hydrated excess 

proton is best described as a symmetric Zundel cation.60-61  In acid solutions,58 the water O-H 

stretching vibrations were excited and correlations with flanking water bends in the Zundel-like 

complex were observed. This finding was used to propose that Zundel-like configurations play a 

larger role in describing the hydrated excess proton.58 Further studies using 2D IR21 in acid 

solutions also observed the PTM |1⟩ →	|2⟩ transition was greater than the |0⟩ →	|1⟩ transition, 

while also proposing a distortion in the underlying PES. This suggests that an asymmetric (or 

distorted) Zundel-like cation characterizes the solvation structure of the hydrated excess proton. 
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Further anisotropy studies of the flanking water bend were conducted to investigate the effects of 

temperature and concentration.59 It was found that the reorientation time constants increased with 

counterion concentration and were independent of the proton concentration. Arrhenius plots of the 

reorientation time constants showed that the activation energy decreased with increasing 

counterion concentration, which appeared contrary to the increased trend in reorientation time 

constants. These findings were then explained via an Eyring-like equation from transition state 

theory to propose that counter ions create entropic barriers to proton transport.  

 The complex nature of proton transport has led AIMD simulations of the hydrated excess 

proton to propose other hopping mechanisms for the hydrated excess proton than the mechanisms 

already discussed. AIMD simulations of Hassanali et. al.62 showed the abundance of water wires 

that facilitate proton transport. In this mechanism, it was observed that the proton transport 

experiences periods of rest and burst behavior. In the rest period, the proton is found to have 

minimal displacement, while the burst behavior is shown to have large displacement in short 

periods of time by hopping along multiple water molecules. Proton transport in these burst 

behaviors lead to the conclusion that concerted hopping via compressed water wires was a 

dominate hopping mechanism for the excess proton. The rest and burst behavior were further 

verified by Tse et. al.,33 while also showing that concerted hopping could occur during rest 

behaviors, mitigating its role in the large proton diffusion. This work by Tse et. al. also proposed 

that proton transport is further facilitated by the hydrogen atom of a fourth water molecule being 

located in the lone-pair region of the hydronium oxygen atom. This fourth water was termed a pre-

solvating water molecule and it was shown to enhance proton transport by increasing the 

compression of the solvating waters. In recent years, the dominance of concerting hopping was 

revisited by Wu and co-workers, which showed that double hopping events are four times more 
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probably than single hopping events.63 The prominence of double hops where then used to explain 

large proton diffusion in acidic solutions.  

In addition to proton transport in water, molecular simulations have also investigated the 

proton transport mechanism in PFSA membranes. Hydrated PFSA membranes have a tortuous 

water channel that contains the sulfonate groups from the side chains, and it’s been shown from 

reactive MS-EVB simulations that these sulfonate groups play an intimate role in shuttling protons 

through the hydrophilic pore.6-7 These simulations found that excess protons are within two 

solvation shells of a sulfonate group. Even when a repulsive interaction was used to weaken the 

sulfur-proton association, the excess proton’s dynamics were negligibly affected as the proton was 

never in bulk-like water. It was concluded from this finding that protons transport along the 

sulfonate groups due to the overlap of each group’s potential energy well.  

II. Thesis Summary 
The work presented in this thesis continues to use reactive MD methods to understand 

proton transport in aqueous systems. The progression of the following chapters will be based on 

the simulation methods, where the early chapters will include work that used existing simulation 

methods to understand proton transport, and the later chapters used simulations methods that were 

developed during my Ph.D. The study in Chapter 2 uses EDS-AIMD and MS-EVB methods to 

understand proton transport in light of recent 2D IR experiments. Specifically, this chapter focus 

on the 2.5 ps anisotropy decay in experiments and work to correlate anisotropy timescales to 

molecular reorientations, while examining time-evolution of normal modes. It is argued in Chapter 

2 that the dynamics of the hydrated excess proton are important in characterizing the proton 

solvation. Additionally, in Chapter 3, the SCI-MS-EVB method is used to understand the effects 

of temperature and concentration on these reorientation timescales to provide molecular origins to 
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experimental findings. These results provide agreement with 2D IR experiments which show that 

the 2.5 ps anisotropy decay corresponds to irreversible proton transport and that chloride ions 

create entropic barriers to proton transport. The SCI-MS-EVB method is further applied in Chapter 

4 to understand proton transport in hydrated Nafion membranes under external voltages. It has 

been shown that electrolytes in ultrathin electrochemical cells can have enhanced dynamical 

properties known as coulomb transport that results from electric fields to the system. By applying 

various electric fields to hydrated Nafion, we show that the proton transport mechanism previously 

found in PFSA membranes is still present while enhancing the dynamical effects of the excess 

proton.  

Following this, Chapter 5 provides work that used EDS to bias the hydrogen bond in AIMD 

water to reproduce the O-H RDF of the highly accurate MB-pol water model. This method, which 

will be known as EDS-AIMD(OH) to distinguish it from the previous EDS-AIMD(OO) method, 

is shown to improve BLYP and BLYP-D3 AIMD water while showing improved structural and 

dynamical properties that were unbiased, and is found to have better properties than our previous 

EDS-AIMD(OO) method. This will be followed by further examining the proton hopping behavior 

in AIMD simulations to understand if multiple hops do occur in Chapter 6. This study will examine 

the effect of various simulation methods, including the EDS-AIMD(OH) method for the hydrated 

excess proton, in addition to effects resulting from higher simulation temperatures. The findings 

from this study will show that single hops are the dominate proton hopping mechanism, which 

agrees with the Eigen-Zundel-Eigen mechanism. Concluding remarks will then be present in 

Chapter 7.  
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Chapter 2:  On the Essential Nature of the Hydrated Excess Proton and Interpretation of 

Recent Spectroscopic Experiments 

Abstract 
Recent two-dimensional infrared spectroscopy experiments have presented results 

regarding the dynamics of the hydrated excess proton (aka “hydronium” cation solvated in water). 

It has been suggested by these experiments that the hydrated excess proton has an anisotropy 

reorientation timescale of 2.5 ps, which might be viewed as being somewhat long lived in 

comparison to some previous theoretical and computational predictions. However, through the use 

of both the reactive molecular dynamics Multistate-Empirical Valence Bond and Experiment 

Directed Simulation Ab Initio Molecular Dynamics methods we show that timescales of the same 

magnitude are obtained that correspond to proton transport, while also capturing structural 

reorientations of the hydrated proton structure that correspond to the “special pair dance” – a 

process predicted by prior computational studies in which the central hydrated hydronium in a 

distorted Eigen cation (H9O4+) structure continually switches special pair partners with strongly 

hydrogen-bonded neighboring water molecules. We further examine these dynamics through the 

time-evolution of instantaneous normal modes. We show that the excess proton has a spectral 

signature unique from the other protons in the hydrated proton complex, but that the species is 

dynamical and switches its identity. We conclude, therefore, that the 𝛿 parameter can characterize 

the excess proton, while at the same time emphasizing that selecting static structures from MD 

simulations and determining spectroscopic information should be considered in reference to its 

dynamics.  

 



 11 

I. Introduction 
The hydrated excess proton (aka “hydronium cation” plus nearby solvating water 

molecules) is pervasive in systems relevant to complex problems, e.g., proteins3, 9-11 and renewable 

energy materials.5-7 Characterizing its essential solvation and transport behavior has been an active 

research area for two centuries. In bulk water, the hydrated excess proton has an anomalously high 

diffusion coefficient in comparison to other +1 cations,64 which is typically described via the 

Grotthuss mechanism,15, 65 where the proton translocates over large distances through the breaking 

and forming of covalent bonding. In contrast, the solvation structure of hydrated excess proton is 

usually described by either a Zundel18 cation (an excess proton equally solvated by two flanking 

water molecules) or an Eigen17 cation (a hydronium ion (H3O+) core with strong hydrogen bonds 

to its three surrounding water molecules). However, the exact nature of the hydrated excess proton 

hopping mechanism and most stable solvation structure represent areas of ongoing research 

interest.  

The solvation and transport properties of hydrated excess proton are well represented in 

theoretical studies.15, 46, 52, 54, 66-68 The dominant proton transports mechanism is an Eigen-Zundel-

Eigen mechanism, where the Eigen cation is the most stable structure and the Zundel cation is only 

an intermediate complex.15, 19-20, 53-55 In this vein, proton transport occurs through the cleavage of 

a hydrogen bond in the second solvation shell, confirming that Grotthuss hopping occurs via a 

step-wise process.15, 19, 51-52 Although the EZE proton hopping mechanism represents the 

predominant mechanism, the literature does include reports of Zundel-Zundel conversions.52, 69-71   

In actuality, however, the solvation structure of the hydrated excess proton is more complex 

than either symmetric Eigen or Zundel cations. In fact, the hydrated excess proton is seen in a 

broad range of configurations, making Eigen or Zundel cations only limiting structures and very 
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difficult to deconvolute. Tuckerman et al.51-52 utilized ab initio molecular dynamics (AIMD) 

simulations of a proton in 32 waters to confirm the presence of a special pair between the 

hydronium and nearby water molecules, which is very characteristic of a Zundel cation.  Later 

molecular dynamics (MD) studies characterized the structure of the solvated proton as a distorted 

Eigen cation, where the three-fold symmetry is broken due to the distortion of the special pair.20 

In particular, classical multistate empirical valence bond (MS-EVB) and AIMD simulations were 

used to confirm that the identity of the special pair is not static, but instead switches with the other 

water molecules in the Eigen cation about once every 40 fs.  

Elucidating the solvation structure of the hydrated excess proton is further complicated by 

the difficulty of correlating experimental infrared frequencies with structural information obtained 

from MD simulations. Although gas-phase results have been very informative in correlating the 

two,72-75 the condensed phase introduces further complications due to thermal and quantum 

fluctuations.46, 76 When compared to the pure water absorption spectrum, four notable features can 

be seen in the acidic IR spectrum: (1) a red shift in the O-H peak of bulk water correlating to 

stronger hydrogen bonding environments due to the excess proton; (2) an acid continuum from 

2000-3200 cm-1, which is commonly ascribed to more Eigen-like configurations; (3) a peak at 

1200 cm-1 corresponding the proton transfer mode (PTM) between two flanking waters; and (4) a 

peak at 1750 cm-1 corresponding to flanking water bend.  

More recently, non-linear spectroscopy experiments have been pioneering experimental 

efforts to understand the hydrated excess proton.21, 57-61 Experimental studies of acid clusters in 

acetonitrile mixtures observed the PTM |1⟩ →	|2⟩ transition was greater than the |0⟩ →	|1⟩ 

transition. This was used to propose a 1-dimensional potential energy surface (PES) for the PTM 
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that had a symmetric double-energy well, a characteristic of a Zundel cation.60-61  Two-dimensional 

infrared spectroscopy was also used to excite the O-H stretching vibrations in acid solutions around 

3150 cm-1 and detected spectral responses within a spectrum ranging from 1500 – 4000 cm-1.58 By 

assigning 1750 cm-1 to the bending vibration of the flanking waters of the Zundel complex, they 

reported that the population of the Zundel-like cation is larger than previously proposed in 

theoretical studies, leading them to conclude that it serves as more than a simple intermediate. 

Their subsequent studies using 2D IR21 further suggest that the potential energy surface (PES) is 

not a symmetric double-energy well characteristic of a symmetric Zundel cation, but rather 

incorporates a distortion into the underlying PES of the hydrated excess proton. Additionally, by 

examining data obtained from parallel and perpendicular 2D IR spectra at 1750 cm-1, an anisotropy 

timescale of ~2.5 ps was observed for 2M HCl solutions,57 correlating with irreversible proton 

transport. In defining the excess proton as Zundel-like in these studies, researchers emphasize the 

excess proton shared between two flanking waters, synonymously known as a special pair.  

Experimental IR spectra of acidic solutions have revealed time-averaged structures. 

However, it is not uncommon for theoretical studies to use static configurations to correlate 

vibrational motion with infrared frequency.77-78 When using static configurations, theoretical 

studies commonly implement the local 𝛿 parameter to characterize the solvation structure of the 

hydrated proton. This  𝛿 parameter conveys information on how the excess proton is shared 

between its flanking water molecules in the special pair and is defined by Eq. 2.1: 

𝛿 = 	D𝒓4∗2	 − 𝒓4HI2D		 (2.1) 

A 𝛿 parameter of 0 represents a proton shared equally between two water molecules and is 

described as Zundel-like; in contrast, an increasing 𝛿	parameter represents a proton that is 
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associated more with a single water molecule, which then forms a more Eigen-like complex. 

However, Dor et al.78 and others16, 61 have questioned the validity of the 𝛿 parameter to clearly 

distinguish the solvation structure of the hydrated excess proton. For example, Dor et al.78  stressed, 

since the  distribution is non-bimodal it is difficult to clearly distinguish the hydrated excess proton 

as being either distinctly Zundel or Eigen.  

Swanson et. al.16 also discussed the degree of information gained from the 𝛿 parameter. 

Specifically, by applying an ab initio energy decomposition analysis (EDA), they reported that the 

sum of the 𝛿 values within a distorted Eigen complex and Zundel complex can qualitatively track 

the degree of charge transfer within the first solvation shell of the hydrated excess proton (see 

Figures 6 and 7 in Ref16). By tracking the 𝛿 value of the excess proton as a function of time during 

which the proton does not hop (i.e., special pair dance), they quantified the 𝛿 value to be less than 

0.1, which limits the ability to apply 𝛿 parameter values toward characterizing the solvation 

structure of the hydrated excess proton from a single snapshot. The authors concluded that studying 

the dynamics of the excess proton is more revealing for determining the solvation structure of the 

hydrated excess proton. Within this definition, therefore, Eigen-like dynamics can be characterized 

by periods during which the identity of the special pair changes; conversely, Zundel-like dynamics 

can be characterized by proton hopping back-and-forth between two water molecules over an 

extended period of time. This definition is also supported elsewhere in the literature.79 

By using equilibrium trajectories of the hydrated excess proton and instantaneous normal 

mode analysis, this investigation was designed to elucidate the dynamics of the hydrated excess 

proton in support of recent spectroscopic results. Based on these equilibrium trajectories, we are 

able to capture specific processes that give rise to anisotropy decay. As detailed herein, we 



 15 

document the 2.5 ps timescale corresponding to proton transport observed by recent nonlinear 

spectroscopy, while confirming the structure of the hydrated excess proton to be distorted-Eigen. 

Additionally, we explicate the dynamics of normal modes for the hydrated excess proton that 

validate distorted-Eigen configurations at the 1750 cm-1, while also detailing the limitations of the 

𝛿 parameter to characterize vibrational modes.  

This paper is outlined as follows: In Section II we outline the MS-EVB and EDS-AIMD 

methods used to determine anisotropic data, while also providing simulation details. In Section III, 

we use radial distribution functions (RDF) to show the solvation structure of the hydrated excess 

proton as being best characterized by a distorted Eigen cation. We then provide our anisotropic 

data for the distorted-Eigen cation, as well as time-evolution of normal modes of special pair 

dance. In Section IV, we offer our conclusions. 

II. Methods 
A. Simulation Methods 

Two simulation methods were used to conduct this investigation: the Multistate-Empirical 

Valence Bond (MS-EVB) Method,11, 45-48, 80-81 and Experiment Directed Simulations41 of ab initio 

molecular dynamics (EDS-AIMD).43 We briefly explain the theory behind these methods, but we 

direct the reader to the literature for further detail.  

In the MS-EVB formalism, the hydrated excess charge is delocalized amongst multiple 

water molecules by creating a wavefunction that is a linear combination of bonding states. In each 

diabatic state, a different water molecule is covalently bonded to the excess proton.  

⌊Ψ⟩= K ci
2⌊i⟩

nstates

i=1

	 (2.2) 
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Once the wavefunction is constructed, the coefficients of the ground state wavefunction are 

determined through an eigenvalue problem using a quantum-like Hamiltonian, as follows: 

𝑯𝒄 = 𝐸O𝒄	 (2.3) 

In the Hamiltonian, the diagonal elements are defined using molecular mechanics force field 

terms, augmented by a repulsive term to correct for the over-sticking of water molecules to the 

hydronium molecule; meanwhile, off-diagonal elements are used to couple the different diabatic 

states.  

For this investigation we used MS-EVB 3.2 and anharmonic MS-EVB 3.2.81 In comparison 

to previous models, a Lennard-Jones term was incorporated to account for the fourth water pre-

solvation around the hydronium.33 An anharmonic model incorporates non-harmonic vibrations in 

solvating the water molecules. As previously described, MS-EVB 3.2 was used to explain infrared 

spectroscopy data and to calculate normal modes using B3LYP.77, 82  

To compare our results with another simulation method, we also utilized EDS-AIMD 

simulations. Such an approach corrects for the over-structuring of water in BLYP/BLYP-D3 

AIMD simulations by including an additional potential energy term (Eq. 2.4) to the system’s 

Hamiltonian that corrects the system’s Ow-Ow observable to match experiments.   

V(rS) = 			K
αU
𝑓WX
KrSYUZ1 − u\rSY − rO]^
_`

YaS

>

UbO

	 (2.4) 

In EDS, the potential energy includes the coupling constant (αU), the experimental target value 

(𝑓WX), and the coordination number; it utilizes a mollified smoothing function to make the 

coordination number and its statistical moment continuous. The coupling constant in eq. 2.4 was 
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parameterized so that the oxygen-oxygen coordination number and its first-through-third moments 

could accurately reproduce experimental results. By directly biasing the oxygen-oxygen 

coordination number and its moments, other structural and dynamical properties were improved 

without increased computational costs.  

B. Simulation Details 

In total, ten independent MS-EVB 3.2 and aMS-EVB 3.2 simulations of 1 HCl in 256 H2O 

with a box length of 19.73 Å were first equilibrated in the NVT ensemble using a Nose-Hoover 

thermostat with a temperature set to 298 K and a time-constant of 50 fs using an in-house version 

of the LAMMPS simulation package.83 Water molecules were modelled using SPC/Fw84 and 

aSPC/Fw80 for MS-EVB 3.2 and aMS-EVB 3.2,49 respectively. After a 1 ns non-reactive 

equilibration period, each simulation was equilibrated using our reactive molecular dynamics 

simulation code for 500 ps in the NVT ensemble, and all production runs were carried out in the 

NVE ensemble for 1 ns. Each reactive simulation was conducted with a timestep of 0.5 fs using a 

long-range cutoff of 9.0 Å and an Ewald summation with an error of 10-5. 

In total, three EDS-AIMD simulations of 1 HCl in 128 water molecules with a box length 

of 15.64 Å were equilibrated in the NVT using a Nose-Hoover thermostat with a time-constant of 

11.12 fs, followed by 80 ps in the NVE ensemble. EDS parameters were identified from our 

previous work43 for the BLYP exchange-correlation functional26-27 with the D3 Grimme dispersion 

interactions.85-86 All EDS-AIMD simulations were carried out with Quickstep module in CP2K87 

and PLUMED88 package using Goedecker-Teter-Hutter (GTH) pseudopotentials89 with a TZV2P 

basis set using a plane-wave cutoff of 400. 
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C. Instantaneous Normal Mode Analysis 
Instantaneous normal mode (INM) calculations90-91 were determined to further compare 

structural vibrations and infrared frequency, with the goal of clarifying the solvation structure of 

the hydrated excess proton. Instantaneous normal mode analysis (NMA) calculations were derived 

from a prior report,77 but were augmented by using both MS-EVB 3.2 and EDS-AIMD trajectories. 

The hydrated excess proton was identified as the proton in the hydronium cation with the lowest 

𝛿 value; all water molecules within a 5 Å radius were included in the NMA calculation. Further 

NMA calculations restricted the number of water molecules to include only those in the second 

solvation shell, since this approach was shown to capture the extent of charge-delocalization in the 

excess proton complex.16 All NMA calculations were calculated using the B3LYP exchange-

correlation functional92 with a 6-31 G(p,d) basis set in the Gaussian 09 software package.93 It 

should also be noted that each NMA was carried out in the absence of energy minimization, and 

all imaginary frequencies were discarded prior to analysis.  

III. Results and Discussion  
A. Solvation Structure of Hydrated Excess Proton 

 

Figure 2-1: O-O radial distribution functions of the O*-Ow (black), O1x-Ow (Red), and 
O1yz-Ow (Blue) for (a) MS-EVB 3.2, (b) EDS-AIMD, and (c) aMS-EVB 3.2. 
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Figure 2-1 illustrates the O-O radial distribution functions (RDF) for the various simulation 

methods. The O-O RDFs include all oxygen atoms in the system, those centered on the most 

probable hydronium (O*, black), the special pair oxygen (O1x, red), and the remaining water 

molecules in the protonated complex (O1yz, blue). In these calculations, O1x, O1y and O1z are 

defined as the neighboring water molecules with increasing 𝛿 value around the most probable 

hydronium, respectively.  

In all simulation methods, the O*-Ow RDFs evidence a unimodal peak centered at ~ 2.5 Å, 

which is attributed to three water molecules fluctuating around the hydronium, as determined by 

integrating the first peak. However, the O1x RDFs show a prominent peak at a shorter distance, 

representing the interaction of the O1x with the hydronium oxygen atom, while succeeding peaks 

correspond to the O1x interaction with second solvation shell of the O*. This trend was also 

identified in the O1yz RDF, with the exception that the EDS-AIMD method was unimodal. As 

determined via EDS-AIMD, the O*-O1yz and O1yz-Ow interactions were noted to be quite similar, 

which explains the unimodal peak in the O1yz; this finding is further supported by the O1yz RDF 

having an integration value close to 4.  

Note that the solvation structures of the hydronium and the special pair oxygen are not 

identical, as indicated by different O* and O1x RDFs. In a symmetric Zundel cation, the proton 

would remain in the center of the two flanking water molecules, which would then make the 

flanking waters nearly identical. Even when proton rattling is factored into this Zundel picture, the 

ensemble average of this rattling would still account for identical flanking water molecules and 

nearly identical solvation structures for the O* and O1x, which is not observed in these methods. 

Recent simulation studies that proposed symmetric Zundel cations is the dominate species in 
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solution have additionally distinguished Zundel and Eigen cation based on the O1x distance being 

less than or greater than 2.7 Å, respectively. 61 This classification method can be misleading since 

we note that in the simulation methods reported here, all O1x distances were found to be less than 

2.7 Å while herein a symmetric Zundel picture conflicts with the discrepancy in O* and O1x RDFs.  

On the other hand, the obtained RDFs indicate a clear distinction between the water 

molecule with the excess proton (O*) and the special pair (O1x), which is characteristic of a 

distorted Eigen. The Eigen cation has also been suggested as the thermodynamic stable structure 

in recent theoretical studies which used activate rate theory to characterize proton transport in 

water.94 In a two-water configuration,78 we see clear evidence of a single water molecule 

positioned closer to the hydronium molecule, which is in agreement with the RDFs found in Figure 

2-1. However, these snapshots ignore the dynamics of the protonated complex. If the two-water 

model represented the actual dynamics of the system, the O*-Ow RDF would match the O1x RDF, 

corresponding to a dominant first peak for the special pair and integrating to a coordination of a 

single water molecule. In contrast, the ensemble and time-averaged structure shows a single peak 

in the O*-Ow RDF and an integration of three water molecules. Given these findings—coupled 

with the preference for the excess proton to associate with one water molecule—we believe that a 

distorted Eigen best characterizes the hydrated excess proton. By using a distorted Eigen picture, 

we encapsulate the special-pair (or the two-water picture), while additionally accounting for the 

dynamics of the excess proton. 

B. O*-Ow Anisotropy Decay  

Recent nonlinear infrared spectroscopy data indicate that the reorientation timescale of the 

hydrated excess proton is about 2.5 ps,57 which was confirmed by calculating the anisotropy decay 

via the parallel and perpendicular pulses at 1740 - 1790 cm-1. In this seminal work, the vibrational 
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bending of the flanking water molecules in the special pair was assigned to 1750 cm-1. Specifically, 

this work eliminated specific phenomena—notably, the complete reorientation of the hydrated 

excess proton complex without proton transfer, rapid structural fluctuations, and energy and 

thermal transfer from the hydrated complex to surrounding aqueous environment—as possible 

structural reorientations that explain the 2.5 ps. Instead, it was suggested that the 2.5 ps 

reorientation timescale corresponded to irreversible proton transfer. Additionally, it was claimed 

that special pair dance could not explain the 2.5ps, as it would have caused the transition dipole 

moment to decorrelate faster than 2.5 ps.  

Here, we seek to understand structural reorientations in the hydrated excess proton complex 

that correspond to these experimental anisotropy timescales, with special interest in elucidating 

the nature of the special pair dance and irreversible proton transport. It is very common in MD 

simulations of water to calculate the anisotropy of the O-H stretch by using the unit vector along 

the O-H bond.95 Given recent findings using a two-water or special pair approach, we decided to 

define the unit vector along the O*-Ow axis of the special pair. Anisotropy calculations were 

determined using the second Legendre polynomial (Eq. 2.5) of the unit vector defining the special 

pair.  

C2(t)= 
⟨P2(ue(t)ue(0))⟩
⟨P2(ue(0)ue(0))⟩	

(2.5) 

Here, the ⟨… ⟩ denotes both an ensemble average and a time average of the unit-vector. In our 

molecular simulations, the special pair is defined as the O*-Ow that has the lowest 𝛿 parameter.  
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Figure 2-2a illustrates the anisotropy decay of the O*-Ow special pair from MS-EVB 3.2 

simulations (corresponding O*-Ow anisotropy plots for aMS-EVB and EDS-AIMD can be found 

in Appendix A). By fitting a triple exponential fit to total anisotropy decay (see Discussion in 

Appendix A), we obtained time constants of 12 fs, 0.37 ps, and 2.49 ps, with corresponding 

amplitudes of 0.65, 0.23, and 0.12. Comparable values have been obtained from other simulation 

methods, as indicated in Table 2-1. Of particular importance is that these time constants and 

amplitude data can be replicated across various simulation methods, confirming that our findings 

are not unique to our MS-EVB simulations. Also note that one of the three processes within the 

tri-exponential fit is very close to the 2.5 ps time constant determined experimentally.57 To identify 

the precise structural phenomena corresponding to these time constants, we removed specific 

structural dynamics from our anisotropy calculations and refit that data to a bi-exponential 

function. Since we observed strong agreement between MS-EVB and EDS-AIMD simulations, we 

conducted subsequent calculations only using the MS-EVB method, as it can be run much longer 

and provide better statistics in comparison to the EDS-AIMD approach. 

 

 

 
Figure 2-2: Anisotropy plots using Eq. 2.5 for the O*-Ow unit vector. The anisotropy plots 
are broken down based on (a) total anisotropy, (b) special pair dance, and (c) long-lived 
special pair. 
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First, we removed any contribution associated with proton transfer from the anisotropy 

measurements, and then decomposed the total anisotropy based on the special pair dance. This is 

a process wherein the identity of the excess proton changes in a distorted Eigen cation, but in the 

absence of any change in the identity of the central hydronium core.  We then parsed the trajectory 

into segments where the proton remained on a single water molecule, and then calculated the unit 

vector for the special pair. The anisotropy was then calculated for each segment and then averaged 

over all segments. The special pair dance anisotropy calculation is shown in Figure 2-2b for MS-

EVB 3.2; as indicated therein, we obtained time constants of 28 fs and 0.29 ps from a bi-

exponential fit. Note that these bi-exponential constants are quite comparable to those obtained 

using other simulation methods (Table 2-2). Previous MS-EVB simulations have shown that the 

identity of the special pair changes on average 1 every 40 fs, which is very close to the 28 fs 

identified in this anisotropy calculation. This rapid timescale is too fast to be resolved by 

experimental techniques; in fact, it is faster than the shortest pulse obtained experimentally.  

 

 

 

System 𝐴h 𝜏h (fs) 𝐴i 𝜏i (ps) 𝐴> 𝜏> (ps) C 
MS-EVB 0.65 12 0.23 0.37 0.12 2.49 0.00 
aMS-EVB 0.66 10 0.23 0.32 0.11 2.25 0.00 

EDS-AIMD 0.72 17 0.16 0.35 0.12 2.47 -0.01 
 

Table 2-1:Tri-exponential fits to the Total Anisotropy Calculations 

System 𝐴h 𝜏h (fs) 𝐴i 𝜏i (ps) C 
MS-EVB 0.68 28 0.32 0.29 0.06 
aMS-EVB 0.70 28 0.30 0.30 0.05 

EDS-AIMD - - - - - 
 

Table 2-2: Bi-exponential fits to the Special pair Dance Anisotropy Calculations 
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In a similar manner, we addressed the slow time constant by removing the special pair 

dance from total anisotropy calculations. Using this approach, we no longer define the special pair 

as the O*-Ow pair with the lowest 𝛿 value, but rather as the O-O vector between the hydronium 

oxygen and the water oxygen to which the excess proton hops. For example, if at timestep 0 the 

hydronium oxygen is molecule A, and then at timestep t the hydronium oxygen is molecule B, 

then the special pair unit vector from timestep 0 to timestep t is defined as the O-O unit-vector 

between molecule A and B. The anisotropy calculation for MS-EVB 3.2 is found in Figure 2-2c. 

Table 2-3 provides amplitude and time constant data for the various methods. Note that for MS-

EVB 3.2, we identified time constants of 0.56 ps and 2.17 ps, which are comparable and in close 

agreement with the intermediate and longer time constants listed in Table 2-1. The 2.17 ps result 

is also in excellent agreement with the 2.5 ps reported from non-linear spectroscopy.  

 

 

 

It should be noted that we were able to analyze these anisotropy plots while holding a 

distorted-Eigen picture of the hydrated excess proton. By removing the special pair dance from the 

distorted-Eigen cation we were able to retain the long-lived time constant; analogously, by 

removing proton transport we were able to retain the special pair dance. In addition to confirming 

strong agreement between the time constants and amplitudes between the bi-exponential fits to the 

total tri-exponential fits, these findings indicate that (a) the fast time constant correlates to special 

pair dance, and (b) the slow time constant corresponds to irreversible proton transfer. These 

System 𝐴h 𝜏h (ps) 𝐴i 𝜏i (ps) C 
MS-EVB 0.74 0.56 0.26 2.17 0.00 
aMS-EVB 0.67 0.53 0.33 1.79 0.00 

EDS-AIMD - - - - - 
 

Table 2-3: Bi-exponential fits to the Long-Lived Anisotropy Calculations 
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hypotheses are supported by the good agreement of timescales and physical processes obtained 

from recent 2D IR experiments.  

C. Instantaneous Normal Mode Analysis using 5 Å Radial Cutoff 

Our simulation methods show excellent agreement with anisotropy timescales determined 

experimentally. In contrast, a deficiency of experimental verification of the special pair dance 

prompted this investigation of the correspondence between the special pair dance and specific 

vibrational frequencies. With the special pair dance depicted as a series of dynamic switches 

between the hydrated excess proton, we utilized configurations within a 100 fs timespan from MS-

EVB and EDS-AIMD results that correspond to the special pair dance. Instantaneous Normal 

Mode (INM) analysis was then applied to configurations separated by 1 fs, which differs from 

prior gas phase NMA calculations that pull randomly selected configurations; accordingly, our 

method enables us to observe the time-evolution of normal modes.  
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Two 100-fs segments obtained from MS-EVB 3.2 and EDS-AIMD simulations were 

selected where the hydronium molecular index remained unchanged. In the first segment, the 

identity of the special pair changed between the three water molecules; in contrast, the identity of 

the special pair remained unchanged in the second segment. We defined the first 100-fs segment 

as “Eigen”, and the second as “Zundel”. All waters and hydronium molecules whose oxygen atoms 

were found to reside within a 5 Å radial cutoff of the excess proton were included in the INM 

calculations. It should be noted that during the Eigen segment, the identity of the excess proton 

changed and was subsequently identified as the proton between the special pair. With the change 

in identity of the excess proton, the center of the 5 Å cutoff would also change; as such, some 

water molecules would be removed from the INM calculation and included in the configurations.  

 

 

Figure 2-3: Spectral density as a function of time for Zundel (a & b) and Eigen (c & d) 
configurations using configurations taken from MS-EVB 3.2 (a & c) and EDS-AIMD (b & 
d). Zundel and Eigen are defined based on have 1 (Zundel) or 3 (Eigen) unique special pair 
water molecules during the 100 fs segment. 
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Figure 2-3 shows the spectral density of the normal modes as a function of time, with 

configurations pulled from MS-EVB 3.2 and EDS-AIMD trajectories. Upon first inspection we 

see many similarities in the spectral density plots, independent of the simulation method and 

whether the 100 fs segments were defined as Eigen or Zundel. The most striking difference is the 

mean distribution of the OH stretches obtained from MS-EVB and EDS-AIMD simulations. Of 

special interest is the frequency range around 1750 cm-1, since this data corresponds to the special 

pair flanking water bend. As indicated in Figure 2-3, there is a persistent spectroscopic signature 

at this frequency for both Zundel and Eigen configurations, which is not found only within a 

Zundel complex.  

 

 

 

 
Figure 2-4: Spectral density as a function of time for H-O-H bends in a Zundel configuration  
using data obtained from MS-EVB 3.2 (a & c) and EDS-AIMD (b & d) simulations. Figures 
a and b show the spectral density for H-O-H bends >5° in the special pair, while Figures c 
and d show the spectral density of H-O-H bends >5° in other O*-Ow pairs. 



 28 

We next selected normal modes from these calculations that evidenced flanking water 

bending within the Zundel trajectory (Figure 2-4) and Eigen trajectory (Figure 2-5). If both 

flanking H-O-H angles in the special pair (Figure 2-4a,b and Figure 2-5a,b) or other O*-Ow pairs 

in the first solvation shell (Fig, 2-4c,d and Figure 2-5c,d) changed by more than 5 degrees, normal 

modes were then pulled and their spectral densities were plotted. For each timestep, the spectral 

density was then divided by the number of selected normal modes within that timestep to help 

compare the time-evolution of the spectral density. In both the Zundel and Eigen trajectories, H-

O-H bending could be found at 1750 cm-1 that did not result from the special pair, but rather from 

other O*-Ow pairs in the distorted-Eigen cation. This finding confirms that the 1750 cm-1 

frequency is independent of the structure classification, which is in good agreement with our prior 

work indicating that vibrations at 1750 cm-1 can delocalize across 5-20 atoms.77 This outcome may 

also explain why experimentally obtained data could not substantiate the special pair dance, in that 

many H-O-H bending vibrations could be excited instead of the special pair itself.   
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D. Normal Mode Analysis Using Second Solvation Shell  
Wave-like oscillations observed in some of the normal modes (specifically in Figure 2-

4a,b and Figure 2-5a,b) could arise from an inconsistency in the number of water molecules in the 

normal mode calculations due to the identity change of the hydrated excess proton. Accordingly, 

we restricted the number of water molecules to include only those within the second solvation shell 

of hydronium as this was found to contain most of the charge transfer within the hydrated excess 

proton complex.16 Figure 2-11 in Appendix B illustrates the density of states and spectral density 

from these two INM calculations for the Eigen cation. Note the excellent agreement between the 

5 Å cutoff and the second solvation method, as well as nearly identical spectral densities as Figures 

 

 
 Figure 2-5: Spectral Density as a function of time for H-O-H bends in an Eigen 

configuration using configurations taken from MS-EVB 3.2 (a & c) and EDS-AIMD (b & 
d). Figures a and b show the spectral density for H-O-H bends >5° in the special pair, while 
Figures c and d show the spectral density of H-O-H bends >5° in other O*-Ow pairs. 
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2-4 and 2-5 from when we restrict the calculation to only the second solvation shell (Appendix B, 

Figure 2-12). Additionally, we obtained nearly identical wave patterns as these previous 

instantaneous normal modes, which indicates that the oscillations in these normal modes are not 

due to water molecules moving in and out of the NMA calculation.  

Oscillatory patterns were also identified by Swanson and Simons in the charge transfer 

energy of the hydrated excess proton; moreover, they observed that the 𝛿 parameter qualitatively 

agreed with the trend in charge transfer (see Figure 4 in Ref. 16). They also proposed defining 

Eigen and Zundel cations based on the dynamics of the excess proton rather than the 𝛿 parameter. 

In time segments characteristic of a distorted Eigen cation, they observed instances during which 

the 𝛿 parameter became less than 0.1 Å. Such findings would typically describe a Zundel cation; 

however, when placed in the context of the complex’s dynamics, it would show a distorted Eigen 

since the special pair is rotating among the three waters. They further proposed that Zundel cations 

could be characterized by an excess proton rattling between two water molecules. In this next 

session, we therefore address how the 𝛿 value can track the charge transfer in distorted Eigen 

cation with and without a 𝛿 value less than 0.1 Å, and a Zundel cation described by a proton rattling 

between two waters. 

We begin by examining the INM of the Eigen configurations of Fig. 2-3 and 2-5 which had 

the identity of the excess proton change within the Eigen complex without any change in the central 

hydronium core. In Figure 2-6a we show the  𝛿 value for the three protons in the complex. We 

assigned yellow squares to indicate the proton with the lowest 𝛿 value, which is used to distinguish 

the excess proton. In this segment, we find that the  𝛿 values of all three protons are very 

comparable with very similar mean values.  We specifically point out that this is characteristic of 
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the special pair dance, where the identity of the excess proton alternates with the other protons in 

the distorted Eigen complex. Figure 6 b-d illustrates the spectral density for each hydrogen in cases 

when the OH-HH distance of the hydronium molecule changes by more than 0.2 Å, and we 

superimposed the 𝛿 value for each proton over its spectral density features and scaled them to fit 

the plot. In this particular distorted Eigen segment, the 𝛿 value of the excess proton never goes 

below 0.1 Å, but nevertheless switches with the other protons in the complex. However, we find 

noticeable agreement between the shape of the normal mode oscillations and the 𝛿 parameter 

eluding to the charge transfer nature of each proton in the normal modes, and these specific normal 

modes are close to the bulk-like water stretches around 2500 cm-1. 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 2-6: Spectral density and δ value for the hydronium’s protons in an Eigen configuration 
of MS-EVB 3.2. Figure a shows the δ values for the three protons. The proton with the lowest 
δ value (i.e. the excess proton) is highlighted in yellow. Figure b-d shows the spectral density 
for protons 1, 2, and 3, respectively. Normal modes are selected if each proton’s O*-HH 
stretches more than 0.2 Å. In black we overlay each proton’s 𝛿 value multiplied by 6,500 to 
fit the figure. 
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We do the same analysis on another Eigen configuration, but this time we examine a 100 

fs which incorporates the special-pair dance that has a proton with a 𝛿 value less than 0.1 Å (Figure 

2-7a). In this configuration, proton 1 begins as the excess proton and is the excess proton for the 

majority of the 100 fs, with proton 2 competing as the excess proton at the beginning of the 

segment, and proton 3 competing as the excess proton at the end of the segment. Additionally, the 

𝛿 value of proton 1 is found in the region typically identified as Zundel, although, in light of the 

special-pair dance, it is best described as a distorted Eigen cation. We show the corresponding 

normal modes for this configuration in Fig. 7 b-d. For proton 1 (Fig. 2-7b) we see spectroscopic 

signatures that are much more red-shifted in comparison to the other two protons in the distorted 

Eigen cation. Comparably, when proton 2 competes with Proton 1 as the excess proton, we find 

some normal modes around 1750 cm-1, yet as the simulation continues, its 𝛿 value increases and 

its corresponding normal modes are blue shift to larger frequencies around 2750 cm-1, which are 

much closer to bulk-like water stretches. This trend is found in the reverse order for Proton 3, 

where at the beginning of the 100 fs segment, it has the largest 𝛿 value and therefore has the 

smallest charge transfer to its adjacent water molecule. However, at around 60 fs, Proton 3 

competes with Proton 1 as the excess proton and normal modes are slightly red shifted.  
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Figure 2-8  depicts the instantaneous normal modes for protons in a Zundel complex from 

100 fs time segment using the definition of Swanson and Simons. Water molecules found within 

first two solvation shells of each oxygen in the Zundel cation were selected and used for normal 

mode analysis. Proton 1 is the excess proton, while Protons 2-5 represent the protons in the 

flanking waters. In all cases, each proton’s 𝛿 value follows the shift in their corresponding normal 

mode. As indicated in Figure 2-7c, Proton 1 has spectroscopic signatures in the 1000 – 2000 cm-1 

range that contains the PTM (1200 cm-1) and the flanking water bend (1750 cm-1) when the O-H 

 

 

 

Figure 2-7: Spectral density and δ value for the hydronium’s protons in a distorted Eigen 
configuration of MS-EVB 3.2. Figure a shows the δ values for the three protons. The proton 
with the lowest δ value (i.e. the excess proton) is highlighted in yellow. Figure b-d shows 
the spectral density for protons 1, 2, and 3, respectively, with each proton’s 𝛿 value scaled 
to fit the figure in black. Proton 1’s 𝛿 value was scaled by 𝛿*7,000 + 400, Proton 2’s 𝛿 
value was scaled by 𝛿*2,500 + 1000, and  Proton 3’s 𝛿 value was scaled by 𝛿*2,500 + 1500. 
Normal modes are selected if each proton’s O*-HH stretches more than 0.2 Å. 
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bond in the normal mode changes by 0.2 Å. Conversely, Proton 2 within the Zundel complex 

evidences a larger frequency signature than the excess proton (~ 2900 cm-1), and additionally, it 

displays a red shift in its normal mode frequency when its 𝛿 value closely approximates the 𝛿 value 

of Proton 1 (~80-100 fs in Figure 2-7d), showing a greater degree of charge transfer and 

characteristics similar to those of excess proton.  

 

 

 

 

 

 

 

 

 

 

 

While the quantitative results described herein do not imply a direct correlation between 

structural geometries and instantaneous normal modes, they do further validate the work of 

Swanson and Simons. Specifically, due to the strong connection between the 𝛿 parameter and 

 

 
 
Figure 2-8: Spectral density and δ value for the protons in a Zundel configuration of MS-
EVB 3.2. Figure a shows the δ values for the excess proton (Proton 1) and the 4 flanking 
protons (Protons 2-5). Figure b show the dynamics of the hydronium molecular identity. 
Figure c and d shows the spectral density for the excess proton (Protons 1) and proton 2 
overlaid with their 𝛿 value scaled by 𝛿*4,000 + 800 and 𝛿*6,000-700, respectively. Normal 
modes are selected if each proton’s O*-HH stretches more than 0.2 Å. 
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charge transfer within the hydrated excess proton, we propose that the oscillations in the 

instantaneous normal modes are driven by the charge transfer between each proton and its 

neighboring water molecule. Moreover, our findings indicate that the instantaneous normal modes 

correspond to the identity of the excess proton; specifically, each proton’s normal modes red-shift 

as their 𝛿 parameter (and respective charge transfer) decreases as shown in the two Eigen 

configurations and Zundel configurations. Thus, it appears that the 𝛿 parameter can assist in 

determining the single proton that is the excess proton; however, determining the excess proton 

without the context of the hydrated complex’s dynamics can be misleading as is clearly seen in the 

Eigen configuration with 𝛿 values less than 0.1 Å. 

IV. Conclusion 
We used MS-EVB, aMS-EVB, and EDS-AIMD simulations to confirm the structure of the 

hydrated excess proton as a distorted Eigen cation, while obtaining anisotropy decay data that 

closely match those obtained via nonlinear spectroscopy. By decomposing the anisotropy based 

on structural phenomenon, we were able to identify anisotropy timescales that give rise to the 

special pair dance and the long-time decay of irreversible proton transfer. These timescale 

processes agree with previous theoretical studies of the hydrated excess proton,19-20 as well as 

replicate the 2.5 ps anisotropy timescales achieved experimentally.57   

By examining the spectroscopic signatures of the protons within Eigen and Zundel cations, 

we observed that the 𝛿 parameter tracks the shift in the normal mode of each proton, which has 

been shown to characterize the charge transfer within the hydrated excess proton complex. 

Additionally, we noted that the excess proton defined by the lowest 𝛿 value around the hydronium 

molecule has a distinct spectroscopic signature in comparison to other protons in the complex. 

However, it must be noted that the identity of the excess proton is constantly changing prior to the 
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occurrence of an irreversible proton transfer event (i.e.. special pair dance). We conclude, 

therefore, that the 𝛿 parameter can characterize the excess proton, while at the same time 

emphasizing that selecting static structures from MD simulations and determining spectroscopic 

information can be problematic without examining the dynamics.  

Experimental anisotropy decay data for the flanking water bend show that increasing the 

chloride concentration decreases the proton transfer rate, while Arrhenius plots of the anisotropy 

timescales indicate that increasing the chloride concentration lowers the activation energy of 

irreversible proton transport.59 Transition state theory was used to confirm that additional chloride 

ions, rather than excess protons, create entropic barriers to irreversible proton transport. Similarly, 

very recent theoretical work94 has also shown a concentration dependence on the O*-Cl ion pairing 

and proton transfer rate using transition state theory and Marcus theory, while finding the Eigen 

cation as the thermodynamic stable state and the Zundel cation as a reaction intermediate. Our 

future works will provide atomistic support to these phenomena by examining the influence of 

temperature and concentration in HCl solutions.  

Additional theoretical work need to be undertaken to clarify the strong parallel preference 

found in recent experiments addressing PTM and flanking water bend, as this is a strong argument 

for a distorted Zundel cation. We argue, however, that the laser pulses in these experiments are 

longer than the shortest special pair lifetimes. Moreover, any experimental approach that focuses 

on averaged structures will make the goal of determining precise structure-to-frequency 

correlations more challenging.  Nonetheless, thorough theoretical studies are needed to address 

these issues.  
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Appendix A: Anisotropy Plots, Fits and Justification for Anisotropy Fitting Method 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2-9: Anisotropy plots for the O*-Ow unit vector in aMS-EVB 3.2. The anisotropy 
plots are broken down based on (a) total anisotropy, (b) special-pair dance, and (c) long-
lived special-pair. 

 

Figure 2-10: Total anisotropy plots for the O*-Ow unit vector in EDS-AIMD. Limited 
statistics prevent us from calculating the EDS-AIMD anisotropy of special-pair dance 
and long-lived special-pair. 
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A. Total Anisotropy  
Experimental anisotropy curves with fit using a bi-exponential fit. However, we found using 

tri-exponential fits best fit the curve as going from bi-exponential (Table 2-4) to tri-exponential 

(Table 2-5) increase the R2  

f(x)= a1· exp\-x τ1j ]+ a2· exp\-x τ2j ]+ a3· exp\-x τ3j ]+C  

where in the fitting procedure, a3 = (1 − a1 − a2) 

Table 2-4: Bi-exponential Fit for Total Anisotropy 

 

 

 

Table 2-5: Tri-exponential Fit for Total Anisotropy 

 

 

 

B. Special-Pair Dance (No Hopping) 

We fit the special-pair dance data to a bi-exponential curve as we expect the long-time, 

proton transfer process to be disregarded. When going from bi-exponential (Table 2-6) to tri-

exponential (Table 2-7), the R2 value on average increases by 0.012. Additionally, MS-EVB can 

be an approximate bi-exponential fit since the third amplitude is essentially 0.0, and aMS-EVB 

does not have any time constants longer than 1 ps, meaning the long-time scale is essentially 

removed from the anisotropy decay. 

System a1 τ1 a2 τ2 C R2 
MS-EVB 0.742 0.018 0.258 1.144 0.005 0.872 
aMS-EVB 0.751 0.014 0.249 1.018 0.004 0.902 
EDS-AIMD 0.798 0.022 0.202 1.470 -0.006 0.977 

System a1 τ1 a2 τ2 a3 τ3 C R2 
MS-EVB 0.649 0.012 0.243 0.365 0.116 2.492 0.001 0.882 
aMS-EVB 0.660 0.010 0.230 0.322 0.111 2.253 0.001 0.913 
EDS-AIMD 0.718 0.017 0.162 0.350 0.121 2.472 -0.009 0.984 
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Table 2-6: Bi-exponential Fit for Special-Pair Dance 

 

 

 

Table 2-7: Tri-exponential Fit for Special-Pair Dance 

 

 

 

C. Long-Lived Special Pair, No “Dance” 
We fit the long-lived, special-pair data to a bi-exponential curve as we expect the short-

time, special-pair dance to be disregarded When going from bi-exponential (Table 2-8) to tri-

exponential (Table 2-9, the R2 value either remained constant or decreased when going from the 

bi-exponential fit to the tri-exponential fit. This seems to suggest that a bi-exponential fit can 

capture the proper physics of the system. Additionally, MS-EVB is essential a bi-exponential fit 

since the first amplitude is close to 0, and the time constants are close to zero. 

Table 2-8: Bi-exponential Fit for Long-Lived Special-Pair 

 

 

Table 2-9: Tri-exponential Fit for Long-Lived Special-Pair 

System a1 τ1 a2 τ2 C R2 
MS-EVB 0.680 0.028 0.319 0.286 0.059 0.383 
aMS-EVB 0.696 0.028 0.304 0.304 0.052 0.362 
EDS-AIMD       

System a1 τ1 a2 τ2 a3 τ3 C R2 
MS-EVB 0.641 0.035 0.289 0.311 0.070 0.00 0.059 0.389 
aMS-EVB 0.492 0.018 0.357 0.102 0.151 0.503 0.050 0.380 
EDS-AIMD         

System a1 τ1 a2 τ2 C R2 
MS-EVB 0.737 0.557 0.263 2.169 0.003 0.907 
aMS-EVB 0.672 0.533 0.328 1.795 0.002 0.902 
EDS-AIMD       

System a1 τ1 a2 τ2 a3 τ3 C R2 
MS-EVB 0.052 0.000 0.786 0.682 0.162 2.889 0.001 0.907 
aMS-EVB 0.043 0.004 0.885 0.955 0.072 0.001 0.006 0.900 
EDS-AIMD         
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Appendix B: NMA Comparison Between Different Cutoff Methods 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2-11: Density of States (a) and spectral density (b) from the INM analysis using 
the 5 Å cutoff and 2nd solvation shell cutoff. 

 

Figure 2-12: Spectral Density as a function of time for Eigen trajectories taken from MS-
EVB 3.2 using the 5 Å cutoff (a & b) and 2nd solvation shell (c & d). Eigen trajectory is 
defined based on have 3 unique special-pair water molecules during the 100 fs segment. 
In Fig. (a) and (c) we show the total spectral density, while in Fig (b) and (d) we show the 
spectral density for H-O-H bends >5° in the special-pair. 
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Chapter 3:  Molecular Origins of the Barriers to Proton Transport in Acidic Aqueous 

Solutions 

This chapter is reprinted with permission from J. Phys. Chem. B 2020, 124, 40, 8868–8876. 
Copyright 2020 American Chemical Society.  

Abstract 

The self-consistent iterative multistate empirical valence bond (SCI-MS-EVB) method is 

used to analyze the structure, thermodynamics, and dynamics of hydrochloric acid solutions. The 

reorientation timescales of irreversible proton transport are elucidated by simulating 0.43 M, 0.85 

M, 1.68 M, and 3.26 M HCl solutions at 270 K, 285 K, 300 K, 315 K, and 330 K. The results 

indicate increased counter-ion pairing with increasing concentration, which manifests itself via a 

reduced hydronium oxygen–chloride (O*-Cl) structuring in the radial distribution functions. 

Increasing ionic concentration also reduces the diffusion of the hydrated excess protons, 

principally by reducing the contribution of the Grotthuss proton hopping (shuttling) mechanism to 

the overall diffusion process. In agreement with prior experimental findings, a decrease in the 

activation energy of reorientation timescales was also observed, which is explicitly explained using 

activated rate theory and an energy-entropy decomposition of the state-averaged radial distribution 

functions. These results provide atomistic verification of suggestions from recent two-dimensional 

infrared spectroscopy experiments that chloride anions (as opposed to hydrated excess protons) 

create entropic barriers to proton transport.  

I. Introduction  
The hydrated excess proton (aka “hydronium” cation) has been the focus of research for 

well over two centuries, in part due to its intrinsically interesting nature,68, 96 and in part due to it 

its varied applications for alternative energy,5-7 enzymatic reactions,8 and transmembrane 

proteins.3, 9-11 Most ions diffuse through solution via vehicular diffusion; however, in bulk water 
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the hydrated excess proton has a diffusion constant that is 4-5 times greater than other singly 

charged cations.3-4 This phenomenon is commonly explained though the Grotthuss mechanism,15, 

97 where the identity of the excess proton rapidly changes by a hopping process of excess protons 

from one water molecule to another, thereby enabling large charge displacements in a shorter 

amount of time.  

Any investigation of the dynamics of the hydrated excess proton necessitates a 

comprehensive understanding of its thermodynamically stable structures. The most common 

limiting proton solvation structures are those first defined by Zundel18 and Eigen.17 In terms of the 

former, the excess proton is equally solvated by two flanking waters that form an H5O2+ structure. 

In the Eigen structure, however, the excess proton is strongly bound to one water molecule, 

resulting in a hydronium H3O+ core, which then creates three strong hydrogen bonds with the three 

neighboring water molecules, forming an H9O4+ structure. However, the actual solvation structure 

of the hydrated excess proton likely exists in a dynamical superposition of configurations within 

these two limiting structures.  

The literature is well represented with theoretical and computational work seeking to 

characterize the proton solvation structure and understand the mechanism of proton transport in 

water (see., e.g., refs15, 46, 52, 54, 66, 68, 98). Many theoretical studies indicate that the most stable 

structure has the excess proton most strongly bound to one water molecule. Even in simulation 

studies involving nuclear quantum effects, the excess proton’s most stable structure suggests that 

it be bound to a single water molecule, indicating a preference for an Eigen cation.46 Some 

simulation studies have proposed the Zundel cation to be the most stable structure in water;51, 69-71 

although an Eigen cation also shares aspects of this two-water picture when “distorted” (see 
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below). By contrast, in earlier molecular dynamics studies with different methods, Tuckerman et 

al.51-52 and Schmitt and Voth46 reported that at most times a single water molecule was found to 

be closer to the central hydronium core, thereby forming an O*-O “special pair” with unique 

dynamical properties, where O* is the most hydronium-like oxygen atom. In a subsequent work, 

Markovitch et al.20 described simulations that showed how the identity of the special-pair (out of 

three possible O*-H…O hydrogen bonds) can dynamically resonate around the central hydronium 

in a process they called the “special-pair dance.” Additionally, they proposed that the solvation 

structure of the hydrated excess proton (on average) can be best characterized as a distorted Eigen 

cation in which one of the three O*-O distances of the three possible hydrogen bonds of the 

hydronium core with its first shell solvating water molecules is shorter. A number of studies have 

also detailed how irreversible proton transport occurs via the severing of a hydrogen bond in the 

2nd solvation shell, thereby opening up a pathway for proton transport via Grotthuss shuttling.15, 19, 

46, 51-52, 99-100 Therefore, this process implies that proton transport occurs via a Zundel intermediate. 

thereby constituting an Eigen-Zundel-Eigen mechanism.19-20  

Two dimensional infrared (2D IR) spectroscopic studies have proposed an increased 

population of Zundel configurations in solution through the use of vibrational assignments from 

gas-phase experiments.21, 57-59 By exciting the O-H vibrations in red-shifted water molecules, 

strong correlations were observed with the flanking water bend in a Zundel-like configuration. 

One interpretation of this finding suggests that Zundel complex comprises the larger population of 

protonated species in solution rather than being an intermediate.58 Subsequently, ultrafast 

broadband 2D IR spectroscopy was used to suggest that an intrinsically asymmetric (or distorted) 

Zundel complex was consistent with their findings.21 The dynamics of the complex were accessed 

by calculating the anisotropy decay of the flanking water bend. These researchers suggested that 
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the 2.5 ps timescale associated with the anisotropy decay of the hydrated proton bend is analogous 

to that for irreversible proton transfer between Zundel-like configurations, wherein the proton is 

shared by two flanking waters.57 When considering the  prior simulation studies noted earlier, it 

remains unclear whether the long-lived “distorted Zundel” cation proposed in these experiments 

is in essence the same as the “distorted Eigen” cation seen in the simulations and any real 

difference is simply a matter of semantics. This topic will be the focus of a forthcoming paper 

from our group.  

The dynamics of flanking water bend were further investigated vis-à-vis its dependence on 

concentration and temperature. It was found that reorientation timescales slowed with a rise in 

chloride ion concentration, while showing no dependence on proton concentration.59 Additionally, 

Arrhenius behavior was observed for the flanking water bend reorientation timescales, 

corresponding to an activation energy of 2.5 kcal/mol, 2.5 kcal/mol, and 1.5 kcal/mol for 1 M, 2 

M, and 4 M HCl, respectively, even though the excess proton diffusion rate actually goes down 

with increasing acid concentration in both experiment and simulation. (It should be noted that at 

the highest acid dilution this activation energy result is very close to that predicted from the 

Multistate Empirical Valence Bond (MS-EVB) simulation model of ref. 19 and subsequent versions 

of that model.) This counterintuitive trend – that the activation energy decreases with an increase 

in the reorientation time scale – might be explained through the Eyring equation of transition state 

theory, 𝑘 ∝ exp	(−∆𝐹r/𝑘t𝑇)	where the activation free energy is written in the usual Gibbs form 

 ∆𝐹r = 	∆𝐻r − 𝑇∆𝑆r, kB is the Boltzmann constant, and T is the temperature. In the absence of a 

reliable correlation with transition-state structures, it has been argued that a decrease in transition 

state enthalpy ∆𝐻r (here equivalent to the Arrhenius activation energy, Ea) could correlate with 
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the decrease in the rate of proton transport if the transition state entropy of the system also 

decreased even more (so that ∆𝑆r is more negative). However, since these reorientation timescales 

appeared to depend only on the chloride (or other counterion) concentration, it was thus proposed 

that chloride ions mostly contribute to the entropic barrier to proton transport.59  

The structure and dynamics of concentrated hydrochloric acid solutions have been 

studied101-102 using the Self-Consistent Iterative Multistate Empirical Valence Bond (SCI-MS-

EVB) method.50 In these studies, the hydronium oxygen–hydronium oxygen (O*-O*) radial 

distribution function (RDF) showed the formation of unusual contact ion pairs through the lone 

pairs of the hydronium cations due to the nonclassical delocalization of the protonic excess charge 

defect (the so-called center of excess charge, or CEC). Additionally, the concentration of HCl was 

shown to have a relatively small impact on the structures of the hydrated excess proton. By 

increasing the HCl concentration to 1.68 and 3.26 M in these simulation, standard (vehicular) 

diffusion and proton hopping (Grotthuss mechanism) of the hydrated excess protons decreased, 

with the hopping component decreasing the most. These studies indicate that, locally, the excess 

proton prefers to rattle between water molecules at higher acid concentrations, while globally 

decreasing effective proton hopping diffusion.   

We have recently modeled (to be published) dilute hydrochloric acid solutions using both 

the MS-EVB 3.2 model49 and experiment directed simulation ab initio molecular dynamics (EDS-

AIMD).43 This study was designed to understand the anisotropy of the special-pair unit vector and 

to correlate anisotropy timescales to physical reorientations found in molecular simulations. 

Simulation results indicate that the special-pair dance strongly decorrelates the anisotropy decay 

at a time constant of about 20 fs, which is much faster than earlier experimental data. By removing 



 46 

any effects from the special-pair dance on subsequent anisotropy calculations, we were able to 

correlate irreversible proton transport to an anisotropy decay of 2.5 ps, which is in excellent 

agreement with experimental data. The present study expands this work to concentrated acid 

solutions with the goal of clarifying the impact that chloride ions have on the thermodynamics, 

structure, and dynamics, of hydrochloric acid solutions.   

This paper is structured as follows: In the next Methods section we outline the SCI-MS-

EVB method used to carry out the acidic solution simulations and provide simulation details. 

Following that, in Results and Discussion section we provide results for state-averaged radial 

distribution functions (RDFs) to show how the solvation structure of the hydrated excess proton 

changes as a function of concentration. We also show dynamical properties via diffusion 

coefficients and anisotropy decays of the long-lived special-pair, which corresponds to irreversible 

proton transport. The energy-entropy decomposition of the O*-O* and O*-Cl state-averaged RDFs 

is also presented. Conclusions are then presented. 

II. Methods  
A. Simulation Methods 

The MS-EVB method models the charge delocalization of hydrated excess protons by 

creating a state function, |Ψ⟩, that is a linear combination of different bonding topologies, such 

that  

|Ψ⟩ = K𝑐z|𝑖⟩
z

	 (3.1) 

For a fixed nuclear configuration, each bonding topology, |𝑖⟩, indicates a different water molecule 

as having the excess proton covalently bound, and the eigen-vector coefficients, 𝑐z, are determined 

by diagonalizing a quantum-like Hamiltonian.  For its diagonal elements, the Hamiltonian employs 
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classical force-fields to describe the bonded and non-bonded interactions for each bonding 

topology, plus a repulsive term between the O*-Ow, and off-diagonal elements to couple the 

different states. After diagonalizing the Hamiltonian, the ground-state eigenvector is used to 

calculate the forces with the Hellmann-Feynman theorem, which then propagate the system in time 

in an MD algorithm. Because obtaining a full-system Hamiltonian with multiple excess protons is 

too expensive to solve computationally, we applied the self-consistent field (SCI-MS-EVB) 

approach to the Hamiltonian for each hydrated excess proton, thus enabling the ground state energy 

for the whole system to be solved self-consistently, and water molecules belonging to multiple 

complexes were placed in the EVB complex with the highest probability after an initial ground 

state calculation.50  

As indicated in the following analysis, we included the SCI-MS-EVB description of the 

delocalization of the excess proton charge defect in the structural, dynamical, and thermodynamic 

properties through state-average quantities. State-averaged (SA) radial distribution functions 

centered on the hydronium-like oxygen, 𝑔~�4
∗<�(𝑟), are calculated using eq 3.2 below, where the 

𝑐zi is the probability of EVB state |𝑖⟩, and 𝑔z4
∗<�(𝑟) is the RDF centered on the hydronium oxygen 

(O*) and paired with either oxygen-water (OW) or chloride (Cl)  in state |𝑖⟩. 

𝑔~�4
∗<�(𝑟) = 	K𝑐zi𝑔z4

∗<�(𝑟)
z

	 (3.2) 

We extended the state-average RDF to O*– O* by including the probability of oxygens in other 

complexes having hydronium-like characteristics (Eq. 3.3). 

𝑔~�4
∗<4∗(𝑟) = 	KK𝑐zi𝑐�i𝑔z�4

∗<4∗(𝑟)
�z

(3.3) 
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Dynamically, we tracked the position of the center of excess charge (rCEC) by calculating the state-

averaged center of charge (rCOC) for each diabatic state using the ground state eigenvector such 

that 

𝒓��� = 	K𝑐zi𝒓�4�
z

	 (3.4) 

We calculated the thermodynamics of the hydrated excess proton complex via an energy-entropy 

decomposition of the potential of mean force, which we determined by inverting the state-averaged 

RDFs of eqs. 3.2 and 3.3 above.  

B. Simulation Details 
Concentrated HCl solutions of 0.43 M, 0.85 M, 1.68 M, and 3.26 M HCl were created by 

placing 2 HCl, 4 HCl, 8 HCl, and 16 HCl dissociated pairs in the simulation box with 256 water 

molecules.  Each concentration was simulated at 270 K, 285 K, 300 K, 315 K, and 330 K, and 10 

independent trajectories at each temperature and concentration were used for data collection. We 

did not account of covalent HCl molecules in our simulations as its molar concentration 

determined from its Ka value103 would range from ~10-5 M to ~10-9 M depending on the H3O+ and 

Cl- concentration and simulation temperature. Each trajectory used a timestep of 0.5 fs. All 

simulations used MS-EVB 3.249 to model HCl solutions, which used SPC-Fw84 to model the water 

molecules and parameters from Dang104 to model chloride ions. We note that it could be valuable 

to include polarization effects into the SCI-MS-EVB method as it has been shown to improve 

properties of point-charge models.105-107 However, we point out that MS-EVB 3.2 has been shown 

to reproduce PMFs of AIMD simulations.108 which incorporate polarizability. Additionally, the 

SCI-MS-EVB method already has certain polarization effects in the model due to the dynamic 

bonding topology and the delocalized proton charge defects inherent in the MS-EVB Hamiltonian. 
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After a classical potential equilibration period, simulations were equilibrated using SCI-MS-EVB 

in the constant NVT ensemble for 500 ps using the Nose-Hoover thermostat with a 100 fs time 

constant. Subsequent production runs were carried out in the constant NVE ensemble for 1 ns. All 

simulations were conducted using our in-house code of LAMMPS83 with a radial cutoff of 9 Å; 

long-range interactions were calculated using the particle-particle, particle-mesh evaluator with a 

10-5 convergence criteria. 

III. Results and Discussion 

A. State-Averaged Radial Distribution Functions 
As seen in Figure 3-1, the radial distribution function of the Ow, O*, and Cl centered on 

the O* are shown to describe the structure around the hydronium core. As mentioned earlier, the 

solvation structure of the hydrated excess proton in simulations is best described by a distorted 

Eigen cation. In this depiction, a special-pair (or Zundel-like configuration) breaks the three-fold 

symmetry of an Eigen cation. As indicated in Figure 3-1a,  the solvation structure of the hydronium 

core is minimally perturbed by the HCl concentration. By increasing the HCl concentration, the 

first peak increases slightly indicating enhanced structuring in the Eigen cation. Additionally, the 

solvation around the hydronium core remains largely unchanged with increases in HCl 

concentration, as determined by integrating the first peak of the O*-Ow RDF.  
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In Figure 3-1b we show the RDF for O*-O* using SCI-MS-EVB 3.2. Prior SCI-MS-EVB 

3.0 simulations of concentrated acids solutions have suggested a weak “amphiphilic” property of 

the hydrated excess proton.101-102 Moreover, as the excess charge defect associated with the excess 

proton is delocalized across the solvating water molecules, a RDF peak was observed in the O*-

O* RDF at 3.0 Å. The magnitude of this RDF peak was slightly less than 1, which represented a 

metastable structure between the cation-cation pairs. These cations interact through the lone-pair 

side of the hydronium cation with the excess proton CECs of the two complexes being separated 

by an additional Angstrom beyond the O*-O* distance to mitigate the repulsive interactions.101-102 

The O*-O* peak shown in Figure 3-1b is less structured than in our previous EVB model, with a 

RDF intensity of ~0.4. The MS-EVB 3.2 model includes an additional attractive interaction 

between the water-hydrogen and hydronium-oxygen to better model the presolvation effects found 

in AIMD simulations that help facilitate proton transfer.33, 49 This additional term helps to 

 

Figure 3-1: State Averaged Radial Distribution functions for (a) O*-Ow, (b) O*-O*, and (c) 
O*-Cl at 300K. Solid lines correspond to the RDFs, while the dashed lines represent the 
coordination number via integration of the RDFs. 
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transiently place water molecules in the hydronium lone-pair regions, thereby explaining the 

reduced structuring observed in the O*-O* RDF for the MS-EVB 3.2 model. 

Figure 3-1c illustrates the O*-Cl RDF for the concentrations studied here. At 3.0 Å, ion 

pairing with the chloride counterion could be observed at a somewhat closer distance compared to 

our previous MS-EVB models,101-102 which is in agreement with AIMD simulation results.109 

Although the first peak is positioned adjacent to the first solvation shell of water around the 

hydronium, it does not correspond to a completely solvent-separated ion pair. Rather, a chloride 

ion found 3.0 Å from the central hydronium disrupts the coordination number of the hydronium 

core.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3-2a depicts the conditional O*-Ow RDF as a function of O*-Cl distance for the 

3.26 M HCl simulation at 300 K. The first peak in the O*-Ow RDF indicates a clear distinction 

 

 
Figure 3-2: (a) Conditional O*-Ow RDF as a function of O*-Cl distance for 3.26 M HCl 
Solution at 300 K.  (b) Integrating the first peak of the O*-Ow RDFs (O*-Ow distance of 
2.9 Å for O*-Cl distances less than 3.5 Å and 3.0 Å for O*-Cl distance greater than or equal 
to 3.5 Å) shows the Ow coordination number around a hydronium corresponding to a given 
O*-Cl distance. 
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between a chloride ion less than or greater than 3.5 Å. The peaks less than 3.5 Å have a weaker 

intensity and are found to be closer to the central hydronium than at longer distances. Specifically, 

the peak intensity observed at less than 3.5 Å indicates that the chloride ion is closer to the central 

hydronium. Integrating the first peak of these RDFs (Figure 3-2b) results in an Ow coordination 

number close to 2.0 when the chloride distance is less than 3.5 Å away, but increases to 3.0 in the 

case of larger chloride distances. This finding indicates that at short distances the chloride disrupts 

the full solvation of the central hydronium and displaces one of the water molecules of the distorted 

Eigen cation.  

Of particular interest is the reduced intensity of the O*-Cl RDF peaks with increases in 

HCl concentration, as illustrated in Figure 3-1c. This finding seems counterintuitive to what one 

might expect with increasing counterion concentrations, especially in light of the fact the intensity 

of the O*-Ow and O*-O* RDFs showed only a small uptick with increasing concentration. 

However, although the O*-Cl RDF intensity decreased, the coordination number of the O*-Cl 

contact ion pairing increased markedly from 0.01 to 0.3 with rising concentration. This 30-fold 

increase in contact-ion pairing served to further reduce the presence of water molecules around the 

central hydronium core, thus lowering the possible number of proton transport pathways via 

Grotthuss shuttling. Therefore, increasing the ionic concentration decreases the availability of 

water molecules needed for the proton hopping transport, which translates into a decrease in 

entropy and thus an increasing entropic barrier in the transition state picture. In turn, this increases 

the activation free energy of the system through the entropy of activation but not the enthalpy of 

activation (equivalent to the Arrhenius activation energy). This feature will be further examined 

in the following subsections.  
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B. Proton Diffusion 
We next examined the dynamics of the hydrated excess proton in the various HCl solutions 

by studying the diffusion coefficient of the center-of-excess charge (CEC) and the most 

hydronium-like oxygen (Figure 3-3) at 300 K. The diffusion coefficient was calculated from the 

linear region of the mean squared displacement (MSD) via the usual Einstein relationship. 

𝐷 =	 lim
�→�

〈\𝑟(𝑡) − 𝑟(0)]
i〉

6𝑡
(3.5) 

In the most dilute concentration (0.43 M), the diffusion coefficients of the CEC (purple) and most 

hydronium-like oxygen (red) was determined to be 0.35 Å2/ps, which is within the statistical 

uncertainty of the value for a single proton in 256 waters in the MS-EVB 3.2 model.49 As the HCl 

concentration increased in  Fig. 3-3, the diffusion coefficient of the CEC and the most hydronium-

like oxygen decreased, which, as noted earlier, can be attributed to the influence of chloride ions 

and to a lesser degree the other excess protons blocking potential proton hopping transport 

pathways.   
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We further analyzed the MSD of the most hydronium-like oxygen by decomposing it into 

its vehicular and Grotthuss hopping components to understand how they contribute to overall 

diffusion. By expanding the total displacement vector, 𝒓���, as the sum of the vehicular 

displacement vector (standard diffusion without hopping), 𝒓���, and Grotthuss hopping 

displacement vector, 𝒓2��, (eq 3.6 below), the mean squared displacement can be determined  

according to eq 3.7 as102 

∆𝒓���(𝑡) = 	𝒓���(𝑡) +	𝒓2��(𝑡)	 (3.6) 

〈∆𝒓���(𝑡)i〉 = 	 〈∆𝒓���(𝑡)i〉 +	〈∆𝒓2��(𝑡)i〉 + 	2〈∆𝒓���(𝑡) ∙ ∆𝒓2��(𝑡)〉	 (3.7) 

 
Figure 3-3: Diffusion coefficients for the hydronium (black) and center-of-excess charge 
(CEC) determined from the linear region of the mean-squared displacement according to eq 3-
5. The MSD of the hydronium is further decomposed based on vehicular (blue) and hopping 
(red) mechanisms, in addition to the correlation (green) between the two diffusion 
mechanisms. 
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In eq. 3.7, the first and second term on the right hand side correspond to the MSD of the vehicular 

and hopping components, respectively, while the last term indicates the contribution to the MSD 

that results from correlating the two processes (which may have a negative value if there is some 

degree of anti-correlation). 

In our simulations, the total displacement vector of the most hydronium-like oxygen was 

broken down into 100 fs time segments. If the identity of the most hydronium-like oxygen changed 

during those 100 fs, the displacement was added to 𝒓2��; otherwise, the displacement was added 

to 𝒓���. We then calculated the MSD for each process; the MSD for the correlation,	〈∆𝒓���(𝑡) ∙

∆𝒓2��(𝑡)〉,	was determined by algebraically manipulating eq. 3.7 and using the MSD for the total, 

vehicular, and hopping processes. The diffusion coefficients can then be calculated using the 

Einstein relationship (eq 3.5) and expressed as  

𝐷��� = 	𝐷��� +	𝐷2�� + 2𝐷����	 (3.8) 

In Figure 3-3 we present the diffusion coefficients for vehicular transport (blue) and proton 

hopping (red), with the correlation between these two diffusion mechanisms (green). As the ionic 

concentration increases, vehicular diffusion and the correlation between the hopping and vehicular 

components decreases only slightly. In contrast, the diffusion coefficient for Grotthuss hopping 

decreases precipitously, similar to the total displacement. In fact, the diffusion coefficient of the 

Grotthuss hopping mechanism represents the largest component of total diffusion, with values 

comparable to those for total displacement. Diffusion due to hopping decreases when ionic 

crowding in the system disrupts the water structure and decreases the number of proton transport 

pathways. This decreased hopping does not mean that the hydrated excess proton lingers on a 

single water molecule. The average number of total hopping events per picosecond were found to 
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be 10.8 ± 0.4 for 0.43 M, 10.9 ± 0.4 for 0.85 M, 11.1 ± 0.4 for 1.68 M, and 11.3 ± 0.5 for 3.44 

M. The similar number of hopping events as a function of concentration (at least within a standard 

deviation) points to the fact that protons do not remain on the same water molecule; rather, the 

hydrated excess proton shuttles back and forth between water molecules but the hopping events 

that lead to diffusion and proton charge translocation diminish with increasing concentration 

C. O*-Ow Long-Lived Anisotropy 

Defining the special-pair as the O*-Ow pair that minimizes 𝛿 = 	D𝒓4∗2	 − 𝒓4HI2D around 

the central hydronium, the O-O unit vector of the special-pair was constructed and used to calculate 

the anisotropy decay according to eq 3.9, where P2(t) is the 2nd Legendre polynomial, such that  

C2(t)= 
⟨P2(ue(t)ue(0))⟩
⟨P2(ue(0)ue(0))⟩ .

(3.9) 

The anisotropy decay behavior for the total simulation, special-pair dance, and long-lived special-

pairs can be determined and used to determine appropriate time constants to physical reorientations 

in the hydrated proton complex. The long-lived special-pair removes the fast reorientation due to 

the special-pair dance that is unable to be captured in experiments and is the unit vector centered 

on the hydronium pointing to the water molecule that would accept the excess proton at the next 

proton transfer event. Our soon to be published work will show that this quantity is able to correlate 

experimental time constants to irreversible proton transfer.  
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We applied this analysis to the concentrated acid solutions, focusing on long-lived special-

pair anisotropy decay. Figure 3-4a illustrates the long-lived anisotropy decays for 0.42, 0.85, 1.68, 

and 3.26 M HCl at 300 K. Fitting these anisotropy decays with a biexponential best fit gave an R2 

value of 0.999 for all concentrations. Anisotropy decay data for all concentrations and 

temperatures can be found in Appendix A, Figure 3-6. By examining the long time constant of 

these fits, a corresponding increase in time constant was seen with increasing concentration, which 

was also seen experimentally.59 Note that these time constants are somewhat smaller than those 

obtained experimentally; however, they still approximate the 1.5 ps proton transport rate obtained 

in NMR studies.15, 56 We attribute the discrepancy from the values at high dilution from the MS-

EVB algorithm to differences with the SCI-MS-EVB method implemented here and the possibility 

that the experiments mix in other motions.  

 

 

 

Figure 3-4: Long-lived special-pair anisotropy curves as a function of (a) concentration at 
300 K and (b) temperature in 3.26 M HCl solution. The time-constant corresponding to 
irreversible proton transport was then extracted from a bi-exponential fit and used to create 
an Arrhenius plot in panel (c). 
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Figure 3-4c provides Arrhenius plots in accordance with the Arrhenius equation (eq. 3.10) 

presenting the long-lived time constants of these concentrations between 270-300 K (see Figure 

3-4b for the corresponding anisotropy at 3.26 M).  

𝜏<h = 	𝐴	𝑒
<��

X��j (3.10) 

The slopes of the Arrhenius plots in Figure 3-4c correspond to activation energies of 2.5 ± 0.5, 

2.3 ± 0.4, 1.9 ± 0.2, and 1.9 ± 0.1 kcal/mol at concentrations of 0.43, 0.85, 1.68, and 3.44 M, 

respectively (Table 3-1), which indicate a monotonic decrease in both activation energy and pre-

exponential parameter with increases in both concentration. Qualitatively, the decrease in 

activation energy certainly agrees with experimental results. It must be noted, however, that those 

experimental results suggest a non-monotonic trend in that the anisotropy for 1 M, 2 M, and 4 M 

that corresponded to activation energies of 2.5 kcal/mol, 2.5 kcal/mol, and 1.5 kcal/mol, 

respectively. We attribute these qualitative discrepancies to the delocalized vibrational modes at 

1750 cm-1 frequency,77-78 which contribute to the reorientation of the transition dipole moment and 

are less well captured in the long-lived unit vector used in the simulations. Nevertheless, the semi-

quantitative agreement between the simulated trends and the experimental findings for these time 

constant values is encouraging, even when using just the simple long-lived special-pair unit vector.  

 

 

Conc 
(M) 

Ln(A) 𝑬𝒂 (kcal/mol) 𝑬𝒂 std. deviation 
(kcal/mol) 

0.43 3.78 2.5 0.5 
0.85 3.32 2.3 0.4 
1.68 2.60 1.9 0.2 
3.26 2.28 1.9 0.1 

 

Table 3-1: Pre-exponential Parameter and Activation Energy (kcal/mol) fitted from 
Arrhenius Plots 
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The increased reorientation timescales, coupled with a corresponding decrease in activation 

energy, would appear to be counterintuitive. As noted earlier, the experimentalists have attempted 

to explain this apparent contradiction by connecting the Arrhenius equation (eq 3.10) with an 

Eyring equation from transition state theory (eq  3.11 below) without having to provide a  detailed 

molecular picture of the transition state.59 The activation energy in eq 3.10 corresponds to the 

activation enthalpy in eq 3.11 (a positive number), while the Arrhenius prefactor will encompass 

both the k0 and activation entropy contributions (the latter being usually negative), such that  

𝜏<h = 	𝑘O𝑒
∆~�

X�j 	𝑒
<∆2�

X��j (3.11) 

Using the Eyring equation, a decrease in the activation enthalpy could only correspond to an 

increase in the time constant with concentration (i.e., a decrease in the left side of eq 3.11) when 

there is an over-competing decrease in the transition state entropy so that ∆𝑆r becomes more 

negative in value. A linear trend in the ln(A) and Ea, both experimentally and in simulations, further 

corroborates competing factors between the energy and entropy terms (see Appendix A, Figure 3-

7), suggesting that increasing the ionic concentration decreases both the activation energy and 

entropy of the system.  

D. Energy-Entropy Decomposition 

Up to this point, we have seen that increasing the HCl concentration lowers the activation 

energy and entropy of the system in terms of the proton transport. It is important to also understand 

how additional excess protons and chlorides can contribute to this reduction, which can be 

quantified by examining the pairwise, reversible work between O*-O* and O*-Cl pairs, i.e, the 

potential of mean force, or PMF, from the RDFs as determined by the reversible work theorem.110 
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Note that we did not consider the O*-Ow energy-entropy decomposition as this RDF remained 

largely independent of concentration.  

From the state-average RDFs in Figure 3-1, the free energy profile of the system was 

calculated via the reversible work theorem (eq. 3.12). The additional 4𝜋𝑟i was included to 

accurately account for the configurational entropy and to covert the PMF into a free energy such 

that 

𝐹(𝑟, 𝑇) = 	−𝑘t𝑇 ln 4𝜋𝑟i𝑔(𝑟) + 𝐶	 (3.12) 

In eq. 3.12, C is defined so that the free energy minimum was set to 0.0 kcal/mol. These PMF plots 

can be found in the Appendix B, Figures 3-8 through 3-12. Then, using the radial distances from 

the five simulation temperatures, both energy and entropy were decomposed according to eq. 3.13,  

∆𝐹(𝑟, 𝑇) = 	∆𝑈 − 𝑇∆𝑆 = 𝑦 + 𝑥𝑚	 (3.13) 

where the energy and entropy were determined from the y-intercept and slope of a linear best fit 

line, respectively. It should be noted that since the simulations were sampling from the constant 

NVT canonical ensemble, it is more correct here to use the Helmholtz free energy F rather than 

Gibbs free energy  G, and thus the internal energy U rather than the enthalpy H.  

Figure 3-5 provides energy (top figures) and entropy (bottom figures) curves for the O*-

O* and O*-Cl pairs. Due to limited sampling in the 0.43 and 0.85 M solutions, the energy and 

entropy curves have some noise. Note that the energy and entropy curves for the O*-O* pairs (3-

5a and 3-5c, respectively) appear to be very similar across all studied concentrations. The O*-O* 

energy displayed a Lennard-Jones potential-like behavior with a well depth slightly less than kBT, 

which explains the unusual O*-O* pairing that occurs via the hydronium lone-pair side interactions 
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observed in previous MS-EVB simulations.101-102 The near-identical energy and entropy curves for 

the O*-O* pairs confirm their negligible effects on decreasing the activation entropy of the system, 

which is in good agreement with recent experimental findings.59 

 

 

 

 

 

 

 

 

 

 

 

 

In contrast, the O*-Cl pairing (Figures 3-5b and 3-5d) are quite dependent on 

concentration. In Figure 3-5b, we see two energy wells corresponding to the two O*-Cl solvation 

shells, where the second solvation shell is energetically more favored. Of key importance is the 

decrease in the O*-Cl energy with an increase in HCl concentration, especially between the 1st 

 
Figure 3-5: Energy-Entropy decomposition using eq 3.13 determined from the free-energy 
using eq 3.12 with the state-averaged RDFs. In (a) & (b) the energy term is shown for the 
O*-O* and O*-Cl pair, respectively. In (c) and (d) the entropy term at 300 K is shown for 
the O*-O* and O*-Cl pairs, respectively. Note that in the latter –TS(r) is plotted so a 
decreased (more negative) entropy manifests as an increase in the curve. 
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well and transition state. This energy is strongly correlated to activation energy, further 

corroborating the counterintuitive decrease in activation energy with increases in concentration. 

Additionally, we see a rise in the O*-Cl −𝑇∆𝑆 plots as the HCl concentration increases, with a 

corresponding decrease in the O*-Cl entropy. This finding further supports the competing terms 

in the Eyring equation.  

Figure 3-5 also shows that the entropy around the hydrated proton complex does indeed 

decrease due to the increased chloride concentration, and not as a result of the O*-O* interactions. 

Note that in the latter –TS(r) is plotted so a decreased (more negative) entropy manifests as an 

increase in the curve. These observations further support both the computational and experimental 

findings that an increase in reorientation timescale corresponds to a decrease in activation energy 

but with a larger decrease in transition state entropy (i.e., increase in the negative activation 

entropy).   

IV. Conclusions 
In this work, concentrated HCl acid solutions (0.43 M, 0.85 M, 1.68 M, and 3.26 M) have 

been simulated using the SCI-MS-EVB 3.2 model to better understand the thermodynamics, 

structure, and dynamics of hydrated excess protons in these aqueous solutions. The results show 

some weak amphiphilic-like association between hydrated proton complexes, but more 

importantly they also confirmed an increase in counter-ion pairs with increasing HCl 

concentration. These ion pairs further disrupt the hydration around the central hydronium-like 

structure, decreasing entropic freedom. Increasing the ionic concentration lowers the diffusion of 

the hydrated excess protons by significantly reducing their Grotthuss hopping. An experimental 

manifestation of this molecular-scale behavior was confirmed to be an increase in the reorientation 

timescale associated with irreversible proton transfer. It was also observed that, counterintuitively, 
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the activation energy for irreversible proton transport decreases with the increasing acid 

concentration and reorientation timescales. However, the activation entropy also decreases to more 

than compensate for the dropping activation energy. These results can be interpreted using the 

Eyring transition state theory-like equation and an energy-entropy decomposition of the ion pair 

PMFs to confirm that the decreased activation energy stems from a decrease in average energy 

between the O*-Cl pairs but also a decrease in their entropy due to the blocking of Grotthuss 

shuttling pathways.  

The best available data to date still point to the concept that proton transport (including 

Grotthuss shuttling) is inherently a collective hydrogen-bonding rearrangement process involving 

20 or more water molecules surrounding a central hydronium- like core in the form of a distorted 

Eigen cation (see ref 19  for the first published characterization and discussion of this behavior). In 

that process, proton transport occurs via solvent rearrangement within the second solvation shell 

and beyond which is on the order of 1−2 ps, and at the same time, the central hydronium-like core 

is dynamically switching special- pairs within a distorted Eigen cation until an irreversible proton 

transport process occurs.20 We note that the role of solvent fluctuations on the proton transfer away 

from the inner hydronium-like core has been recently studied by Roy et. al,94 who used two-

dimensional transition state theory (TST) and Marcus theory to analyze the proton transfer process 

between two water molecules in the inner core; their findings also show the distorted Eigen cation 

as the thermodynamically most stable structure of the hydrated excess proton. Rate constants for 

this inner core proton transfer event as obtained from TST and Marcus theory were shown to 

decrease with increasing HCl concentration, in addition to an increased lifetime of the Zundel 

cation, consistent with an Eigen−Zundel−Eigen proton transfer process.20 Roy et al., however, did 

not provide a connection with experimental Arrhenius plots or information about the source of the 
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reduced proton transfer rate via an energy−entropy decomposition of the kinetic barrier, as 

proposed by recent experiments59 and further supported and analyzed in the present work. In the 

present paper, the reduced proton transport rate (and increased experimental anisotropy time 

constant) is seen to be an effect of chloride ions disrupting the larger water solvation structure 

around the hydronium-like core, which reduces the number of water molecules available for proton 

transport from the distorted Eigen cation, thus reducing the number of proton transport pathways 

and creating an entropic barrier to the overall proton transport.  

Appendix A: Biexponential Fits to the Long-Lived Special-Pair Anisotropy Curves  

f(x)= a1· exp\-x τ1j ]+ a2· exp\-x τ2j ]+C 

where in the fitting procedure, a2 = (1 − a1). 

 

 

 

 

 

 

 

 

 

 

 

 Figure 3-6: Anisotropy plots for the O*-Ow Long-Lived unit vector for (a) 0.43 M HCl, (b) 
0.85 M HCl, (c) 1.68 M HCl, and (d) 3.26 M HCl. 
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Table 3-2: Bi-exponential Fit for 0.43 M Long Lived 

Temp (K) a1 τ1 (ps) a2 τ2	(ps) C R2 
270 0.414 0.471 0.586 2.385 0.0109 0.9996 
285 0.579 0.527 0.421 2.047 0.0039 0.9997 
300 0.534 0.427 0.466 1.347 0.0034 0.9996 
315 0.731 0.447 0.269 1.451 0.0013 0.9993 
330 0.619 0.369 0.381 0.977 0.0001 0.9998 

 

Table 3-3: Bi-exponential Fit for 0.85 M Long Lived 

 

  

  

  

 

Table 3-4: Bi-exponential Fit for 1.68 M Long Lived 

 

  

  

  

 

Table 3-5: Bi-exponential Fit for 3.26 M Long Lived 

 

  

  

  

 

Temp (K) a1 τ1 (ps) a2 τ2 (ps) C R2 
270 0.543 0.628 0.457 2.907 0.0131 0.9992 
285 0.599 0.533 0.401 2.056 0.0058 0.9996 
300 0.662 0.495 0.338 1.789 0.0016 0.9996 
315 0.604 0.415 0.396 1.288 0.0027 0.9998 
330 0.742 0.413 0.258 1.393 0.0006 0.9999 

Temp (K) a1 τ1 (ps) a2 τ2 (ps) C R2 
270 0.506 0.572 0.494 2.860 0.0136 0.9993 
285 0.585 0.560 0.415 2.256 0.0072 0.9995 
300 0.597 0.476 0.403 1.800 0.0046 0.9997 
315 0.710 0.475 0.290 1.761 0.0025 0.9997 
330 0.714 0.414 0.286 1.427 0.0017 0.9998 

Temp (K) a1 τ1 (ps) a2 τ2 (ps) C R2 
270 0.485 0.552 0.515 3.171 0.0232 0.9991 
285 0.573 0.563 0.427 2.785 0.0121 0.9994 
300 0.619 0.517 0.381 2.307 0.0072 0.9995 
315 0.675 0.477 0.325 1.976 0.0042 0.9997 
330 0.693 0.430 0.307 1.713 0.0023 0.9997 
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Appendix B: Potential of Mean Force as a Function of Concentration and Temperature 

 

 

Figure 3-7: Ln(A) vs. Ea obtained from Arrhenius plots for the 4 HCl Concentrations 
studied here. 
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Figure 3-8: Potential of Mean Force for (a) O*-Ow, (b) O*-O*, and (c) O*-Cl at 300 
K. These calculations are calculated using eq. 3.12 in the main text. 
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Figure 3-9: Potential of Mean Force for (a) O*-Ow, (b) O*-O*, and (c) O*-Cl for 0.43 
M solution. These calculations are calculated using eq. 3.12 in the main text. 
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Figure 3-10: Potential of Mean Force for (a) O*-Ow, (b) O*-O*, and (c) O*-Cl for 0.85 
M solution. These calculations are calculated using eq. 3.12 in the main text. 
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Figure 3-11: Potential of Mean Force for (a) O*-Ow, (b) O*-O*, and (c) O*-Cl for 1.68 M 
solution. These calculations are calculated using eq. 3.12 in the main text. 

 

Figure 3-12: Potential of Mean Force for (a) O*-Ow, (b) O*-O*, and (c) O*-Cl for 3.44 M 
solution. These calculations are calculated using eq. 3.12 in the main text. 
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Chapter 4:  Proton Transport in Perfluorosulfonic Acid Membranes Under External 

Electric fields 

Abstract  
It has been shown that electrolytic solutions separating ultrathin electrodes are known to 

exhibit enhanced mobility (Coulomb transport) due to the potential difference that arises between 

the electrodes. An enhanced understanding of Coulomb transport in bulk Nafion is crucial for 

applications in proton exchange membrane fuel cells. In this study we examined the effects of 

varied electric field strengths on bulk systems of the Nafion perfluorosulfonic acid (PFSA) 

membrane at various hydration levels and temperatures. Previous reactive molecular dynamics 

simulations of PFSA membranes have shown that the excess protons are shuttled through the 

hydrophilic pore via the assistance of the sulfonic pendent side chain, while also experiencing 

persistent caging effects of the hydrated excess proton in the water channel. Our results indicate 

that the PFSA proton hopping mechanism along sulfonate groups is present in systems under 

applied voltage, as shown via minimal perturbation between the side chain and the excess proton. 

Additionally, we observed that electric fields enhance transport properties and reduce the caging 

effects of the hydrated excess proton, which shows the presence of Coulomb transport in bulk 

Nafion PEM membranes.  

I. Introduction 
There is little doubt that mitigating the myriad effects of climate change will require a 

dramatic transformation of the global energy system, which in large part will be driven by the 

development and use of renewal energy sources for automotive and portable applications.  One 

such approach involves the use of proton exchange membrane fuel cells (PEMFCs). Because 

PEMFCs rely on hydrogen gas as a fuel source and generate water as the only byproduct,111 they 
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represent a clean and efficient contribution to power generation for the twenty-first century. In an 

operating PEMFC, the functionality of the polymer membrane is critical in separating the cathode 

from the anode and shuttling protons produced by oxidizing hydrogen gas at the anode to the 

cathode. For many years the prevailing membrane for use in fuel cells has been the 

perfluorosulfonic acid (PFSA) membrane Nafion12 due to its high proton conductivity and extreme 

stability. Upon hydration, the polymer membrane swells and creates a hydrophobic/hydrophilic 

phase separation, where the perfluoronated carbon backbone constitutes the hydrophobic region, 

and the water and sulfur pendant side chains form a hydrophilic region that facilitates proton 

transport.12-13  

Molecular dynamics simulations are helpful for elucidating essential proton transport 

mechanisms in PFSA membranes. Simulation methods that model the hydrated excess proton in 

PFSA membranes must be able to account for normal vehicular diffusion and the bond 

rearrangement found in the Grotthus mechanism.15, 65 Although many classical simulation studies 

have been used to investigate proton transport in PFSA membranes system (e.g. Ref 112-115), they 

cannot account for the Grotthus Mechanism. Additionally, ab initio molecular dynamics (AIMD) 

simulations of PFSA,116-119 although powerful, cannot establish the relevant time and length scale 

information needed to determine proton transport in PFSA systems. In contrast, the multistate 

empirical valence bond method45-49 (MS-EVB) is capable of accessing this time and length scale 

information, and thus is effective for describing proton transport in PFSA systems.6-7, 120-126  

Reactive MS-EVB simulations have confirmed that proton transport in PFSA membranes 

is assisted by the presence of sulfonate groups.6-7 Specifically, repulsive interaction parameters 

between the hydronium and sulfonate groups result in only a negligible impact on the dynamics of 



 71 

the hydrated excess proton. This finding would appear to be counter-intuitive as it has also been 

documented that protons located further away from the interface and in more bulk-like regions of 

the hydrophilic pore would feature enhanced transport properties.127-128 However, it was observed 

that an excess proton always resides within two solvation shells of a sulfonate group, and never 

found in bulk-like water, which accounts for the minimal change in dynamics. Prior research also 

indicates that the increased flexibility of the pendant side chains is correlated to larger proton 

diffusion.6  These studies denote that protons shuttle through the hydrophilic pore by hopping from 

one sulfonate group to another due to the overlap in potential energy wells of the neighboring 

sulfonate groups. A follow-up study of these trajectories was done to understand the transport 

phenomena of water and hydrated excess proton; results confirmed that the excess proton exhibits 

sub-diffusive behavior during the proton transport, as well as caging effects due to the natural 

confinement of the water region from the polymer membrane.125   

Simulation models of ultrathin electrochemical cells have shown improved electrolytic 

dynamics.129-131 The nanometer-thin inter-electrode distance facilitates Coulomb transport of the 

electrolytes due to the overlap in the double layers of the electrodes and the minimal screening of 

the electric fields from the electrolyte. Improved electrolytic dynamics can also be directly 

correlated with power density. Additionally, these studies examined proton transport in ultrathin 

electrode systems, confirming improved dynamic properties. In fact, when researchers 

decomposed the mean squared displacement of the proton into its vehicular and hopping 

contributions, they found both mechanisms to be anti-correlated at low voltages, but which then 

became correlated at higher voltages.130  

 We know that the maximum theoretical voltage for a PEMFC should be ~1.23 V due to the 

oxidation of the hydrogen gas at the anode and the reduction of oxygen at the cathode (at 80% 
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efficiency of the fuel cell). However, only a few simulation studies have examined the effects of 

electric fields on PFSA membranes.  AIMD studies have used electric fields to understand the 

electro-osmotic drag coefficient in lamellar-like Nafion,116 indicating that electric fields enhance 

proton hopping properties in the polymer, while observing an osmotic drag coefficient close to 

1.0. These results are in good agreement with experimental findings,132 but not captured well in 

classical MD simulations suggesting an osmotic drag coefficient of ~8-20.133 Experimental 

findings confirm the occurrence of morphological changes from the application of an electric field 

in poled Nafion membranes.134 Later, coarse-grained (CG) simulations of low hydration PEM 

systems applied higher voltage levels (~109 V/m, which equals 0.1 V/Å) to examine structural 

changes in the polymer that revealed hexatic structuring.135-136 Specifically, the hexatic structure 

in these CG simulations formed under an external electric field via the aggregation of side chains 

that created stable water channels.  

Neither AIMD nor CG simulations have fully examined the dynamics of hydrated excess 

protons with respect to PFSA hopping mechanisms along sulfonate groups. Accordingly, the 

current work further studies the role of electric fields on proton transport in PFSA systems by 

applying various electric field magnitudes to a random morphology of Nafion. With available 

electric field studies documenting increased hopping and sulfonate aggregation, this study was 

designed to elucidate how electric fields influence the proton hopping mechanism and caging 

effects identified in prior reactive MD simulations of similar systems. We applied the multistate 

empirical valence bond (MS-EVB) method45-49 since it is able to determine length and timescales, 

which is not possible using AIMD simulations, while capturing the bond rearrangements associated 

with the Grotthus mechanism.  
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II. Simulation Details 
We investigated the effects of electric fields on the random morphology of Nafion PEM 

systems at hydration levels (𝜆) of both 10 and 15 at room temperature (300 K) and at PEMFC 

operating temperature (353 K). The random morphology was generated using the Monte Carlo 

algorithm of Knox and Voth137 using 4 PFSA chains each with 10 sulfonate side chains 

corresponding to an empirical weight of 1100. Water molecules and hydroniums were placed in 

the box corresponding to 𝜆10 and 𝜆15. A single system for each hydration level was equilibrated 

with classical molecular dynamics, first by running in the constant NPT ensemble with a pressure 

of 1.0 atm and at an initial temperature of 10 K and a final temperature of 400 K for 6 ns, then for 

an additional 6 ns at 400 K. The system density was then determined by running constant NPT 

simulations at 300 K and 353 K for an additional 6 ns. The system was further equilibrated in a 

constant NVT simulation at its respective temperature for 6 ns using the Nose-Hoover thermostat 

with a 100 fs time constant. Five additional replicas of each hydration level and temperature where 

then generated by pulling configurations every 6 ns from the constant NVT ensemble at 500 K; 

these additional replicas were then equilibrated at the desired temperature for 12 ns. 

We sought to determine systematically how electric fields at 0.00 V/Å, 0.01 V/Å, 0.02 

V/Å, and 0.03 V/Å influence the structure of the Nafion PEM and the dynamics of proton transport. 

Each replica was equilibrated in the electric field by gradually increasing the voltage from 0.0 V/Å 

to its desired voltage for 6 ns, and then further equilibrated for an additional 6 ns. After this non-

reactive equilibration, the system was equilibrated reactively for an additional 200 ps in the 

constant NVT ensemble with a time constant of 100.0 fs; production runs of these reactive 

simulations occurred in the constant NVT ensemble for 1 ns using a thermostat time constant of 

1000.0 fs.  
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We used the DREIDING138 force field to model the Nafion polymer, but with 

modifications implemented by Savage and coworkers6, 126. Standard Lorentz-Berthelot mixing 

rules were used for the Lennard-Jones (LJ) interactions, except for the LJ term between the oxygen 

of the sulfonate and the hydrogen of the hydronium, which was modeled with 𝜎 = 1.9667 Å and 𝜀 

= 0.02739 kcal/mol to reproduce the free-energy difference between the 1st and 2nd sulfur-CEC 

solvation shell of our previous model (see Appendix A). Electric fields were applied in the z-

direction such that the electric field force was equivalent to the electric field strength (EZ) times 

the particle’s charge (i.e., first equality in eq 4.1). Reactive simulations were conducted using the 

self-consistent iterative multistate empirical valence bond (SCI-MS-EVB) method50 and 

incorporating MS-EVB 3.249 parameters for the hydronium and SPC/Fw84 for the water. In SCI-

MS-EVB simulations, each excess proton is delocalized amongst N water molecules whereby each 

water molecule in a given EVB complex has a probability of being covalently bonded to the excess 

proton (𝑐�i). For these SCI-MS-EVB simulations, the force of the electric field for these molecules 

utilizes the state-averaged charge of each atom, as shown by the right equality in eq 4.1 

FS,¨� = 𝑞z𝐸ª =K𝑐�i𝑞�z𝐸ª

«

�

, (4.1) 

where the sum is over all states of the EVB complex, 𝑐�i is probability of state |𝑗⟩, and 𝑞�z  is the 

charge of atom i in state |𝑗⟩ . 
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III. Results  
A. Structural Properties: Sulfur-CEC Association 

The PFSA proton hopping mechanism involves the associations of the hydrated excess 

proton and the sulfonate group. We describe the excess proton using the center-of-excess charge 

(𝑟���), which is the state averaged center-of-charge for each reactive proton (eq 4.2).  

𝑟��� = 	K𝑐zi
z

𝑟�4�	 (4.2) 

We examined the structural properties of the sulfonate group and the CEC by employing the sulfur-

CEC radial distribution function (RDF). Figure 4-1 illustrates the sulfur-CEC RDFs for the various 

voltages for the two hydration levels and temperatures. The RDFs confirm two dominant solvation 

shells centered around 4.2 Å and 5.5 Å. Interestingly, there was only a negligible effect on the 

sulfur-CEC interactions for the various applied voltages, with a slight increase in structuring 

observed in the first solvation shell in the case of the 𝜆10 at 353 K simulations at the highest 

voltage. We ascribe the lack of a marked sulfur-CEC association in our study, but which was 

recorded in prior AIMD simulations,116 to the differing Nafion morphology, coupled with 

availability of increased statistical data using the SCI-MS-EVB method. On the other hand, we 

noted a stronger dependence on the hydration level and simulated temperature with respect to our 

sulfur-CEC RDF findings. Increasing the water content expands the hydrophilic channels, creating 

for a larger network for the excess proton to transport through (i.e., increased configurational 

entropy), and further reduces the sulfur-CEC RDF in the first and second solvation shell. 

Increasing the temperature serves to further increase the structuring in the first solvation shell of 

the sulfur-CEC RDF.   
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We further investigated the interaction between the excess proton and the sulfonate groups 

by calculating the number of sulfonate groups associated with an excess proton. Specifically, we 

counted the number of sulfonate groups within the first and second solvation shells of the most 

probable hydronium ion to associate with the sulfonate group using the sulfur-OH RDF (Appendix 

B, Figure 4-9) to distinguish the first and second solvation shells as sulfur atoms within 4.2 Å and 

6.5 Å of the most likely hydronium-oxygen atom, respectively .   

Figure 4-2 provides the probability distribution indicating the number of sulfonate groups 

associated with a hydrated proton. Similar to the sulfur-CEC RDFs, we confirmed that this 

probability is dependent on the hydration level and temperature, but is independent of the applied 

voltage. Within the first solvation shell (Figures 4-2a and 4-2b), the hydrated proton was observed 

to be largely un-associated with any sulfonate groups at both simulated temperatures. However, 

 
Figure 4-1: Sulfur-CEC radial distribution function for (a) 𝜆10 at 300 K, (b) 𝜆10 at 353 K, (c) 
𝜆15 at 300 K, (d) 𝜆15 at 353 K. The black line corresponds to 0.00 V/Å, blue corresponds to 
0.01 V/Å, purple corresponds to 0.02 V/Å, red corresponds to 0.03 V/Å.  
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simulations at 353 K demonstrated a higher probability of being associated with a sulfonate group, 

as shown by the reduced probability of not being associated with any sulfonate groups. Increasing 

the water content further reduces the hydrated proton from being associated with a sulfonate group, 

which is in good agreement with the reduced sulfur-CEC RDFs in the 𝜆15 in comparison with the 

𝜆10.  

Within the second solvation shell the probability of the hydrated proton being associated 

with one or more sulfonate groups drastically increases. In the 𝜆10 simulations, an excess proton 

was found to be associated with one or more sulfonate groups 95% of the time, dropping to ~80% 

for the 𝜆15 simulations. The smaller hydrophilic pore in the 𝜆10 simulations increases the 

probability that the hydrated proton will associate with two sulfonate groups; moreover, the 

increased water content in the 𝜆15 simulations was found to expand the pore, thereby shifting the 

largest probability to one sulfonate group. The fact that the hydrated proton is almost always 

associated with one or more sulfonate groups strongly supports the PFSA proton hopping 

mechanism along the sulfonate groups, given that the diffusion of the hydrated proton rarely occurs 

in the bulklike region of the hydrophilic pore away from any sulfonate groups.6 The minimal 

impact of applied voltage on the association between hydrated protons and sulfonate groups 

(Figures 4-1 and 4-2) indicates that PFSA hopping mechanism is not perturbed under an electric 

field.  
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B. Structural Properties: Sulfonate Side Chain Configurations 
Given the minimal impact of an electric field on the structural properties of hydrated 

protons, we next examined how an electric field influenced the conformation of the pendant side 

chain by determining its extension and angular configurations in the hydrophilic pore. For each 

side chain pendent, we defined two vectors centered on the backbone carbons covalently bonded 

to the side chain. The first vector points to the sulfur atom, while the second vector points to the 

oxygen atom covalently bonded to the backbone carbon atom. We then defined the angular 

configuration as the angle between these two corresponding vectors; here, we use d to define the 

distance between the backbone carbon atom and the sulfur atom (see Figure 12a in Ref. 6). 

 Figure 4-2: Probability distribution describing the number of sulfonate groups per hydrated 
proton. Figure 4-2a and b correspond to the first solvation shell defined at 4.2 Å, and Figures 
4-2c and d correspond to the 2nd solvation shell defined at 6.5 Å. Figures 4-2a and c 
correspond to simulations at 300 K, and Figures 4-2b and d correspond to simulations at 353 
K. Solid lines correspond to 𝜆10 and dashed lines correspond to 𝜆15. The black line 
corresponds to 0.00 V/Å, blue corresponds to 0.01 V/Å, purple corresponds to 0.02 V/Å, red 
corresponds to 0.03 V/Å. 
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Figure 4-3 depicts the two-dimensional potential of mean force for the side chains for 𝜆15 

at 353 K. In the absence of an electric field (Figure 4-3a), the side chain was identified in two 

dominant configurations: one around 7 Å and another at 8 Å; additionally, a less probable 

configuration at 9 Å was also observed. Note that the side chain for the 7 Å configuration took on 

a more bent configuration and samples the broadest possible angular configurations. When the 

side chain was extended to 8 Å, it extended further into the hydrophilic pore and was much more 

linear, as shown by the reduced angular configurations. Additionally, in the absence of an electric 

field we recorded very similar free-energy minimum values for the two configurations. In contrast, 

under an electric field the probability of observing side chains in the 7 Å confirmation diminished, 

while the probability for the presence of a free-energy well at 9 Å increased (Figures 4-3b-d). The 

 
Figure 4-3: Potential of Mean Force (PMF) for the side chain configuration as a function of 
side chain length (d) and angle for λ15 at 353 K. Units are in kcal/mol. 
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change in PMF with the application of external voltage promotes the protrusion of sulfonate chains 

into the water network by aiding the side chains to assume a more linear configuration. 

Corresponding PMFs for other simulation setups can be found in Appendix B, Figures 4-10 

through Figure 4-12.  

C. Structural Properties: Sulfur-Sulfur Radial Distribution Function 
 

 

 

 

 

 

 

 

 

We further investigated side-chain structures by examining the sulfur-sulfur RDFs. As 

shown in Figure 4-4, we observe two peaks at ~6.4 Å and ~8.4 Å. As previously detailed,6 the first 

peak is within one to two solvation shells of the excess proton, while the second peak is within the 

second to third solvation shell. As such, the excess proton experiences a uniform potential energy 

surface in the hydrophilic pore due to the close proximity of an excess proton with multiple 

sulfonate groups.6 When an electric field was applied to the system, we observed a slight increase 

in sulfur-sulfur structuring, which could have resulted from the increased linear configuration in 

 
Figure 4-4: Sulfur-sulfur radial distribution function for (a) λ10 at 300 K, (b) λ10 at 353 K, 
(c) λ15 at 300 K, (d) λ15 at 353 K. The black line corresponds to 0.00 V/Å, blue corresponds 
to 0.01 V/Å, purple corresponds to 0.02 V/Å, red corresponds to 0.03 V/Å. 
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the side chains protruding into the water network (Figure 4-3); this phenomena has also been 

reported for united-atom simulations of ionomers under strong electric fields.135-136 However, our 

results show that the sulfur-sulfur RDFs were significantly dependent on hydrational level and 

temperature, which is in agreement with the sulfur-CEC RDFs (Figure 4-1). Expanding the 

hydrophilic channel by increasing the water content works to reduce the structuring of the 

sulfonate groups. Additionally, the increased kinetic energy found in the 353 K simulation was 

found to increase the flexibility of the side chains in the hydrophilic pore, thereby enabling the 

first two peaks in the sulfur-sulfur RDFs to have increased overlap.  

Overall, we verified that the application of an electric field only minimally impacted the 

structural properties of the hydrated proton and sulfonate groups. This finding strongly suggests 

that the PFSA proton hopping mechanism, whereby the proton diffuses through the water channel 

via the influence of pendant side chains, is still viable under an applied electric field. In light of 

this result, we further investigated the effects of an electric field on the dynamical properties of 

the hydrated excess proton.  

D. Dynamical Properties: CEC Diffusion 
The displacement of charged particles in an electric field arises from normal diffusion 

coupled with additional momentum originating from the electric field.139 When the electric field 

is applied in the z-direction, as was the case for this study, we can write the displacement vector 

as   

𝒓­(t) = 	𝒓¯(t) + 𝒗ªt, (4.3) 

where 𝒓­(t)	is the position vector in the presence of an external electric field, 𝒓¯(t)	is the position 

vector due to diffusion (i.e., the absence of external field), 𝒗ª is the drift velocity that results from 
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the external fields in the z-direction, and t is the time. The resulting mean squared displacement 

(MSD) of eq 4.3 for the displacement in an electric field can be written as 

〈𝒓­(t)i〉 = 	 〈𝒓¯(t)i〉 + 〈𝒗ª〉i𝑡i (4.4) 

where the cross terms are zero because the mean displacement with no external field is zero. From 

eq 4.4 we note that the MSD of charged particles in the electric field is non-linear with time in the 

direction of the electric field, which corresponds to super-diffusive dynamical properties.  

We tracked the dynamics of the excess proton by calculating the MSD of the CEC in the 

various Nafion simulations. Prior simulation results have shown that the dynamics of the CEC 

exhibit sub-diffusive properties in the hydrophilic pores of perfluorosulfonic acid membranes and 

strong caging effects in the time scales.125 Accordingly, we sought to determine how the system 

would be impacted under an applied electric field.  The MSD, ⟨ri⟩, can be fitted as a function of 

time, t, according to eq 5.5., where d is the dimensionality of the MSD, which equals 3 for the 

isotropic MSD, 2 for the xy-direction, and 1 for the z-direction – and D² is the diffusion coefficient.   

⟨ri⟩ = 2dD²t²	 (5.5) 

By fitting eq. 5.5 in the long-time regime (500 ps - 1000 ps) to the MSD of the CEC, we can gain 

insight into the transport behavior of the excess proton in these simulations, where normal 

diffusion occurs when 𝛼 equals 1, sub-diffusive when 𝛼 is less than 1, and super-diffusive when 

𝛼 is greater than 1. Note that it is difficult to compare the diffusion coefficient (D²) in these 

simulations as their units are in terms of 𝛼.  

  Figure 5-5 shows the mean squared displacement for the center of excess charge for the 

𝜆15 at 353 K, in addition to the MSD in the z-direction (Figure 5-5b) and xy-direction (Figure 5-
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5c). Corresponding MSDs for other simulation were found to be similar (Appendix B, Figures 4-

13 through Figures 4-15). For simulations in which no external electric field was applied to the 

system, we found that the simulations demonstrated sub-diffusive behaviors corresponding to 

simulation temperature:  simulations at 300 K had 𝛼 values close to ~0.7, and simulations at 353 

K had 𝛼 values close to ~0.86 (see Appendix B, Tables 4-3 through 4-5).  These values are similar 

to CEC diffusion results for other perfluorinated systems.125 The application of an electric field 

reduces the sub-diffusive behavior of the hydrated proton and shifts the mechanism to super-

diffusion under larger applied voltages (0.02 – 0.03 V/Å), which confirms the non-linear 

dependence of MSD with time (eq. 4.4).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Voltage 
µ𝑉 Åj ¸ 

𝐷¹ 
µÅ

i
𝑝𝑠¹j ¸ 

𝛼 𝐷¹¼ 
µÅ

i
𝑝𝑠¹j ¸ 

𝛼¼ 𝐷¹�½  
µÅ

i
𝑝𝑠¹j ¸ 

𝛼�½ 

0 0.28 0.86 0.22 0.88 0.32 0.85 
0.01 0.06 1.19 0.02 1.45 0.34 0.85 
0.02 0.01 1.51 0.01 1.70 0.22 0.96 
0.03 0.02 1.62 0.03 1.71 0.14 1.07 

 

Figure 4-5: Mean squared displacement of the center of excess charge in λ=15 at 353 K 
(a) isotropic diffusion, (b) z-direction, and (c) xy-direction. Black corresponds to 0.00 V/Å, 
blue corresponds to 0.01 V/Å, purple corresponds to 0.02 V/Å, and red corresponds to 0.03 
V/Å. 

Table 4-1: Fits to equation 4.5 for isotropic MSD, MSD in z-direction, and MSD in xy-
direction for λ15 at 353 K. 
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We further examined the MSD by decomposing the isotropic MSD into its z- and xy-

components (Figures 4-3b and 4-3c, respectively). In the decomposed MSD, we observed sub-

diffusive proton transport behaviors for simulations with no applied electric field. In agreement 

with the isotropic MSD, we observed increased super-diffusive behavior in the direction of the 

applied electric field (z-direction). Interestingly, we also observed that diffusion behaviors normal 

to the electric field more closely approximated normal diffusion and super-diffusive behavior in 

simulations with 0.03 V/Å (see Table 4-1 and Appendix B, Table 4-3 through 4-5). We attribute 

the reduced sub-diffusive behavior normal to the applied electric field to the coupling between the 

proton transport and the polymer, since we have observed that electric fields minimally perturb the 

structural properties of a PFSA system. 

E. Dynamical Properties: Sulfur Decomposed MSD 

Additionally, we investigated the decomposition of the displacement vector for the excess 

proton based on its association with or without sulfonate groups (eq 4.6). 

∆𝑟(𝑡) = 	∆𝑟¾¿¿�À(𝑡) +	∆𝑟Á���(𝑡) (4.6)

The corresponding MSD of eq 4.6 can then be written as  

〈∆𝑟(𝑡)i〉 = 〈∆𝑟¾¿¿�À(𝑡)i〉 +	 〈∆𝑟Á���(𝑡)i〉 + 2〈∆𝑟¾¿¿�À(𝑡)∆𝑟Á���(𝑡)〉, (4.7) 

where the first and second terms on the right-hand side correspond to the mean squared 

displacement of the CEC, either associated or free of a sulfonate group, respectively; the final term 

in the equation corresponds to the correlation between the two. Previous simulations have 

confirmed large diffusion effects associated with a sulfonate group, which suggested the 

importance of sulfonate groups in the PFSA hopping mechanism. In practice, the CEC 

displacement vector is parsed into 100 fs segments. If at the end of each 100 fs segment the CEC 
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atom is found to be within the first solvation shell of any sulfur atom (4.5 Å), the displacement is 

then added to the associated vector; otherwise, the displacement is added to the free vector. The 

mean squared displacement of each vector is then calculated and the correlation is determined by 

algebraically manipulating eq. 4.7. 

  

 

 

 

 

 

Voltage 
µ𝑉 Åj ¸ 

𝐷𝜶�¿¿�À 
µÅ

𝟐
𝒑𝒔𝜶j ¸ 

𝜶ÆÇÇÈÉ 𝐷𝜶Ê���  
µÅ

𝟐
𝒑𝒔𝜶j ¸ 

𝜶ËÌÍÍ 𝐷𝜶���� 
µÅ

𝟐
𝒑𝒔𝜶j ¸ 

𝜶ÎÈÌÌ 

0 0.09 1.00 0.09 1.02 -0.01 1.23 
0.01 0.07 1.06 0.15 1.07 -0.37 0.59 
0.02 0.03 1.23 0.02 1.36 1.9x10-5 2.48 
0.03 0.01 1.51 0.02 1.45 5.8x10-4 1.88 

 

Figure 4-6: CEC MSD results as a function of (a) the presence of a sulfonate group and (b) 
absence of a sulfonate group, and (c) the correlation between the two diffusive behaviors.. 
Black corresponds to 0.00 V/Å, blue corresponds to 0.01 V/Å, purple corresponds to 0.02 
V/Å, and red corresponds to 0.03 V/Å. 

Table 4-2: Data fitted to eq. 4.5 for MSD associated with a sulfonate group, MSD free of 
a sulfonate group, and the correlation between the two for λ=15 at 353 K. 
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Figure 4-6 provides CED MSD findings for the 𝜆15 simulation at 353 K as a function of 

the presence (Figure 4-6a) or absence (Figure 4-6b) of a sulfonate group.  (Note that the CEC is 

considered to be associated with a sulfonate group if it is within 4.5 Å of the sulfur atom.) Figure 

4-6c illustrates the correlation between the two diffusive behaviors.  Table 4-2 lists the data fitted 

to eq. 4.5. Note that corresponding figures (Figures 4-16 through 4-18) and fits (Tables 4-6 through 

4-8) for other simulations can be found in Appendix B.  

In agreement with earlier simulations, we found that the diffusion of excess proton 

associated with a sulfonate group is rather large and therefore cannot be discounted; in fact, it 

displayed a magnitude resembling the dynamics of a sulfonate-free group. Additionally, we noted 

that the correlation between the two processes at 0.00 V/Å was negative, meaning the two 

processes are anticorrelated and work against each other. When an electric field is applied, both 

the associated and free diffusion exhibit enhanced super-diffusive properties with the magnitude 

of the applied voltage, as evidenced by 𝛼. Interestingly, we observed that the correlation between 

the two diffusive mechanisms became less anticorrelated, which can be clearly seen in the 

correlation plot shown in Figure 4-6c. In the 𝜆15 simulations at 353 K, we observed that the 

diffusion between the two mechanisms become positively correlated when higher voltages were 

applied, thus indicating that electric fields contribute to the total diffusion within the hydrophilic 

pore along the sulfonate groups and outside the first solvation shell.  

F. Dynamical Properties: Examining the caging effects   

We then analyzed the caging effects of the CEC within the hydrophilic pore using a 

published approach.125 Specifically, we calculated the angle between two displacement vectors 

based on a given step size, ∆𝑡. For an angle of displacement at 𝑡 = 𝑡O, we constructed two 

displacement vectors defined as 𝑟h = 𝑟(𝑡O + ∆𝑡) − 𝑟(𝑡O) and 𝑟i = 𝑟(𝑡O) − 𝑟(𝑡O − ∆𝑡); we 



 87 

describe the angle between these vectors as cos(𝜃). As a reminder, a cos	(𝜃) value of -1 

corresponds to the CEC returning in the direction from which it originated, while a value of 1 

corresponds to the CEC moving away from its initial position. By calculating the average for all 

initial positions and step sizes, we were able to determine the joint probability of this angle as a 

function of time in order to understand caging effects in the water channel.   

The joint-probability distribution functions for 𝜆15 at 353 K is shown in Figure 4-7 for the 

corresponding external fields (0.00-0.03 V/Å). In a stochastic diffusion process, these plots should 

be uniform across all timescales and angles. However, the complex water network characterizing 

a Nafion PEM is able to confine the CEC when there is no applied voltage, as shown by the large 

probability at cos(𝜃) = −1 for all step sizes (Figure 4-7a), which is in agreement with previous 

PFSA findings.125 As voltage is applied to the system, caging effects are found to have reduced 

timescales (<100 ps), resulting in more uniform distributions (Figure 4-7b) or a higher probability 

of the CEC moving away from its initial position, as shown in Figures 4-7c and 4-7d as large 

probabilities when cos(𝜃) = 	1. This result suggests that an electric field will push the protons 

through the system via reduced caging effects. In light of unperturbed sulfur-CEC interactions and 

other structural properties, we propose that an electric field will assist in proton transfer from one 

potential energy well around a sulfonate groups to another.  
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IV. Conclusion 
This study utilized reactive molecular dynamics simulations to understand the influence of 

applied electric fields on Nafion PEM membranes at various hydration levels and temperatures. 

Overall, we found that electric fields exert only a minimal impact on the structural properties of 

the random morphology of Nafion, indicating that the proton hopping mechanism, which requires 

the facilitation of sulfonate groups in the hydrophilic pore, is still present. Instead, we confirmed 

that hydration level and simulation temperature have a more pronounced effect on the structure of 

Nafion. Moreover, we found that the effect of Coulomb transport on the hydrated protons in these 

membranes, observed through super-diffusive dynamics, did reduce caging effects in the 

 

 

 

Figure 4-7: Joint probability distribution for the relative angle between two displacement 
vectors as a function of time step lengths for λ15 at 353 K. Each time-slice is normalized so 
that the integral of the distribution is set to 1.0. Note: cosine(180°) = -1, cosine(90°) = 0.0, 
and cosine(0°) = 1. 
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hydrophilic pore. The results from this study also confirmed the presence of certain cooperative 

effects of electric fields on the polymeric system, principally extensions of the pendant side chains 

and enhanced diffusion normal to the applied electric field. In light of these results, we propose 

that electric fields enhance proton diffusion in hydrophilic pores by enabling protons to escape 

from the potential energy well of one sulfonate group into another.  

A follow-on study involves placing the Nafion PEM in the electrochemical cell and using 

the image charge method to account for the polarizability of the electrodes.129 However, it has been 

shown that PEM membranes in confined environments, such as the case in the catalyst layer of the 

PEMFC, exhibit reduced transport phenomenon.140-143 Thus, future work not only involves 

modeling a full electrochemical cell with the Nafion PEM acting as the electrolyte, but also 

determining optimal empirical weights and hydration levels for the Nafion PEM that exhibit 

Coulomb transport arising from the potential difference of the electrodes. 

Appendix A: Determination of Repulsive Term 
The MS-EVB 3.0 model suffered from strong attractions between counterion pairs, which 

required the use of a repulsive term to weaken these interactions.6, 102 In the MS-EVB 3.0 model, 

the HH-Cl term was parameterized to match experimental RDFs,102 which further influenced the 

choice of Lennard-Jones (LJ) parameters for the OS-HH term in PFSA membranes (see Supporting 

Information in Ref. 6). This current work uses the MS-EVB 3.2 model, which forms weaker 

counterion pairings compared to our previous model.49 For the PEM systems used in this work, 

we parameterized the OS-HH term to reproduce the free-energy barrier in the sulfur-CEC potential 

of mean force (PMF) of Nafion in our previous model.126 We do this by replicating a similar 

combinatorics scheme shown in the SI for Ref. 6). We generated four independent configurations 

of Nafion with a hydration level of 10 at the density level reported in Ref 126. Each configuration 
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was equilibrated in the constant NVT ensemble at 300 K using the SCI-MS-EVB 3.2 method. The 

LJ parameters examined were 𝜎 values of 1.6667 Å and 1.8167 Å with 𝜀 values of 0.01589, 

0.02239, 0.02739, and 0.0316 kcal/mol.  

In Figure 4-8, we show the sulfur-CEC PMF for these simulations run in the constant NVE 

ensemble for 1 ns using SCI-MS-EVB 3.2. Note that a 𝜎 value of 1.6667 Å is in better agreement 

with the free-energy barrier of MS-EVB 3.0 than a 𝜎 value of 1.8167 Å, which produces an 

excessive repulsive interaction. For the 𝜎 value of 1.6667 Å, we find that an 𝜀 value of 0.02739 

kcal/mol best matches the free-energy barrier, although we note that all the epsilon values 

examined here are very close to the free-energy barrier. We ultimately chose 𝜎 = 1.9667 Å and 𝜀 

= 0.02739 kcal/mol for the OS-HH LJ interaction as it most closely matched the barrier height of 

our previous model.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4-8: Sulfur-CEC potential of mean force (PMF) determined by inverting the 
sulfur-CEC RDF. σ1 and σ2 corresponds to a value of 1.6667 Å and 1.8167 Å, 
respectively. ε1- ε4 correspond to values of 0.01589, 0.02239, 0.02739, and 0.0316 
kcal/mol, respectively. 
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Appendix B: Additional Structural Properties 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4-9: Sulfur-OH radial distribution for (a) λ10 at 300 K, (b) λ10 at 353 K, (c) λ15 at 300 
K, (d) λ15 at 353 K. Black corresponds to 0.00 V/Å, blue corresponds to 0.01 V/Å, purple 
corresponds to 0.02 V/Å, and red corresponds to 0.03 V/Å. 

 

 
Figure 4-10: Potential of Mean Force (PMF) for the side chain configuration as a function of 
side chain length (d) and angle for λ10 at 300 K. Units are in kcal/mol. 
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Figure 4-11: Potential of Mean Force (PMF) for the side chain configuration as a function 
of side chain length (d) and angle for λ10 at 353 K. Units are in kcal/mol. 

 

Figure 4-12: Potential of Mean Force (PMF) for the side chain configuration as a function 
of side chain length (d) and angle for λ15 at 300 K. Units are in kcal/mol. 



 93 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Voltage 
µ𝑉 Åj ¸ 

𝐷¹ 
µÅ

i
𝑝𝑠¹j ¸ 𝛼 

𝐷¹¼ 
µÅ

i
𝑝𝑠¹j ¸ 𝛼¼ 

𝐷¹�½  
µÅ

i
𝑝𝑠¹j ¸ 𝛼�½ 

0 0.14 0.71 0.12 0.73 0.15 0.70 
0.01 0.13 0.74 0.12 0.78 0.14 0.72 
0.02 0.01 1.15 4.2x10-3 1.34 0.03 1.00 
0.03 0.02 1.21 0.02 1.25 0.02 1.17 

 

Figure 4-13: Mean squared displacement of the center of excess charge in λ10 at 300 K (a) 
isotropic diffusion, (b) z-direction, and (c) xy-direction. Black corresponds to 0.00 V/Å, blue 
corresponds to 0.01 V/Å, purple corresponds to 0.02 V/Å, and red corresponds to 0.03 V/Å. 

Table 4-3: Fits to eq. 4.5 in main text for isotropic MSD, MSD in z-direction, and MSD in xy-
direction for λ10 at 300 K. 
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Voltage 
µ𝑉 Åj ¸ 

𝐷¹ 
µÅ

i
𝑝𝑠¹j ¸ 𝛼 

𝐷¹¼ 
µÅ

i
𝑝𝑠¹j ¸ 𝛼¼ 

𝐷¹�½  
µÅ

i
𝑝𝑠¹j ¸ 𝛼�½ 

0 0.12 0.87 0.65 0.58 0.06 0.98 
0.01 0.43 0.68 0.18 0.80 0.63 0.63 
0.02 0.05 1.12 0.04 1.18 0.06 1.07 
0.03 0.01 1.51 0.01 1.62 0.01 1.40 

 

Figure 4-14: Mean squared displacement of the center of excess charge in λ10 at 353 K (a) 
isotropic diffusion, (b) z-direction, and (c) xy-direction. Black corresponds to 0.00 V/Å, blue 
corresponds to 0.01 V/Å, purple corresponds to 0.02 V/Å, and red corresponds to 0.03 V/Å. 

Table 4-4: Fits to eq 4.5 in main text for isotropic MSD, MSD in z-direction, and MSD in xy-
direction for λ10 at 353 K. 
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Voltage 
µ𝑉 Åj ¸ 

𝐷¹ 
µÅ

i
𝑝𝑠¹j ¸ 𝛼 

𝐷¹¼ 
µÅ

i
𝑝𝑠¹j ¸ 𝛼¼ 

𝐷¹�½  
µÅ

i
𝑝𝑠¹j ¸ 𝛼�½ 

0 0.23 0.75 1.22 0.46 0.13 0.86 
0.01 0.10 0.93 5.0x10-3 1.40 0.54 0.67 
0.02 0.04 1.16 0.02 1.36 0.12 0.91 
0.03 0.02 1.34 0.01 1.57 0.26 0.83 

 

Figure 4-15: Mean squared displacement of the center of excess charge in λ15 at 300 K (a) 
isotropic diffusion, (b) Z-direction, and (c) XY-direction. Black corresponds to 0.00 V/Å, blue 
corresponds to 0.01 V/Å, purple corresponds to 0.02 V/Å, and red corresponds to 0.03 V/Å. 

 

Table 4-5: Fits to eq 4.5 in main text for isotropic MSD, MSD in z-direction, and MSD in 
xy-direction for λ15 at 300 K. 
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Table 4-6: Fits to eq. 4.5 in the main text for MSD associated with a sulfonate group, MSD 
free of a sulfonate group, and the correlation between the two for λ10 at 300 K. 

Voltage 
µ𝑉 Åj ¸ 

𝐷𝜶�¿¿�À 
µÅ

𝟐
𝒑𝒔𝜶j ¸ 𝜶ÆÇÇÈÉ 

𝐷𝜶Ê���  
µÅ

𝟐
𝒑𝒔𝜶j ¸ 𝜶ËÌÍÍ 

𝐷𝜶���� 
µÅ

𝟐
𝒑𝒔𝜶j ¸ 𝜶ÎÈÌÌ 

0 0.01 1.16 0.01 1.21 -3.1x10-3 1.34 
0.01 0.02 1.10 0.02 1.11 -4.7x10-3 1.28 
0.02 0.02 1.14 0.01 1.18 -0.01 1.17 
0.03 0.01 1.19 0.01 1.19 -0.01 1.17 

 

Figure 4-16: Mean squared displacement of the CEC λ10 at 300 K (a) associated with a 
sulfonate group, (b) free of a sulfonate group, and(c) shows the correlation between free and 
associated. Black corresponds to 0.00 V/Å, blue corresponds to 0.01 V/Å, purple 
corresponds to 0.02 V/Å, and red corresponds to 0.03 V/Å. 
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Voltage 
µ𝑉 Åj ¸ 

𝐷𝜶�¿¿�À 
µÅ

𝟐
𝒑𝒔𝜶j ¸ 𝜶ÆÇÇÈÉ 

𝐷𝜶Ê���  
µÅ

𝟐
𝒑𝒔𝜶j ¸ 𝜶ËÌÍÍ 

𝐷𝜶���� 
µÅ

𝟐
𝒑𝒔𝜶j ¸ 𝜶ÎÈÌÌ 

0 0.03 1.13 0.10 0.92 -0.02 1.14 
0.01 0.20 0.83 0.04 1.02 -0.01 1.11 
0.02 0.07 1.04 0.03 1.10 -0.03 0.95 
0.03 0.02 1.29 0.01 1.34 6.9x10-10 3.50 

 

 

Figure 4-17: Mean squared displacement of the CEC λ10 at 353 K (a) associated with a 
sulfonate group, (b) free of a sulfonate group, and (c) shows the correlation between free and 
associate. Black corresponds to 0.00 V/Å, blue corresponds to 0.01 V/Å, purple corresponds to 
0.02 V/Å, and red corresponds to 0.03 V/Å. 

Table 4-7: Fits to Eq. 4.5 in the main text for MSD associated with a sulfonate group, MSD 
free of a sulfonate group, and the correlation between the two for λ10 at 353 K. 
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Table 4-8: Fits to eq. 4.5 in the main text for MSD associated with a sulfonate group, MSD free 
of a sulfonate group, and the correlation between the two for λ10 at 353 K. 

Voltage 
µ𝑉 Åj ¸ 

𝐷𝜶�¿¿�À 
µÅ

𝟐
𝒑𝒔𝜶j ¸ 𝜶ÆÇÇÈÉ 

𝐷𝜶Ê���  
µÅ

𝟐
𝒑𝒔𝜶j ¸ 𝜶ËÌÍÍ 

𝐷𝜶���� 
µÅ

𝟐
𝒑𝒔𝜶j ¸ 𝜶ÎÈÌÌ 

0 0.01 1.20 0.05 0.98 -2.1x10-3 1.37 
0.01 0.02 1.16 0.05 1.04 -3.2x10-3 1.30 
0.02 0.02 1.16 0.09 0.96 -0.11 0.71 
0.03 0.02 1.23 0.04 1.17 1.4x10-8 2.91 

 

Figure 4-18: Mean squared displacement of the CEC λ15 at 300 K (a) associated with a 
sulfonate group, (b) free of a sulfonate group, and (c) shows the correlation between free and 
associate. Black corresponds to 0.00 V/Å, blue corresponds to 0.01 V/Å, purple corresponds 
to 0.02 V/Å, and red corresponds to 0.03 V/Å. 
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Figure 4-19: Joint probability distribution for the relative angle between two displacement 
vectors as a function of time step lengths for λ10 at 300 K. Each time-slice is normalized so 
that the integral of the distribution is set to 1.0. Note cosine(180°) = -1, cosine(90°) = 0.0, and 
cosine(0°) = 1. 

Figure 4-20: Joint probability distribution for the relative angle between two displacement 
vectors as a function of time step lengths for λ10 at 353 K. Each time-slice is normalized so 
that the integral of the distribution is set to 1.0. Note cosine(180°) = -1, cosine(90°) = 0.0, and 
cosine(0°) = 1. 
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Figure 4-21:  Joint probability distribution for the relative angle between two displacement 
vectors as a function of time step lengths for λ15 at 300 K. Each time-slice is normalized so 
that the integral of the distribution is set to 1.0. Note cosine(180°) = -1, cosine(90°) = 0.0, and 
cosine(0°) = 1. 
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Chapter 5:  Minimal Experimental Bias on the Hydrogen Bond Greatly Improves Ab Initio 

Molecular Dynamics Simulations of Water 

This chapter was reprinted with permission from J. Chem. Theory Comput. 2020, 16, 9, 5675–
5684. Copyright 2020 American Chemical Society.  

Abstract 

Experiment Directed Simulations (EDS) is a method within a class of techniques seeking 

to improve molecular simulations by minimally biasing the system Hamiltonian to reproduce 

certain experimental observables. In a previous application of EDS to ab initio molecular dynamics 

(AIMD) simulation based on electronic density functional theory (DFT), the AIMD simulations 

of water were biased to reproduce its experimentally derived solvation structure. In particular, by 

solely biasing the O-O pair correlation function, other structural and dynamical properties that 

were not biased were improved. In this work, the hypothesis is tested that directly biasing the O-

H pair correlation (and hence the H-O…H hydrogen bonding) will provide an even better 

improvement of DFT-based water properties in AIMD simulations. The logic behind this 

hypothesis is that for most electronic DFT descriptions of water the hydrogen bonding is known 

to be deficient due to anomalous charge transfer and over polarization in the DFT. Using recent 

advances to the EDS learning algorithm, we thus train a minimal bias on AIMD water that 

reproduces the O-H radial distribution function derived from the highly accurate MB-pol model 

of water. It is then confirmed that biasing the O-H pair correlation alone can lead to improved 

AIMD water properties, with structural and dynamical properties in even closer to experiment than 

the previous EDS-AIMD model.  

I. Introduction 
Ab initio molecular dynamics (AIMD) simulation24 has become a popular tool to 

understand water (see, e.g., refs36-38, 144) and aqueous solutions/environments (see, e.g., refs145-146). 
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By using AIMD, as opposed to classical empirical water models, electronic structure calculations 

– primarily within the Kohn-Sham density functional theory (DFT) framework – can be used to 

solve for the electronic ground state. Electron densities can then respond to the surrounding electric 

field and thus account for polarization of the electron cloud, and forces can be calculated on-the-

fly to propagate the dynamics of the nuclei. Furthermore, AIMD becomes particularly valuable for 

simulating systems while accounting for chemical reactivity, as it does not require specifying a 

defined bonding topology, and as such allows one to study dynamics of aqueous systems 

containing excess protons or hydroxide ions (see, e.g., refs33, 51, 54, 62-63, 109).  

Accurately modeling the hydrogen bond between water molecules has proven challenging 

for AIMD water simulations that use generalized gradient approximations (GGA) such as PBE25 

or BLYP26-27 as the exchange-correlation functional in the DFT.32 GGA functionals result in over-

polarization due to having a small energy gap between Kohn-Shan virtual orbitals and occupied 

orbitals,28-29 and they also exhibit partial covalency (or charge-transfer) within the intermolecular 

interactions of water molecules.30-32 These inaccuracies in modeling the hydrogen bond result in a 

water model that is overstructured at room temperature and diffusion coefficients that can be an 

order or orders of magnitude slower than found in experiment.33-35  

It is common practice in the AIMD community to mitigate the deficiencies of GGA 

functionals by increasing the simulation temperature or by going beyond GGA functionals.36-39 It 

has previously been shown for the PBE functional that simulation temperatures of 400 K are 

necessary to mimic room temperature structure and dynamics of water.35, 147-148 It has been the case 

that increasing the temperature is not only an ad hoc remedy for the glassy behavior of GGA 

functionals, but additionally used to mimic nuclear quantum effects in GGA AIMD in an ad hoc 
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fashion.149 By contrast, going beyond simple GGA functions and using hybrid or meta-GGA 

functionals has been shown to improve the hydrogen bond properties and hence the water 

properties,36, 39 but doing so significantly increases the computational cost by a factor of ~ 4 and ~ 

20-50 in meta-GGA and hybrid functionals, respectively. It should also be noted that it is still 

commonplace to combine non-GGA functionals and increased simulation temperatures in AIMD 

as an ad hoc fix for nuclear quantum effects in room temperature water.36-37 

One way to improve the accuracy of MD simulations (including AIMD) is to add a biasing 

potential to an observable of the system in order to improve agreement between that observable 

and one in target system. Pitera and Chodera showed using the method of Lagrange multipliers 

that there exists a linear bias on observables that minimizes the relative entropy of an ideal 

probability distribution for an observable to a target experimental one.44 Using this idea, White 

and Voth developed the Experiment Directed Simulation (EDS) method as a means to 

parameterize these unknown linear terms in the Hamiltonian on-the-fly within a single MD 

simulation using a stochastic gradient descent algorithm.41 Since then, there have been additional 

advances to EDS and similar methods,150-151 and these have been recently reviewed by Amirkulova 

and White.152 In related work, the Coarse-Grained Directed Simulation (CGDS) method was 

developed where coarse-grained observables in a molecular sub-system are biased based on data 

from coarse-grained simulations of a larger supramolecular complex.42 In this work, the stochastic 

gradient descent algorithm of the original EDS method was unable to find coupling constants fast 

enough due to longer timescale and limited configurations of the CG observables that are otherwise 

available in isotropic systems such as water. In the CGDS paper, however, several variants of the 

learning algorithm were developed, where the stochastic gradient descent algorithm was replaced 

with a gradient descent using the covariance of all deviations of collective variables from target 
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observables, and by a Levenberg-Marquadt minimization. In the studies presented here, we will 

take advantage of these more efficient methods which have better convergence properties. 

In previous work,43 we developed the idea that EDS could be applied to adjust the solvation 

structure of a relatively low cost DFT AIMD approach, rather than employing the previously 

mentioned alternatives of increasing the simulation temperature or going beyond GGA functionals. 

In that work43 the solvation structure of BLYP and dispersion corrected BLYP water was biased 

to reproduce the experimental O-O radial distribution function (RDF). This EDS bias, henceforth 

known as “EDS-AIMD(OO)”, was able to improve the targeted solvation structure of water 

without needing an increase of simulation temperature or computational cost. Importantly, other 

properties that were not biased also improved as a consequence of having a better O-O structure. 

For example, when adding an excess proton to the system, the EDS-AIMD(OO) approach 

improved the ratio of the hydrated excess proton to water diffusion coefficient and did not disrupt 

the other properties of the system. To confirm that employing EDS to a more accurate model would 

not adversely affect our results, the method was also tested on a dispersion corrected functional. It 

was found that, as expected, the linear bias learned from the gradient descent algorithm for the 

BLYP-D3 system was smaller than the EDS bias of normal BLYP due to the already better 

agreement with experiment for BYTP-D3, and all results for the biased EDS-BLYP-D3 model 

were equivalent or better.  

The present work builds on this previous study, but this time by biasing the H-O...H 

hydrogen bond (intermolecular O-H coordination properties) as opposed to the oxygen 

coordination structure of water. We chose to pursue this approach due to the intuitive feeling that 

the having a correct description of hydrogen bonding in DFT water is the underlying deficiency 
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leading to other poor properties, due to the over-polarization and anomalous charge transfer of 

GGA functionals. Correcting the hydrogen bond structure with EDS is more difficult than the O-

O coordination, due to the anisotropic nature of hydrogen bonding, and the need to distinguish an 

O-H pair as either covalently bonded or hydrogen bonded. By biasing the hydrogen bond, however, 

we can more directly target the charge transfer and over-polarization found in GGA water 

simulations which, among other things, gives rise to its glassy behavior and slow diffusion. In this 

work, we thus bias BLYP and BLYP-D3 simulations to reproduce the O-H RDF of the highly and 

demonstrably accurate MB-pol water model,153-156 which includes many-body interactions 

parameterized from high level CCSD(T) electronic structure calculations and many-body 

polarization effects. MB-pol accurately reproduces many properties of water and is gaining 

recognition as one of the most – if not the most – accurate water models available. By using the 

classical MB-pol O-H RDF as the refence in EDS-AIMD, we are therefore able to effectively 

include higher order correlations into the BLYP-level AIMD water simulations, while neglecting 

nuclear quantum effects. This enables us to bias BLYP and BLYP-D3 to achieve the best 

approximation to the (actual) Born-Oppenheimer potential energy surface for the classical nuclei 

and ensures that nuclear quantum effects could be subsequently accurately captured through, e.g.,  

path-integral molecular dynamics simulation.  

The remainder of this paper is organized as follows: In the Methods section, we first include 

a subsection that reviews the theory regarding the EDS method and how we apply it to bias the 

hydrogen bond. In the Determining EDS Coupling Constants subsection , we describe the details 

of the EDS algorithm as used, while in the Simulations Procedure subsection, we describe the 

simulation setup and details for the EDS learning algorithm and the production runs. In the Results 
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and Discussion section, we then present the results and give further discussion. We lastly present 

conclusions and the outlook for the use of experimental-bias methods in AIMD.    

II. Methods 

A. Experiment Directed Simulation Method  
EDS modifies the system Hamiltonian by adding a biasing potential that is parameterized 

to reproduce a target observable.41 In the present case, the hydrogen bond is biased to reproduce 

the O-H radial distribution function (RDF) of the MB-pol water model at 298 K. As in the previous 

work, the RDF is corrected by biasing its statistical moments such as the coordination number (the 

zeroth moment). The bias on each moment is a function of three variables: a coupling constant, 

αU, a function characterizing the pairwise distances between all hydrogen-oxygen pairs, 𝑓X(𝑟SY), 

and its target average value, 𝑓XÕ . The EDS potential for each hydrogen atom is therefore: 

𝑉(𝑟S) = 			K
𝛼X
𝑓WX
𝑓X\𝑟z�]

Ö

UbO

=K
𝛼X
𝑓WX
K𝑟z�XZ1 − 𝑢\𝑟SY − 𝑟O]^
_`

Ybh

Ö

UbO

, (5.1) 

where M represents the number of moments being biased, 𝑛� is the number of oxygen atoms in 

the system, and we take 𝑓X(𝑟SY) to be a product of the O-H pairwise distance and mollified step 

function. The step function for biasing the hydrogen bond was chosen as: 

1 − 𝑢\𝑟z� − 𝑟O] =

⎩
⎪
⎨

⎪
⎧ 1 − µ

𝑟z� − 𝑟O
𝑤 ¸

Þ

1 − µ
𝑟z� − 𝑟O
𝑤 ¸

hi , 												𝑟z� > 𝑟O	

																			1,								 										𝑟O ≥ 𝑟z� > 	𝑟á
																			0, 																											𝑟z� ≤ 	𝑟á

(5.2) 

where 𝑟O was set to 2.125 Å, 𝑤 was set to 0.7, and 𝑟á was set to 1.2 Å. This choice of step function 

was motivated by the desire to bias the hydrogen bond O-H interactions and not the covalent bond 
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O-H interactions. We set the EDS bias to be zero for all hydrogen-oxygen pairwise distance less 

than 𝑟á = 1.2 Å, which is where the O-H RDF is zero. The 𝑟O was set to 2.125 Å to bias the trough 

between the first and second intermolecular peaks of the O-H RDFs peak as this gave final RDFs 

that best agreed with MB-pol. MB-pol’s target values are its coordination numbers and moments 

determined by integrating MB-pols O-H RDF (Eq. 5.3).  

𝑓WX = 𝜌ä 𝑑𝑟	[1 − 𝑢(𝑟 − 𝑟O)]4𝜋
�

O
𝑟i8X𝑔42(𝑟)	 (5.3) 

In Eq. 5.3, ρ is the number density, 1 − 𝑢(𝑟 − 𝑟O) is the same mollified unit-step function as Eq. 

5.2, and 𝑔42(𝑟) is the target O-H radial distribution function. Note that by kth moment we are 

specifically referring to the power in Eq. 3, and the zeroth moment corresponds to the coordination 

number. 

B. Determining EDS Coupling Constants  

The determination of EDS coupling constants to bias the hydrogen bond characterized by 

these AIMD potentials was nontrivial and required improvements to the EDS learning algorithm 

to improve the rate of convergence of EDS parameters and collective variables (CVs).42 EDS 

learns the coupling constants during the progression of a simulation where the coupling constants 

at time segment 𝜏 + 1 are updated similar to a stochastic gradient descent algorithm  

𝜶é8h = 	𝜶é − 𝜼é ë∆𝜶é ∙ ì
𝜕∆𝜶é
𝜕𝜶é

îï = 	𝜶é − 𝜼é𝜹é, (5.4) 

where 𝜼é is the learning rate, 𝜹é is the step size, and ΔX𝛼é = 	 〈𝑓X(𝒓)é〉 − 𝑓XÕ , and bold font represent 

vectors. Each time segment is set for a predefined period of simulation timesteps by the user, and 

should be about double the autocorrelation time of its corresponding collective variable.  
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Our current implementation of EDS uses the learning rate of White and Voth, and is 

calculated as 

𝜂éX =
𝐴X

ó∑ \𝛿�X]
iõ

Ybh

, (5.5)
 

where Ak is the maximum value a coupling constant can change. The step size includes a derivative 

term that is proportional to the covariance of the collective variable error at time 𝜏. With 𝑓z =

	〈𝑓z(𝒓)é〉 − 𝑓öÕ : 

ì
∂∆𝛂õ
∂𝛂õ

î
z�
	= −Covõ\𝑓z, 𝑓�] = 	−	〈𝑓z𝑓�〉 + 〈𝑓z〉〈𝑓�〉SY ≡ 𝐽z̿�	 (5.6) 

In Ref. 42, the Levenberg-Marquardt (LM) algorithm was implemented, replacing the derivative 

term in eq 5.4 by: 

ì
∂∆𝛂õ
∂𝛂õ

î = Z𝐽ý̿𝐽 ̿ + 	λõdiag\𝐽ý̿𝐽]̿^
<h
𝐽ý̿	 (5.7) 

where diag(𝐽ý̿𝐽)̿ is a purely diagonal matrix with elements of 𝐽ý̿𝐽,̿ and λõ is known as a mixing 

parameter which can tune the style of the step size. In this work, the LM algorithm is used to 

determine the coupling constants for EDS-BLYP and EDS-BLYP-D3 AIMD simulations.  

 

 

 

 



 109 

Table 5-1: Algorithm Parameters and Simulations Settings. All Simulations used the LM 
algorithm with a mixing parameter of 0.1 with an EDS period of 25 fs. 

 

 
C. Simulation Procedure  

EDS was used to bias the coordination and 2nd moment of the O-H (hydrogen bond) RDF. 

EDS was applied to three independent trajectories of 128 water molecules in a cubic simulation 

box with box length set to 15.64 Å. All AIMD simulations were done with the quick-step module 

in CP2K87 version 3.0 with a modified version of PLUMED2157  based on version 2.5 available 

from the Voth Group GitHud (https://github.com/uchicago-voth) under the ‘eds-virial-oh’ branch 

using Goedecker-Teter-Hutter (GTH) pseudopotentials89, a TZV2P basis set with a plane-wave 

cutoff of 400 Rydbergs, and with BLYP26-27 exchange correlation functional or BLYP with D3 

Grimme dispersion corrections,85-86 with a timestep of 0.5 fs. Coupling constants were determined 

in the constant NVT ensemble using three Nosé-Hoover chains at 298 K and with a time constant 

of 3000 cm-1. EDS simulations were run until the CVs were determined to be converged, see Table 

5-1 for details. After this point, the coupling constants were fixed and simulations continued in the 

constant NVT simulations for 10-15 ps to equilibrate the system with the fixed coupling constant. 

System Init Bias  
(Coordination, 2nd  
Moment, kcal/mol) 

Target Values  
(Coordination  

 2nd Moment,  Å2)   

A  
(kBT) 

EDS Sim  
Length (ps) 

BLYP 1 (0,0) (1.62, 3.86) 300  50 

BLYP 2 (0,0 (1.62, 3.86) 300 90 

BLYP 3 (0,0) (1.62, 3.86) 100 40 

BLYP-
D3 1 

(0,0) (1.62, 3.86) 200 100 

BLYP-
D3 2 

(0,0 (1.62, 3.86) 200 120 

BLYP-
D3 3 

(0,0) (1.62, 3.86) 100 25 
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Finally, production EDS-AIMD runs in the constant NVE ensemble were performed for 80 ps and 

40 ps for BLYP and BLYP-D3 simulations, respectively. As a comparison, single BLYP and 

BLYP-D3 AIMD simulations were run in the constant NVE ensemble for 80 ps and 40 ps, 

respectively. All dynamical and static properties were obtained from simulations in the constant 

NVE ensemble and averaged over all three trajectories. Except for the RDFs and unless otherwise 

noted, our analysis scripts were used to analyze a single MB-pol trajectory consisting of 256 water 

molecules in the constant NVE ensemble for 50 ps to compare with our results.    

III. Results and Discussion 

By examining Figure 5-1a, we can see that biasing the hydrogen bond with EDS can greatly 

improve the O-H RDF of BLYP. In fact, we see the first peak has nearly perfect agreement with 

the MB-pol reference, and the structural properties past the first peak come into closer agreement 

with MB-pol. Additionally, by biasing the hydrogen bond in BLYP water, we see greater 

improvements in the O-O RDF (Fig. 5-1b) and the H-H RDF (Fig. 5-1c). As shown in the O-H 

RDF, we see that the first peak in these other RDFs come into nearly perfect agreement with MB-

pol, even though these other properties were not biased but they are still improved due to their 

strong correlations with the hydrogen bond. We note that the hydrogen bond EDS bias is targeting 

the close-range interactions between O-H pairs within a hydrogen bond. It should also be noted, 

however, that EDS greatly improves the structural properties past the first peak in all three RDFs 

(Fig. 1a-c), although not perfectly. 
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An improvement is also seen in the structural properties of dispersion corrected BLYP 

(BLYP-D3) over uncorrected BLYP when we bias the hydrogen bond with EDS. Similar to biasing 

the hydrogen bond in BLYP water simulations, we see that biasing the hydrogen bond in BLYP-

D3 water simulations leads to RDFs whose first peaks nearly perfectly reproduces the first peaks 

in MB-pol (Fig 5-1d-f). Again, we emphasize that only the hydrogen bond is biased in these EDS-

AIMD simulations, and any improvements in other structural properties arise due to strong 

correlations with the hydrogen bond collective variable. The advantage of biasing BLYP-D3 over 

BLYP water simulations can be found in the second peaks of the O-H RDF and O-O RDF; where 

these second peaks reproduce MB-pol’s structure. This indicates that EDS is not a substitute for 

dispersion corrected DFT but complements it. 

 

Figure 5-1: Radial distribution function for both BLYP (a-c) and BLYP-D3 simulations (d-f). 
In black we show the RDFs of the classical MB-pol water model, in blue is either the BLYP 
or BLYP-D3 RDFs for O-H (a and d), O-O (b and e), or H-H (c and f), and in red is the RDF 
that results from using EDS to bias the hydrogen bond in BLYP or BLYP-D3 simulations. 
These RDF are averages over three independent EDS trajectories.    
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We further examined the structural properties by calculating the oxygen-oxygen-oxygen 

(O-O-O) triplet probability function to characterize the tetrahedrality of the water structure. For a 

central oxygen atom, all 3-body oxygen angles were calculated for O-O pairwise distances less 

than 3.22 Å, which is the radial distance where the coordination number is ~ 4. We see that in both 

the BLYP (Fig. 5-2a) and BLYP-D3 (Fig. 5-2b) cases, the unbiased simulations have a large 

probability above 100°, which is typically attributed to a strong tetrahedral ordering. By using EDS 

to bias the simulations, we see a decrease in both the biased BLYP and BLYP-D3 plots that is very 

close to MB-pol, with the most prominent improvement arising from biasing the hydrogen bond 

(OH) instead of the solvation structure (OO). Also, the peak around 55° in Figure 5-2a is captured 

with the OH bias [EDS-BLYP(OH)] but the solvation structure bias [EDS-BLYP(OO)] is unable 

to capture it. However, MB-pol does an overall better job at reproducing the experimental peak 

around 55° as MB-pol is explicitly parameterized to reproduce 3-body interactions.  Nevertheless, 

by biasing the hydrogen bond in BLYP and BLYP-D3 simulations, as opposed to biasing the 

 

Figure 5-2: Oxygen-Oxygen-Oxygen triplet distribution function. (a) shows the distribution 
function from BLYP, EDS-BLYP (OO), and EDS-BLYP(OH). (b) shows the distribution 
function from BLYP-D3, EDS-BLYP-D3 (OO), and EDS-BLYP-D3 (OH). Solid black line 
shows the triplet distribution function of MB-pol in the NVE ensemble using 25,000 
configurations of 256 water molecules, and dashed black line shows the Joint X-Ray Neutron 
distribution158 traced from Ref. 36, blue line shows the unbiased BLYP or BLYP-D3, green 
line shows the distribution from using EDS to bias the solvation structure, and red line shows 
the distribution function from using EDS to bias the hydrogen bond. Each distribution was 
normalized such that integral of P(θ)*sin(θ) was set to 1. 
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solvation structure (the O-O RDF), we can obtain O-O-O triplet distribution that are in better 

agreement with MB-pol and experimental data, despite the fact that the O-O-O distribution was  

not biased directly. We note that nuclear quantum effects are not included in any of these EDS- 

AIMD or MB-pol results shown here, but they are of course present in the experimental data.  

 

 

 

 

 

 

 

 

 

 

We also considered the solvation structure of oxygen atoms by calculating the tetrahedral 

order parameter159 (q) distribution in the simulations. The tetrahedral order parameter is 

determined according to  

𝑞 = 1 −
3
8K K ìcos𝜃z� +

1
3î

i"

�bz8h

>

zbh

	 (5.8) 

 

Figure 5-3: Tetrahedral order parameter probability distribution function. (a) shows the 
distribution function from BLYP, EDS-BLYP (OO), and EDS-BLYP(OH). (b) shows the 
distribution function from BLYP-D3, EDS-BLYP-D3 (OO), and EDS-BLYP-D3 (OH). 
Black line shows the triplet distribution function of MB-pol in the NVE ensemble using 
25,000 configurations of 256 water molecules, blue line shows the unbiased BLYP or BLYP-
D3, green line shows the distribution from using EDS to bias the solvation structure, and red 
line shows the distribution function from using EDS to bias the hydrogen bond. Solid lines 
correspond to the total distribution while dashed lines represent oxygen atoms that have one 
O-O-O angle less than 61°. 
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where 𝜃z�  is the Oi-O-Oj angle centered on a given oxygen, the sums are over the 4 closest oxygens 

around the given oxygen, and a value of 1 indicates a perfect tetrahedral structure.159 The solid 

lines in Fig. 5-3a and 5-3b show the tetrahedral order parameter distribution for the BLYP  and 

BLYP-D3 simulation methods, respectively. In similar fashion as the O-O-O distribution, we find 

that BLYP and BLYP-D3 simulations have a larger probability of tetrahedral structuring, but that 

the inclusion of both EDS-AIMD(OO) and EDS-AIMD(OH) bias weaken the interactions.  Again, 

the EDS-AIMD(OH) bias does a better job than the EDS-AIMD(OO) bias to create a probability 

distribution that is in better agreement with MB-pol, and therefore likely with experiments. To 

understand the solvation structure of central oxygens that give rise to the peak around 55° in Figure 

5-2, we further decomposed the tetrahedral order parameter distribution. The dashed lines in Fig. 

5-3 correspond to oxygen atoms that have at least one O-O-O angle less than 61°. This distribution 

indicates that oxygens atoms with these small O-O-O angles have very low tetrahedrality and 

distorted hydrogen bond structures. We find that by using the EDS-AIMD(OH) we further weaken 

the hydrogen bonds beyond the EDS-AIMD(OO) bias to be in better agreement with MB-pol (see 

discussion below). 
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Table 5-2: Final Results for EDS-AIMD Simulations. For comparison, we show dynamical values 
for MB-pol, EDS-BLYP(OO), BLYP, and BLYP-D3 trajectories. MB-pol diffusion coefficients 
were taken from Ref. 157. EDS-BLYP(OO) diffusion coefficients were taken from Ref. 43. 𝜗#	is 
the standard deviation for diffusion constant. BLYP time constants show a mono-exponential 
decay even when fitting with a bi-exponential. 𝜏hand 𝜏iare time constants obtained via bi-
exponential fits of the hydrogen bond ACF (Fig. 5-4).  

 

Another goal in biasing the hydrogen bond in BLYP and BLYP-D3 AIMD water 

simulations was to see an improvement in the dynamics. The self-diffusion coefficient of BLYP 

water has been reported to be an order (or orders) of magnitude slower33-35 than that found in 

experiment (0.23 Å2/ps).160 In the AIMD simulations reported here, the BLYP water oxygen self-

diffusion coefficient was found to be 0.01 ± 0.01Å2/ps, and with an improvement to 0.06 ± 0.05 

Å2/ps for the dispersion corrected BLYP-D3 water simulations. The unbiased BLYP-D3 water 

diffusion is the same as using EDS to bias the O-O solvation structure of BLYP water [EDS-

Simulation 
𝛼O

𝑓Oj  
(kcal/mol) 

𝛼i
𝑓ij  

(kcal/mol Å2) 
D  

(Å2/ps) 
𝜗#  

(Å2/ps) 
𝜏h 

(ps) 
𝜏i 

(ps) 

Ave.  
Temp 
(K) 

MB-pol 
 - - 0.23 0.02 0.41 4.95 - 

BLYP 
 - - 0.01 0.01 - 20.22 317.32 

EDS-
BLYP(OO) - - 0.06 0.02 0.85 11.61 - 

EDS-
BLYP(OH) 1 387.80 -70.53 0.139 0.002 0.31 6.11 290.48 

EDS-
BLYP(OH) 2 421.52 -69.88 0.167 0.001 0.58 6.06 297.872 

EDS-
BLYP(OH) 3 299.57 -60.94 0.186 0.003 0.33 4.75 302.96 

BLYP-D3 
 - - 0.06 0.05 0.79 13.45 302.88 

EDS-BLYP-
D3(OH) 1 285.87 -36.93 0.152 0.008 0.12 5.38 298.82 

EDS-BLYP-
D3(OH) 2 237.26 -35.16 0.118 0.003 0.59 7.49 294.80 

EDS-BLYP-
D3(OH) 3 218.75 -31.59 0.146 0.002 0.32 6.40 293.06 
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BLYP(OO)] at 0.06 ± 0.02 Å2/ps.43 (The diffusion coefficient of EDS-BLYP-D3(OO) water was 

not calculated in that work.) On the other hand, biasing the hydrogen bond (O-H RDF) in EDS-

BLYP(OH) and EDS-BLYP-D3(OH) water improves the self-diffusion coefficient to be 0.164 ± 

0.004 Å2/ps, and 0.139 ± 0.009 Å2/ps, respectively. This is much closer to experiment (0.23 Å2/ps), 

and significantly larger than using the O-O RDF solvation structure for EDS bias.43  

It has also been shown that dynamical properties in MD simulations with periodic boundary 

conditions can suffer from finite-size effects.161 To address these effects on the diffusion 

coefficient of EDS-AIMD(OH) simulations, we extrapolated the diffusion coefficient to infinite 

dilution using this equation: 

𝐷(∞) = 𝐷(𝐿) +	
𝜉𝑘t𝑇
6𝜋𝜂𝐿 ,

(5.9) 

where 𝑘t is Boltzmann’s constant, T is the simulation temperature, 𝐷(𝐿) is the diffusion 

coefficient in a simulation box dimension, L, 𝜂 is the viscosity experimental value,162 and 𝜉 is a 

constant value set to 2.837 297 for cubic simulation boxes. The size-corrected diffusion coefficient 

at infinite dilution is thus found to be 0.208 ± 0.005 Å2/ps and 0.183 ± 0.009 Å2/ps for EDS-

BLYP(OH) and EDS-BLYP-D3(OH), respectively. (We note that the addition of nuclear quantum 

effects would likely increase the EDS-AIMD diffusion results even more, bringing them into even 

better, perhaps even nearly perfect, agreement with experiment.) One can also confirm that the 

increased diffusion is not a result of a spurious increase in simulation temperature (see Table 5-2).  
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The increased diffusion coefficient of EDS-BLYP(OH) and EDS-BLYP-D3(OH) over 

BLYP, dispersion corrected BLYP-D3, and even EDS-BLYP(OO) results from directly targeting 

the hydrogen bond with a bias in BLYP water. This physical improvement is further emphasized 

by the hydrogen bond autocorrelation function results in Figure 5-4 and the hydrogen bond 2D 

Potential of Mean Force (PMF) in Figure 5-5. The autocorrelation function is taken over all pairs 

and all times, and a hydrogen bond is defined as having an O-O distance of less than 3.5 Å and an 

H-O-O angle less than 30°, and the 2D PMF is calculated from 

𝐹(𝑟, 𝜃) = 	−𝑘t𝑇𝑙𝑛\𝑃(𝜃, 𝑟)] + 𝐶, (5.10) 

where C is a constant chosen to set the minimum of the free-energy to 0.0 kcal/mol. Biasing the 

hydrogen bond clearly does a better job at breaking hydrogen bond correlations than does simply 

biasing the O-O solvation structure; this behavior additionally contributes to the observed larger 

 

 
Figure 5-4: Hydrogen Bond autocorrelation function (ACF). (a) shows the ACF from MB-
pol, BLYP, EDS-BLYP (OO), and EDS-BLYP(OH). (b) shows the ACF from MB-pol, 
BLYP-D3, and EDS-BLYP-D3(OH). Black line shows MB-pol, blue line shows the 
unbiased BLYP or BLYP-D3, green line shows EDS-AIMD(OO), and red line shows EDS-
AIMD(OH). The hydrogen bond ACF comes from averaging over the first 40 ps of the 
simulation. The hydrogen bond ACF for EDS-BLYP-D3(OO) was not included due to the 
more limited statistical sampling in that prior work. Time constants from a bi- exponential 
fit of these curves can be found in Table 2. 
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diffusion for the O-H EDS biased AIMD simulations over the O-O EDS biased ones (see Table 5-

2). Additionally, by biasing the hydrogen bond, we see a broadening in the hydrogen bond PMF 

compared to unbiased simulations which further reduces the glassy behavior observed in AIMD 

simulations.  

 

 

 

 

 

 

 

 

 

It is valuable and interesting to look at the form of the bias potential learned by the EDS 

algorithm in order to reproduce the first peak in the O-H RDF (in this case, the MB-pol target 

result). In our previous implementation of EDS to bias the O-O solvation structure in BLYP and 

BLYP-D3 water,43 the EDS biasing potential added an effective repulsive force to the oxygen-

oxygen pair interaction, with the EDS-BLYP-D3(OO) adding a smaller force magnitude than the 

EDS-BLYP(OO) since the former is closer to the target RDF result. In the present cases, since 

dispersion corrected BLYP-D3 water simulations more closely match the accurate reference MB-

  

 

Figure 5-5: Hydrogen Bond Potential of Mean Force (PMF) using eq 5.10 for (a) BLYP, (b) 
EDS-BLYP(OO), (c) EDS-BLYP(OH), (d) MB-pol in NVT ensemble, (e) BLYP-D3, (f) 
EDS-BLYP-D3 (OO), (g) EDS-BLYP-D3(OH), and (h) MB-pol in the NVE ensemble. The 
PMF is in units of kcal/mol.  
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pol results, we expect the EDS potential and force for EDS-BLYP-D3(OH) to be a smaller overall 

in magnitude than for EDS-BLYP(OH). 

In Figure 5-6a we show the EDS potential (solid) and force (dashed) for EDS-BLYP(OH) 

and EDS-BLYP-D3(OH) simulations. The EDS bias in both cases has a repulsive “ramp” at short 

distances, which is followed by a potential energy well at larger distances. This indicates that using 

EDS to bias the hydrogen bond is not as simple as adding a repulsive bias between the pairs as 

was found when biasing the O-O solvation shell.43 The EDS-BLYP potential has a sharper 

repulsive wall and deeper attractive well than the dispersion corrected EDS-BLYP-D3 case, which 

results in stronger repulsive and attractive force magnitudes. We also separated the EDS potentials 

into the 0th and 2nd moment contributions in Figure 5-6b. It is seen in both moments that the EDS-

BLYP potential has larger magnitudes than EDS-BLYP-D3, which adds additional explanation for 

the differences in the EDS-BLYP and EDS-BLYP-D3 potentials in Fig. 5-6a.  

  

 Figure 5-6: Potential energy and force plots for the EDS O-H bias. Black lines are for EDS-
BLYP(OH) and blue lines are for EDS-BLYP-D3 OH) simulations. (a) The average potential 
energy and force for the EDS-BLYP (OH) and EDS-BLYP-D3 (OH). Solid lines indicate the 
EDS potential while the dashed lines indicate the EDS force. (b) The EDS bias as separated 
into its 0th and 2nd moment components. Solid lines are for the 0th moment contribution to the 
EDS potentials, and the dashed lines are for the 2nd moment contributions to the EDS 
potentials. 
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IV. Conclusions 
In this work, the Experiment Directed Simulation (EDS) method has been implemented to 

bias the O-H hydrogen bond in BLYP and BLYP-D3 AIMD water to reproduce a target O-H RDF 

of the highly accurate MB-pol model (taken as the “exact” result). The rationale for this EDS bias 

is that most GGA-level DFT functionals result in hydrogen bonds that are too strong and hence 

AIMD water at 298 K that is over structured and much too slowly diffusing. By biasing only the 

hydrogen bond correlations, we were able to improve other structural properties and provide a very 

significant improvement in the water self-diffusion coefficient. Biasing the hydrogen bond 

opposed to the O-O solvation structure directly targets the over-polarization and charge transfer 

present in GGA DFT to obtain a better AIMD water model, and produces superior dynamical 

properties as shown in the prior text and Supporting Information. We note that once the EDS bias 

is determined, this results in the addition of only a classical correction term and hence negligible 

change to the computational cost of the AIMD.  

Future work will investigate the application of these EDS-AIMD(OH) simulations to more 

complex environments as the present work is limited to bulk water simulations at the experimental 

density. Specifically, GGA-level AIMD simulations in the constant NpT ensemble have been 

shown to underestimate the experimental water density,163-164 and future work will investigate the 

predicted density of these EDS-AIMD(OH) models. Recent developments of the EDS algorithm 

have, for example, also included the virial pressure152 in determining EDS coupling constants and 

should prove to be valuable in future work. Additionally, these EDS-AIMD(OH) simulations may 

require further modification for air-water interfaces,165-166 as an order parameter dependent EDS 

bias such as local density167 might be required to better apply the EDS bias to O-H pairs that have 

differing solvation structures at the air-water interface than in the bulk-like regions.  
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An overall advantage of AIMD is it can also account for chemical reactions. This becomes 

particularly useful for simulating the hydrated excess proton or hydroxide, which diffuses through 

the Grotthuss mechanism.14-15, 168 In previous work,43 we also implemented an EDS-AIMD O-O 

solvation structure bias to simulate AIMD water having an excess proton added to it, making the 

approximation that such a bias is still appropriate for the water solvent even once an excess proton 

is introduced into the system. It was found that such an approximation is quite accurate (and it is 

expected to be even more accurate for any system in which a solute or solutes are chemically more 

distinct from the water solvent).  On the other hand, the same approximation cannot be simply 

implemented in the O-H EDS bias approach taken in this paper. This is because the EDS-AIMD 

hydrogen bond bias applies forces to all pairs of hydrogens and oxygens within the specified cutoff 

distances, but one would not want to apply this bias to any special hydrogens considered as part 

of a hydronium or hydroxide ion complex. Thus, in future work we plan to rigorously combine the 

EDS-AIMD hydrogen bond bias into a continuous potential for the hydrated excess proton (by 

combining EDS with a bond order analysis) in such a way that forces are applied to only select 

classes of hydrogens and oxygens. Such a result can also likely be generalized to other forms of 

chemical reactions in EDS-AIMD(OH) water in which the water participates in the chemistry. This 

research is currently in progress. 

Appendix A: Discussion on the Choice of Biased Moments  

We used EDS to bias the 0th and 2nd moment of the O-H RDF in AIMD simulations. In this 

discussion, we show that it is not necessary to bias the 1st moment in these simulations to reproduce 

the O-H RDF of MB-pol 

In Figure 5-7 we show the 0th (biased), 1st (unbiased), and 2nd (biased) moments in the 

constant NVE ensemble of the various simulation methods used in this study. We first note that 
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both the 0th moment and 2nd moment in the EDS simulations are much closer to the target value 

than the unbiased simulations Additionally, we find the 1st moment is much closer to the target 

value without a direct bias due to the strong correlations between the moments. This seems to 

suggest that directly biasing the 1st moment is not necessary to improve its distribution.  

 

 

 

 

 

 

 

 

 

We also found that including the 1st moment into the EDS learning algorithm had a 

negligible effect on the resulting EDS potential energy. In Figure 5-8, we show the EDS-BLYP 

(OH) potential energy that results from biasing the 0th and 2nd moment, and the resulting EDS-

BLYP (OH) potential after a 30 ps learning simulation where the 0th, 1st, and 2nd moments were 

biased. We see excellent agreement between the two potential energy functions except at short 

distances where there is very little O-H probability. Including the 1st moment only broadens the 

coupling constant values but does not affect the resulting EDS potential.  

 

 
Figure 5-7: 0th, 1st, and 2nd moments of the O-H coordination number for BLYP (a-c) and 
BLYP-D3 (d-f) simulations in the NVE ensemble. We show the unbiased simulations in blue, 
the EDS biased simulation in red, and the target value for the collective variables with a dashed 
line. Only the 0th and 2nd moment were biased in the EDS simulations.     
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Appendix B: Calculation of the EDS Potential and Force  
The EDS potential for a given pairwise distribution is defined in the main text as the 

product of the coupling constant (𝛼X/𝑓X) and the H-O pairwise function. (See Eq. 5-1). In practice, 

the PLUMED2 EDS module calculates the mean pairwise distribution over all O-H pairs and 

subtracts the target value from this mean value. The EDS bias is then the product of this difference 

and the coupling constant. Although this changes the potential, the forces remain unchanged due 

to the target values being a constant value. In the main text (Fig 5-4) and the Appendix B (Fig. 5-

19), we chose to present the EDS potential between a single O-H pair using Eq. 5.10, where we 

have not subtracted the target value from the pairwise distribution, and have removed any 

dependence on the number of hydrogen bonds in the system. We show in Fig. 5-9 the 

corresponding EDS potential and force plots where the target value is subtracted from the pairwise 

 

 Figure 5-8: EDS potential energy resulting from biasing the 0th, 1st, and 2nd (black) and 
the 0th and 2nd (blue) moments. The MB-pol O-H RDF is present in red. 
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function. EDS potential plots are the average over all three EDS simulations and the EDS force 

plots are calculated using finite difference of the potential.  
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Appendix C: Physical Properties not Described in the Main Test 
Potential of Mean Force (PMF) for the O-H and O-O pair-wise distance calculated via equation 
5.12. Here 𝑘t is Boltzmann’s constant, T is the temperature of 298 K, and g(r) is the corresponding 
radial distribution function.  

𝐹(𝑟) = 	−𝑘t𝑇	ln\𝑔(𝑟)] (5.12) 

 

 

 

 

 
Figure 5-9: Potential energy and force plots for the EDS bias where the target value is 
subtracted from the pairwise distribution. Black lines are for EDS-BLYP (OH) and blue lines 
are for EDS-BLYP-D3 (OH). (a) shows that average potential energy and force for the EDS-
BLYP (OH) and EDS-BLYP-D3 (OH). Solid lines indicate the EDS potential while the 
dashed lines indicate the EDS force. (b) The EDS bias is separated into its 0th and 2nd moment 
components. Solid lines are for the 0th moment of the EDS potential, and dashed lines are for 
the 2nd moment of the EDS potential. 
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Figure 5-10: Potential of Mean Force (PMF) calculated from Equation 5.12. (a) and (b) 
show the PMF of the O-H pair distribution for BLYP and BLYP-D3 simulations, 
respectively. (c) and (d) show the PMF of the O-O pair distribution for BLYP and BLYP-
D3 simulations, respectively. MB-pol is represented by a solid black line, blue corresponds 
to BLYP or BLYP-D3 AIMD, red line corresponds to the EDS corrected BLYP or BLYP-
D3 AIMD simulations. (a) and (b) additionally show the hydrogen bond EDS bias in dashed 
black line. The mean EDS bias calculated using the coupling constants in Table 5-1 and 
Equation S1.  
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Chapter 6:  Investigation of the Proton Transfer Mechanism and the Contribution to 

Diffusion with Ab Initio Molecular Dynamics 

Abstract 
We have performed a series of novel analyses on ab initio molecular dynamics (AIMD) 

simulations of an excess proton in water to quantify the relative occurrence of concerted hopping 

events and rattling events, and thus further elucidate the mechanism of proton transport in water. 

We compare both the effect of temperature and the introduction of an experimentally directed bias 

used to correct for the overstructuring in AIMD water. We find that in all simulations, concerted 

hopping events do occur, but that the majority of events are the product of proton rattling, where 

the excess proton will rattle between two or more waters. The results are consistent with the 

proposed special-pair dance model of proton transfer, wherein the acceptor water molecule will 

quickly change, but the donating water molecule remains constant for some time until finally a 

decisive hop occurs. To remove the misleading effect of rattling, we applied a filter to the trajectory 

such that hopping events that were followed by back hops to the original water are not counted. 

We found a steep reduction in the number of multiple hopping events when the filter was applied, 

suggesting that many multiple hopping events that occur in the unfiltered trajectory are the product 

of rattling. Comparing the continuous correlation function of the filtered and unfiltered trajectories, 

we find reasonable agreement with experimental values for the proton hopping time and Eigen-

Zundel interconversion time, respectively.  

I. Introduction 
 Proton transfer is an important chemical process fundamental to a number of systems 

within the fields of biology, chemistry, materials science, and engineering. Such systems include 

the proton pumping mechanisms within cellular membrane proteins3, 11, 169-170 and proton exchange 
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membranes (a common fuel cell material),5, 124, 171 the efficient functionalities of which rely on 

rapid proton transport. Unlike other cations, the transport of a proton in aqueous media relies on 

two distinct mechanisms: vehicular transport and Grotthuss shuttling, i.e., proton hopping from 

hydronium ions to neighboring water molecules.46, 52, 54, 66-67, 172-175 The ability of a proton to hop 

between neighboring waters allows the charge center to diffuse without substantial displacement 

of nuclear coordinates and greatly increases the proton self-diffusion constant. 

 In order to fully understand the mechanism of proton transport in experimental systems, a 

comprehensive and physically rigorous theoretical framework is necessary. Given the unique 

character of proton transport – i.e. involving bond rearrangement – any such description must 

necessarily incorporate proton transfer from hydronium ions to neighboring water molecules. 

Since bond breaking and formation is fundamentally a quantum mechanical process involving the 

rearrangement of electrons, it is natural to employ ab initio methods to investigate the proton 

hopping mechanism. Despite years of interest from many research groups, there is a still 

considerable debate regarding the nature of the proton transfer mechanism. The importance of 

multiple, concerted hops as a driver of efficient diffusion in particular has remained contentious.  

Much of the debate is centered around the true nature of a solvated excess proton; that is, 

whether it is most accurately described as existing as an Eigen cation, H9O4+,176 or a Zundel cation, 

H5O2+.18 Dominance of single hopping involves the conversion of the Eigen cation into a transient 

Zundel cation and back, resulting in transfer of a proton from one H3O+ ion to another.19, 173 

Conversely, some early simulations suggested direct conversion of one Zundel ion into another, 

resulting in a double hop.52, 69-71 Pioneering work by Parrinello and co-workers54 suggested both 

the Eigen and Zundel are limiting structures, and the excess proton is actually in a state of flux 
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between them. Nevertheless, this work found that proton transfer was dominated by single proton 

transfer events from one hydronium core to another.  

 Much of the debate around the proton hopping mechanism has focused on the importance 

of the first solvation shell of the hydronium ion. Early work suggested that due to the reduced 

coordination of a hydronium ion relative to that of a water molecule (three in hydronium vs. four 

in water),51-52, 173 proton transfer is driven by cleavage of one of the hydrogen bonds (HB) donated 

to the proton acceptor and by the subsequent formation of an additional hydrogen bond to the 

proton donor. In fact, Tuckerman et al. found that in hopping events which resulted in charge 

displacement – i.e. neither rattling nor a special pair dance – involved the concerted cleavage and 

formation of these hydrogen bonds.177 In this mechanism, the cleavage of a HB donated to the 

proton acceptor happens first, followed by formation of a HB donated to the donor (often within 

50 fs); this particular order does not occur in every hopping instance. On the other hand, it has 

been shown that the average coordination of bulk water is around 3.9, whereas that of water in the 

first solvation shell of the hydrated proton is around 3.6.47, 178 This suggests that cleavage of a HB 

donated to the acceptor water molecule is not the rate limiting step. Work by Voth et al. showed 

that by examining the O*-Hw radial distribution function (where the asterisk denotes atoms 

belonging to hydronium ions), proton transfer was facilitated by the presence of a fourth water 

donating a hydrogen bond to the top of the oxygen atom of the hydronium ion.33 Consistent with 

the results of Tuckerman, it was found that charge diffusion was enhanced in regions of the 

trajectory in which this water was present, resulting in burst and rest periods characteristic of 

AIMD.  



 129 

 In an analysis of multi-scale empirical valence bond (MS-EVB) trajectories, Voth, Agmon, 

and co-workers found the proton transport process involves even more steps than the formation 

and cleavage of two hydrogen bonds. It was found that the first solvation shell water nearest to the 

hydronium ion rapidly shifts; this is termed the special pair dance, and in this process, the 

hydronium is “choosing” which water to donate the proton to.20 Additional work by Voth and 

Agmon suggests the collective motion of the first two solvation shells in determining which of the 

waters the proton is ultimately donated to.19 This analysis involves comparing both the relative 

bond lengths of hydrogen bonds between first and second solvation shell waters, as well as 

formation and cleavage of bonds hydrogen bonds between these layers. Therefore, rather than be 

dictated by just a few atoms or molecules, the proton transfer process involves upwards of twenty 

waters. This, coupled with the sizable duration of the special pair, indicates that single hops should 

dominate proton hopping events, as the extensive solvation structure simply cannot react fast 

enough to accommodate multiple hops. 

  In a recent paper, however, Hassanali and co-workers argued that the formation of water 

wires is abundant in bulk water, resulting in periods with bursts of activity.62 This has been 

observed in many AIMD studies, and the authors of Ref. 62 argue that proton transfer occurs in 

concerted hopping events over several waters, and is dominated by double hops. More recently, 

Wu and co-workers observed similar behavior.63 The authors argued that AIMD simulations of an 

excess proton in water were overwhelmingly dominated by correlated double hopping events, 

leading to rapid diffusion.   

 The arguments in Ref. 63 that double hops dominate proton transfer contradicts many of 

the results seen previously. We have therefore re-evaluated a set of AIMD simulations in an 
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attempt to further clarify the role of single hops and concerted double hops in proton transport. In 

this paper, we use several analyses to count and assess the abundance of multiple hopping events 

relative to the total number of events.  

 The organization of the paper is as follows: in Section II we briefly discuss the simulation 

details; in Section III we discuss the analysis methods employed, as well as the resulting data; and 

in Section IV we present a collective discussion of the results and provide our conclusion on the 

presence and important of multiple hops. 

II. Simulation Details 
 The results presented below are based on duplicate sets of the four simulation setups: 

AIMD at 300 K, AIMD at 330 K, and EDS-AIMD (OO) at 300 K, and EDS-AIMD (OH) at 300 

K. EDS-AIMD is an ab initio method where the simulation has been biased to match experimental 

data, hence the name EDS: experimentally directed simulation.43 In EDS-AIMD (OO), a bias is 

applied such that the Ow-Ow RDF in a pure water system is reproduced; it has been found that this 

bias does not distort the solvation structure of a hydronium ion.43, 179 In EDS-AIMD (OH),180  a 

bias is applied such that the Ow-HW RDF reproduces that of classical MB-pol water,153-156 and 

forces were applied continuously between any O-H pairs;181 details of this methodology will be 

presented in a following publication. Inclusion of AIMD simulations at 330 K was motivated by 

the fact that all the simulations in Ref. 63 were run at that temperature. Each of the calculations 

used the BLYP exchange-correlation functional,182-183 with the Grimme dispersion correction.184-

185 Each simulation used a triple-zeta basis set to describe the valence electrons, and a Goedecker-

Teter-Hutter pseudopotential. The simulations were equilibrated for at least 20 ps in the constant 

NVT ensemble using the particular AIMD method and temperature of the target simulation. 

Finally, duplicate production runs of the systems in the NVE ensemble were run for 80 ps. The 
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timestep used for the simulations was 0.5 fs. All AIMD simulation were run using the CP2K 

software package, and the EDS-AIMD simulations used the EDS extension within PLUMED.  

III. Results 

A. Hopping 
There are many ways in which one could count the number of single and multiple hopping 

events, and we thus present the hopping behavior of a hydrated proton in water using three 

counting methods as described below. In accordance with the work in Ref. 63, we have chosen the 

relevant time scale of 500 fs. To eliminate double counting, we scan the trajectory, looking to 

maximize the number of hops in a given block of length 500 fs. Again, in keeping with the work 

in Ref. 63, we tabulate the number of hops in segment lengths of 10 ps. We note that in each 

counting method, if the proton hops from water A to water B, then back to water A, this is not 

considered a hop. 

In Method 1, we scan the trajectory for the largest number of hops within 500 fs, and if we 

find an n hopping event in that 500 fs range, we don’t scan that region of the trajectory again. We 

essentially tile the trajectory with blocks 500 fs long in which there are the most number of many 

hopping events. That is, we scan for n = 10, n = 9, … , n = 1.  

Method 2 is very similar to Method 1, but segment lengths of 500 fs are not required. For 

example, suppose that at the end of a 500 fs block, there were 3 hops. Now suppose that the third 

hop occurred at, say, 350 fs into that 500 fs block. Then the “tile” pertaining to the n = 3 event is 

just the first 350 fs. Thus, this region cannot contribute to any other hopping events, but the latter 

150 fs is free to contribute to another hopping event.  
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Method 3 is a slight modification which highlights most favorably multiple hopping events. 

Again, consider a 500 fs block in which the final number of hops at the end of the block is n = 3. 

Now suppose that in this block, there was a point at which n = 4 before some subsequent back-

hop, and say this hop which resulted in n = 4, albeit fleetingly, occurred 250 fs into the block. We 

now tile the first 250 fs with n = 4, and leave the remaining 250 fs open to contribute to other 

hopping events. We recognize that what seem like favorable multiple hopping events may be 

nullified by a subsequent back-hop, but Method 3 seeks to find the most favorable multiple 

hopping situation.  

The results for the above analysis methods are shown in Fig. 6-1. One can argue the number 

of single hops in each of the analysis methods is overestimated as a result of the tiling technique 

used. For example, consider two tiles that are nearly adjacent, with a narrow portion of the 

trajectory separating the two. This small portion of the trajectory is naturally going to be limited 

in the number of hops it contains as a result of its limited size. We recognize this complicates the 

description of single hops, but as we disagree with the conclusion that multiple hops dominate, we 

set out to be as generous to multiple hopping events as possible.  

The results show several interesting trends. First, as expected, there is an increase in the 

number of multiple hops as one moves from Method 1 to Method 2 to Method 3. This is clearly a 

result of a more generous tiling scheme, allowing for more multiple hopping events and more 

events with many hops. Another notable feature is the substantial increase in multiple hopping 

events when the temperature of AIMD simulations is increased from 300 K to 330 K. This is 

somewhat unsurprising as the free energy barrier for proton transfer of AIMD at 330 K is 

marginally lower than that of AIMD at 300 K (Appendix A, Fig. 6-9), and the increased thermal 
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energy should further make the transition from one water to another easier. It is also interesting 

that EDS-AIMD, run at 300 K, produces an intermediate number of multiple hops. Again, given 

the slightly lower proton transfer barrier, one could expect a slightly larger number of hops.  

AIMD water is known to be overstructured,186-187 and this can result in rapid proton 

transfer, as neighboring waters are especially ready to receive an excess proton. On the other hand, 

it has been shown that cleavage of hydrogen bonds in the first and even second solvation shells of 

the Eigen complex directly impact the proton transport mechanism. Thus, overstructuring may 

prevent waters from adopting a configuration capable of receiving a transferred proton. Given that 

 

Figure 6-1: Number of occurrences of different hopping method for the unfiltered (a-c) 
and filtered (d-f) trajectories. The numbers reported are averages of 10 ps fragments of 
the trajectory. 
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EDS is designed explicitly to reduce the structure of water, and elevating the ionic temperature of 

a simulation from 300 to 330 K would naturally have such an effect, it is possible that the 

disruption of the water hydrogen bond network in fact makes back-transfer more difficult.  

One of the obvious limitations of the above analysis is that it can be corrupted by back-

hopping (i.e. situations in which a proton hops from water A to water B, and then back to water 

A). We note that back-hopping is quite common in AIMD simulations, and results in proton 

rattling between two waters. Consider an example in which the proton back-hops before 

immediately hopping forward. If we label the waters alphabetically in terms of forward hopping, 

this would look something like A à B à A à C, where A à B is the initial forward hop, B à 

A is the back hop, and then A à C is another forward hop (note that waters B and C are equivalent 

in the forward hopping chain). The above analysis could pick out the sequence B à A à C as a 

double hop, even though a back hop is required to make the double hop possible. Our analysis 

could also pick out hopping events that are immediately followed by a back hop, again 

overemphasizing high n events.  

For the purpose of this analysis, we have applied a filter to the trajectory that mitigates the 

effect of rattling by smoothing out such events. If a proton hops from A to B, and then back to A, 

we consider the proton to have remained on A the entire duration. The only exception to this is if 

the proton remains on B for 500 fs or more, in which case we consider B to be a stable hydronium, 

rather than just a fleeting hydronium. To illustrate the effect of this filter, we show an example of 

the filtered and unfiltered forward hopping of an AIMD simulation at 300 K in Fig. 6-2 (the effect 

of the filter is the same for all the simulations, so we show just one example; analysis of all 

trajectories can be found in Appendix A, Fig. 6-10). Comparing the forward hopping of the filtered 
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and unfiltered trajectories, we see the clear elimination of a vast proportion of hops, and within the 

context of concerted hopping, a majority of concerted hops are eliminated. Notice that even in the 

filtered trajectory there is some apparent rattling – our filter will only eliminate first order rattling; 

that is, if the proton hopping goes forward and back as in A à B à C à B à A – a term we will 

call the “slingshot” effect – the filter will only trim the trajectory of the hop to C, resulting in A à 

B à A.  

 

We ran the above hop counting techniques on the filtered trajectories, and found a dramatic 

reduction in the number of single and multiple hopping events in all three methods. This is 

unsurprising based on the fact that we have eliminated the “slingshot” effect mentioned above, and 

therefore trimmed the maximum number of effective hops. However, it is somewhat surprising 

how drastically the number of hops is reduced. Comparing the relative numbers of single hops to 

multiple hops again suggests the dominance in single hopping events. We again concede the 

possibility of overcounting single hops as a result of “bumping” against a tile. Nonetheless, if the 

 

Figure 6-2: Forward hopping index as a function of time for the unfiltered (blue) and filtered 
(red) trajectories. 
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prevalence of multiple hops seen in the unfiltered trajectory were genuinely concerted, and not 

some artifact of the slingshot effect, then we would expect to see most of the multiple hopping 

events maintained in the filtered trajectory. This is not the case, based both on the results of the 

analysis and simple visual inspection of the forward hopping plot shown in Fig. 6-2.  

As in the above analysis, we find that after applying the filter, there is still a strong 

temperature dependence on the number of concerted hops: AIMD simulations at 330 K have a 

much higher propensity for double hops (and higher order hopping events) than AIMD at 300 K. 

This suggests one must take caution when interpreting results of simulations at higher 

 

 
Figure 6-3: Segments of the filtered and unfiltered trajectories of AIMD at 300 K showing 
the effect of slingshotting. 
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temperatures. We also see an intermediate number of double hops in the EDS-AIMD simulations 

between AIMD at 300 K and AIMD at 330 K. 

Another striking feature of this data is that the majority of hopping events are single 

hopping events. That is, when one eliminates rattling and slingshotting, one eliminates what we 

argue had been mistakenly categorized as concerted hops. To illustrate this point, consider the 

zoomed in region of the AIMD forward hopping plot shown in Fig. 6-3, showing the forward 

hopping in the first 10 ps of the simulation. Consider the hopping event at around 2 ps. The filtered 

trajectory in red shows an unambiguous double hopping event. The unfiltered trajectory shows 

some rattling, a double hop, and then some more rattling. There is a point at which there is a net n 

= 3 event, but this is mitigated by a near-immediate back hop.  It is clearly nonsensical to assign 

this to a triple hopping event, considering that the third hop is so quickly nullified. One advantage 

of using the filtered trajectory is that it allows easy visual inspection and verification. Our analysis 

also relates a reasonable number of hopping events relative to the forward hopping. In the example 

trajectory shown in Fig. 6-3, there are 1037 total hops, the net forward hopping is only 20. It 

therefore seems unreasonable to mistakenly consider the system to be undergoing constant 

concerted hopping.  

We also calculated the forward hopping that occurs in the 0.5 ps immediately following a 

hopping event; that is, when a hopping event occurs, what is the net relative forward hopping 0.5 

ps later. Of the 1037 total hopping occurrences, 43% of the hopping occurrences had the proton 

return to the same position in the forward hopping chain; 21% of the hopping occurrences had the 

proton one position forward; and 4% of the hopping occurrences the proton was two positions 

forward. Only 6% occurrences had the proton two or more positions forward after 0.5 ps. (The 
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other occurrences are attributed to net negative forward hopping after a hopping event.) When we 

run the same analysis on the individual simulation with the fastest diffusion, AIMD at 330 K 

having proton self-diffusion constant of 2.07 Å2/ps, we do find more forward hopping and 

concerted hopping, but not in such a way as to suggest the dominance of concerting hopping. In 

this particular run at 330 K, there were 1435 total hopping events; in 34% of those, the proton was 

at the same forward hopping position 0.5 ps later; in 26% the proton was one position ahead; in 

11% the proton was two positions ahead; and in 14% the proton was two or more positions ahead. 

That is, the proton only moves forward in a concerted way around 14% of the time.  

We will not discuss each individual hopping event in the trajectory shown in Fig. 6-3, but 

it is instructive to elaborate on another specific region in the trajectory. Consider the region of the 

forward hopping plot of the AIMD trajectory at 300 K between 36 and 52 ps. In the unfiltered 

trajectory (Fig. 6-3), there are a number of clear hopping events, and even a few hopping events 

that could be construed as double hops. However, it is clear, looking at the forward hopping of 

both the filtered and unfiltered trajectories, that essentially no forward hopping is occurring, and 

therefore it would be unreasonable to assign any of the action as a multiple hopping event. Indeed, 

incessant rattling is most prominent in AIMD simulations at 300 K, but such periods of apparent 

activity that are accompanied by no forward hopping do occur in simulations run with AIMD at 

330 K and EDS at 300 K, though in AIMD at 330 K extensive periods of inactivity are rare. 

To more directly compare with the analysis in Ref. 63, we have also implemented the 

following scheme for counting the number of hops. The number of hops in a concerted hopping 

event is incremented as the proton hops to a new water; if the proton back hops, the previous hop 

is nullified; a concerted hopping event is concluded if the proton remains on a water for 0.5 ps. 
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This protocol is taken from Ref. 63. As can be seen from the unfiltered forward hopping plot in Fig. 

6-2, the proton essentially never sits on a water for 0.5 ps (and we make no effort to analyze the 

unfiltered trajectory in this way). We therefore run our analysis on the filtered trajectory. We note 

that Ref. 63 makes no mention of filtering in the specific way that we do, but the authors do state 

they eliminate counting of rattling events by considering a proton that has returned to its original 

water within 0.5 ps not to have hopped. We reiterate that protons so infrequently stay on a single 

water for 0.5 ps, and that rattling precedes nearly every hopping event (though not exactly all), 

thus necessitating the use of the filtered trajectory.  

 

To present our data as consistently with Ref. 63, we scale the number of n hopping events 

by n: if there are 10 double hops, we plot 2	× 	10 = 20 (we note this is what was done in Ref. 63). 

 

Figure 6-4: Analysis of hopping event using the method described in Ref 63. Due to 
the fact that there are so few segments in which a proton stays on a single water for 
0.5 ps, results shown are only for the filtered trajectory. Number of Occurrences are 
averaged over 10 ps segments of the trajectory. 
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The results of this analysis are shown in Fig. 6-4. By using the filtered trajectory, we again find a 

dramatic reduction in the number of multiple hops, and by imposing the condition that the proton 

must remain on the same water for 0.5 ps to conclude a single or multiple hopping event, there are 

simply fewer total events. We note that we did not plot n = 0 events, in which a proton sits on a 

single water for 0.5 ps; this is a result of filtering out rattling events, as such a scenario is virtually 

never the case in an unfiltered trajectory.  

In accordance with the abundance of single hopping events is the relative lack of multiple 

hopping events in comparison to Ref. 63, despite having implemented a protocol very similar to 

what they report, though admittedly our filter may have disrupted an apples to apples comparison. 

Multiple hopping events are most significant in AIMD at 330 K, with the largest number of 

multiple hopping events coming in the form of double and triple hops. We do see a similar number 

of double hops in EDS-AIMD (OO) at 300 K, and an appreciable number of higher order multiple 

hops, but fewer than in AIMD at 330 K. We find few multiple hopping events in AIMD at 300 K, 

though interestingly there is one n = 7 hopping event. We note that AIMD with BLYP functional 

is excessively glassy, and simulations can vary greatly. In fact, one of our AIMD runs at 300 K 

shows very little forward hopping over the course of the simulation.  

B. Correlation Functions 
In order to further compare the hydronium lifetimes of the different simulation methods, 

as well as inspect the effect of eliminating rattling, we calculated the proton identity correlation 

function and the continuous proton identity correlation function of the filtered and unfiltered 

trajectories. We first present the proton identity correlation functions, shown in Fig. 6-5, where the 

proton identity correlation function is defined as, 
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𝑐(𝑡) = 	
〈ℎ(𝑡)ℎ(0)〉

〈ℎ〉  

where h(t) is 1 if it is equal to h(0), and 0 if it is not. Comparing the correlation functions of the 

four simulation methods, we see a more rapid decay in the hydronium ion in AIMD at 330 K than 

AIMD at 300 K. This is consistent with the behavior of more rapid hopping and a higher fraction 

of multiple hops (which take the excess proton farther away from h(0)). We find that EDS-AIMD 

(OO) and EDS-AIMD (OH) has a decay behavior more similar to AIMD at 330 K than at 300 K. 

The correlation functions of the filtered trajectories do not differ in spirit from those of the 

unfiltered trajectories (Appendix A, Fig. 6-11), but some of the details have been smoothed over. 

 The more drastic difference is in the so-called continuous proton correlation function, 

defined 

𝐶(𝑡) = 	
〈𝐻(𝑡)𝐻(0)〉

〈𝐻〉  

where H(t) is 1 as long as the hydronium identity has not changed from that of H(0) and 0 once it 

has changed. Since rattling will drastically reduce the amount of time before the hydronium 

identity changes, there is a substantial change in the continuous proton correlation function when 

 
Figure 6-5: Proton correlation function of the four computational methods studied here. 
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one compares the unfiltered and filtered trajectories. First, we compare the continuous proton 

correlation function of the unfiltered trajectories, shown in Fig. 6-6. Integrating the correlation 

functions yield lifetimes of 184 fs for AIMD at 300 K, and 145 fs for EDS-AIMD (OO) at 300 K, 

174 fs for EDS-AIMD (OH) at 300 K,  114 fs for AIMD at 330 K. These values are similar to 

those found by Tuckerman and co-workers.177 In that paper, the authors note that this is similar to 

the experimental Eigen-Zundel interconversion time of around 100 fs. We again find EDS shows 

intermediate behavior between AIMD simulations at 300 K and at 330 K. 

 Calculating the continuous correlation function on the filtered trajectories of course yields 

very different results. Eliminating rattling removes fleeting hydronium states, and thus extends the 

apparent lifetime of a particular hydronium. Therefore, the decay of the correlation function is 

much longer, as shown in Fig. 6-6. We see similar trends as before, where AIMD at 330 K and 

EDS-AIMD at 300 K decay more rapidly than AIMD at 300 K. Integrating the continuous 

correlation functions of the filtered trajectories yields lifetimes of 1.69 ps, 1.09 ps, 1.45 ps, and 

850 fs for AIMD at 300 K, EDS-AIMD (OO) at 300 K, EDS-AIMD (OH) at 300 K, and AIMD at 

330 K, respectively. The authors of Ref. 177 argue this corresponds to the experimental hopping 

time of around 1.5 ps.56, 173 We note that if this interpretation is correct, EDS-AIMD (OH) at 300 

K yields results most in line with experiment.  

 Importantly, the similarity of the integrated lifetimes to well-defined experimentally 

measured timescales suggest the analysis method is sensible for separating short- and long-term 

proton transfer behavior. One would expect that the unfiltered trajectory, which is dominated by 

rattling events, should reflect the transition time from the Eigen complex to the Zundel complex. 

Likewise, upon elimination of rattling, the lifetimes should reflect the true hydronium lifetime – 
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that is, the amount of time before an excess proton truly moves on from one water to another. 

Given the relative numbers of total hops in the unfiltered and filtered trajectories, and the vast 

difference in the number of hops counted by our analyses from those in Ref. 63, we find it difficult 

to believe that a correlation function of their “filtered trajectory” would yield something close to 

what our data saw. Granted, we expect the number of total hops of their unfiltered trajectories to 

be similar to ours, but find their counting method to be contrary to what we see. 

 We acknowledge that one potential shortcoming of the analysis presented, in particular in 

the analysis of the filtered trajectory, is the overemphasis on forward hopping. Our analysis does 

count certain back-hops, but the smoothing of rattling events has the clear impact of decreasing 

multiple hops that include back-hops in favor of mostly counting hops that result in a clear, long-

lasting proton transfer event. We argue that in order to assess the part of the proton transfer 

mechanism which actually results in dislocation of the proton and therefore accounts for the rapid 

diffusion, it makes sense to separate rattling events. Certainly, rattling is an essential part of the 

 

 
Figure 6-6: The continuous correlation function of the unfiltered (solid lines) and filtered 
(dashed lines) trajectories for the four methods. 
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proton transfer mechanism, and previous work has shown hydronium ion undergoes the so-called 

special pair dance before ultimately donating the proton.  

One crucial feature of being able to pare down rattling events is that it should have no effect 

on concerted, multiple hopping events. However, simple visual inspection of the forward hopping 

plots, as well as comparing the number of multiple hopping events of the filtered and unfiltered 

events seem to support the notion of the special pair dance. In the unfiltered trajectories, we see 

the excess proton rapidly oscillating between waters. Not seen in the forward hopping plot, 

however, is that the identity of the waters often change, i.e. the following motion occurs: B ßà 

A ßà C. That is, water A is rapidly exchanging the proton with water B, then later exchanging 

the proton with water C. This is exactly the type of behavior described in Ref. 20. Of course, we 

still see multiple hopping events, but if the true nature of the majority of these hops were concerted 

hops, we would expect to see a similar number in the unfiltered and filtered trajectories. As it turns 

out, there are very long periods of the trajectory where very little forward activity is occurring, in 

which the unfiltered trajectory shows constant hopping followed by subsequent back hopping, 

whereas the filtered trajectory shows no activity at all.  

C. Multiple Hopping  
In order to quantify the frequency of this type of event (B ßà A ßà C), we applied the 

analysis method in Ref. 188 to the simulation methods employed here; this allows us to quantify 

the hopping in association with some time scale. To do so, we define a function to quantify the 

number of water molecules to which the proton is associated over a given interval. In a given 

interval of length 𝜏, the proton is assigned to the water on which it spends the most time during 

that interval. We then define the hopping function ℎ*(𝜏) as the number of occurrences the proton 

is associated with 𝑛 waters over a timespan of 𝑛 consecutive intervals of length 𝜏. That is, if over 



 145 

a given interval 𝜏, the proton is associated with one water and therefore no hopping happens, ℎh(𝜏) 

is incremented; if two intervals are associated with two waters and thus in the case of single 

hopping, then ℎi(𝜏) is incremented; if three waters are associated, then ℎ>(𝜏) counts the number 

of any form of concerted hopping involving three waters including both the forward hopping 

(A→B→C) and the A↔B↔C phenomenon. The analysis does not consider any hopping details 

and thus naturally eliminates the rattling and enables a direct focus on the proton hopping 

occurrences. We can quantify ℎ*(𝜏) for any number n, but for the sake of clarity, we have plotted 

the hopping function for 𝑛 = 	1 − 3, shown in Fig. 6-7.  

 The decay in ℎh(𝜏) and ℎi(𝜏) is a result of the decrease in the number of time segments in 

which the proton remains on either one or two waters, respectively, as the lengths of the time 

intervals are increased. We first investigate the effects on ℎh as 𝜏 is increased. As 𝜏 is increased, 

the proton is more likely to be associated with a greater number of different waters, and thus the 

ℎh(𝜏) curves are all decreasing. Notice that EDS-AIMD (OO) and AIMD at 330 K decays faster 

than AIMD at 300 K with EDS-AIMD (OH) between AIMD at 300 K and 330K; this indicates 

more total hops in those methods. The plot for ℎi shows that a proton is slightly more likely to be 

 Figure 6-7: Concerted hopping on time scales between 0 and 0.5 ps. 
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associated with two waters in simulations run with AIMD at 330 K and EDS-AIMD (OO) followed 

by EDS-AIMD(OH) than in AIMD at 300 K. Consistent with the aforementioned trend that both 

AIMD at 330 K and EDS-AIMD have more concerting hopping than AIMD at 300 K, the contrast 

between the methods becomes more stark for ℎ>. At short times, EDS-AIMD (OO) and EDS-

AIMD (OH) are  similar to AIMD at 330 K, but for longer values of 𝜏, the higher temperature 

simulation has more concerting hopping, with EDS-AIMD(OH) being the most in agreement with 

AIMD at 330 K at long times. AIMD at 300 K has fewer 𝑛 = 3 events on all timescales.  

D. Diffusion 
 

Table 6-1: Diffusion Coefficients of hydrated excess proton and water from individual runs and 
their averages. All values are shown in units of Å2/ps. 

Simulation Method Replica 𝐷20	 〈𝐷20	〉	 𝐷234  〈𝐷234〉	 

AIMD (300K) 1 0.78 0.54 ± 0.25 0.054 0.027 ± 0.027 

 2 0.29  0.00038  

EDS-AIMD (OO) (300K) 1 0.59 0.55 ± 0.04 0.13 0.13 ± 0.01 

 2 0.51  0.14  

EDS-AIMD (OH) (300K) 1 1.02 0.78 ± 0.25  0.14 0.15 ± 0.01  

 2 0.53  0.15  

AIMD (330K) 1 2.07 1.65 ± 0.42 0.17 0.16 ± 0.01 

 2 1.23  0.15  

 

 A principal utility of molecular dynamics is the ability to capture the dynamical properties 

of a system. Clearly, the dynamical property of greatest interest in a system involving hydrated 

protons is the proton self-diffusion constant. The proton self-diffusion constant for AIMD at 300 
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K is 0.54 ± 0.25 Å2/ps; for EDS-AIMD (OO) at 300 K it is 0.55 ± 0.04 Å2/ps; for EDS-AIMD 

(OH) at 300 K it is 0.78 ± 0.25 Å2/ps, and for AIMD at 330 K it is 1.65 ± 0.42 Å2/ps;. This is in 

comparison to the experimental self-diffusion constant of 0.94 Å2/ps at 300 K. The results are 

summarized in Table 6-1, which includes the diffusion constants for the individual runs. We 

specify the self-diffusion constant for individual runs due to the fact that proton diffusion is so 

dependent on the solvation structure of an individual run. For example, compare the self-diffusion 

constants for the two independent runs of AIMD at 300 K: the calculated self-diffusion constants 

are 0.78 Å2/ps and 0.29 Å2/ps. That is, in one simulation, the proton dynamics very nearly match 

that of experiment, whereas in the second simulation, the proton diffuses very slowly. We find (in 

agreement with Ref. 63) that the proton self-diffusion constant in AIMD at 330 K is higher than the 

experimental value at 300 K. This is a function of several factors, such as increased thermal energy 

and decreased proton transfer barrier.  

 In addition to proton self-diffusion, we also compare the self-diffusion constants of water. 

In AIMD at 300 K, the self-diffusion constant is 0.027 Å2/ps; in EDS-AIMD (OO) at 300 K, it is 

0.13 Å2/ps; in EDS-AIMD (OH) at 300 K, it is 0.15 Å2/ps, and in AIMD at 330 K it is 0.16 Å2/ps. 

We note that AIMD at 300 K is well shy of the experimental value of 0.23 Å2/ps.160 However, 

there is a clear improvement upon application of the EDS bias, as the water self-diffusion constant 

increases an order of magnitude, with EDS-AIMD (OH) closer to experiment. This increase has 

to do with the reduced interactions and therefore reduced stickiness of the water molecules. 

Increasing the temperature to 330 K also has the pronounced effect of greatly increasing the water 

diffusion, but not sufficiently to bring it in alignment with experiment.  
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E. RDFs 
 We next examine the radial distribution functions (RDFs) of the hydrated proton, which 

provide a detailed description of the hydration structure of the excess proton. The RDF between 

hydronium oxygen and water oxygen (O*-O) is the most illustrative in describing the solvation 

structure of the excess proton, so we will examine it first. The data is presented in Fig. 6-8. First, 

notice that experimental data has a prominent first solvation shell peak centered at 2.45 Å having 

a height of 4.6. As one moves to longer distances, there is a distinct minimum (valley) at 2.9 Å, 

and a second solvation shell centered at 4.4 Å having a height of 1.15. None of the aspects perfectly 

reproduce each of these features exactly, but they do reproduce the general shape. In the four 

AIMD methods, the position of the first solvation shell peak is shifted to a slightly longer distance; 

we note all four methods have a first solvation shell peak center at 2.50 Å. AIMD at 300 K has the 

most pronounced peak, having very slightly greater than EDS-AIMD (OH) at 300 K, EDS-AIMD 

(OO) at 300 K, and AIMD at 330 K. The larger deviation from experiment comes in the size and 

position of the second solvation shell peaks. This peak is largely a function of water-water 

interactions, which are known to be too strong in AIMD, resulting in overstructuring. Interestingly, 

the second solvation shell in EDS-AIMD (OO) in nearly as overstructured as AIMD at 300 K, 

despite the fact that the Ow-Ow RDF is quite close to experiment, indicating there is some degree 

of interaction between the hydronium ion and waters in its second solvation shell. We note that 

EDS-AIMD (OO) was not specifically designed to model the hydronium-water interaction, and 

the improvement of the water-water solvation structure and water self-diffusion constant more 

than makes up for the modest effect of the hydrated proton. On the other hand, EDS-AIMD (OH) 

and AIMD at 330 K are the best in alignment with the second solvation shell of experiment.  
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We next compare the O*-H RDF for the four methods. At 300 K, both methods have at 

least a reasonably accurate first solvation peak center relative to experiment, though both slightly 

overestimate the peak height. The largest divergence from experiment occurs in the existence of a 

second solvation shell peak; experiment does not show this peak at all. That is, water hydrogens 

surrounding a hydronium ion have some structure within the first solvation shell, but none beyond 

that. Inclusion of quantum nuclear effects can mitigate that overstructuring by effectively 

“delocalizing” the relatively light hydrogen atoms, but that comes at a significant computational 

cost and would not be applicable to the types of systems the methods in this paper would ideally 

target.  

 

      

 
Figure 6-8: Radial distribution functions of the four methods studied in this paper in 
comparison with experiment. 
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 Also note the existence of the so-called pre-solvation peak centered at around 2.0 Å. It has 

previously been argued that this peak is beneficial for proton transfer as it readies the hydronium 

to be able to donate the proton and become a water with 4-fold coordination.188 In fact, previous 

work investigating proton transport in AIMD simulations has found that the proton self-diffusion 

constant is higher in the fragments of trajectories in which pre-solvation is prevalent; conversely, 

those with effectively no pre-solvation had a relatively stagnant excess proton that underwent few 

hops. (We remind the reader that AIMD water is notoriously glassy, and thus a given simulation 

can get “locked in” to a geometry with little to no presolvation.)  

 To illustrate a clear advantage of EDS-AIMD relative to stock AIMD, we present the Ow-

Ow RDF in Fig. 6-8c. We see that the first solvation shell peak of AIMD at 300 K is centered 

correctly relative to experiment, but is quite a bit larger. Increasing the temperature of the AIMD 

simulation to 330 K reduces the size of this peak, but does not completely reduce its height to that 

of experiment. Similarly, AIMD at both temperatures (though much more severely at 300 K) has 

a too-deep well between the first and second solvation shell, and a second solvation shell peak that 

is more pronounced than experiment. EDS-AIMD (OO) at 300 K is specifically designed to 

reproduce the Ow-Ow RDF, and we see essentially perfect matching throughout. Additionally, 

EDS-AIMD (OH) at 300 K is slightly more structured than EDS-AIMD (OO) because it was 

parameterized to reproduce classical MB-pol Ow-Hw RDF, while EDS-AIMD (OO) was 

parameterized to reproduce the experimental RDF that incorporated nuclear quantum effects. This 

has interesting ramifications for the diffusion constant of water, but importantly, this highlights 

the advantage of using a more accurate method (EDS-AIMD) rather than simply elevating the 

temperature of the simulation.  
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IV. Conclusion 
 Our results lead us to the conclusion that while concerted proton hopping in water does 

occur, it is not the dominant mechanism. Rather, single proton hopping events occur in much 

greater numbers than double or higher order multiple hopping events. We have evaluated AIMD 

at both 300 K and 330 K, as well as experimentally biased EDS-AIMD at 300 K, and find 

dominance of single hopping events in all simulations. While multiple hopping events do occur, 

most are in fact the result of the proton rattling between several waters, and in most cases the 

proton ultimately returns to the original water. Thus, our current results are consistent with the 

previously reported mechanism described as a special pair dance.  

 In order to remove the misleading effect of rattling, we applied a filter to the trajectory, 

where we removed all hopping events which are followed directly by a back hop to the original 

water. This had a drastic effect on the total number of (apparent) hops, but more interestingly, this 

greatly reduced the number of multiple hops counted. One would expect that if a multiple hopping 

event were truly concerted, they would be retained despite the filtering. Filtering the trajectory has 

the effect of greatly reducing the number of slingshot events, i.e. where either a back hop is 

followed by a forward hop. We argue that double hops which are immediately followed by a 

nullifying back hop are not concerted, and therefore should not be included as a true double hop.  

 Calculation of the continuous correlation function on the filtered and unfiltered trajectories 

yield lifetimes similar to experimental values for the proton hopping time and the Eigen-Zundel 

interconversion time, respectively. In all simulations, AIMD at 330 K decays most rapidly, which 

is unsurprising given the elevated temperature facilitates hopping.  
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 We find a strong dependence of the multiple hopping rates on temperature, which 

correlates to a strong dependence of the diffusion on temperature. We find that AIMD at 300 K 

has a proton self-diffusion constant of 0.54 ± 0.25 Å2/ps, while AIMD at 330 K has a diffusion 

constant of 1.65 ± 0.42 Å2/ps, about 75 % larger than experiment. This too-rapid diffusion at 330 

K relative to experiment would only be further exacerbated by the inclusion of nuclear quantum 

and finite size effects. Thus, caution should be taken when analyzing simulations at elevated 

temperatures. 

Appendix A: Additional Physical Properties 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 6-9: Potential of Mean Force for the delta reactive coordinate. In black is AIMD at 
300 K, in blue is EDS-AIMD(OO) at 300 K, in green is EDS-AIMD(OH) at 300 K, and in 
red is AIMD at 330 K. 
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Figure 6-10: Forward hopping as a function of time for the various simulation methods 
utilized in this work. Fig a-b are AIMD at 300 K, Fig c-d are EDS-AIMD(OO), Fig e-f are 
EDS-AIMD(OH) at 300 K, and Fig. g-h are AIMD at 330 K at 300 K. In blue is the total 
forward hopping as a function, of time, and red is the filtered forward hopping. 

 Figure 6-11: Proton correlation function of the four computational methods studied 
here using the filtering method described in the text. 
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Chapter 7:  Conclusion 

I. Summary of Thesis 
This thesis presents work using reactive molecular dynamics simulation methods to understand 

proton transport in aqueous systems. Specifically, ab initio molecular dynamics (AIMD), experiment 

directed simulations of AIMD (EDS-AIMD), and the multistate empirical valence bond (MS-EVB) 

methods were used as they can model the dynamic bonding topology necessary to model the Grotthuss 

mechanism of the hydrated excess proton. These methods were used to correspond simulation findings with 

recent experimental results (Chapter 2 & Chapter 3), proton transport in Nafion membranes under external 

electric fields (Chapter 4), improve AIMD simulations using EDS to bias the hydrogen bond (Chapter 5), 

and further analyze the proton hopping behavior in AIMD simulations (Chapter 6).  

The use of EDS-AIMD(OO) and MS-EVB simulations showed that the hydrated excess proton has 

a water molecule residing closer to the hydronium core forming a special-pair structure and these methods 

were used to understand the hydrated excess proton in light of recent two dimensional infrared spectroscopy 

experiments. Specifically, we correlated anisotropy trends of the special-pair dance and irreversible proton 

transport to time constants corresponding to 10-40 fs and ~1-2 ps, respectively, where the time constant of 

irreversible proton transport is in excellent agreement to the anisotropy of flanking water bends in a Zundel-

like or special-pair configuration.57, 59 This work further showed via time evolution of normal modes that 

the dynamics of the hydrated excess proton are essential to fully understanding the hydrated proton’s 

solvation. This work was further extended by using the self-consistent iterative (SCI-)MS-EVB method to 

understand the dynamics, structure, and thermodynamics of the hydrated proton as a function of 

concentration and temperature. This work provided atomistic detail to trends found in recent two 

dimensional infrared spectroscopy that showed that reorientation time constants increase with chloride 

concentration while exhibiting a decrease in activation energy.59 It was argued both experimentally and 

theoretically that this is due to chlorides creating entropic barriers to proton transport.  
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The SCI-MS-EVB method was than further applied to understand proton transport in hydrated 

Nafion membranes for applications in proton exchange membrane fuel cells (PEMFC). This work 

investigated how various electric field magnitudes influence proton transport in Nafion membranes with 

hydration levels 10 and 15 at 300 K and 353 K. Previous reactive simulations6 have shown that the proton 

transports in the water channel via association with sulfonate groups, and it was shown that electric fields 

have a negligible effect on this mechanism. Additionally, it was found that electric fields enhance the 

dynamics of the hydrated excess proton and reducing caging effects of the proton.  

This thesis additionally present applications of the EDS method to improve AIMD simulations of 

water. It is shown that EDS can be used to bias the hydrogen bond in AIMD water to reproduce the O-H 

RDF of MB-pol, and by biasing the O-H RDF in water, we observed improved structural and dynamical 

properties in unbiased quantities. These improvements are even greater than our previous application of 

EDS in AIMD simulation that biased the solvation structure.43 This simulation method was then used to 

model the hydrated excess proton, in addition to EDS-AIMD(OO), AIMD at 300 K, and AIMD at 330 K, 

to further analyze the proton transport mechanism. Recent AIMD simulations63 have proposed double hops 

are the dominate hopping mechanism in water, which seemed contradictory to previous simulation results. 

Our findings show that single proton hops dominate in all simulation methods, but that simulations with a 

higher temperature have more multiple hopping events and larger proton diffusion coefficients than 

simulations at 300 K. The presence of single hopping events is in agreement with the Eigen-Zundel-Eigen 

mechanism previously proposed in simulation.  

II. Future Work 
The anisotropy decays presented in this thesis use a simple special-pair unit vector to describe the 

various reorientations for the hydrated excess proton, and only implicitly accounts for the hydrogen bonds 

breaking between water molecules to assist in proton transport. Remarkably, this special-pair unit vector 

was used to show trends in anisotropy time constants and activation energies for proton transport. However, 

amplitudes in these anisotropy fits do not match with experiments, and have not addressed the polarization 
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trends found in experiments. Future work must therefore find a unit vector and/or collective variable that 

can capture the proper degrees of freedom to characterize proton transport, while corresponding to 

experimental findings. Such collective variables must account for the electronic delocalization of the 

hydrated excess proton, the nuclear delocalization that requires nuclear quantum effects in molecular 

simulations, and the delocalization of vibrational modes across multiple water molecules. This future work 

additionally must account for the dynamics of the hydrated excess proton complex, especially since the 

dynamics is what further distinguish Zundel-like configurations from the distorted Eigen cation, and it is 

also encouraging that the proton community is moving in this direction, see discussion in Ref 23.  

It has also been shown that EDS is a resourceful tool to bias molecular simulations to improve 

AIMD models of water and hydrated excess proton. EDS-AIMD simulations presented here have been 

limited to bulk environments in constant volume simulations. AIMD simulations have been known to 

underestimate the density of water in the constant NpT ensemble163-164 and future work should investigate 

the density of the EDS-AIMD simulations and might require recent advancements to the EDS learning 

algorithm.152 The EDS-AIMD(OO) model of the hydrated excess proton has been used to generate 

multiscale reactive molecular dynamics (MS-RMD) models189 using relative entropy minimization,179, 190 

and future work can include using EDS-AIMD(OH) proton model as a reference for future MS-RMD 

models.   
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