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ABSTRACT

Chromatin is a hierarchically structured fiber that regulates gene expression. Consisting of

a complex network of DNA and proteins, chromatin is host to dynamic modes that facilitate

genomic packaging. A comprehensive description of chromatin structure and dynamics is

invaluable for a fundamental understanding of how inheritable genetic diseases originate.

We now know that genetic diseases can result from epigenomic phenomena which alter the

thermodynamics of the nucleosome, the fundamental unit of chromatin. Therefore, it is im-

portant to not only establish a physical description of the link between nucleosome physics

and the structure of the chromatin fiber, but also the factors which alter said link. Within

the last few decades, imaging and chromosome conformation capture techniques have re-

vealed a number of structural and statistical features of the packaged chromatin fiber at a

hitherto unavailable level of resolution. In this work, we deploy a comprehensive, multi-scale

modeling approach to bridge the gap between chromatin structure length scales: from the

nucleosome to the supramolecular chromatin fiber. We begin by quantifying the anisotropic

interaction potential between nucleosomes to reconcile discrepancies in experimental endeav-

ors. This nucleosome pair-interaction serves as the backbone for the development of a new

coarse-grained model, known as the 1-Cylinder-Per-Nucleosome model (1CPN). Through

free energy analysis of the 1CPN model, varying both linker DNA lengths and the linker

histone, we determine that the level of description for mesoscopic structures of chromatin can

be reduced to a three-nucleosome repeat unit. Through this result, we introduce a statistical

framework to grow large chains of chromatin that we use to determine the correlation length,

in kbp, of nucleosome-level dynamics. Lastly, we implement our findings into a machine vi-

sion workflow to determine the in situ structure of chromatin from ChromSTEM results.

Taken together, this dissertation describes a comprehensive bottom-up modeling approach

to chromatin structure that reveals unique motifs that arise from nucleosome-level physics.
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CHAPTER 1

INTRODUCTION

The fundamental processes of life are of considerable interest from a physical perspective.

Currently, we have a biological understanding of the processes that follow a central dogma.

This dogma posits that DNA stores the code necessary for function, RNA “reads” the DNA,

and proteins carry out the function provided by the RNA. While the human genome project

fully decoded the genome [1], the next hurdle relies on determining how the factors surround-

ing the genome – known as the epigenome – influence genomic regulation. Such external,

or epigenetic, factors rely on local accessibility to transcribe DNA. From this, one can draw

connections between epigenomic regulation and the local DNA structure. As such, a compre-

hensive picture of the packaged genome structure, referred to as the 3D-genome, is integral

in decoding the epigenome. A mechanistic understanding of epigenomic regulation would

provide a fundamental understanding of genomic regulation, which could lead to significant

advancements in the fields of medicine, agriculture, and energy.

Central to the epigenome and DNA accessibility is the chromatin fiber, a macromolecular

complex consisting of DNA and proteins. While the genome encodes the processes neces-

sary for life through the central dogma of biology, chromatin is the catalyst which renders

the genome functional. The chromatin fiber enables such functionality through its hier-

archical and dynamic structure, overcoming strict DNA packaging constraints to facilitate

organization and epigenomic regulation across length scales. [23, 73] In particular, genome

packaging poses intriguing questions that are relevant not only to biology, but also to poly-

mer physics and chemistry. The human genome consists of billions of base pairs of DNA

that are densely packed in the cell nucleus, well below the theoretical packing limit dictated

by the persistence length of double-stranded DNA (∼ 50 nm). Such DNA packaging occurs

over multiple length scales, eventually leading to a dense nuclear environment. Despite the

dense packaging, DNA must be rendered accessible at the gene-scale (∼ kbp) for necessary
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processes such as replication [54], transcription [80] and DNA repair [2]. In particular, epige-

nomic regulation influences chromatin structure through covalent modifications of the fiber

such as post-translational modifications (PTMs) and DNA methylation, and substitutions

of structural proteins.

At the primary level of chromatin organization, the nucleosome is considered to be the

fundamental unit of the chromatin fiber. As determined by X-ray crystallography, the nu-

cleosome is a stable complex consisting of an octamer of histones wrapped ∼ 1.7 times in a

left-handed superhelix by 147 bp of DNA. [87, 34] Through this structure, the nucleosome fa-

cilitates packing of DNA while also providing function to the chromatin fiber; nucleosomes in

the chromatin fiber attract each other, resulting in condensed fiber motifs. While condensed

fibers are required to package the genome, cellular function depends on the accessibility of

the genome, which is regulated at the nucleosome scale through PTMs. Each mark induces a

change in the nucleosome structure, dynamics, or binding affinity of proteins to locally tune

functionality. [23, 26] For example, acetylation of the H4 tail at lysine 16 (H4K16ac) is asso-

ciated with active transcription, while trimethylation of the H3 tails at lysine 9 (H3K9me3)

is associated with repressed chromatin, or constitutive heterochromatin. [151, 139] The vast

number of potential PTMs and their combinations comprise what is referred to as the “hi-

stone code.” [64] High-throughput sequencing methods, like Chromatin-immunoprecipation

sequencing (ChiP-Seq), have established clear links between PTMs to distinct chromatin

compartments and motifs. Additionally, researchers have connected defective epigenetic

marks to numerous genetic diseases, including cancer. [59, 118, 161] Unfortunately, re-

searchers have yet to crack the histone code in its entirety. It is still unclear whether PTMs

have a direct effect on chromatin structure, or alter it through changes to the proteome.

To characterize modifications of the chromatin structure, it is important to establish

as a reference the structure and dynamics of unmodified chromatin. The structure of the

nucleosome is stable, but recent studies have uncovered several spontaneous dynamic modes.
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Some of these modes include DNA breathing [105, 116], sliding [22, 78, 104], and gaping [106].

Like in chromatin structure, these modes are also directly related to epigenomic regulation.

[23] For example, DNA breathing facilitates the recruitment of DNA binding proteins and

histone chaperones, and is altered by PTMs. [17, 152]

The dynamics of each individual nucleosome, combined with the histone code, contribute

to the 3D genome. The organization of chromatin above the nucleosome scale, however, has

been the source of controversy. Central to this debate are the in vivo existence and structure

of the so-called 30-nm chromatin fiber,[70, 110, 128, 130, 147] which was first imaged in vitro

using Electron Microscopy. Over the span of several decades, the chromatin community

has questioned the equilibrium structure of the 30-nm fiber. The argument can be distilled

into two candidate structures: the one-start solenoid, and the two-start zigzag. [45, 138]

It has been proposed that the 30-nm fiber is an artifact of dilute experimental conditions,

and that the dense conditions in the nucleus lead to liquid-like 10-nm fibers. [92, 94, 93]

Recently, novel imaging techniques that probe chromatin structure in the cell nucleus, such

as Chrom-EMT, have supported this claim by resolving fibers ranging from 5 to 24 nm in

diameter. [112]

Important results pertaining to the 3D genome have emerged from high-throughput se-

quencing and chromosome conformation capture methods (3C, 5C, Hi-C). [37, 122, 123, 131]

In particular, Hi-C uses high-throughput sequencing to measure the contact probability of ge-

nomic segments as a function of genomic distance. [84] These methods are helping elucidate

some of the higher length-scale organization of the genome. Phenomena such as chromatin

looping, topologically associating domains (TADs), and chromatin compartmentalization

have been elucidated by relying on Hi-C studies. [37, 122, 135] Such 3C methods link the

epigenome to structural organization through the discovery that chromatin compartments

correlate with epigenetic marks. Recently, single cell Hi-C and novel sequential fluorescence

in situ hybridization have revealed that population average features are in fact present in
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single nuclei, [18] thereby providing an additional incentive to rely on modeling approaches

to resolve the 3D genome.

Currently, we have snapshots of the discrete organizational modes of chromatin packag-

ing. However, there is little information that addresses how the chromatin length scales are

connected. For chromatin studies to progress, a complete toolset that addresses the follow-

ing questions is needed: What physics at the nucleosome scale influence the 3D genome?

What physics do not? How can they be manipulated? And is there a fundamental unit of

chromatin larger than the nucleosome that governs the structure of supramolecular chro-

matin? These questions are not just important from a fundamental standpoint, but have

implications in health as irregularities in chromatin structure are linked to inheritable genetic

diseases, including Alzheimer’s, Parkinson’s disease, and Huntington’s disease. [148] In this

dissertation, we introduce and highlight a multi-scale coarse-grained modeling workflow with

the intent to find a physical link between the primary level of organization in the nucleosome

and supramolecular chromatin fiber structures. As a parallel effort, we connect epigenetic

phenomena to changes in structure and dynamics within this multi-scale framework.

In Chapter 2, we utilize coarse-grained simulations of nucleosomes to quantify the anisotropic

nucleosome pair-potential. In the last decade, multiple experiments have quantified the nu-

cleosome interaction strength, with differing results. Through variable forms of microscopy,

experiments probe the interaction resulting in a range of interactions of 3 - 15 kBT. To find

a reliable estimate, we turn to molecular dynamics simulations with free energy sampling to

determine a generalized nucleosome pair-potential. We ultimately validate our results and,

in the process, reconcile discrepancies between experiments. We find the interaction maxi-

mum to be of order 2.69 kBT, and reduced to 1.70 kBT in the presence of H4 acetylation,

consistent with experiments. We also find that acetylation induces chirality in the inter-

action landscape, which disrupts interactions favorable for secondary organization. With

a good quantitative understanding of the nucleosome interactions, we can incorporate this
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work into a new coarse-grained model that focuses on the rich nucleosome physics. This

chapter is adapted from Ref. [101].

In Chapter 3, we develop and extend the 1-Cylinder-Per-Nucleosome (1CPN) model to

incorporate the H1 linker histone and validate the model. Aimed at feasible chromatin sim-

ulations with an emphasis on the nucleosome, the 1CPN model is an additional method to

validate our anisotropic potential in the context of a chromatin fiber. Relevant experiments

at the oligonucleosome scale come in the form of microscopy and sedimentation analysis of

reconstituted chromatin fibers. To quantify the structure and packaging of chromatin, exper-

imentalists evaluate the sedimentation coefficient of fibers in water,
〈
S20,w

〉
. From this work,

we know that linker histone binding results in significantly condensed fibers and the amount

of linker length results in non-monotonic packing behavior. [53, 55, 130] We prove here

that the bottom-up approach to the 1CPN model and the nucleosome pair-potential with-

out any modification reproduce the sedimentation coefficients from oligonucleosome fibers

experiments. Such a result validates our nucleosome-centric approach to the 1CPN model

and provides an opportunity to be predictive of the structure of chromatin. This chapter is

adapted from Refs. [76, 100]

In Chapter 4, given the promising potential of the 1CPN model, we analyze oligonucleo-

some fibers to provide a candidate for a fundamental unit of larger chromatin fiber structure.

Evidence for larger fundamental units of chromatin that regulate supramolecular structure

is becoming prominent. Innovations in super-resolution microscopy and chromosome con-

formation capture techniques have proposed fundamental units of chromatin larger than the

nucleosome. [109, 124, 111] This poses a revolutionary chromatin modeling approach as it

promises a reduced level of description, rendering chromosome simulations feasible with little

loss of information. Using the 1CPN model, we find that the three-nucleosome free-energy

surface agrees with oligonucleosome behavior. We test this finding with other factors such

as varying linker lengths, linker histone binding, and H4K16ac modification and find the
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three-nucleosome approximation holds. With this finding, we can scale-up our bottom-up

approach to focus on trinucleosome behavior without significant loss of detail. This chapter

is adapted from Ref. [99]

In Chapter 5, we develop a statistical framework to generate large chains of chromatin

from a trinucleosome unit. We refer to this approach as the ideal chromatin chain model

(ICCM). First, we test our hypothesis of the trinucleosome by comparing and contrasting

with results from a dinucleosome and tetranucleosome framework and find the trinucleo-

some approximation holds. To evaluate the extent to which individual nucleosomes influence

supramolecular stucture, we consider the statistical segment length of the ICCM with vari-

able linker lengths. The ICCM predicts chromatin fibers have correlation lengths to be on

the order of 2 - 10 kbp. From this, we deduce that the nucleosome influences the packaging

and dynamics of the chromatin fiber on the length scale of genes. We also note that corre-

lation lengths are sensitive to the length of the linking DNA. Lastly, we find that the ICCM

predicts recent results that show TADs in single cells without the presence of the cohesin

molecular motor, demonstrating that TAD structure is influenced by nucleosome physics.

This chapter is adapted from Ref. [103]

In Chapter 6, we use this statistical framework with a machine vision approach to Chrom-

STEM to determine the properties and structure of chromatin in the cell nucleus. We use

the 1CPN model as a form of data augmentation to train a convolutional neural network

to predict the number of nucleosomes in a simulation box. The network is tested on recent

ChromSTEM data to predict the number of nucleosomes in situ. This prediction feeds into

a workflow to determine the optimal topology of the chromatin fiber. The resulting struc-

ture is analyzed and we determine the physically-driven structure of chromatin, with an

understanding of the distribution of linker lengths. This chapter is adapted from Ref. [102]

In Chapter 7, we conclude this dissertation and discuss the potential for future directions.

In short, we find that the multi-scale approach outlined here demonstrates the predictive
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capability of chromatin modeling and is able to provide insight into the structure of chro-

matin in vivo. We note that a majority of this work considers a first-order approximation

of chromatin structure; the current approach focuses on the influence of the nucleosome on

the larger structure, subject to a fraction of the PTMs that are known to alter chromatin

structure. An extension of this work should incorporate a greater amount of PTMs. Ad-

ditionally, there are many hierarchical organizational modes that have been left out which

could improve predictive capability, such as CTCF, cohesin, and chromatin compartmen-

talization. Nonetheless, we find the trinculeosome approximation discovered here to be an

excellent starting point to continue this multi-scale simulation approach. We believe that the

work here is instrumental in pushing towards a comprehensive understanding of chromatin

structure and dynamics and its relation to epigenomic regulation.
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CHAPTER 2

THE FREE ENERGY LANDSCAPE OF

INTER-NUCLEOSOME INTERACTIONS AND ITS

RELATION TO CHROMATIN FIBER STRUCTURE

2.1 Abstract

The supramolecular chromatin fiber is governed by molecular scale energetics and interac-

tions. Such energetics originate from the fiber’s building block, the nucleosome core particle

(NCP). In the past, the chromatin fiber has been examined through perturbative methods in

attempts to extract the energetics of nucleosome association in the fiber. This body of work

has led to different results from experiments and simulations concerning the nucleosome-

nucleosome energetics. We demonstrate the capabilities of coarse-grained simulations to

expand on previous experiments and evaluate the energetics inherent to nucleosomes across

a variety of parameters in configurational and environmental space. In particular, we describe

the NCP-NCP interactions by relying on an anisotropic energetic landscape, rather than a

single potential-energy value. The attractions in that landscape arise predominantly from

the highly anisotropic interactions provided by the NCP histone N-terminal domain (NTD)

tails. These results are found to be in good agreement with prior nucleosome interaction

experiments that suggest a maximum interaction energy of 2.69kBT. Furthermore, we exam-

ine the influence of crucial epigenetic modifications, such as acetylation of the H4 tail, and

how they modify the underlying landscape. These results for acetylated NCP-interactions

are also in agreement with experiment. We additionally find an induced chirality in NCP-

NCP interactions upon acetylation that reduces interactions that would correspond to a

left-handed superhelical chromatin fiber.
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2.2 Introduction

The process by which eukoryotic DNA is hierarchically packaged into the cell nucleus is

epicentric to cell function and introduces steric barriers for DNA processes such as replication,

transcription, and repair. At the smallest length scales, 147 base pairs of DNA are wrapped

1.7 times superhelically around a histone octamer comprised of an H3-H4 tetramer and two

H2A-H2B dimers. The resulting packaging unit is known as the nucleosome core particle

(NCP).[87, 125, 70] These NCPs then form a “beads-on-a-string” fiber that can self-associate

into the chromatin fiber.[70] The dynamic ability of chromatin to locally condense and de-

condense is central to epigenomic regulation. Despite its crucial role in biology, we have a

limited understanding of chromatin’s condensed structure and condensation mechanism.

Available evidence on the secondary condensed chromatin structure has led to debate over

the last several decades. [39, 70, 127, 151, 157, 158] Two secondary structures of chromatin

have been observed in vitro: the one-start solenoid fiber [45], and the two-start zigzag

[138]. Discussion has gradually shifted from a defined secondary structure in vitro towards a

disordered, but dynamic network of proteins and DNA in vivo. [92] Such a disordered state

is supported by recent results from advanced imaging techniques. [7, 38, 112]

Attempts to measure different structural and energetic features of the condensed DNA

fiber have relied on approaches that capture the energetics of deformation, such as optical

and magnetic tweezers. These tools probe the energetics of chromatin through extension of

a single fiber. [79] More specifically, the groups of Bustamante and van Noort have extracted

the average association energy of nucleosomes under varying tensions and pull rates. [33, 72]

Differing experimental conditions such as salinity, fiber length, and relaxed chromatin fiber

ultimately incur into discrepancies in the average nucleosome-nucleosome interaction energy

(3.2 and 13.4 kBT, respectively). As previously mentioned, the condensed fiber is not a well-

defined structure, which introduces additional sources of uncertainty. As a result, we have

yet to develop a comprehensive and definitive understanding of the nucleosome-nucleosome
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interaction energy. An important feature that must also be taken into account is the highly

anisotropic distribution of charges that comprise the nucleosome, which results in anisotropic

interactions between nucleosomes. With this in mind, it is difficult to define inter-nucleosome

energies by relying on an individual order parameter.

The anisotropic and dynamic distribution of charges on the NCP can be partially at-

tributed to the flexibility and availability of the N-terminal domain (NTD) histone tails.

These tails are rich in positively charged lysine and arginine residues that attract negatively-

charged DNA and negatively-charged histone residues. [41] The H3 and H4 tails have been

studied in the context of their positively-charged residues and positioning on the NCP;

[31, 114, 162] they are grafted at the dyad axis and the sides of the nucleosome, respectively,

which is of particular importance for chromatin fiber condensation. [87] Recently, these tails

have been reported to be mobile in the presence of highly dense chromatin fibers, further

supporting that the availability of these tails serves to stabilize condensed fibers. [51] Despite

its length and flexibility, the H3 tail is believed to predominantly stabilize intra-nucleosome

interactions, rather than inter-nucleosome interactions in the absence of divalent salt. [164]

In contrast, the H4 tail predominantly contributes to inter-nucleosome interactions; it in-

teracts with the H2A acidic patch at the 16th lysine residue (H4K16), which provides a

strong electrostatic contribution to inter-nucleosome energetics. [31, 41, 67, 113] Removal of

this interaction can be accomplished through methods such as acetylation or tail removal,

which lead to a decrease of inter-nucleosome energetics and chromatin fiber unfolding. It

has also been shown through chromatin array cross-linking studies that H4K16 acetylation

provides the same energetic decrease as acetylation of the H4 tail at the 5th, 8th, 12th,

and 16th lysines combined. [4] This is further supported by a study that demonstrates that

removal and acetylation of the H4 tail leads to a significant decrease in the inter-nucleosome

interaction energy. [50]

The histone tails also serve as hosts to epigenetic processes. These tails contain specific
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Figure 2.1: Nucleosome pair potential system orientations and resulting energetic landscape.
Orientations of the nucleosomes considered here are shown on the left. The axes represent
each nucleosome’s coordinate system. The red axis is the nucleosome dyad vector, the blue
is orthogonal to the face of the nucleosome, and the green is orthogonal to the other two.
A) The “stacked” nucleosome orientation. B) The “side-side” nucleosome orientation. C)
The “rotated-stack” orientation. D) The “rotated-side” orientation. Free energy landscape
shown on the right in panel E. The colors correspond to the orientation shown to the left.
Error bars shown are approximately the same order as the thickness of the lines.

residues that are subject to post-translational modifications (PTMs), including methylation,

acetylation, and ubiquitination, [44, 6] which regulate and maintain nuclear functions such

as transcription and DNA repair. Of particular interest to this work are the charged residues

(eg. lysine, arginine, histidine) that lose their charge upon acetylation. Electrostatic inter-

actions are inherently long-ranged, and play a significant role in regulating biological func-

tionality. These charged residues can mediate nucleosome-nucleosome and nucleosome-DNA

interactions, contributing to fiber condensation. Of these charged residues, lysines, especially

those occurring on the H4 and H3 NTD, have been the focus of numerous epigenetic studies

for their potential to be acetylated or methylated. [6, 64, 81, 113, 139, 154] It has also been

proposed that acetylation of the tails reduces their flexibility, and therefore diminishes their

ability to reach other nucleosomes. [31, 162] Note that irregular methylation or acetylation

of lysine residues, like H3K4 and H3K27, has also been linked to carcinogenesis.[30, 117]
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The innate connection between PTMs and inter-nucleosome energetics implies that epi-

genetic states can be linked to the structure of the chromatin fiber. Thus, an understanding

of the energetics at play in the condensation of the chromatin fiber is important for studies

of epigenetic states. Despite this connection, concrete links between epigenetic state and

chromatin structure have yet to be drawn. The chromatin fiber is dynamic and sensitive to

environmental conditions, making it difficult to disentangle the various energetic contribu-

tions to structure by relying solely on experimental deformation studies. Theoretical and

computational studies could help elucidate a number of molecular-level processes that, until

now, have been hidden in the experimental data.

It is important to emphasize that chromatin modeling efforts have relied extensively

on available chromatin fiber experiments. [53, 58, 71, 82, 144] In particular, the Three

Site Per Nucleotide (3SPN) combined with the Atomic-Interaction-based Coarse-Grained

(AICG) model has been useful in studies of the nucleosome.[58, 82] The model has shown

good agreement with experimental results on nucleosome energetics and dynamics, includ-

ing competitive reconstitution experiments that study binding strength of DNA sequence

to the histone octomer[47], force-induced nucleosome-DNA unraveling[77], and nucleosome

repositioning mechanism analyses.[78]

Building on that work, in what follows we use the 3SPN and AICG nucleosome models

to examine the interaction energy landscape between unmodified and modified nucleosomes,

and we study the effects of several modifications on chromatin structure. In doing so, we

aim to identify some of the key inter-nucleosome interactions that are relevant to chromatin

condensation. Here we note that similar work at the atomistic scale has allowed researchers

to extract key structural aspects of the tails when the nucleosomes are stacked. [31, 132]

Building on that work, here we quantify the anisotropic inter-nucleosome free energy land-

scape, and provide new insights into previously reported nucleosome interaction energies by

considering the roles of varying orientations, salt concentrations, and counterion condensa-
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tion. We also consider the effects of lysine acetylation on the H4 tails, which lead to energetic

decreases that are consistent with experimental findings. [73] Lastly, we examine how H4

lysine acetylation induces chirality of the nucleosome interaction energy landscape, away

from a left-handed superhelical motif. [138, 158]

2.3 Methods

2.3.1 Nucleosome Core Particle Model

Our work is carried out with the 3SPN.2C[47] coarse-grained DNA model, parameterized

using X3DNA.[86] The 3SPN.2C model represents a nucleotide with three sites: one for

the sugar, one for the phosphate, and one for the base. We make use of the most recent

version of the model, where there is no attractive Lennard-Jones potential added between

the DNA and histones.[78] As 3SPN.2C is a sequence-dependent model, we use the strongly-

binding 601 DNA sequence in view of its extensive use in experiments. [85] In future efforts,

we will consider the effect of DNA sequence on the results reported here. The histone

octomer is represented using the AICG protein model applied to the 1KX5 nucleosome

crystal structure, generated using CafeMol.[34, 69, 82, 126] Electrostatics are treated at the

level of Debye-Hückel theory. A temperature of 300K and a salt concentration of 150mM

are used in all calculations unless otherwise noted, resulting in a debye length of λd =

7.84Å. The simulation timestep in all calculations is 20fs. Post-translational acetylations

are incorporated into our model by setting the charges of those amino acids to zero. Note

that evaluation of the results for different methods of acetylation are discussed in Figure 4.5.

In order to quantify the pair potential between nucleosomes, we make use of a second

coarse-grained NCP realization. The second NCP is a copy of the first, and we move and

rotate it into its designated orientation and location. The system is then restrained at those

relative orientations, varying only the center of mass separation for our calculations. This
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Orientation A B C D

ûi · ûj 1 0 1 0
ûi · r̂ij 0 1 0 0
ûj · r̂ij 0 0 0 0
v̂i · r̂ij 0 0 1 1
v̂j · r̂ij 0 0 1 1

Table 2.1: Definition of Nucleosome-Nucleosome Orientations for Pair-Potential Calculations

approach is justified given the symmetry of the nucleosome core particle. Before gathering

statistics, the nucleosomes are equilibrated for 20ns at their respective orientations.

2.3.2 Nucleosome Orientation and Restraint

We define 6 distinct groups of histone residues that serve to restrain the two nucleosomes

at their designated orientation. These 6 groups are located at the nucleosome dyad, the

nucleosome center of mass, and an edge orthogonal to the dyad axis of the nucleosome. We

provide a detailed description of the specific protein sites that comprise these groupings in

Table 2.4. For any calculation, a center of mass separation vector of any two groupings serves

to define the orientational vectors, (f̂ , û, v̂), which we use to define the orientation of each

NCP. For our system, f̂ corresponds to the vector orthogonal to the face of the nucleosome,

û corresponds to the vector through the dyad, and v̂ corresponds to the vector orthogonal

to both û and f̂ . Any given free energy calculation makes use of five orientational restraints

between the two nucleosomes. These restraints are applied by attaching harmonic springs

to a specific value of the angle between subsequent vectors in the nucleosomes. The vector

combinations and values that correspond to each orientation are listed in Table 3.1.

The orientations highlighted in the snapshots in Fig. 2.1 are defined by the center of

mass separation distance, rcom, and the orientations of the nucleosome reference unit vectors,

f̂ , û, v̂. The “stacked” interaction is reminiscent of nucleosome stacking in the 30-nm fiber

proposed by Finch and Klug [45] and maximizes inter-nucleosome tail interactions. Every

other orientation favors unique histone tail interactions (eg. rotated interaction highlights
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the interactions of the H2A or H2B). Additionally, the nucleosome pair orientations were held

away from the dyad so as to avoid DNA unwrapping events that may alter the calculations.

To keep DNA from unwrapping, a small spring force was included between the ends of the

DNA and the dyad. We note that this spring diminishes the effect of intra-nucleosomal

positioning on these calculations, which is a parameter that will be considered in future

calculations using a more coarse-grained representation of DNA.

2.3.3 Free Energy Calculations

For free energy calculations, we use umbrella sampling with the weighted histogram analysis

method (WHAM). [68] Convergence was determined by calculating the free energy of the

system from a subset of the time series. When each subset overlapped with the overall

curve, the simulation was deemed converged. The error bars on each curve originate from

an average over three independent umbrella sampling calculations.

The primary order parameter for the simulations was the center of mass distance, rcom,

ranging from 50Å to 150Å, which was divided into 20 umbrella sampling windows. The 2D

surface was generated from a 2D umbrella calculation that varied rcom and φ, the offset

angle from restraint orientation A, where

φ = arccos(v̂i · r̂ij)− 90 (2.1)

This was calculated over 112 umbrella sampling windows, 14 for distances by 8 for angles.

The rotational free energy simulation held rcom fixed at the calculated global nucleosome

minimum of 63.3Å with the same restraints at orientation A, except θ, defined by Eq. 2.2,

which was varied from −180◦ to 180◦.

θ = ± arccos

(
ûi · ûj
|ûi||ûj |

)
(2.2)
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In order to ensure unique states for ±θ, the negative sign criteria was determined by (ûi×

ûj) · rcom ≤ 0. For the case of > 0, the positive sign was chosen.

The contact probabilities in Fig. 2.2 were calculated through analysis of the resulting

umbrella trajectories. For each trajectory, the center of mass distance was calculated and

binned over the collective variable distance from 50Å to 150Å. In the event that the furthest

any charged histone tail residue was within one Debye length of the opposite nucleosome,

that interaction was recorded. The probabilities were evaluated over a range of at least three

umbrella trajectories, each of 2µs. Contacts were recorded every 50000 time steps to ensure

that they corresponded to uncorrelated configurations.

2.4 Results

A schematic representation of the orientations used in this work is shown in Fig. 2.1. With

the orientations chosen, the systems are subsequently restrained so that only rcom varies.

This allows us to not only evaluate the energy of attraction between two nucleosomes at

unique orientations, but also the inherent range of the interactions as well.

The strongest inter-nucleosome interaction occurs at the stacked configuration, with a

potential minimum of 15.0kBT at a separation of 63.3Å (Fig. 2.1E). This result agrees with

previous experimental and computational work that cites accessibility of positively charged

sites on the histone tails as significant contributors to inter-nucleosome interactions.[64, 139]

Here, we notice a decay to zero after ∼ 2.5 Debye lengths (λd = 7.84) from the minimum at a

separation of 83Å. The other notable minima show that the rotated and stacked orientation

exhibits a well of 11.2kBT at a slightly larger separation of 80.8Å, and the side by side

orientations both show a much reduced interaction minimum of 4.5kBT at a separation of

116.0Å. The rotated stacked has more histone tail contacts than either the rotated-side

or the side-side orientations. We note that the energy scales obtained from this first-order

calculation are in quantitative agreement with the 13.4kBT reported by Kruithof et al .[72]
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Figure 2.2: Coordination analysis of the tails with regards to the “stacked” orientation.
Results were calculated based on sites within one debye length for each snapshot, λd. A)
The percentage of interactions with the other nucleosome, including both DNA and histone
contacts. B) The fraction of contact sites that were histone contacts as compared to DNA. C)
Schematic of histone tails in the dinucleosome system from the front to highlight positioning
of the H3 and H4 tails. D) Histone tail snapshot from the back to highlight positioning of
the H2A and H2B tails. The color of the tails correspond to the graphs and the histone core
is removed for ease of viewing.
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Figure 2.3: Reduction of degrees of freedom through stacked rotation of the nucleosomes.
On the left is a schematic representation of the definitions of ±θ used from simulation.
On the right panel is the free energy of rotation of two stacked nucleosomes. At most the
interaction is a difference of ∼ 2kBT. We show through this graph that separation distance
and orientations are a much more dominant determinant of nucleosome interactions than
relative rotation.

2.4.1 Degree of Freedom Reduction

We extend our nucleosome interaction free energy definition by also evaluating the effect of

nucleosomal rotation. The results of Funke et al demonstrate that rotation of the nucleo-

somes results in little change to the pair potential. In this vein, we expect that a rotation of

one nucleosome relative to the other (while keeping positional orientation unchanged) should

not alter the number of histone contacts, and therefore the energetics of the system. Through

this order parameter, we strengthen our results by demonstrating that rotation of the nu-

cleosomes at their energetic minima does not significantly influence the inter-nucleosome

interactions.

To accomplish this, we generate a free energy surface for rotation at the global simulation

minima (stacked orientation, 63.3Å). In this orientation the top nucleosome is rotated 360◦
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as shown in Fig 2.3. The curve (Fig. 2.3) shows that this rotation does result in a very low

energetic change. We notice that the largest change is ∼ 2kBT, which is a minimal change

relative to the minimum of 15.0kBT. This demonstrates that a rotational change is not a

key determinant of the interaction landscape, which motivates us to analyze the histone tails

further.

2.4.2 Histone Tail Contributions

Of particular importance for this dinucleosome system is the ability to connect physical

changes in the interaction landscape to modifications to the nucleosomes. The most relevant

of these modifications are post-translational modifications. Through chemical modifications

to the histone tails, chromatin can be regulated to become more accessible, or even further

condensed. With this system, we link PTMs, namely histone H4 acetylation, to free energy

landscape modifications.

We first break down the contribution of each histone tail on the free energy landscape

to determine the relative importance of each tail. The role played by the histone tails in

mediating inter-nucleosome energetics is analyzed here through a set of contact probability

curves for each tail on the opposing nucleosome. (Fig. 2.2). These curves are calculated by

assessing the probability that a residue is in contact with an opposite nucleosome. To expand

upon these results, the calculations are separated into two categories: histone tail - protein

inter-nucleosome contacts and total contact probability. (Fig. 2.2) Both are provided to

demonstrate that a greater fraction of total inter-nucleosome interactions come from histone-

histone interactions.

Looking at the breakdown of the most common tail interactions, we find that the H4

and H2A tails have the greatest probability of reaching the opposite nucleosome. We note

that the long and flexible H3 tail provides significantly less contacts than either the H4 or

H2A tails. This observation is consistent with recent evidence that the H3 tail mediates
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linker DNA and intra-nucleosome interactions, rather than inter-nucleosome interactions in

the absence of divalent salt. [81, 164]

A surprising feature of this analysis is the number of contacts of the H2A tail relative

to the H4. To understand this result, we consider the structure of the nucleosome and

the histone tails. Despite its strong coordination to the opposite nucleosome, the H2A tail

contains the smallest number of positive residues. In order of lowest to highest in number of

positively-charged residues, the histone tails are: H2A (5) < H4 (8) = H2B (8) < H3 (10).[87]

The contributions of these tails to the free energy are a result of the number of positive

residues and the accessibility of these tails to the opposing nucleosome. The positioning of

the H2A and H4 tails on the nucleosome face make them highly accessible to the opposing

nucleosome, as can be seen in Fig. 2.2C and D. These results suggest that accessibility of

the histone tails and, to a lesser extent, the number of positively-charged residues influence

the coordination probability of the tails. Here we conclude that the H4 tail contributes the

most to the free energy results in Fig. 2.1, followed by the H2A tail.

While coordination and the number of positive residues is a qualitative argument for the

free energy, we still lack a quantitative understanding of these tails on the free energy surface.

The free energy provided by these tails is an important metric for understanding the physical

basis of biological processes like transcription. From our results of tail contacts, we show

that the H4 tail has the highest amount of contacts and residues. Literature suggests that

post-translational modifications contribute greatly to chromatin dynamics, including fiber

condensation. In particular, the acetylation of the H4 tail is highly associated with regions

of transcriptionally active chromatin. Through this modification, positively-charged lysine

amino acids become neutral acetyl-lysine. This modification suggests that transcriptional

regulation can be linked to inter-nucleosome energetic changes. As a result, we incorporate

such modifications of the nucleosome into the workflow and evaluate their affect on the

potential landscape.
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Figure 2.4: Free energy contributions of the histone tails. A) the full landscape subject to
H4 histone acetylation. The unmodified landscape is shown for comparison as dashed lines.
The comparison shows that acetylation predominantly affects the stacked pair potential. B)
The effect of removing the H3, H4, both H3 and H4, and all the histone tails. The energy
decreases with each tail removal. The H4 tail provides a larger energy of 3.8kBT contribution
than the H3 tail of 1.5kBT. Removal of all tails decreased the energy to 2.72kBT.

To evaluate this effect, we calculate the free energy surface for nucleosomes with acety-

lated tails. (Fig 2.4) It can be seem from the modified interaction landscape that the

“stacked” configuration changes from 15.0kBT to 10.4kBT. Additionally, minor reductions

are calculated in the minimum of the other interactions. The “rotated-stack” in this case

reduces to 10.2kBT, the “side-side” reduces to 4.21kBT, and the “rotated-side” reduces to

3.99kBT. This result suggests that the acetylated H4 tail predominantly affects the “stacked”

orientation.

Building on this finding, we choose only the stacked configuration as the focal point for

studying the effects of further modifications. We decide to highlight the energetics of the

histone tails through both the removal of a small contact tail (H3) and a large contact tail

(H4) and assess the resultant free energy landscape. (Fig. 2.4) By removing the H3 and H4

tails and all of the tails, we notice that the H4 tail does indeed provide a larger energetic

impact on the pair potential than the H3 tail. We also note that removal and acetylation of
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Figure 2.5: Analyzing the effect of H4 acetylation on the stacked nucleosome interaction.
On top are snapshots of the different configurations for the calculations. A positive value of
φ corresponds to a right-handed superhelical structure, and a negative φ corresponds to a
left-handed motif. Below is the 2D internucleosome surface free energy difference calculated
using two dimensional umbrella sampling with nucleosome separation distance, r, and angle,
φ. The free energy of the standard surface with no modifications is in the left-most panel.
In the middle is the free energy of the acetylated surface with reference color bar to the left
for both the left and middle panels. The free energy difference between the two surfaces is
shown as the right most panel with reference color bar shown to the right.
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the H4 tail shows no difference in free energy. (See Supporting Information) Additionally,

even when the H3 and H4 tails are removed, a significant energy well of 8kBT persists. We

expect a large portion of this to correspond to H2A interactions, and to a lesser extent,

H2B. This is consistent with previous findings that the H2A tail provides a non-negligible

interaction to the pair potential, as well as to a lesser extent the H2B. As expected, the pair

potential interaction drops significantly upon removal of all tails, further proving that the

energetic contribution is predominantly in the flexible histone tails. The effect of acetylations

are further examined through multiple charge-removal analyses.

To understand modifications further, we analyze the potential chirality induced in the

“stacked” interactions. We determined that the stacked interactions are predominantly mod-

ified, but are unsure if this is a symmetric change across the face of the NCP. Prior analysis of

NCP crystal structures has shown that the chromatin fiber exhibits a preferred left-handed

superhelical structure. [138, 158] We expect that decondensed fibers must have some in-

herent energetics that preserve this structure. To examine the potential of transcription

further, we assess the H4 modified landscape through multiple continuous orientations of

the two nucleosomes (Fig. 2.5). A 2D surface is constructed to highlight this area of largest

attraction under both acetyl-H4 and unmodified nucleosome interactions. A comparison of

the two as well as the difference between the two surfaces is shown in Fig. 2.5.

It can be seen in Fig. 2.5 that there are small lobes above and below the center, corre-

sponding to the “stacked” orientation seen in Fig. 2.1. Upon acetylation of the H4 tail in

Fig. 2.5, it can also be noticed that the bottom lobe disappears relative to the minimum,

which is highlighted by the difference spike in the same area in Fig. 2.5. This suggests that

the bottom lobe corresponds to H4 tail contacts providing a significant free energy reduction

to the surface. Specifically, this region, what we are referring to as the “H4-contact lobe”,

highlights the energetics that must arise at the nucleosome for local transcription of the fiber

to occur. Consistent with theory, these interactions support a left-handed superhelical struc-
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Figure 2.6: The effects of ionic condition on nucleosome interaction. A) The energetic
changes to the stacked nucleosome energy with varying salt concentrations. B) A comparison
of our results to experiment. This comparison shows good quantitative agreement for both
the depth and location of the minima of the normal and H4-acetylated simulations.

ture and are disrupted upon acetylation of the H4 tail, demonstrating an induced repulsive

chirality.[154]

2.4.3 Ionic Environment on Dinucleosome Interactions

With a better understanding of the direct inter-nucleosome energetics, we now turn our at-

tention to environmental effects. The cell heavily regulates ionic conditions, as disruptions

or stresses can result in cell death.[63] We investigate how the structure of chromatin can be

altered in the event of deviations in ionic environment. For all prior calculations we used a

salt concentration of 150mM , representing physiological salt strength. Experimental work

has pointed to the salt concentration playing a significant role in changing the chromatin

fiber structure.[130, 55] These effects propagate from modifying local to global chromatin

structure. We examine the effect of local and long-range solution effects with two approaches:

changing both the environmental salt concentration and including localized ionic coordina-

tion. Keeping close to physiological concentrations, the resultant nucleosome-nucleosome

interaction strength is evaluated at 150± 25mM . We show the effect of salt concentrations
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changes in Fig. 2.4. Of importance, we see a minimal shift of ∼ 1Å
25mM in terms of separation

distance, showing that monovalent salt slightly affects the range of these interactions, but

not significantly. However, we observe large changes in the interaction depth. The minima

depth for a 25 mM decrease in monovalent salt shows a 5.73kBT increase in strength, while

a 25 mM increase in salt concentration results in a decrease of depth by 4.25kBT These

results suggest that the NCP physics are highly sensitive to changes in monovalent salt

concentration and implicate altered chromatin structure in cell death.

We have thus far neglected the effects of counterion condensation on the pair potential

landscape. The charge distribution from exposed DNA on opposing nucleosomes satisfies

the condition required by Manning counterion condensation theory. [58, 95] From Hinckley

et al it is suggested that 3SPN.2 carry a counterion effective charge of 0.6. [58] As such,

the landscape is re-evaluated with the inclusion of counterion condensation as a means to

incorporate local ion effects into the system. Counterion condensation in this model consists

of a reduction in potential between inter-nucleosome histone-DNA contacts shown in the SI.

The results can be observed in Fig. 2.6.

It can be seen from Fig. 2.6B that the energy minima shifts significantly with counterion

condensation from 63.3 to 68.8Å and includes drops of the interaction potential from 15.0 to

2.69kBT. This significant reduction is in quantitative agreement with the results from Funke

et al and Cui et al .[33, 50] The incorporation of post-translational modifications into the

landscape shows that the deepest minimum reduces even further to 1.70kBT showing good

agreement with experimental results. We show in Fig. 2.6B that both the depths of the

wells and the location of the minimum from experiment agree with those of the counterion

condensation calculations. While we note the quantitative agreement with experiment for

the location and depth of the wells, we find these results to be of shorter range than in

experiments. We note that Manning-condensation and Debye-Hückel electrostatics are a

only a first-order approximation of the environment, more rigorous electrostatic treatments
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will be considered in the future. Additionally, we acknowledge that divalent salts are present

in the cell nucleus. Such salts are likely to influence the interactions examined in this work,

and will also be investigated in a future study.

2.5 Conclusion

In this work we have examined the primary factors that govern the strength and shape of the

interaction landscape between two nucleosomes. The underlying pair potentials are highly

anisotropic, but their strength is well correlated with histone tail contacts. Predominantly,

we show that the H4 and H2A NTD provide more tail contacts and a greater contribution

to inter-nucleosome interactions. We also demonstrate that acetylation of the H4 tail, an

epigenetic mark associated with active genes, is directly related to a free energy change in

chromatin structure, which has been theorized for decades.[6, 23] We have also uncovered

an induced chirality in the strongest interaction configuration upon acetylation of the H4

histone tail, suggesting that acetylation of the H4 tail disrupts the left-handed superhelical

organization of the chromatin fiber. Upon consideration of local and global ion effects, one

arrives at a free energy landscape that is in good agreement with available experimental

reports. The results further predict a high sensitivity of the chromatin fiber structure to the

ionic environment in the cell. The results reported here agree quantitatively with experiment.

Taken together, the inter-nucleosome interactions studied in this work paint a clearer picture

of the energies associated with the chromatin fiber, and pave the way for studies of higher

length scale chromatin towards an energetic analysis of the 30-nm fiber.
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2.6 Supporting Information

2.6.1 3SPN.2C Model

The 3SPN.2C model is a coarse-grained model of DNA that represents each nucleotide as

three beads: one for the phosphate, one for the base, and one for the sugar. We restate the

model parameters to make this work self-contained. We use a combination of bond, angle,

and dihedral forces to preserve the B-DNA structure. [58] These bonded forces are

Ub =Ubond + Uang + Udihe

=
bonds∑
i

kb(ri − req,i)2 + 100kb(ri − req,i)4

+

angles∑
i

kθ(θi − θeq,i)2

+
dihedrals∑

i

−kφ exp

(
−(φi − φeq,i)2

2σ2φ,i

)
, (2.3)

where kb and req,i are the force constant and the equilibrium bond length for the ith

bond, kθ and θeq,i are the force constant and equilibrium angle for the ith angle, and kφ,

φeq,i, and σφ,i are the well depth, equilibrium angle, and well-width for the ith dihedral. In

this model, dihedrals are only applied to the backbone of the system, which represents the

sugars and the phosphates.

There is also an added dihedral function to the DNA backbone in the form of

Uφ,periodic = kφ,periodic[1 + cos(θ − θ0)] (2.4)

The non-bonded potentials can be broken down into electrostatic interactions, excluded

volume interactions, and base-pairing interactions. The full non-bonded set of contributions
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is:

Unonbond = Uexclude + Uelec + Ubp + Ucs + Ubs (2.5)

The excluded volume interaction, Uexclude, follows a purely repulsive Lennard-Jones in-

teraction of the form

Uexclude =
∑
i<j


εr

[(
σij
rij

)12
− 2

(
σij
rij

)6]
+ σr r < rCut

0 r ≥ rCut

In this case, the cutoff, rCut = σij is the arithmetic average of the size of the interacting

particles. The potential assumes interactions between all sites that are not bonded together

or interacting by a base-pair non-bonded potential. The electrostatic interactions occur

between the charged phosphates and residues on the proteins. We use the implicit, Debye-

Hückel screened electrostatic potential of the form:

Uelec =

npairs∑
i<j

qiqje
−rij/λD

4πε0ε(T,C)rij
, (2.6)

where qi and qj are the charges on the ith and jth sites, λD is the Debye length, and

ε(T,C) is the dielectric permittivity of the solution.

The base-pairing interactions can be broken into three interactions: base-pair (Ubp),

base-stacking (Ubase−stack), and cross-stacking interactions (Ucross−stack). All three rely on

a Morse potential of the form

UMorse(εij , αij , rij) = εij(1− e(−αij(rij−req,ij)))2 − εij (2.7)
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which is broken down into a repulsive component,

UrMorse(εij , αij , rij) =


εij(1− e(−αij(rij−req,ij)))2 r < req,ij

0 r ≥ req,ij

(2.8)

and an attractive component,

UaMorse(εij , αij , rij) =


−εij r < req,ij

εij(1− e(−αij(rij−req,ij)))2 − εij r ≥ req,ij

(2.9)

.

For these functions, εij is the well depth of the interaction, req,ij is the equilibrium

distance of the interaction, and αij is a parameter that controls the range of the attraction.

We also incorporate a modulating function f to the angles of interaction in the cross-stacking,

base-stacking, and base-pairing interaction to smoothly scale the interactions between non-

hydrogen bonded and hydrogen bonded base pairs. The modulating function is of the form

f(K,∆θ) =


1 −π

2K < ∆θ < π
2K

1− cos2(K∆θ) −π
K < ∆θ < −π2K or π

2K < ∆θ < π
K

0 ∆θ < −πK or ∆θ > π
K

(2.10)

where K is a modulating constant depending on the type of interaction. With these

definitions in place, we can fully describe the force field of interaction of a base pair, which
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is

Ubp =

nBP∑

U
rep
Morse(εij , αBP , rij)

+1
2(1 + cos(∆φ1))f(KBP ,∆θ1ij )f(KBP ,∆θ2ij )U

a
Morse(εij , αBP , rij) rij < req,ij

1
2(1 + cos(∆φ1))f(KBP ,∆θ1ij )f(KBP ,∆θ2ij )U

a
Morse(εij , αBP , rij) rij ≥ req,ij

(2.11)

.

In this case, θ1 is defined as the angle between the sense-strand sugar, base and the

anti-sense base, while θ2 is the same angle but on the opposite strand of DNA, φ1 is the

dihedral between the sugar and base on the sense and anti-sense strands of DNA. When two

base pairs are hydrogen bonded, we also consider the pi-stacking interactions in the form of

base-stacking and cross-stacking interactions.

The base-stacking interaction is

Ubs =

nBS∑
U
rep
Morse(εij, αBS , rij) + f(KBS ,∆θBS,ij)U

a
Morse(εij , αBS , rij) rij < req,ij

f(KBS ,∆θBS,ij)U
a
Morse(εij , αBS , rij) rij ≥ req,ij

(2.12)

,

where the angle, θBS , is defined by the angle between the vector connecting the 5’

direction sugar and base and the vector connecting the two bases in the 3’ direction.

The cross-stacking interaction is

Ucs =

nCS∑
f(KBP ,∆θ3,ij)f(KCS ,∆θCS,ij)U

a
Morse(εij , αCS , rij) (2.13)

where θ3 is the angle between the vectors connecting the sugars to the bases in a W-C

base pair and θCS is the vector connecting the sugar to the base, and the vector connecting

the base on the anti-sense strand in the 5’ to the base in the 3’ direction on the sense strand.
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Table 2.2: 3SPN.2C Parameters
Parameter Value

kb 0.6 kJ/mol/Å2

kθ 200 kJ/mol/rad2

kφ 6.0 kJ/mol
εr 1.0 kJ/mol
KBS 6.0
αBS 3.0
KCS 8.0
αCS 4.0
KBP 12.0
αBP 2.0
σAT 5.82Å
σGC 5.52Å
εAT 16.37 kJ/mol
εGC 20.73 kJ/mol

For completeness, we use the following parameters for the DNA model.
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Table 2.3: Base-stacking and cross-stacking energies for 3SPN.2C from Freeman et al [47].
Section (a) describes base-stacking energy scales. Sections (b) and (c) describe cross-stacking
energy scales. Upward-pointing arrows denote the sense strand while downward-pointing
arrows denote the anti-sense strand (for cross-stacking interactions).

(a)

Base 3′ ↑
εij (kJ/mol)

Base 5′ ↑

A T G C

A 13.82 15.05 13.32 15.82
T 9.15 12.44 9.58 13.11
G 13.76 14.59 14.77 15.17
C 9.25 12.42 8.83 14.01

(b)

Base ↓5′

εij (kJ/mol)

Base 5′ ↑

A T G C

A 1.882 2.388 2.439 1.680
T 2.388 1.882 2.187 2.566
G 2.439 2.187 3.250 0.972
C 1.680 2.566 0.972 4.135

(c)

Base ↑3′

εij (kJ/mol)

Base ↓3′

A T G C

A 1.882 2.388 2.566 2.187
T 2.388 1.882 1.680 2.439
G 2.566 1.680 4.135 0.972
C 2.187 2.439 0.972 3.250
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2.6.2 AICG Model

The AICG model of the histones employ a Go-like interaction force field. We define the

potentials below.[82]

UAICG =Ubond + Uang + Udihe + Unatv

=
bonds∑
i

kb(ri − req,i)2

+

angles∑
i

kθ(θi − θeq,i)2

+
dihedrals∑

i

kφ,1[1− cos(φi − φeq,i)] + kφ,3[1− cos 3(φi − φeq,i)]

+
natcontact∑
i<j−3

εgo

[
5

(
rij,0
rij

)12

− 6

(
rij,0
rij

)10
]

+
non−native∑
i<j−3

εexcl

(
rij,ex
rij

)12

, (2.14)

The parameters are amino-acid dependent and are calculated using the CafeMol simulation

package.[69]

Description of Histone Groups

For a consistent definition of the restraints for the pair potentials, the groups are comprised

of residues from the histone core. There are three unique groups of residues and one set of

groups for each nucleosome. All sites displayed correspond to both copies of the histone,

unless otherwise noted. (Eg. residue 63 references the 63rd residue on both H3 and H3’)

Here, the (’) denotes the second instance of that specific histone in the octamer. These

residues hold for all simulations, including tail removed/modified runs. The groups are

displayed in the following table:
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Table 2.4: Definition of Residue Groups for Orientation Definitions
Group Description H3 Residues H4 Residues H2A Residues H2B Residues
Nucleosome COM 63-120 30-82 26-87 33-97
Nucleosome Dyad 81-131 - - -
Nucleosome Orthogonal 63-120 (H3) 30-82 (H4) 26-87 (H2A’) 33-97 (H2B’)

Table 2.5: Definition of Nucleosome Restraint Vectors From Residue Groups
Vector Group 1 Group 2
ûi Nucli COM Nucli Dyad
v̂i Nucli COM Nucli Ortho
ûj Nuclj COM Nuclj Dyad
v̂j Nuclj COM Nuclj Ortho
r̂ij Nucli COM Nuclj COM

From these groups, we define the vectors for the restraints. The groups were chosen to

create as much of an orthogonal definition as possible. We show in the following table which

groups are involved in each restraint and the values of the angle between those restraints to

hold the orientations for sampling.

The restraints of the two nucleosomes are then characterized by harmonic springs placed

between angles of the above vectors. For the orientations in this study, the restraint angles

were calculated from the initial time step of the nucleosomes at these orientations. The

restraints were then put in place on the following angles:

The values of the angles for the four orientations are defined as:

Table 2.6: Definition of Harmonic Restraint Angles
Angle Definition Vector 1 Vector 2
θ1 ûi r̂ij
θ2 ûj r̂ij
θ3 v̂i r̂ij
θ4 v̂j r̂ij
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Orientation θ1,eq θ2,eq θ3,eq θ4,eq
A 99.0◦ 99.0◦ 104.0◦ 104.0◦

B 99.0◦ 99.0◦ 14.0◦ 14.0◦

C 98.65◦ 8.87◦ 104.48◦ 93.01◦

D 87.55◦ 89.18◦ 13.74◦ 14.35◦

Table 2.7: Definition of Nucleosome-Nucleosome Orientations for Pair-Potential Calculations
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Figure 2.7: The free energy surface for different simulation methods of acetylation.

Acetylation of the H4 Tail

We considered multiple effects for modifications of the H4 Tail. The effects of the H4 tail

shown in 4.8 highlight the energetic contributions.

Acetylation of the lysine residues of the H4 tail and removal of the H4 tail show no

quantitative or qualitative change on the free energy surface. For this reason, we choose to

use the acetylated tail to represent acetylations and cut-off tails in the manuscript. This

result is consistent with the experimental observations of Funke et al. [50]
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Figure 2.8: Free energy surface of nucleosome interactions with A) Manning condensation
electrostatics and B) Manning condensation with an acetylated H4 tail.

2.6.3 Counterion Condensation

We use the Manning condensation electrostatic definition to quantitatively compare our re-

sults to experiment. The interactions drop proportionally for all orientations. The “rotated-

stack” orientation exhibits a shift to 87.7Å with an attraction of 1.80kBT, the “side-side”

shifts to 124.7Å with a weak interaction of 0.82kBT, and the “rotated-side” shifts to 123.6Å

with a weak attraction of 0.28kBT.

Applying the same analysis for the Debye-Hückel system here, we look at the histone

coordination probability of the tails. As can be seen in Fig. 2.8, the coordination probability

decreases for every tail. Comparing to the Debye-Hückel result, the highest probability still

corresponds to the H4 tail at 33 percent. We see no relative change of the tails, except now

we note that the relative contribution of the H2A tail is approximately equivalent to that

of the H4 tail. In Fig. 2.9 D, the fraction of H4 contacts with the opposite nucleosome

histone is lower than that of the H2A tail. We attribute this to the DNA versus histone
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Figure 2.9: A) Tail interactions for all positive residues B) Histone fraction of tail interactions
for all positive residues C) Tail interactions with counterion condensation D) Histone fraction
of tail interactions with counterion condensation

contributions of the H4 tail. It can be seen that the relative coordination of the H4 is

lowered when considering the fraction of nucleosome contacts, even in the Debye-Hückel

case, suggesting a larger contribution of DNA contacts. As the interactions between DNA

and histones are reduced in the implementation of Manning condensation, the free energy

magnitude is reduced in this range.
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CHAPTER 3

VALIDATION OF THE NUCLEOSOME-CENTRIC 1CPN

COARSE-GRAINED CHROMATIN MODEL

3.1 Abstract

Reconstitution of chromatin in vitro reveals that unique structural motifs arise from subtle

topological changes. Notably, the fiber structure alters when the amount of linking DNA is

shifted and the linker histone is present. These structures and their compaction are quantified

through sedimentation analysis of isolated oligonucleosomes. In general, the presence of the

H1 or avian variant H5 linker histone leads to condensed fiber motifs and is associated with

repressed chromatin. In the past, we introduced the 1-Cylinder-Per-Nucleosome (1CPN)

model, designed with a bottom-up approach incorporating previous simulation pair-potential

work. Here, we extend the 1CPN model to incorporate the H1 linker histone and validate the

model through sedimentation coefficient analysis. We find the 1CPN model to be in excellent

agreement with experiments. Additionally, through dinucleosome free-energy analysis, we

demonstrate the sensitivity of fiber packing to linker length. Moving forward, we expect the

1CPN model to be a great candidate to be predictive of chromatin structure. The 1CPN

model and the extensions developed here are publicly available in the LAMMPS molecular

dynamics simulation package.

3.2 Introduction

The first isolated chromatin fiber was imaged through electron microscopy in 1974 by Olins et

al. [110] Decades of studies of isolated and reconstituted chromatin fibers followed, focusing

on the structure of the now-controversial “30-nm fiber.” [45] In short, the 30-nm fiber is a

regular, ordered fiber of diameter ∼ 30 nm, long thought to be the secondary organization
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of the genome. There are two such candidate structures of the 30-nm fiber that have been

the source of controversy throughout this history: the one-start solenoid and the two-start

zigzag. The defining difference between these structures is the positioning of neighboring

nucleosomes; in the one-start solenoid, sequential nucleosomes are packed next to each other

with bent linker DNA, while in the two-start zigzag, sequential nucleosomes are on the

opposite ends of the helix, with straight linker DNA connecting them. However, in recent

years the 30-nm fiber is being challenged as an artifact of dilute experimental conditions.[92]

Recently, novel ChromEMT experiments reveal that chromatin exists in fibers of radius

5− 24nm. [112]

Of course, there are a number of parameters known to change the local structure of

the chromatin fiber. Included in these parameters are: DNA-binding proteins, such as

the H1 (or H5 avian variant) linker histone, the amount of linker length connecting the

nucleosomes, and the solvent composition (eg. divalent salt concentration). To address how

these factors affect the structure of chromatin, experimentalists use sedimentation analysis

to measure fiber compaction. In summary, the linker histone leads to much more compact

fibers, divalent salt facilitates compact fibers, and there is an unknown relation between

structure and linker DNA. It is thought that longer linker lengths have a propensity to bend

and, therefore, lead to a solenoid structure, and shorter linker lengths lead to a zig-zag.

Pioneering work by Routh et al demonstrates the extent to which both the linker histone

and linker length influence local chromatin fiber structure in vitro. [130]

The rich problem of solving the chromatin structure through modeling is an enticing

prospect. Currently, multiple modeling strategies at the oligonucleosome scale have been

employed. In general, such models coarse-grain DNA as a few bp per bead, and the nu-

cleosome is represented as a single entity. The DNA is treated as a wormlike-chain (WLC)

model, [96] and different variants treat the nucleosome and inter-nucleosome interactions in

their own way. Pioneering work by Arya et al introduced a coarse-grained scheme that repro-
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duces the electronic field of the nucleosome with a reduced representation, and it has been

successful in predicting chromatin fiber structure. [10, 11] This method, known as the dis-

crete surface charge optimization (DISCO), reduces the nucleosome to ∼ 300 pseudo-charges

distributed on the nucleosome surface. Building on that work, in recent years, additional

modeling approaches at this length scale have emerged. A different approach to nucleo-

some coarse-graining draws from experimental values of nucleosome-interaction strengths.

[107] Additional efforts have sought to develop a nucleosome-resolution model with specified

topological interactions to inform the assembly of nucleosomes in the chromatin fiber.[24]

Another model at this scale incorporates non-histone proteins that bend DNA, resulting in

heterogeneous packing in oligonucleosome fibers. [12] Recently, we have introduced the 1-

cylinder-per-nucleosome (1CPN) model, built off of previous nucleosome-centric results and

other, well-founded models at this length scale.[76, 155]

In this work, we discuss the development and validation of the 1CPN model. First,

we highlight the bottom-up approach of the 1CPN model from previous work of nucleosome

simulations. Then, we we extend the model to incorporate the linker histone model of Luque

et al into the 1CPN model. We then validate the 1CPN model through calculation of the

sedimentation coefficient and find it to be in excellent agreement with experiments. We find

the model to be capable of predicting structural features of the elusive chromatin fiber. We

provide insight into the non-monotonic behavior of variable linker lengths on chromatin fiber

structure through free energy analysis of dinucleosomes. Through this work, we determine

that chromatin packing is a result of the complex interplay between energetic penalties of

bending DNA and favorable interactions that can overcome such penalties.
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Figure 3.1: A multi-scale approach to develop the 1CPN model. A) Schematic representation
of both the three site per nucleotide (3SPN) and atomic interaction-based coarse-grained
(AICG) models compared to the respective atomistic structures. The colors of the AICG
model represent the net charge of the residue - white for no charge, blue for +1 charge, and
red for -1 charge. B) Comparison of the all-atom nucleosome to the 3SPN-AICG model.
The 3SPN-AICG model is tested to reproduce the sequence-dependent binding of DNA to
the nucleosome.[48, 77] The dotted-line represents a 1:1 fit for experiment and simulation.
C) The 1CPN fiber takes in information from the 3SPN scale and reproduces experimental
sedimentation coefficient. [55, 76]

3.3 Modeling

3.3.1 Nucleosome-based coarse-graining: The 1CPN Model

The 1CPN model was developed to study questions at the chromatin-fiber or gene scales.

Here, we discuss the physics of the 3SPN-AICG model that influenced the design of the

1CPN model. For a full description of the 1CPN force-field, we refer the reader to Lequieu

et al. [76] This model represents the nucleosomes at a single rigid-body per nucleosome

level, while preserving the physics derived from the 3SPN-AICG model. In a previous

study, we evaluated the anisotropic nucleosome pair-potential at the 3SPN-scale. Using

relative-entropy coarse-graining, the anisotropic pair potential was mapped into a lossless
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Figure 3.2: The design philosophy of the 1CPN model. The force-field for the model draws
heavily from results at the 3SPN-AICG level.[76] A) Tension-induced unwrapping of nucleo-
somal DNA is implemented in the form of an anisotropic gaussian potential. The unwrapping
of DNA matches between the 1CPN and 3SPN models up to the first transition state. [77] B)
The sequence-dependent binding of DNA to the nucleosome is implemented in the form of a
cosine function, with a modular amplitude depending on the nucleosomal DNA sequence.[48]
C) The internucleosome-interactions are included through an anisotropic S-function expan-
sion. The 1CPN model maps the free energy of the 3SPN and incorporates it as a potential
for unmodified and acetylated H4 tail nucleosomes.[101]

and parameter-free functional form by means of an S-function expansion formalism (Figure

3.2C).[136] Additionally, a ghost site placed at the dyad of the nucleosome was introduced

to mimic the effects of the H3 histone tails. This bead interacts with DNA sites through an
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anisotropic Gaussian function to reproduce the frequency of DNA breathing as seen in Figure

3.2A. As the H3 tails are both flexible and positively-charged, they “hook” onto flanking

DNA segments, thereby helping modulate the breathing motion. The underlying sequence-

dependent positioning energetics were incorporated through an orientation dependent cosine

function on the entering and exiting DNA (Figure 3.2B). Because 3SPN influences the design

of 1CPN, PTMs and their impact on the structure of chromatin can be effectively taken into

consideration.

3.3.2 Linker Histone Implementation

The structure of the chromatin fiber is influenced by DNA-binding proteins, with the H1

or avian variant H5 linker histone being ubiquitous examples [15, 43, 45, 56, 146, 159].

Sedimentation analyses of small chromatin fibers have demonstrated that chromatin with

linker histones produces more condensed fibers than those without. [27, 53, 130, 146, 145] The

density of positively-charged residues in the linker histone reduces the electrostatic repulsion

and promotes binding of the linker DNA, favoring a more compact structure. Given its

direct influence on chromatin structure, a model of the H1/5 linker histone by Luque et al

[88] has been adapted to fit the 1CPN model.

The 1CPN linker histone model is at a coarse-grained level of description comparable

to that of 1CPN and draws information from atomistic structures and charge distributions.

Structurally, it consists of three domains: the central, rigid globular head (GH) domain

consisting of ∼ 80 amino acid residues, the flexible, highly positively-charged C-terminal

domain consisting of ∼ 110 residues, and the short N-terminal domain of ∼ 25 residues. [5]

In its original model definition, the GH region was coarse-grained to be a fixed rigid-body

consisting of 6 charged sites. The positions of these sites relative to the nucleosome center

of mass are described in Table-3.5.
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Figure 3.3: The Linker Histone in the 1CPN Model. A representation of the A) indepen-
dent linker histone, B) a representation of the chromatosome particle consisting of the linker
histone binding at the dyad axis and a 167 base pair nucleosome core particle, C) a represen-
tation of a condensed 12 nucleosome fiber with linker histones included, and D) a schematic
representation of the bonds between the nucleosome and dyad sites with the globular head.

44



Bonded Interactions

The 1CPN linker histone model is adapted to work with molecular or Brownian dynamics

in order to support 1CPN. To adapt the GH to the 1CPN model, stiff harmonic springs are

placed to preserve a rigid structure, U
geom
GH .

U
geom
GH = Uhb ({rGH}; kb,GH ,{`GH})

+ Uha ({rGH}; ka,GH ,{θ0,GH})

+ U
phi
d ({rGH}; kφ,GH ,{φ0,GH}) (3.1)

where {rGH} is the set of all coordinates of the rigid GH sites, {`GH} is the set of

lengths between the positions of the rigid sites, and {θ0,GH} and {φ0,GH} are the sets of

angles and dihedrals of the rigid structure, respectively. In order to ensure that the GH stays

rigid, but not too constrained, a subset of the possible bonds, angles, and dihedral restraints

are placed on the system and shown in Table 3.5.

Although there is discussion regarding the binding location of the linker histone to the

nucleosome, we choose to bind the linker histone GH on the dyad axis. [15, 121] To accom-

plish this, we employ two harmonic spring potentials to three sites of the GH. We define the

potential, Ubind
GH as:

Ubind
GH =

∑
k=a,c,d

Uhb (`jk; kGHdyad, `
GH
dyad)

+ Uhb (`ik; kGHnucl, `
GH
nucl) (3.2)

Sites 1, 3, and 4 of the GH are constrained by utilizing two harmonic potentials - one to

the dyad and the other to the nucleosome center of mass. The use of three constrained sites
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restricts rotation of the GH and excessive lateral movement of the GH from the nucleosome

dyad.

Unlike the rigid globular head, the C-terminal tail domain is long and flexible. The

implementation of the C-terminal domain remains mostly unchanged from that of Luque et

al. We describe the bonded forces of the model here for completeness. The geometric bonds

of the C-terminal domain U
geom
CTD are defined as:

U
geom
CTD =

NCTD∑
i,i+1,i+2

Uha (ri,i+1, ri+1,i+2; kLHβ , βLH)

+

NCTD∑
i,i+1

Uhb (`i,i+1; kCTDb , `CTDb ) (3.3)

where ri,i+1 is the position vector between any two subsequent CTD beads. In order

to bind the CTD to the GH and the GH to the nucleosome, we place a harmonic spring

between site f of the GH and the first bead of the CTD. This potential Ubind
LH is defined as:

Ubind
LH = Uhb (`LH ; kCTDb , `CTDb ) (3.4)

where `LH is the distance between site f and the first bead of the CTD.

Nonbonded Interactions

All linker histone sites are treated similarly for non-bonded interactions. Between linker

histone sites, an excluded volume interaction is adopted in the form of a Lennard-Jones

potential:

ULJ(rij , σev, εev) = 4ε

[(
σ0
rij

)12

−
(
σ0
rij

)6
]

(3.5)

46



Orientation A B C D

f̂i · f̂j 1 1 0 0

f̂i · r̂ij 0 1 0 0

f̂j · r̂ij 0 1 1 0
ûi · ûj 1 1 0 0
ûi · r̂ij 0 0 1 0
ûj · r̂ij 0 0 0 0

Table 3.1: Definition of Nucleosome-Nucleosome Orientations for Pair-Potential Calculations

For all spherical beads, a geometric average of σ0 is applied based on the sizes of each

species. The energy of interaction ,ε0, is set low to make the interaction purely repulsive.

Consistent with the DNA sites, linker histone electrostatics are treated at the level of Debye-

Hückel. The electrostatic interactions are only used between linker histone and DNA.

3.4 Methods

3.4.1 Nucleosome-Nucleosome Pair Potentials

After mapping the 3SPN-AICG nucleosome model to a position and orientation, the relative

orientation of the two nucleosomes i and j is given by six angles that represent all the possible

combinations of angles between f̂i, f̂j , r̂ij and ûi, ûj , r̂ij . In the 1CPN model, our choice of

the Zewdie potential assumes uniaxial symmetry about f̂i and f̂j , and therefore the relative

orientation of two nucleosomes only depends on the three vectors ûi, ûj , r̂ij . Accordingly,

we avoid configurations where ûi · r̂ij 6= 0 or ûj · r̂ij 6= 0 which are prevented in chromatin

fibers by the entering/exiting nucleosomal DNA. The precise definitions of the 3SPN-AICG

orientations used in this work are listed in Table 3.1. Note that Orientations C and D gave

nearly identical free energies, and therefore Orientation D is omitted from Figure 3.4 for

clarity.

To compute the effective pair-potential, the 3SPN-AICG nucleosomes were constrained

to these orientations with strong harmonic angle potentials, and umbrella sampling[68] was
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performed along the center-of-mass separation, r, between the two nucleosomes. The pa-

rameters in the 1CPN model’s Zewdie potential (see Table 3.2) were chosen to minimize the

total error with the 3SPN-AICG effective pair potentials over all four orientations.

3.4.2 DNA-mediated nucleosome-nucleosome pair potential

The DNA-mediated nucleosome-nucleosome pair potential (Section 3.5.3) was obtained using

umbrella sampling[68] along an order parameter defined by the center-to-center distance, r,

between the two nucleosome sites. At short separations, inter-nucleosomal DNA can adopt

many different configurations, each of which are separated by relatively large energy barriers.

As a consequence, diffusion orthogonal to the order parameter was very slow, and obtaining

accurate sampling of all possible DNA configurations was slow.

To improve sampling , we used 10 independent umbrellas at each r and choose relatively

weak umbrella force constants in order to allow a given configuration to sample a wide

range of r, thereby permitting the two nucleosomes to unfold and refold many times in each

umbrella.

3.4.3 Sedimentation Coefficients

Sedimentation coefficients were obtained by first initializing a 12 nucleosome, 207 nucleosome

repeat length (NRL) fiber in an extended configuration where the nucleosomes were not in

contact. These fibers were then relaxed using Brownian dynamics until they condensed

(typically 1 × 109 time steps, or 20 µs). This condensed configuration was then used as

the initial configuration for a replica exchange simulation at the specified salt concentration

with 24 temperatures spaced geometrically between 300K and 700K. Since the energy barriers

between different fiber configurations are relatively large, this replica exchange simulation

was necessary to accelerate the exploration of many possible fiber conformations, and improve

the estimate of the sedimentation coefficient. The replica exchange simulations were typically
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≈ 1× 108 steps, or 2 µs.

The sedimentation coefficient was determined, as described previously[11], according to

S20,w = S1

1 +
2R

N ′

N ′∑
i

N ′∑
j>i

1

Rij

 (3.6)

where N ′ is the number of nucleosomes in the fiber, R is the effective radius of the

nucleosomes and is assumed to be 54.6Å. S1 is the S20,w of a mono-nucleosome taken as

equal to 11.1 Svedberg (S), and Rij is the distance between two nucleosomes. The values of R

and S1 were chosen to be consistent with the values used in prior work[11]. The sedimentation

coefficient was monitored throughout the replica exchange simulation (at 300K), and was

determined as the average once the sedimentation coefficient converged. Error bars represent

the standard deviation from four independent simulations.

3.5 Results

3.5.1 Nucleosome-Nucleosome Pair Potential

To parameterize the nucleosome-nucleosome interaction in 1CPN we first compute the anisotropic

pair-potential using the 3SPN-AICG nucleosome model (Figure 3.4). The pair-potential is

strongly dependent on the orientation of the nucleosomes, with the energy and length-scales

of the interaction ranging from U/ε0 ≈ 1.0 to 0.4 and 65Å to 100Å, respectively. The lowest

energy configuration corresponds to two nucleosomes stacked face-to-face (Orientation B).

Note that 3SPN-AICG can be used to explore the effects of epigenetic markers, such

as the acetylation of the histone tails, on the nucleosome-nucleosome pair potential. As a

proof-of-principle, we again calculate the anisotropic pair-potential using 3SPN-AICG, but

modify the histone proteins so that the histone H4 tail is removed. The H4 tail is thought

to mediate interactions between nucleosomes[128], and modifications to H4 represent an

important epigenetic mechanism by which chromatin compaction is controlled. The removal
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of the H4 tail is observed to decrease the attraction of nucleosomes in Orientation B, and

leads to a significant widening of the potential in Orientation B (Figure 3.4).

Having obtained these free-energy surfaces with the 3SPN-AICG model, we then pa-

rameterize the nucleosome-nucleosome interactions energies in 1CPN (see Methods). The

resulting pair potentials obtained with 1CPN are shown by the solid lines in Figure 3.4, and

the parameters are reported in Table 3.2 in Section 3.7. The agreement between the pair

potentials from 3SPN-AICG (points) and those from 1CPN (lines) is good, with all length

and energy scales matched between the two models. Notably, good agreement between the

models is obtained for both the “full” nucleosome and for nucleosomes lacking the H4 tail.

This result indicates that both the complex orientation-dependent interactions between nu-

cleosomes and the effects of histone modifications on these interactions can be effectively

coarse-grained into the 1CPN model’s Zewdie potential. When computing these pair poten-

tials in 3SPN-AICG, the maximum energy of attraction, ε0,full, was found to be 2.69kBT,

in agreement with experiment. [101, 33, 50] In the 1CPN model presented here, we choose

ε0,full as an adjustable parameter that sets the energy scale for the nucleosome-nucleosome

interactions. This choice allows the 1CPN model to retain the relative energies of the differ-

ent orientations and histone modifications, yet provides the flexibility to vary the strength of

attraction between nucleosomes as additional experimental or simulation become available.

3.5.2 Chromatin Fiber Sedimentation Coefficients

As mentioned earlier, 1CPN is well suited to examine the structure and dynamics of chro-

matin fibers. To illustrate this idea, we prepared chromatin fibers consisting of 12 nucleo-

somes with a nucleosome repeat length of 207 bp and various salt concentrations. Following

their relaxation, we computed the sedimentation coefficient (see Methods), and compared our

predictions to experimental measurements for an identical system. [55] (Figure 3.5) Sedimen-

tation coefficients have been used extensively to assess the relative compaction of different
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chromatin fibers, and these calculations represent an important test of 1CPN [53, 130]. As

can be seen in the figure, simulations and experiments agree with each other, particularly

for the effects of salt on the compaction and expansion of chromatin.

3.5.3 Dinucleosome Analysis

To understand how PTMs influence the structure of chromatin, the structure of unmod-

ified chromatin and what drives its formation must be assessed. The basis for chromatin

fiber structure seemingly derives from DNA deformation penalties and the mechanical modes

that limit them. Generally, these can be thought of as the energetic penalties for deforming

DNA, and the interactions that are favorable, such as inter-nucleosome contacts, nucleosome

positioning energy, and H3-tail induced flexibility. Of particular importance to these inter-

actions is the amount of linker DNA connecting each nucleosome. From experiments and

simulation, it is found that linker DNA lengths that are in integer amounts of DNA pitch
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Figure 3.6: Dinucleosome pair potentials demonstrate the sensitivity of chromatin physics
to variable linker lengths. All surfaces fall into the category of three potential minima. A)
Dinucleosome potentials of mean force for variable linker lengths of even pitch, B) even
pitch with the linker histone, C) variable pitch, D) variable DNA sequence. These results
are adapted from Lequieu et al. [76]

(∼10 bp) lead to compact structures, whereas deviations frustrate the fiber, leading to larger

structures. This property influences the eukaryotic genome, as high-throughput sequencing

of linker DNA has revealed peaks of intensity at integer lengths of DNA pitch. [25, 29, 156]

To highlight the pronounced effect of linker length on the structure of chromatin, we have

considered the energetics of the dinucleosome system as seen in Figure 4.1. Using umbrella

sampling, one can calculate a potential of mean force between the nucleosome centers of

mass and analyze the resulting curves. This calculation is considered for linker lengths of

20-60 bp, variable nucleosomal DNA sequence, and linker histone presence. We note that
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linker DNA length significantly alters the shape of the curves. Most notably, three struc-

tural motifs of the dinucleosome arise in these curves: (1) a stacked or condensed structure,

(2) a side-side structure, and (3) a fully separated structure. Additionally, increasing the

strength of the nucleosomal DNA positioning or including the linker histone shifts the curves

towards condensed structures and decreases the relative free energy of the condensed struc-

ture, consistent with our prior explanations. While we note that these dinucleosomes display

structural features similar to those seen in the 30-nm fiber, we find that the 1CPN model

does not predict the 30-nm fiber to be a stable structure. In fact, larger fibers display motifs

of fibers that are fluid in radius, much like the results of ChromEMT. [112]

Unfortunately, DNA linker length is not a static quantity. To accommodate transcription

factors, nucleosomes can reposition through sliding events or dissociate from the DNA, both

altering the length of linker DNA. Theoretical, simulation, and experimental work has been

performed to unravel the nucleosome repositioning network. Simulations and experiments

have uncovered the mechanism of sliding events and indicate that they are not only dependent

on the underlying DNA sequence, but also on nucleosome modifications. For example, recent

work has demonstrated that the CenpA histone induces a dramatic sliding event that is

relevant for centromeric chromatin. [142] In other words, sliding events may only be a factor

in variable linker lengths, but not the sole determinant. As shown at a dinucleosome scale,

variable linker lengths significantly alter the chromatin physics, and increasing the number

of nucleosomes exponentially increases the complexity of the resulting chromatin structure.

3.6 Conclusion

In this work, the 1CPN model has been extended to include the linker histone and vali-

dated. By relying on a multi-scale approach, 1CPN incorporates physics that occur over

nano-meter length scales, such as histone modifications and DNA sequence. The model,

however, is computationally efficient and permits simulation of many kilobases of chromatin.
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The parameterization of 1CPN has relied both on extensive simulations with the detailed

3SPN-AICG model of the nucleosomes, as well as experimental measurements on the struc-

ture and dynamics of chromatin. 1CPN has been parameterized to reproduce the many

free energies that govern the interactions within chromatin, such as the interactions between

nucleosomes, the interaction between DNA and histone tails and how these interactions can

be modulated by histone modifications. 1CPN has also been parameterized to reproduce the

salt-dependent stiffness of DNA, the effect of DNA sequence on rotation of DNA within the

nucleosome, and the dynamics of short chromatin fibers. Following this parameterization,

1CPN has been used to examine the free energies of association between two nucleosomes

separated by different lengths of DNA. It is found that the length of this DNA, as well as the

relative pitch between two nucleosomes, have a dramatic effect on the interactions between

nucleosomes. Finally, it was demonstrated that 1CPN achieves quantitative agreement with

experimental measurements of sedimentation coefficients of short chromatin fibers, both in

the presence and absence of linker histone H1.

Building on this foundation, it is anticipated that 1CPN will be useful for studies of the

many dynamic processes that dictate chromatin compaction. The wide variety of mecha-

nisms that link chromatin structure to gene expression are still poorly understood, and the

1CPN model provides a tool to interrogate these relationships.

3.7 Model Parameters

The parameters used in the model are described in the following tables.
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Parameter
Value

Full -H4

σ0 55.0 Å 55.0 Å
ε0 1.163 kcal/mol 1.303 kcal/mol
σ′0 30.0 Å 30.0 Å
ε′0 0.01 kcal/mol 0.01 kcal/mol
σ000 1.559 1.564
σcc2 -0.756 -0.754
σ220 0.143 0.151
σ222 0.292 0.267
σ224 0.000 0.00
ε000 0.605 0.743
εcc2 0.528 0.565
ε220 -0.029 -0.246
ε222 -0.270 -0.580
ε224 0.000 0.00

Source: Fig. 3.4

Table 3.2: Nonbonded parameters for Uzewdie. See Fig. 3.4 for justification of parameter
values
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Equil. Lengths and Angles
Parameter Value Source

`a−c 9.655702 Å Ref.[88]
`a−d 10.080155 Å Ref.[88]
`b−c 14.904854 Å Ref.[88]
`b−f 12.619831 Å Ref.[88]

`d−e 16.080128 Å Ref.[88]
`e−f 16.815193 Å Ref.[88]

`b−e 11.760170 Å Ref.[88]
`c−d 13.166473 Å Ref.[88]

`i,{a,c,d} 68 Å Geometry

`j,{a,c,d} 33 Å Geometry

`CTDeq 15 Å Ref.[88]

θGH
c−a−d 83.662981◦ Ref.[88]

θGH
a−d−e 143.550333◦ Ref.[88]

θGH
c−b−f 57.281993◦ Ref.[88]

θGH
b−e−f 58.119728◦ Ref.[88]

θGH
a−f−e 81.942273◦ Ref.[88]

θGH
b−c−d 56.308143◦ Ref.[88]

βLH 110◦ Ref.[88]

φGH
c−a−d−e 72◦ Ref.[88]

φGH
c−b−f−e 123◦ Ref.[88]

Force Constants
Parameter Value Source

kGH
b 50 kcal/mol/Å2 Section 3.3.2

kGH
a 10 kcal/mol/deg2

kGH
d 10 kcal/mol

kGH
nucl 50 kcal/mol/Å2

kCTDb 0.1 kcal/mol/Å2 Ref.[88]

kLHβ 1 kcal/mol/deg2 Ref.[88]

Table 3.3: Bonded parameters for the linker histone globular head and c-terminal tail do-
mains.

Parameter Value

σGH 15.0 Å
σCTD 18.0 Å
εev 0.001 kBT
Source: Ref.[13]

Table 3.4: Nonbonded parameters for linker histone interactions
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Site x y z

a -0.3413114 64.947141 10.7562
b 4.148044 57.478201 -6.935
c 7.535318 65.034297 5.458
d -3.689099 58.350318 3.817
e -7.547358 57.271017 -8.15
f 0.419315 71.868134 -4.953

Table 3.5: Definition of Globular Head site positions with respect to the nucleosome center
of mass in Angstroms. The nucleosome is oriented that f̂ = {1, 0, 0}, û = {0, 1, 0}, and
v̂ = {0, 0, 1}.

58



CHAPTER 4

CHROMATIN STRUCTURE BEYOND THE NUCLEOSOME:

A TRINUCLEOSOME BUILDING BLOCK OF THE

CHROMATIN FIBER

4.1 Abstract

Chromatin is comprised of long DNA molecules, which are hierarchically condensed from

their original length (meters) into extremely small aggregates (micrometers). The under-

lying compaction process is partly regulated by dynamic protein-DNA interactions, which

allow chromatin to organize into discrete structures. The detailed structures of the small-

est features of chromatin, including DNA and the nucleosomes, are known. In contrast,

the structure of chromatin beyond the “beads-on-a-string” fiber description is poorly un-

derstood. The so-called “30-nm fiber” as a chromatin construct represents a controversial

concept, and recent evidence points towards a much smaller building blocks. In particular,

experimental evidence points to a tetranucleosome and the nucleosome “clutch” — a cluster

of 4-16 nucleosomes — as candidates for fundamental units of chromatin. In this work,

we utilize the recently developed 1CPN molecular model of chromatin to interrogate the

building blocks of chromatin. We use free energy sampling methods and replica exchange

molecular dynamics to identify the similarities between these small units. Longer fibers are

employed to identify the similarities between the structure of di and trinucleosome based

constructs, and the structures that emerge in much larger fibers. We find that the trinu-

cleosome free energy surface displays great similarities to that of fibers with homogeneous

linker-DNA lengths and without the linker histone. In the presence of the linker histone, we

find the fiber to favor a clutch-like motif. Laslty, we show that acetylation of the H4 tails

leads to melting of the trinucleosome motifs, serving to underscore the role of H4 acetylation

in controlling the structure of the chromatin fiber.
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4.2 Introduction

In the cell nucleus, chromatin organizes DNA into dynamic hierarchical structures. Within

these structures, DNA is regulated through sequences of epigenetic modifications known

as post-translational modifications (PTMs). The complex network of PTMs is referred to

as the “histone code.”[64] A central target of these modifications is the nucleosome core

particle (NCP) - comprised of 147 base-pairs (bp) of DNA wrapped ∼1.7 times in a left-

handed super-helix around protein octamers called histones.[87, 34] The nucleosome has

been long considered to be the building block of the chromatin fiber. At longer scales,

nucleosomes form a “beads-on-a-string” structure of NCPs connected by segments of 10-

80 bp linker DNA. [110] The complex transition between the “beads-on-a-string” model

and compact arrays of nucleosomes is crucial to DNA replication, transcription, and repair.

[54, 2, 75, 152, 80, 160, 26, 73]

Advances in chromatin analysis have revealed key structural features of the fiber at mul-

tiple length scales. New imaging techniques, such as Cryo-EM, have gradually unveiled some

of chromatin’s unique structural motifs. [20, 138, 133, 40] Recently, Cryo-EM images of small

fibers were used to determine that the nucleosome tetramer is a potential repeat unit in the

chromatin fiber, supporting previous evidence for the existence of tetranucleosome build-

ing blocks.[138] More recently, in vivo STORM imaging experiments have yielded evidence

for nucleosome “clutches” comprising 4-24 nucleosomes.[124] The size of these clutches is

positively correlated with cell pluripotency. Further experimental evidence from magnetic

tweezers experiments indicates that the FACT protein regulates transcription by attenuating

these clutches. [? ] A recent study using high-resolution nucleosome orientation mapping

reported two unique geometries of tetranucleosomes that combine to form the chromatin

fiber. [109] Take together, this evidence suggests that a building block exists, encoded into

the chromatin fiber, that is larger than the single nucleosome.

At the nuclear scale, novel imaging techniques have elucidated structural organizations
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and correlations in chromatin in the nucleus. One such technique, Partial Wave Spec-

troscopy (PWS), uses chromatin density heterogeneity to elucidate structural fluctuations

of chromatin below the diffraction limit.[143, 8] The amplitude of these fluctuations has

been shown to positively correlate with human colorectal cancer cells. [7] In the last few

years, ChromEMT has emerged as a powerful method that combines ChromEM staining

for electron microscopy with multi-tilt tomography. Chrom-EMT has proven to be par-

ticularly useful for understanding the 3D structure of chromatin at a detailed resolution

during interphase and metaphase. [112] Chrom-EMT images suggest that smaller clutches

of nucleosomes exist in interphase chromatin.

The imaging techniques outlined above have revealed key aspects of chromatin’s struc-

ture. However, our understanding of the underlying physics governing that structure and

its hierarchical organization is very limited. A central question that we ask in this work

is whether the overall structural organization of chromatin in the nucleus stems from re-

peating segments of short fibers, like those proposed by the “clutch” model. Past work

has invoked the concept of a 30-nm fiber as a recurring motif. [45, 128, 130, 133, 39, 53]

Two candidate structures have been reported: the two-start zig-zag, with straight linker

DNA and next-nearest neighbor nucleosome contacts, and the one-start solenoid, with bent

DNA connecting nucleosomes with nearest-neighbor contacts. Recent developments, how-

ever, have questioned its existence in vivo.[112, 92, 93, 94] Unfortunately, imaging techniques

are limited both spatially and temporally, and additional information from different sources

is needed to reconcile these different perspectives.

As an alternative solution, molecular models can provide insight into the dynamic con-

figurations of chromatin across multiple length and time scales. [100] Recent developments

in coarse-grained models have allowed for the study of the physics of dinucleosomes and

trinucleosomes in considerable detail. [144] In this work, we employ the 1CPN (1-Cylinder-

Per-Nucleosome) chromatin model, which builds upon these previous studies, to under-
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stand the structure of chromatin at length scales between the nucleosome and larger, hi-

erarchical, nuclear organizations.[76] The 1CPN model was developed as a coarse-grained

model that incorporates key physics and dynamics from more detailed simulations of the

nucleosome.[48, 58, 77] Given the rich and complex physics that arise in the nucleosome

physics, it provides an avenue to study the free energy landscape of small chromatin fibers,

and how such landscapes influence the structure of large fibers.

In what follows, the 1CPN model is used to determine the free energies of dinucleosomes

and trinucleosomes as a function of several order parameters. Those free energies are then

used to predict the structure of larger chromatin fibers. We also consider the effect of

the linker histone on compaction of the chromatin fiber and quantify the resulting structural

motifs through nucleosome distance distributions. From electron microscopy, it is known that

linker length influences chromatin structure. [130, 53] As such, we examine the free energy

changes that underlie chromatin structure with varying linker DNA length. Additionally, we

explain how these free energies relate to previously proposed structures of the 30-nm fiber and

estimate their relative stability. Throughout the manuscript, we provide evidence supporting

that trinucleosomes serve as a building block or structural motif for homogeneous larger

fibers. Lastly, we extend our analysis to illustrate that chromatin becomes more fluid in the

presence of acetyl-H4 tails, stemming from weakened trinucleosome interactions. We suggest

that the loss of structural order renders chromatin suceptible to external machinery such as

transcription factors, resulting in a correlation between H4 acetylation and transcription.

4.3 Methods

The model adopted here is referred to as the ”1-Cylinder-Per-Nucleosome” chromatin rep-

resentation. It describes the nucleosome as a single anisotropic particle, and DNA as a

spherical particle at a three basepair-per-bead resolution level. The nucleosome shape is

dictated by calculations of nucleosome interactions at a more detailed level. [101] The nu-
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cleosome interactions have also been parametrized for H4-tail acetylations. The model is

designed to preserve the geometric 1KX5 structure of entering and exiting DNA.

From previous fiber reconstitution experimental studies, researchers have identified that

the chromatin structure is particularly sensitive to the amount of linker DNA between nucle-

osomes and the inclusion of the linker histone. [130] Based on the sensitivity of the chromatin

fiber to these parameters, we consider them in our analysis of chromatin building blocks. In

particular, we represent the ratio of linker histones (LH) to nucleosomes as [LH]. The de-

tailed linker histone model used here was introduced by Luque et al.[88], and it coarse-grains

the 80 residue globular head (GH) domain as 6 beads of variable size and charge. These

values were calculated using the Discrete Surface Charge Optimization (DISCO) method.

The long and flexible 110 residue C-terminal domain (CTD) is represented by 22 spherical

beads, each at a 5 residue-per-bead resolution. A more detailed description of can be found

in the literature.[88, 10, 11, 13, 115]

Solvent in the 1CPN model is represented implicitly with a Langevin thermostat using

a timestep of 60 fs. The electrostatics are treated at the level of Debye Hückel theory with

physiological salt conditions of 150 mM. All simulations in this work were carried out using

the LAMMPS molecular dynamics package. [119] The 1CPN implementation in LAMMPS

is available at https://uchic.ag/1cpn.

Potentials of mean force (PMFs) were calculated using umbrella sampling with the

weighted-histogram analysis method (WHAM) for the small fiber dinucleosome and trinucle-

osome simulations. All umbrella sampling simulations were calculated using the separation

of the center of mass of the nucleosomes as the collective variable. [68] The dinucleosome

free energies were run with umbrella centers spanning 50 Å to 190 - 250 Å (depending on

the amount of linking DNA) and were separated by 10 Å . These centers are the same for

systems with and without the linker histone. In order to avoid end effects, there was no

linker DNA entering the first nucleosome or exiting the last nucleosome. Since the nucleo-
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somes are anisotropic, the center of mass separation is degenerate at lower separations. To

account for this degeneracy, 10 replicas of all umbrella windows were run for a length of

2x109 time steps, which was found to provide sufficient sampling to construct the underlying

PMF. Note that every replica corresponding to the same window was aggregated into the

WHAM calculation to generate a single PMF.

A similar procedure was used to generate PMFs for trinucleosome systems. For compu-

tational reasons, the trinucleosome PMF was considered using a single NRL. The NRL of

187 was chosen for its unique property to stabilize the “stacked” configuration of the dinu-

cleosome. We consider this system to encode for the most crystalline order in the chromatin

fiber. As opposed to the dinucleosome, a 2D PMF surface was generated using the separa-

tion of the first two nucleosomes (rα) and the first and the third nucleosome (rβ). Due to

the increased computational cost of the system, only 3 replicas of the surface for the LH and

LH-free systems were run.

The longer fibers consist of 24 nucleosomes with a homogeneous 187 NRL, unless stated

otherwise. Relaxation of long fibers is computationally challenging. Great care is taken

to ensure that fibers reach an equilibrium state that does not depend on initial conditions.

First, simulations are initialized as elongated fibers where the angle between the entering and

exiting DNA and the nucleosome is set at 180◦. Four replicas of these simulations are run

with different random number seeds until equilibration. In this case, the radius of gyration

(Rg) is monitored until it reaches a steady state value. The necessary time is on the order

of ∼ 100µs.

After relaxation is achieved, the final configuration from the relaxation procedure is used

as the initial frame for a replica-exchange molecular dynamics (REMD) simulation. For

each replica-exchange simulation, we generate 24 windows with temperatures geometrically

distributed between 300 and 700 K. This range is such that at the highest temperature the

fiber is elongated, or “denatured.” To measure convergence, we follow Rg of each fiber at
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300 K until it reaches a plateau.

The REMD trajectories are analyzed to recover both contact maps and probability dis-

tributions. The contact maps are generated by calculating the frequency with which two

nucleosomes in a fiber are in contact. Here, two nucleosomes are said to be in contact if

they are in a “stacked” configuration. The stacked configuration corresponds to a contact

distance between two nucleosomes of 63− 77 Å. All probability distributions are histograms

generated by normalizing the separation of nucleosomes by the number of total snapshots

and instances of separation within a fiber across all replicas.

4.4 Results

To understand the structure of chromatin we begin with the dinucleosome system. The

linker histone (LH) is implicated in condensing the chromatin fiber, and we therefore consider

dinucleosome simulations where the number of bound linker histones is varied for the same

range of NRLs as before. The results for the free energy surface with one LH and two LHs

are shown in Fig. 4.1B and C. The linker histone stabilizes the stacked configuration relative

to the no-linker histone results. This occurs because the positively-charged and flexible

linker histone C-terminal domain (CTD) compensate for the energetic penalty incurred upon

bending the DNA, causing nucleosome interactions to become dominant.

Previous work established the ability of the 1CPN model to capture chromatin physics

at the dinucleosome scale.[76] By this, we refer to the competing effects of the flexibility

of the DNA at length scales below its persistence length and the interaction landscape of

the nucleosomes. That work also examined the free energy of the dinucleosome, accounting

for many relevant parameters such as nucleosome repeat length (NRL), binding strength of

the nucleosomal DNA, and pitch of the DNA. There are three energetic wells corresponding

to states where the nucleosomes are stacked, side-by-side, or far apart, corresponding to

the state where flexibility of the DNA dominates. There are clear trends associated with
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increasing the binding strength of the DNA, which lowers the free energy of the stacked

configuration. Note that varying the NRL in increments of 10 bp shows another distinct

trend: The 187 NRL dinucleosome is the only system where the global minimum corresponds

to the stacked configuration. We reiterate these results in Fig. 4.1A.

Interestingly, we note that the 177 NRL system is the only system where the stacked

configuration is not the minimum for the one LH case, but it is for two LH. Results from

prior cryo-EM measurements used the LH with 177 NRL nucleosome tetramers and inferred

a zig-zag like conformation with straight linker DNA. [138] Our results suggest that while

chromatin with the LH trends towards bent DNA, chromatin with a repeat length of 177 bp

still favors straighter linker DNA, similar to the reported images.

Based on the dinucleosome results, we next examine larger chromatin structures. We

simulate a 24 nucleosome fiber with an NRL of 187 which, as indicated in Fig. 4.1A, was

shown to possess the unique property of stabilizing the stacked configuration without the

LH. In order to generate a statistically meaningful ensemble of structures, we simulate four

replicas of equilibrated chromatin fibers with temperature replica exchange. To interpret the

fiber results as consisting of a combination of many dinucleosome interactions, we calculate

contact maps and histograms to highlight the probability distributions of pairwise separations

of nucleosomes (Fig. 4.2). Figure 4.2C shows the frequency of contacts between any two

nucleosomes in a fiber without the linker histone. It can be seen that contacts are dominated

by next-nearest neighbor occurrences, which we refer to as 1-3 nucleosome interactions. In

other words, every other nucleosome along the chain has a high probability of contact. In Fig.

4.2E shows that as a function of distance, the 1-2 interactions form a Gaussian distribution

centered at a distance of ∼ 200Å, while only 1-3 interactions show peaks at distances of

70 and 100Å. These peaks correspond to both stacked and side-by-side interactions of the

nucleosomes, serving to underscore that 1-3 interactions dominate the structure of chromatin,

and the flexibility of DNA controls 1-2 interactions.
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Figure 4.1: The free energy of dinucleosomes with varying concentration of bound H1 linker
histones. The columns are arranged in increasing value of NRL, starting from 167 in incre-
ments of 10 to an NRL of 207. A) Free energy when [LH] = 0. Data are taken from previous
work of Lequieu et al. [76] B) Free energy when [LH] = 0.5. C) Free energy when [LH] =
1.0.
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Figure 4.2: Analysis of a 24x187 chromatin fiber in terms of pairwise nucleosome separation.
A) and B) Configuration of homogeneous chromatin fibers with and without the linker
histone C) Contact map of nucleosomes in a fiber for a LH-free system. The color bars
correspond to a log-scale of the number of contacts from the simulations. The inset highlights
the probability of nucleosome contacts separated by N nucleosomes. D) Contact map of
nucleosomes in a fiber with the LH present. E) Probability distribution of nucleosome contact
pairs as a function of their separation distance without the LH. F) Probability distribution
of nucleosome contact pairs as a function of their separation distance with the LH.
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In Figure 4.2 D and F, we apply the same analysis to chromatin with a one half fraction

of bound linker histones. Based on experimental data, the chromatin fiber is saturated when

it has a one-half binding of LHs, which we discuss further in the Supporting Information.

[130] The role of the linker histone on larger chromatin structures is reflected in Fig. 4.2D.

We note that the dominance of 1-3 interactions is lost in the presence of the LH, suggesting

a more condensed motif, reminiscent of the results of the pair potentials. In the inset, we

also note that these contacts have a similar order of magnitude than the contacts for larger

nuclesome separations as seen above. The probability curves in Fig. 4.2F show pronounced

difference from the results for LH-free fibers. Up to a seven nucleosome separation, the

probability distributions are the same for the separation of any two nucleosomes. These

distributions are centered around 100Å, which further supports our proposition that charges

on the LH compensate the energetic penalty associated with DNA bending, and nucleosome

interactions dominate. In this case we see an effective “crowding” event of nucleosomes

with low separation distances between any nucleosomes in the fiber. From Fig. 4.2F we

see all distributions centered at ∼ 100Å, which we attribute to an entropically favorable

configuration of crowded nucleosomes. From both of these results, it is evident that a

dinucleosome motif alone is insufficient to describe the chromatin fiber structure.

To gain a better understanding of the fiber structure, we repeat our process from above,

but now considering the energetics of the three nucleosome system. In Figure 4.3, we show

the free energy surface of the trinucleosome system with NRLs of 187 both with and without

the LH. The free energy surface without the linker histone is shown in Figs. 4.3A and B. All

panels on the left highlight the free energy curves at specific rα (separation of the first and

second nucleosome), corresponding to the wells found in the dinucleosome system. From the

two-dimensional free energy surface in panel B, we come to the finding that the trinucleosome

has a single global minimum, with no indication of meta-stable states when rα = 180Å and

rβ = 70Å. Compared to the two candidate 30-nm fiber structures, our results suggest that
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Figure 4.3: Trinucleosome free energy surface. A) Schematic of the system, where rα is the
separation between the first two nucleosomes and rβ is the separation between the first and
third. The plots in the left column highlights the free energy curves when rα is at one of the
minima extracted from the dinucleosome results for B) no LH and D) with LH. The second
column is the two-dimensional free energy surface in units of kBT of the trinucleosome C)
without the LH and E) with the LH.
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the zig-zag has a lower free energy in the absence of the LH and with homogeneous NRL.

This result is consistent with experimental evidence, which mentions the need for either the

linker histone or divalent salt to form condensed and ordered solenoid-like structures.

Trinucleosomes with the LH exhibit a very different free energy surface. In contrast to

the previous result, the trinucleosome free energy surface with LHs shows a wider range of

separation distances over which it exhibits a minimum, consistent with our prior statement

that nucleosome interactions dominate in the presence of the linker histone. We also find a

metastable state associated with a condensed, solenoid-like structure at a separation distance

of rα = 75 and rβ = 75. Comparing the trinucleosome and dinucleosome free energy surfaces,

it is clear that the larger fiber should be described in terms of a combination of trinucleosome

motifs and we return to the prior REMD simulations with the trinucleosome motif.

We next interpret the structure of the larger chromatin fibers in terms of the trinucleo-

some free energy surfaces. We construct probability distributions of all 1-3 separations (rβ)

given the distance of the 1-2 separations (rα). We show the conditional and joint probability

results in Figure 4.4. The top and bottom rows correspond to data without and with LHs,

respectively. We note that the free energy approximation that we generate by −log(pij) has

features similar to those seen in the trinucleosome results, including the global minimum

at the largest extension of rα and low extensions of rβ . The primary difference is that the

global minimum occurs at an rβ = 100Å as opposed to 70Å. As the fiber consists of multiple

nucleosomes, we propose that the “side-by-side” configuration is more entropically favorable.

We also note that, in the free energy surface in the presence of the linker histone (Fig. 4.4D),

there is an equal probability of forming a solenoid-like or zigzag-like structure. Our results

here are consistent with the theoretical notion that the solenoid 30-nm fiber is formed only

in the presence of the LH.

In this last section we consider the effects of acetylated H4 tails on the structure dis-

tribution of the chromatin fiber. Previous work has presented the ability of the 1CPN
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Figure 4.4: Analysis of the chromatin fiber using the joint probability distribution of rα
and rβ . A) Schematic of the system, where rα is the separation between the first two
nucleosomes and rβ is the separation between the first and third. The left column highlights
the free energy curves when rα is at one of the minima extracted from the dinucleosome
results for B) no LH and D) with LH. The right column is the two-dimensional log of the
histogram of states in units of kBT of the trinucleosome C) without the LH and E) with the
LH.
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Figure 4.5: The fluid behavior of acetylated H4-tail chromatin fibers. A) A snapshot of the
fiber shows a more disordered fiber. B) The probability of nucleosome contacts separated
by N nucleosomes shows a decreases in the Nsep = 2 contacts. C) The free energy of an
acetylated chromatin fiber.

model to capture the role of acetylation of the H4 tails in the form of a modified pairwise

interaction.[76, 101] We first discuss the effect of acetyl-H4 on the trinucleosome, which we

predict to be a fundamental unit of the chromatin fiber (in light of our previous results).

The results included in the Supplementary Information indicate that there is no free energy

difference for the trinucleosomes. In a similar manner, we run acetylated-H4 fibers with ho-

mogeneous 187 NRL and 24 nucleosomes with REMD. In contrast to the unmodified fiber,

the acetylated fiber displays significant differences in the joint probability distribution when

compared to its corresponding trinucleosome free energy surface (compare Fig. 4.2B with

Fig. 4.5C). Instead of a small distribution of states where the fiber is stable, the region grows

considerably along the rβ axis.

This result go against our prior understanding of acetylated fibers. There is a known

correlation between acetylated H4-tails and transcriptionally-active chromatin.[152, 26, 75]

Chromatin is theorized to extend upon H4-acetylation to facilitate transcription factor bind-
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ing, serving to explain why H4-acetylated chromatin is associated with transcriptionally-

active chromatin. [31, 163] Our results suggest a different mechanism. Previous work sug-

gests that nucleosomes with acetylations to the H4 do not repel each other.[101] As there are

no other factors that would introduce additional repulsive forces, we find no reason to expect

the fiber to elongate. In our simulations, we find the chromatin fiber to be more fluid in

the presence of acetylations. The contact probabilities of the nucleosomes in the fiber show

a ∼ 20% decrease in Nsep = 2 contacts (Fig. 4.5B), compared to the unmodified case (Fig.

4.2). As the previously dominant trinucleosome contacts are significantly decreased, the

fiber structure becomes more compliant. We therefore expect chromatin to be malleable to

external factors such as RNA polymerases or heterogeneous linker DNA sequences that are

present in the cell nucleus. These external factors may play a larger role on the correlation

between transcription and acetyl-H4 tails than previously theorized.

4.5 Conclusion

In this work we have identified several key structural features of the chromatin fiber using

smaller fibers as a template. First, we have shown that smaller fibers are particularly sensi-

tive to NRL and the inclusion of the linker histone. Consistent with previous experiments,

we find these parameters to be equally important in dictating the larger chromatin structure.

Second, we have shown that the trinucleosome system is a good predictor of the approxi-

mate free energy surface for larger chromatin fibers in the homogeneous case. Identifying

a building block beyond the nucleosome has been a challenge, given the dynamic nature

of chromatin and the diffraction limit of imaging equipment. Our results here support the

“nucleosome clutch” model that has recently been proposed for cell pluripotency. Although

the trinucleosome is smaller than the tetranucleosome repeat in vivo, it is consistent with

evidence of a building block beyond the nucleosome, and with the notion that a building

block is “encoded” from the energetics of DNA and nucleosomes.
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The trinucleosome building block uncovered in this work represents a stepping stone

towards understanding larger chromatin structures. To arrive at a comprehensive picture,

however, the influence of additional epigenomic phenomena on chromatin structure must

also be considered. Recent theoretical work provides evidence that heterogeneity of linker

lengths greatly influences the long-ranged looping potential of chromatin. [16] Our own re-

sults, and prior microscopy, have also shown that the amount of linking DNA significantly

alters chromatin structure; [130] here, we only considered homogeneous linker-lengths, and

within that constraint we were able to identify a well-defined correlation between the trin-

ucleosome building block free energy and chromatin fiber structure. In nuclear chromatin,

nucleosomes are dynamic and diffuse along the DNA in a “sliding” fashion, resulting in highly

heterogeneous or broad linker length distributions. [78, 89, 98] The proposed “nucleosome

clutch” and “tetranucleosome” models may be a result of longer range correlations through

the joint effects of heterogeneous linker-lengths and linker histone binding. While considering

every combination of linker lengths is computationally demanding with the 1CPN model, the

trinucleosome building block introduced here could provide a tractable alternative. Experi-

ments, such as Micro-C and MNase-seq, currently seek to uncover the distribution of linker

lengths in vivo. [29, 61, 60] A combination of the trinucleosome physics with experimentally

determined linker length distributions would reveal with more clarity the extent to which

the trinucleosome building block influences chromatin structure. We leave such a study of

heterogeneous linker lengths on chromatin structure to future work.

4.6 Supporting Information

4.6.1 Linker Histone Saturation

The work of Routh et al demonstrates that when there are effectively 1 linker histone for every

2 nucleosomes, the fiber is saturated and at its peak of compaction. [130] The same ratio is
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Figure 4.6: The chromatin fiber is further compacted with increasing relative amounts of
linker histones. The fiber becomes saturated around a ratio of one linker histone for every
two nucleosomes, consistent with experimental claims.

used in this work for the full fiber with linker histone free energy surface. To prove that this

ratio is at the saturation point, we run long replica-exchange molecular dynamics simulations

of 24 nucleosomes in the 1CPN model with a 187 repeat length for varying amounts of linker

histones. We display the results of the average radius of gyration,
〈
Rg
〉
, as a function of

the amount of linker histones in Figure 4.6. From the figure, one can see that at a ratio

of 0.5,
〈
Rg
〉

is at the bottom of the exponential decay, consistent with experimental claim.

For this reason, the assumption of one linker histone per two nucleosomes is appropriate.

Recently, results show that ratios above one linker histone per nucleosome result in unique

compactions and structures of chromatin, which is a future direction of this work.

4.6.2 Comparison of multiple NRLs

While we primarily focus on the 187 NRL for this manuscript, simulations of variable linker

lengths are reported for the 24 nucleosome simulations. We focus on the 187 NRL as it

displays unique physical behavior in the dinucleosome case. This result is pushed towards
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Figure 4.7: The histogram of states for fibers with varying repeat lengths.
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larger systems in an attempt to reconcile the observed differences of the 30-nm fiber. As in

vitro chromatin experiments reconstitute chromatin using even pitches of DNA, ∼ 10 bps,

we consider fibers with similar repeat lengths. The data for the histogram of states is shown

in Figure 4.7, with the NRLs displayed above each surface. These figures are generated

in the same fashion as the 187 NRL fiber in the manuscript. Interestingly, we note that

each surface displays unique minimum, similar to the results of the dinucleosome free energy

surfaces. We claim that each repeat length influences the thermodynamics and structure of

the chromatin fiber at this scale, which is of considerable interest. In future work, we plan

to investigate and characterize this phenomena further.

4.6.3 Acetylation of the H4 Tail

In this work, we show that the fiber is fluid in the presence of H4K16ac, which allows for

external factors to more easily disrupt the fiber structure. Additionally, this work reveals

that the trinucleosome is a viable fundamental unit that describes the thermodynamics of

chromatin fibers. For completeness, we show that a similar claim can be be drawn for

the trinucleosome free energy surface of H4K16ac. Using the same procedure of umbrella

sampling with the weighted histogram analysis method, we compute the trinucleosome free

energy surface with H4K16ac and show the results in Figure 4.8. Both the acetylated and

unmodified, or “wild-type” trinucleosome surfaces are shown for comparison. Unsurprisingly,

we see very little change between the two free energy surfaces, consistent with what is claimed

in the work.
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CHAPTER 5

EQUILIBRIUM FEATURES OF THE CHROMATIN FIBER

PREDICT TAD-LIKE STRUCTURES

5.1 Abstract

Chromatin structure uniquely facilitates the packaging of DNA through a combination of

DNA-protein interactions and epigenetic modifications. As the structure of chromatin is

inherently linked to the transcriptome and other essential biological processes, it is neces-

sary to fundamentally understand the structure of chromatin and the factors that alter it.

Chromatin is often treated as a model polymer wherein nucleosome-monomers are bonded

via stiff DNA segments. While such models can provide a coarse treatment of the overall

chromatin structure, they potentially sacrifice key physics at the nucleosome-level. A key

question that arises is what is the fundamental unit for the structure of chromatin? In this

work, we introduce the ideal chromatin chain model (ICCM), which provides a computation-

ally efficient model of chromatin structure with high resolution. Using this model, which is

derived from data from coarse-grained molecular dynamics simulations, we provide evidence

that a trinucleosome repeat unit serves as a robust fundamental description of chromatin

and that variable linker lengths have unique statistical segment lengths that span 2-10 kbps.

We further show that the ICCM predicts topologically associating domain structures on the

order of 1 Mbps, but when averaged over the population, such structures are not detectable

and agree with recent experimental results. Through the ICCM, we provide a comprehensive

statistical framework that captures local chromatin structure and can be extended to predict

its effect on global chromatin organization.
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5.2 Introduction

The genome is compacted in the cell nucleus through a complex and dynamic network of

protein-DNA interactions. Host to this network is the chromatin fiber, which succeeds in

packaging the genome through its hierarchical structure. For reference, a packaged genome

requires folding 3 billion bp of DNA that is 3 meters in length into chromosomes that are

∼ 1µm in size. In addition to the demanding structural constraints, the chromatin fiber

is also central to biological processes such as transcription, DNA replication, and repair,

which require local unwinding of chromatin. [54, 2, 29, 149, 134] The structural basis of

the chromatin fiber is the nucleosome, a stable compound of DNA and proteins. From X-

ray crystallography, the structure of the nucleosome was determined to be 147 bp of DNA

wrapped ∼1.7 times in a left-handed superhelix about a histone octomer core. [87, 34]

Structural motifs of the fiber beyond the nucleosome are fluid and, therefore, harder to

discern using conventional methods. [93]

Despite its dynamic nature, numerous experimental breakthroughs have illuminated

structural features of the chromatin fiber. In particular, electron microscopy techniques such

as Cryo-EM provide significant evidence for repeating structural motifs of chromatin.[138]

Recent advancements have combined multi-tilt scanning-transmission electron microscopy

with a high contrast dye, known as ChromEM, to elucidate structural features of chro-

matin in situ. [112, 83] Less intrusive methods using super-resolution microscopy techniques,

such as stochastic optical reconstruction microscopy (STORM), have also probed chromatin

structure and organization. For example, recent STORM experiments found evidence of a

smaller building block of chromatin, known as nucleosome clutches, whose size is related to

cell pluripotency.[124]

With the advent of chromosome conformation capture (3C) techniques, key structural

features of chromatin have been revealed.[84] In particular, the work of Dixon et al and

Rao et al demonstrated the prominence of regions of high contact that are conserved across
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cells referred to as topologically associating domains (TADs).[37, 123] TAD stability has

been further implicated in oncogenesis.[150] Another feature, chromatin loops, form between

points of high-contact between gene enhancers and promoters. Upon removal of the molecular

motor cohesin, Hi-C maps show the disappearance of TADs and loops leading to an increase

in chromatin compartmentalization,[135, 122] which is evidence of the epigenome influencing

chromatin structure.

Of course, chromatin structure is known to be altered through a myriad of epigenomic

phenomena.[139, 64] For example, Hi-C and chromatin immunoprecipitation sequencing

(ChiP-Seq) reveal that chromatin elements with similar epigenetic marks aggregate. [42, 65]

Recent advances in 3C techniques have demonstrated that population-based results of Hi-C

can be determined from the single-cell level. [18] Another advance through a novel com-

bination of Hi-C with orientation mapping reveals tetranucleosome structural motifs are

prevalent in the genome,[109] which suggests a fundamental unit of chromatin larger than

the nucleosome.

While experiments paint broad strokes of the chromatin structure and its influence by

epigenetic phenomena, modeling has the potential to depict a much higher resolution im-

age. For example, Fudenberg and Nuebler recently proposed a model by which chromatin

loops form through an active mechanism of chromatin extrusion, increasing short ranged

contact probability. [49, 108] Studies of how epigenetic signaling influences chromatin struc-

ture are also now emerging. [97] Notably, di Pierro et al incorporated epigenetic signaling

via maximum entropy minimization to reproduce contact maps with high fidelity.[36, 35]

Other modeling efforts by MacPherson et al have employed a mean-field representation of

chromatin as a block-copolymer to understand compartmentalization as a result of histone

tail H3 methylation and its effect on reproducing Hi-C contact maps.[90, 91]

The application of polymer physics ideals to chromatin[21, 32] is an appealing approach

that would enable facile investigation of factors influencing the packaging and connectivity

82



r 0

0

r

P
(r

)

0

r

r

r

rr r

N-2
P
(
)

FRC

HRC
Nnucleosomes

NRLinitial

r r
r

Figure 5.1: Flow diagram of the ideal chromatin chain model. In the top left, a single
monomer is chosen with a specific linker length. That linker length is then used to draw
a value of rα to grow the first link, which is shown in the bottom left. The value of rα is
now used to draw from the conditional distribution to get a value of rβ . To geometrically
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chromatin is drawn from, otherwise we assume a uniformly distributed dihedral distribution.
The output chain is shown to the right.
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of the genome.[9, 129] From a polymer physics perspective, understanding the behavior

of a fundamental physical unit and the interactions of those units is often sufficient to

determine global-chain properties. For example, the rotational isomeric state model of Paul

Flory[46] utilizes local, discretized dihedral distributions to fully describe the conformational

characteristics of the entire chain; the main idea being that propagation of local phenomena

on the scale of fundamental units determines properties on the scale of the entire chain.

Similarly, it would be useful to find a building block of chromatin and propagate the physics

of that building block and its interactions to determine a comprehensive, thermodynamic

picture of chromatin structure and functionality.

In this work, we introduce the Ideal Chromatin Chain Model (ICCM) to describe global

chromatin structure. Previously, we have employed mesocsale models, such as the one-

cylinder per nucleosome model or 1CPN, to characterize the structural behavior of chromatin[76]

and ultimately reveal that mesoscale chromatin structure heavily features a trinucleosome

motif;[100] additional simulations have also characterized the trinucleosome unit. [28] Build-

ing upon this work, we develop ICCM and use it to elucidate the effect of varying linker

length on the equilibrium chromatin structure for fundamental units of two, three, and four

nucleosomes. This investigation supports previous hypotheses on the importance of the trin-

ucleosome motif to chromatin structure. Moreover, the model predicts that variable linker

length has a noticeable effect on the efficiency of packing DNA at the Mbp scale. Addition-

ally, we find that distributions of linker lengths have a unique signature on the packaging

of chromatin. Lastly, we find good agreement with recent single-cell Hi-C experiments that

show that TADs exist on the single-cell but still show TAD-like features upon removal of

cohesin. Based on these results, we predict that TADs are an equilibrium property of the

chromatin fiber and that molecular motors and epigenetics influence the stability of their

genomic address.
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5.3 Methods

The work in this manuscript relies on ideal chain growth software written in-house. To

generate appropriate distributions of polymers, chains were grown according to the partition

function, Z.

Z = P (rα; `NRL) ∗
N∏
i=1

[
P (`NRL)P (rβ |rα; `NRL)P (r‘α|rβ ; `NRL)P (φ; `NRL)

]
(5.1)

5.3.1 Model Parameters

Here, the trimer is decomposed into a definition of rα, rβ , andr
′
α, where rα is the separation

distance between the first two neighboring nucleosomes in a trimer, rβ is the separation dis-

tance between the first and third nucleosomes in a trimer, and r
′
α is the separating distance

between the second and the third. In previous work, it was established that such a decompo-

sition was an appropriate estimate for large fibers. [99] We extend upon this previous work

by allowing for a definition of the trimer decomposition for a range of linker DNA lengths

in the operating range of 10-60 bps, comparable with the range of lengths in human chro-

matin. Such a decomposition is analagous to the freely-rotating-chain (FRC) model of ideal

polymers, however here we allow for unique functionals of each amount of linking DNA. To

demonstrate the unique signature of each repeat length, we provide the free energy surface

of each trimer decomposition in Section 5.6.1

To generate a robust framework which accounts for more than just trinucleosome decom-

position, the additional term of P(φ) is included. The functional form of dihedrals for each

fiber is provided in Section 5.6.1. By doing so, we add in an energy of dihedrals along the

fiber. This term can be considered as introducing information of a tetranucleosome funda-

mental unit, akin to the hindered-rotation chain model (HRC) from polymer physics. The

trinucleosome approximation from Moller et al , is a convenient explanation, but perhaps
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higher order organazation of chromatin requires a larger fundamental unit. In this manner,

we are not only interested in finding the fundamental unit that best describes large-scale

chromatin, but also the unit which provides the most marginal information per level of

description.

Simulations of the coarse-grained molecular dynamics 1-cylinder-per-nucleosome (1CPN)

model were used in order to calculate both the joint probability distribution, P(rα, rβ , r
′
α; `NRL)

and P(φ; `NRL) for each linker length. The 1CPN model was developed with the rich nu-

cleosome physics in mind. We refer the reader to the original paper for a full description of

the development and validation of the 1CPN model. [76] The 1CPN model feasibly captures

chromatin fiber physics of appreciable length (order of kbps). While kbp simulations of the

model are feasible, in the characterization of the 1CPN model, it was discovered that the

free energy surface of short fibers reduced into the rβ and rα order parameters displayed

similar features to a trinucleosome free energy surface. In order to extend this work to

the operating range of linker lengths of multiple organisms’ genomes, multiple simulations

of larger fibers were performed. To get sufficient statistics for chromatin fibers, for each

linker length, 3 replicas simulations of 24 nucleosomes of constant repeat length are run with

replica exchange molecular dynamics for 109 timesteps. At a timestep of 60 fs, this results

in simulations of 60 µs each. These results are then broken down into histograms of states

of rβ , rα, and r
′
α. Similarily, the distribution of dihedrals, φ, are calculated from each set of

simulations. As this is an extensive dataset, we believe that there is a significant amount of

information encoded in the simulations that we have not yet uncovered. The data is available

upon request.

For the purpose of this work, the linker length distribution P(`NRL), is specified according

to multiple theoretical and experimental considerations. As each linker length simulation

results in unique trimer free energy surfaces, linker length should have a considerable impact

on the resulting fiber. In that manner, distributions of linker length should also result
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in unique fiber properties. Since nucleosome repositioning through nucleosome sliding and

dissociation/association results in heterogeneous links, distributions of linker lengths are

important.[78, 29, 141] If not specified, P(`NRL), is a delta function, δ`=NRL around the

specified repeat length. Otherwise, we use distributions from statistical work of Jonathan

Widom, experimental work of Voong et al , and a distribution from recent theoretical work.

[156, 153, 16] The probability distribution functions for repeat lengths used in this work are

plotted in Figure 5.4A.

5.3.2 Chain Growth

Chain growth steps are proposed according to the partition function in Equation 5.1. Figure

5.1 highlights the chain growth process graphically. A step is initially proposed by sampling a

linker length from P(NRL). For uniform linker length growths, the probability distribution,

P(NRL), is defined as the delta function centered around the chosen repeat length, otherwise

the distribution is defined from the desired distribution function. After the initial growth

step, the first trimer step is chosen. This involves sampling a distance from the conditional

distribution, P(rβ |rα), where rβ is the distance between the first and the third monomer. To

solve the trimer geometrically, the third side of the triangle, r
′
α is chosen from the conditional

distribution, P(r′α|rβ). As a result of this process, we are left with a “ring” of degeneracy of

possible chain placements; the overlap of the surface of two spheres of radius r′α and rβ is a

ring (if they do overlap). To choose the position along this ring is the difference between the

FRC model and the HRC model. In the FRC case, we use the “uniform ring approximation,”

implying that a point is uniformally chosen on the ring. In the HRC case, the orientation

on the ring is selected from the appropriate dihedral distribution, P(φ; `NRL). After this

step, the process is repeated for N-2 trimer growth steps, where each r′α becomes rα of the

next trimer. It is important to note that this leads to an inherent bias in growth steps when

distributions of repeat lengths are chosen. As a result, we consider the initial repeat length
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distributions to be a prior for the resulting distribution from multiple chain steps.

As an added parameter, we also investigate the influence of the linker histone. In previous

work, the linker histone introduced significant compaction of the chromatin fiber.[88, 76]

For this work, similar distributions are calculated from long 24 nucleosome replica exchange

molecular dynamics simulations. In order to simplify the probability distribution, we assume

that all sets of {rα, rβ} are equally probable below a linker-length specific threshold.

To sample physical chains, not all proposed chain growth steps are accepted. The process

of rejecting chain moves falls into one of the following categories: two proposed points are

within the excluded volume range,

UEV =


∞ r ≤ 60

0 r > 60

(5.2)

where r is the separation between any two nucleosomes, the probability that an rβ condi-

tioned on rα is low, or the spheres of radius rβ and r′α do not overlap. In this event, another

chain step growth is attempted. If 100 proposals fail, the chain is attempted to regrow from

the point where the majority of chain steps are failing. Here we note that ultimately we are

interested in a physical solution to the partition function and as such, we are looking for

fibers that are solutions and are not growing explicitly through Monte Carlo chain growth

steps. Additionally, there are no long-range interactions included in the model beyond the

excluded volume. Since we are primarily interested in how linker lengths influence the long-

range interactions and packaging of chromatin, we exclude specific long-range interactions

as they are unnecessary for the objectives of this work.

5.3.3 Self-avoiding walk generation

To compare the information provided by the trimer information to a less-informed model, we

generate self-avoiding walk data with distances between monomers sampled from P(rα; `NRL),
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akin to a freely-jointed chain model. An initial chain is generated in a straight line as an

initial condition. For this version of the model, Monte-Carlo pivot moves are proposed at

a random monomer. Again, the only long-range interaction is excluded volume as defined

above. The chains are run until equilibration according to the radius of gyration Rg. These

results are then compared against the trimer to demonstrate the marginal information be-

tween a dimer and trimer-based model.

5.4 Results

To begin, we briefly describe key aspects of the ideal chromatin chain model (ICCM). The

ICCM assumes a trinucleosome fundamental unit, represented by two variables: the sepa-

ration between nearest neighbor nucleosomes, rα, and next-nearest neighbors, rβ ; this de-

composition is motivated by previous results demonstrating that the thermodynamics of

chromatin fibers projected onto these order parameters reproduces the free energy surface

of a trinucleosome with good qualitative agreement.[99] We also note the definition of a

convenient variable, rα
′ = rβ − rα. The growth of a polymer chain comprised of multiple

units then proceeds by sampling from probability distributions related to rα and rβ as shown

in Figure 5.1. Data for these distributions are obtained from long replica-exchange molec-

ular dynamics simulations of 24-nucleosome fibers with DNA repeat lengths in the range

of 157-207 base pairs; a full description of the molecular dynamics simulations and results

obtained are provided in the Supporting Information. Alternatives to the trinucleosome as

a fundamental unit are explored by elimination of rβ and inclusion of dihedral angles as an

order parameter.
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Figure 5.2: Packaging of the genome as a function of homogeneous linker-length fibers (de-

noted as NRL). A) The size of the average radius of gyration of the fibers, 〈R2
g〉1/2, as a

function of the fiber repeat length. The blue line is the freely-jointed chain model (FJC),
equivalent to a dinucleosome fundamental unit, the black line is the freely-rotating chain
model (FRC), equivalent to a trinucleosome approximation, and the red line corresponds
to the hindered-rotation chain (HRC), equivalent to a tetranucleosome approximation. The
shaded regions indicate statistical errors obtained from five-way block-averaging. B) The
DNA density of the chains within a spherical volume with radius Rg.

5.4.1 Chromatin packaging is influenced by fundamental unit assumption

and linker length

Important to chromatin is its facilitation of DNA packaging under tight constraints. Typ-

ically, approximately 100 Mbp must fit within ∼1 µm territories. In order to examine the

effect that different linker lengths have on its long-range packaging, we calculate the average

radius of gyration, 〈R2
g〉1/2, as a function of repeat length. To gather appropriate statistics,

1000 replicas of 10,000 nucleosome chain growths are used for each repeat length. The results

of the radius of gyration are shown in Figure 5.2A for three models: a freely-jointed chain

model (FJC), which uses a dinucleosome fundamental unit (blue), a freely-rotating chain

model (FRC), which uses a trinucleosome fundamental unit (black) , and a hindered-rotation

chain model (HRC), which uses a tetranucleosome fundamental unit (red). Although the

differences between the trinucleosome and the tetranucleosome models are small, the differ-
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ences between the trinucleosome and dinucleosome models are significant. As a result, we

propose the trinucleosome unit as the smallest fundamental unit with complete structural

information. Consequently, presented results will be for the FRC model unless otherwise

stated. It is also interesting to note that 〈R2
g〉1/2 is not strictly monotonic with NRL, which

could suggest that each repeat length imparts unique physics affecting the chromatin struc-

ture; however, this observation is not statistically significant. This result shows that the

size of chains on the order of 10,000 nucleosomes is roughly independent of linker length.

However, as larger repeat lengths chains contain more DNA, it also important to look at the

efficiency of packaging DNA. We display the results of the DNA density, ρ, in a spherical

volume element, V̂, with radius, 〈R2
g〉1/2 in Figure 5.2B. We see overall that packing is also

non-monotonic, however repeat lengths in the range of 167-187 more efficiently pack DNA

than other repeat lengths. This demonstrates that variable linker lengths impact genome

packaging.

5.4.2 Statistical segment length of chromatin is on the order of the length

of genes

With the prevalence of 3C methods, the frequency of contact between distal chromatin loci

can be calculated and quantified as the looping probability. In chromatin, the probability of

looping exhibits two power-law scaling regimes: for short separations (≤ 5Mbp) the scaling

is ∼ −0.75, whereas the scaling at larger separations is −1.8, or a polymer in good solvent.

We quantified the looping probability of the ICCM by analyzing 1000 replicas of 10,000

nucleosome chains; the results of that analysis are shown in Figure 5.3. Figure 5.3A schemati-

cally depicts how looping/contacts are identified from generated configurations; in particular,

any two nucleosomes are in “contact” if their separation distance is smaller than 9 nm, which

is the distance that minimizes the free energy of interaction between two nucleosomes.[101]

Figure 5.3B investigates the looping probability as a function of genomic distance N at vari-
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Figure 5.3: Looping probability of the ideal chromatin chain model for variable repeat
lengths. A) We show a schematic for how the looping probability is evaluated. For any
two monomers, i and j, separated by some distance N, we calculate the probability that they
are within some distance Req, which is 9 nm for this calculation. B) The looping probability
as a function of the separation distance N. The results for NRLs of even pitch of DNA are
shown from 157 to 207. For reference, the scaling behavior of real chromatin, s = −1.0, a
theta solvent polymer, s = −1.5, and a good-solvent polymer, s = −1.8, are shown. C) The
scaled looping probability by a factor of N1.5. The inset shows a zoomed in region to bet-
ter show the inflection point and the fitting procedure to determine the statistical segment
length of the chains shown in D).
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ous NRL lengths, specifically for even periods of linker DNA pitch of 10 bps, which frequently

occur in the genome. [156, 60, 29, 151] By comparison to various polymer physics models,

one can see that the ICCM demonstrates similar scaling as that of a polymer in theta-solvent,

which is expected as there is no long-range potential in the model. Of interest in this study

is the separation distance between monomers required for the model to display theta-solvent

behavior, which would correspond to the statistical segment length of the polymer. To more

easily identify the transition in power-law scaling, we multiply the looping probability by

N1.5 and identify the emergence of any plateau-like regimes, which would correspond to the

statistical correlation length, `corr; the results of this transformation are shown in Figure

5.3C. To quantitatively identify the onset of a plateau, we fit linear segments before and

after the first inflection point following the function maximum and assign the intersection of

those segments as `corr (see inset of Figure 5.3C). The `corr determined in this manner for

all probed NRLs are shown in Figure 5.3D. While the precise values of `corr may fluctuate

based on methodology, the data suggest that `corr generally increases with NRL (perhaps in

three regimes as indicated), which is reminiscent of previous work demonstrating how the

relative free energy of interaction for a dinucleosome changes with NRL.[76] Depending on

NRL, we find that `corr ranges from 2− 10kbs, which is on the order of the typical length

of genes. From this, we conclude that linker lengths can affect the packing and structural

behavior of chromatin up to the gene scale.

5.4.3 Linker length distributions and the linker histone demonstrate

chromatin density heterogeneity

Our analysis with the ICCM to this point has utilized a single NRL; however, actual chro-

matin is heterogeneous in linker length due to chromatin remodelers, histone chaperones, and

nucleosome dissociation/association. [134, 149] To incorporate this heterogeneity, chain-

generation via the ICCM is modified by drawing a linker length, growing a trimer, and

93



Uniform
Normal

Exponential

Widom(1992)

Voong(2016)

NRL=187
[LH]=1

Distribution

250

500

750

1000

1250

R
g
(n

m
)

A

C

100 101 102

N

10 1

100

P
(r

)
*

N
3 2

B

0.020

(
b
p

n
m

3
)

0.015

0.0

0.010

0.005

160 170 180 190 200

NRL

0.00

0.02

0.04

0.06

0.08

0.10

0.12

P
(N

R
L
)

Normal

Uniform

Exponential

Widom (1992)

Voong (2016)
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Figure 5.5: Single cell Hi-C predictions of the model in distance space. On the left, the
representative fundamental units are shown to be a trinucleosome and a trinucleosome with
the linker histone. A) The single chain map for a trinucleosome assumption with averaged
result in B). C) The single chain map for a trinucleosome with the linker histone assumption
with averaged result in D).
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selecting a new linker length based on the rα; the linker histone can be included in a similar

manner. Generating chains in this manner requires knowledge of the distribution of NRLs,

and we explore several possibilities ranging from basic analytic distributions, like uniform

and normal distributions, to those empirically derived from experimental or statistical ap-

proaches [156, 153, 16]; the distributions employed here are shown in Figure 5.4A. It is worth

noting that the NRL distribution realized via the ICCM deviates slightly from that shown

in Figure 5.4A due the conditioning of the second NRL in a trimer on the trimer configura-

tion; this small bias is demonstrated in the Supporting Information. With this modification,

we examine the power-law scaling of chormatin chains with heterogeneous NRL distribu-

tions in Figure 5.4B. Interestingly, the ICCM model with the uniform distribution (red)

almost perfectly tracks with the models based on empirical distributions. Meanwhile, the

ICCM coupled with the normal and exponential distributions do not follow the same trends,

and they are the only two distributions to not sample the full spectrum of NRLs during

chain-growth. Consequently, we conclude that the relative availability, or the distribution,

of NRLs influences genomic packaging. Further evidence of this is demonstrated by the

inset of Figure 5.4B, which explores the packing density. While the uniform and empiri-

cal distributions yield somewhat comparable packing densities, the normal and exponential

distributions result in overall less dense structures. Data for chains grown with a single,

homogeneous NRL = 187 along with those with a linker histone are also shown; these latter

two result in the most dense structures overall. We also show the radius of gyration dis-

tributions in the violin plots of Figure 5.4C. Overall, we see similar behavior to that from

B; however, the data corresponding to the exponential distribution exhibit much greater

variance. This behavior likely results from constructing chains with longer linker lengths,

which are more associated with heterochromatin[149]. Relevant partial-wave spectroscopy

results reveal that heterochromatin exhibits a higher density heterogeneity, consistent with

what the ICCM predicts for the exponential distribution. [8]
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TAD-like domains on the order of Mbp are present in equilibrium

Finally, we investigate the ability of the ICCM to recapitulate experimental observations from

3C methods. To do so, we first generate chromatin chains comprised of 5,000 nucleosomes

using the ICCM for two cases: (i) a heterogeneous NRL distribution based on the Widom

statistical distribution and (ii) a system of saturated linker histones, [LH] = 1.0; contact maps

for additional cases are provided in the Supporting information. The resulting configurations

are then analyzed to construct single cell Hi-C contact maps as shown in Figure 5.5; in the

figure, the distance matrix is computed amongst loci with positions based on the average of

50 nucleosomes, which is a resolution appropriate to illustrate the effect of TAD-like domains.

Contact maps for a single chain are shown in Figures 5.5A and C. At this level, we observe

regions of significant contact on the order of 100s of kbps, which is similar to the size of TADs.

In addition, the chain with the linker histone results in the largest TAD-like domain, which

is consistent with our earlier observation on looping probability/packing density. In Figures

5.5B and D, we explore the ensemble behavior by averaging over multiple chromatin chains.

We see that some of the long-range contacts are suppressed in the equilibrium population of

chains. Nevertheless, whether linker histones are included results in a notable difference in

the extent of genomic contacts.

We compare these single-chain distance maps to recent studies of TAD structure through

single-cell and multi-cell Hi-C. Multi-cell work, such as the Hi-C work of Schwarzer et al

investigates the role of the molecular motor cohesin in TAD formation they reveal that when

Rad-21, a key component of cohesin, is knocked out, TADs are depleted. [135] To compare,

the single-cell work of Bintu et al reveal similar structures to the Hi-C work of Schwarzer

et al .[18] From this, one can conclude that the Hi-C structure of TADs exist in single-cells,

similar to what is shown in Figure 5.5 A and C. Unlike Hi-C, single-cell distance maps show

that TAD-like domains still remain in the absence of Rad-21. We explain this discrepancy

through our distance maps: TAD-like structures on the order of Mbp are a consequence of
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nucleosome-level physics, while cohesin and CTCF stabilize the size and genomic address

of TADs. The ICCM predicts this phenomena solely with local information, implying that

nucleosome-level physics influence the formation of TADs.

5.5 Discussion

In this work, we introduce the ideal chromatin chain model (ICCM) which demonstrates that

a combination of linker lengths and linker histones influence the packaging and regulation of

the genome at the gene scale. We find that heterogeneous distributions primarily influence

genome packaging depending on the available subset of linker lengths. The model also

predicts recent results demonstrating the irregularities of TADs at the single-cell versus the

population level. We find that a trinucleosome motif is the smallest fundamental unit that

preserves this information.

The simplicity of the ICCM leaves room for considerable improvement. While local struc-

tural predictions of the model are promising, more physics should be incorporated to make

the model truly predictive of global chromatin structure. In particular, the lack of a long-

range interaction keeps the model from directly reproducing Hi-C contact maps with high

fidelity. As mentioned previously, compartmentalization and chromatin looping are known

structural phenomenon that are a result of epigenomic regulation. Perhaps an incorporation

of the recent bottom-up block-copolymer model with an inclusion of the ideal chain model

as its homopolymer may provide exciting results. [90] Similarly, a recent model proposed

long-range chromatin contacts and density heterogeneity through a simple self-returning ran-

dom walk model. [62] Additionally, there are further epigenetic marks like H4K16ac which

are associated with transcription and do alter the local structure of chromatin.[152] Recent

mesoscale modeling approaches are beginning to investigate structural effects like the HP1

protein and a combination of different histone marks and proteins to understand their com-

bined effects. [14, 12] Incorporating approaches such as these appear to be natural next
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steps for the ICCM.

5.6 Supporting Information

5.6.1 Model Parameters

Freely-rotating Chain Parameters

As stated in the text, there is a significant amount of data that is used to generate the

larger chains. Here, we include visual representations for the variables that define the ideal

chain chromatin model. First, we display the joint probability distribution of rα and rβ for

all repeat lengths in the range of 157-206 in Figure 5.6. These figures are generated from

long replica-exchange molecular dynamics simulations of 24 nucleosomes each of the 1CPN

chromatin model. [76] After an equilibration of ∼ 2 million time steps, the snapshots of

the fiber are broken down into values of rα and rβ . From this data, a PMF-like quantity is

generated by taking the negative log of the probability distribution and shifted up by the

global minima. From the figure, it can be seen that seemingly each NRL displays a unique

distribution of states which lends to the unique behavior of the ideal chain chromatin model.

Additionally, we note that repeat lengths ≥ 187 begin to display similar behavior, which

is similar to the boundary of the “third region” from the statistical length analysis of this

work.

Hindered-rotation Chain Parameters

From the same simulations, the dihedral distributions, P(φ), for each repeat length are also

evaluated. The data is displayed in Figure 5.7. We note that the longer repeat length fibers

display a more uniform distribution of dihedrals, while shorter lengths display a bimodal

distribution. The bimodal distribution is most likely a result of short linker lengths; the
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Figure 5.6: Joint probability distributions for the freely-rotating chain version of the ideal
chain chromatin model. Distributions are shown for every repeat length from 157-206.
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lengths are short enough that nucleosome orientation is governed by the excluded volume

interaction between subsequent nucleosomes.

5.6.2 Comparison Between Model Versions

As mentioned in this work, there are slight differences between the hindered-rotation chain

(HRC) and freely-rotating chain (FRC) versions of the model. Here, we demonstrate the

low differences between the models and also comment on other properties of the model

that aren’t included in the main text. First, we plot the resulting distribution of rα as a

function of the homogeneous repeat length simulations in Figure 5.8. The results for the

FRC model are shown in A and the HRC in B. These figures are generated from the 1000

replicas of the 10,000 monomer chain growth for each homogeneous repeat-length fiber. The

distributions are then calculated using the kernel-density estimation (KDE) method with a

bandwidth of 2. Interestingly, we note that the distributions are tighter at NRLs of ∼ 170

and 187, which correspond well to the boundaries of the regimes of the statistical segment

lengths. We also note that, again, there is little qualitative change between the FRC and

HRC models. The same distributions were also evaluated for the heterogeneous models

in Figure 5.9. The top row are the resulting distributions for the FRC model, and the

bottom row are the HRC analogues. Here, we highlight a few observations from the figure.

First, we see slight qualitative differences between the two models, except for the Widom

distribution, which shows a much larger operating range for the HRC model. Overall, we see

that narrower distributions such as the exponential and normal distribution show similarly

small distributions in order parameter space. An interesting observation is that the uniform,

Widom, and Voong distributions are similar, despite different input NRL distributions. As

we mention in this work, these distributions are inputs and can be thought of as a “prior”

in a Bayesian optimzation sense. Therefore, the resulting distributions of NRLs can be

thought of as the “posterior” distributions. We posit that while this is an inherent bias in
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Figure 5.7: Probability distributions for the hindered-rotation chain version of the ideal
chain chromatin model. Distributions are shown for every repeat length from 157-206.
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Figure 5.10: Joint plots of the prior and posterior NRL distributions for the heterogeneous
chain simulations. The distribution on top is the prior and the distribution on the right
is the posterior distribution. The center is a joint plot of both to qualitatively highlight
similarities and differences between the prior and the posterior.

the model, we can characterize it and draw information from this. As a result, we calculate

the joint probability distributions of the “prior” and “posterior” NRL distributions to better

understand this phenomena. These results are displayed in Figure 5.10. For each figure, the

prior distribution is displayed on top of the plot and the posterior on the right side. The

joint distribution between both the prior and posterior are shown inside each plot. We note

that the normal and exponential distributions both show similar behavior, which is reflected

in the joint distribution. Perhaps the most interesting result is that of all the distributions

that sample all repeat lengths, the Widom distribution displays similar behavior for its prior

and posterior. As there are qualitative similarities between the exponential, Widom, and

Voong distributions, we claim that perhaps the equilibrium distribution of NRLs follows

similar behavior. As longer NRLs are associated with regions of heterochromatin, [149] it

makes sense that shorter repeat lengths are less likely in the genome. Such a result bolsters

the efficacy of the predictive capabilities of the ideal chain chromatin model.
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Figure 5.11: Single chain distance maps for varying levels of representation. A) A graphical
representation of the dinucleosome, with corresponding distance map in C). B) A tetranu-
cleosome with resulting distance map in D).

5.6.3 Distance Maps

In the manuscript, we highlight the predictive capabilities of our chain growth method by

comparison to recent single cell Hi-C experiments. To show the unique behavior of the

trinucleosome assumption, we also show the results for a freely-jointed chain (FJC) model

(or dinucleosome) and the HRC model. The results are displayed for the Widom distribution

in Figure 5.11
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CHAPTER 6

PHYSICALLY-INFORMED DEEP LEARNING

RECONSTRUCTION OF CHROMATIN IN SITU

6.1 Abstract

Advances in microscopy are pushing the boundary for high resolution structural chromatin

information. In particular, the recent advances of ChromEMT and ChromSTEM are driv-

ing our understanding of chromatin structure in situ. Parallel to such advancements, the

development of machine vision methods to correctly identify objects have advanced medical

imaging and autonomous automobiles. Here, we combine molecular dynamics simulations

and deep learning to determine the structure of chromatin from ChromSTEM data. Our ap-

proach is end-to-end, taking in raw ChromSTEM data and producing a physical structure of

chromatin. To begin, we discuss modeling decisions and the training of the machine learning

models. Notably, we highlight our unique data augmentation methods through molecular

dynamics simulations that enhance the capability of machine learning models. Lastly, we

evaluate the feasibility of the resulting structures through distributions of linker lengths and

spatial nucleosome positioning. We find the approach outlined here of great promise and at

the forefront of chromatin structure study.

6.2 Introduction

Chromatin structure regulates necessary biological processes. Both hierarchical and dy-

namic, the structure of chromatin facilitates regulation of fundamental processes such as

transcription, replication, and DNA repair. Due to the dense nuclear environment, chro-

matin is heterogeneously packed. Two regions of packing, heterochromatin and euchromatin,

correspond to regions of highly dense packaging and less dense packaging, respectively. Re-
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cent experiments have proposed that euchromatin and heterochromatin form a liquid-liquid

phase separation, resulting in spatially distinct departments. [74, 140] Long thought to or-

ganize into ordered structures at the kbp scale, theory has shifted towards a hetergeneous

and dynamic, but still ordered structure of chromatin.

Innovations in our understanding of chromatin structure come from significant advances

in imaging and chromosome conformation capture methods. Recent advances can be at-

tributed to the development of ChromEM-based methods. [112, 83] ChromEM is an Osmium-

based high-contrast dye that selectively binds to DNA. By fixing cells and introducing

ChromEM, electron microscopy with multi-tilt tomography (ChromEMT) can resolve de-

tailed features of chromatin up to∼ 1.9 nm. Through this method, the previously-established

30-nm fiber was dispelled as an in vivo concept. Instead, ChromEMT reveals that chromatin

exists in seemingly disordered fibers of radius 5-24 nm. Further advances of ChromEM based

methods comes in the form of ChromSTEM, which utilizes scanning-transmission electron

microscopy with multi-tilt tomography. [83]

In contrast to such highly resolved in situ methods, label-free, in vivo methods such

as partial wave spectroscopy (PWS) detect packaging heterogeneity in the nucleus. [8, 38]

With sensitivity up to 20nm, PWS captures structural changes in chromatin. So far, PWS

has revealed significant changes to chromatin structure in cancerous cells, linking the local

chromatin packaging to cancer. [38] Such a technique is poised to be powerful in determin-

ing preliminary structural changes that can be further resolved through methods such as

ChromSTEM.

While optics and microscopy are probing detailed structural features, simulation-based

approaches are able to finely resolve chromatin structure. Additionally, recent advancements

in technology involves the advent of machine learning in processing patterns in images,

language, and data. Included in the AI and machine learning revolution is the development

of technology for object detection. Standard in the self-driving car literature is the use of
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object detection, specifically from the benchmark KITTI dataset. [52] Unfortunately, object

detection is in the class of supervised techniques, which rely on a significant amount of data

to train.

Conventionally, molecular modeling of chromatin has been able to predict features of

chromatin structure at varying hierarchical length scales. [101] At the nucleosome scale,

atomistic simulations characterize fluctuations in nucleosome structure and connect them

to higher length scale phenomena and their associated biological implications. [19] At the

oligonucleosome scale, coarse-grained modeling connects the structure of the 30-nm fiber

and its changes in the presence of epigenetic changes.[10, 76, 101, 107] At the largest scale,

polymer models are informed by the results of 3C methods, such as Hi-C.[84]

Despite such cutting-edge advances in imaging, a resolved picture of chromatin, consist-

ing of nucleosomes and linker DNA has yet to be revealed. While nucleosomes can be imaged

and determined through X-ray crystallography, a complete structure of the chromatin, in-

cluding the linking DNA in situ or in vivo is a difficult prospect. Due to the limited amount

of ChromSTEM data available and difficulty in labeling images, supervised techniques com-

bined with ChromSTEM are simply intractable. Through recent advancements in modeling

and imaging, it should now be possible to resolve the local chromatin structure. To this

end, we foresee a fruitful combination of molecular modeling and deep learning in successful

interpretation of ChromSTEM data.

In this work, we combine molecular simulations with deep learning to introduce a work-

flow designed to find the structure of chromatin from ChromSTEM. We rely on preprocessing

through unsupervised learning to separate different clusters of chromatin assumed to be sep-

arate strands. We then run these clusters through a trained convolutional neural network

(CNN) to predict the number of nucleosomes within each cluster. The network is trained

on hundreds of frames of simulations that are reduced to the same representation of Chrom-

STEM data. With the number of nucleosomes, the data is then passed into a Gaussian
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Mixture Model routine to determine their positions and orientations. To determine the

amount of linking, the nucleosomes are treated as centers to be optimized by simulated

annealing Monte-Carlo. At the end of the workflow, we demonstrate the capabilities of

data-driven techniques in combinations with molecular simulations to provide the first-of-its

kind resolved structure of chromatin.

6.3 Methods

We highlight our workflow below in Figure. 6.1 The data for this work comes from our

collaborators. [83] ChromSTEM with multi-tilt tomography results in a rectangular prism

of data, sliced from the nucleus of size 100 nm x 1200 nm x 1200 nm. ChromSTEM data in

its raw form are voxels of varying intensity of size 2.9 nm x 2.9 nm x 2.9 nm, where the image

intensity is directly proportional to the amount of DNA. The ChromSTEM data for this work

comes from A549 adenocarcinoma cells. To render the data useable for our workflow, we

create a mesh through the open-source Paraview software and export the vertices to generate

a point cloud of data. [3]

6.3.1 Data preprocessing: separate chains

Due to the constraints of the method, chromatin may not be in a contiguous chain and

can leave and re-enter the box. To account for this, we use a density-based hierarchical

clustering method known as HDBSCAN to separate regions into multiple chains and filter

out probable noise. This method allows us to feasibly split the dataset so that we can

train the resulting workflow on the individual chains and not the entire volume all at once.

The resulting sub-clusters are sent to a convolutional neural network (CNN) to predict the

number of nucleosomes.
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Figure 6.1: End-to-end determination of chromatin structure from ChromSTEM data. The
input data is sent to an HDBSCAN routine to separate individual chains of chromatin. The
number of nucleosomes in these chains are determined with a trained neural network. Once
the number of nucleosomes are learned, a variational Gaussian Mixture Model determines
the locations and orientations of the nucleosomes. The nucleosome positions are used as
centers in a simulated annealing Monte Carlo routine to determine an optimal topology.
The resulting topology is simulated to create a physically-informed structure of chromatin.
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6.3.2 Predicting the number of nucleosomes

As a proof of concept, we use a CNN to predict the number of nucleosomes in a box.

Traditionally used in image processing, CNNs are very capable of learning features from

images and predicting what the features represent. For example, the standard ResNet is

a deep network consisting of convolutional and fully-connected layers trained to accurately

predict 1000 object classes. [57] For simplicity, we take the original voxelized representation

of ChromSTEM to train the network given the efficiency of 3D CNNs to predict objects from

voxelized data. To reduce the size of the data, we break down the original ChromSTEM

data into boxes of dimensions 100 nm x 100 nm x 100 nm. We note that due to all data

being the same volume, the network will only be able to predict nucleosomes accurately for

a fixed-volume. A significantly larger amount of data is required to train a network to learn

nucleosome signatures independent of volume.

Data generation and augmentation

ChromSTEM data is often expensive and time-consuming to produce, not to mention im-

possible to label nucleosome coordinates/positions. As a result, we choose to “augment” the

ChromSTEM dataset by running simulations of the established 1-Cylinder-Per-Nucleosome

(1CPN) model and represent the simulations in the exact same manner as ChromSTEM

data. [76] The 1CPN model has been integral in predicting chromatin structure at the

kbp length scale, primarily due to the comprehensive definition of the nucleosome pair-

interactions. [101] Not only are we capable of augmenting the ChromSTEM dataset through

1CPN, but we also have knowledge of the positions and orientations of all nucleosomes in a

box, converting the problem from unsupervised to supervised learning. The resulting dataset

consists of 600,000 frames of simulations of 5 to 100 nucleosomes, sufficient for training a

CNN. The data is split into training, validation, and testing sets according to the standard

70-15-15 split. The network was trained on the 70% of the training data for each epoch and
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the epoch with the best validation accuracy was selected for the final network parameters.

We display the results of the network training in Figure 6.4. The loss for both the training

and validation phases is in Figure 6.4B and the accuracies in A.

Data manipulation

To prevent overfitting of the network to the data, each image is filtered with random Gaussian

noise and Poisson noise. The Gaussian noise is defined as:

NGauss ∼
1

σ
√

2π
e
− (~ρ−µ)2

2σ2 (6.1)

where σ is the defined standard deviation of the distribution, µ is the mean amount of

noise, and ~ρ is the chromstem density in basepairs/voxel. The Poisson noise is applied after

Gaussian noise is applied in the form:

NPoisson ∼ e−λ
λk

k!

λ = ~ρ ∗ 2dlog2({ρi}i∈i,...,n)e
(6.2)

where {ρi}i∈i,...,n represents the set of all unique values of DNA density in the chromstem

dataset and k is the number of events occuring within the interval λ. We display the effects

of noise on a vertical slice of the input data in Figure 6.2.

Network Parameters

The final neural network consists of five layers that we show in Figure 6.3. The first two layers

correspond to the featurization layers, each of 3D convolutional layers with max pooling.

The last three layers are fully-connected layers. The middle layer consists of a dropout layer,

which randomly disconnects 30% of the connections, resulting in a more robust network.
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Figure 6.2: Noise incorporated into the dataset to make the network more robust to the
actual data. A) Vertical slice of simulation snapshot voxelized into DNA density without
modifications B) Poisson noise filtered data C) Gaussian noise filtered data D) Gaussian +
Poisson noise
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Figure 6.3: Deep network architecture. The network is a deep network consisting of a
featurization layer with successive convolutional layers and a prediction layer with three
fully-connected layers. After each convolutional layer, a max-pooling layer is evaluated.
After the second fully-connected layer, there is a dropout layer of 30%. The output loss
function utilizes a softmax layer to predict the most-probable amount of nucleosomes in the
snapshot.

The output layer is a softmax layer that results in the most probable number of nucleosomes

for the snapshot. The parameters for all of the layers are available in Table 6.1.

Layer Features Height Width Depth Filter

Conv3D 1 34 34 34 (2x2x2)
MaxPool3D 8 16 16 16 2

Conv3D 8 16 16 16 (2x2x2)
MaxPool3D 16 7 7 7 2

FC 1 5488 256 1 -
FC 1 256 100 1 -

Softmax 1 100 100 1 -

Table 6.1: Neural network layer parameters

6.3.3 Predicting nucleosome positions

With a trained network, we have the number of predicted nucleosomes for each volume sub-

set. We pass this number into a variational Bayesian Gaussian mixture model (VBGMM, or
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Figure 6.4: Network training. A) The accuracy of both the validation and training phases
over the training length of the network. Final training accuracy is 83% and final validation
accuracy is 89%. The accuracy of the validation phase is higher due to the use of a dropout
layer in training. B) The loss function of the network during training. The network is trained
with stochastic gradient-descent (SGD) with momentum and regularization with parameter
λ = 0.01.

GMM for short) to predict the locations of the nucleosomes. Gaussian mixture models are

a form of unsupervised learning and work by fitting multivariate Gaussian distributions to

datasets. In the case of the ChromSTEM data, we use the aforementioned point cloud rep-

resentation and fit Gaussian distributions through the VBGMM routine. The mean of these

distributions corresponds to the location of a nucleosome within the volume. Additionally,

we perform an eigenvector decomposition of the covariance matrix of the distribution to get

the orientation of each nucleosome. We provide a representation in Figure 6.1.

6.3.4 Predicting the chromatin topology

With the nucleosome positions and orientations in place, we next tackle the question of

linking the nucleosomes. The problem of finding the optimal linking is reminiscent of the

“postman’s dilemma, ” a non-polynomial hard algorithm. Therefore, we consider the ap-

proximate solution through simulated-annealing Monte-Carlo (SA-MC). With previous work,
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we generated a significant amount of data to determine the distance distribution between

sequential nucleosomes along a chromatin fiber as a function of the amount of linking DNA.

This data was generated by running fibers of 24 nucleosomes each of homogeneous linker

DNA with replica exchange for 100 µs each. Using this data and the reference ChromSTEM

data, we generate the following Hamiltonian, H, for SA-MC.

H =

Nvoxel∑
i=0

(
ρsim,i − ρChromSTEM,i

)2
+

Nlinks∑
i=0

fNRL(|r|i) (6.3)

We start with a dimensionless temperature T = 100 and reduce by one until a local minima

is found. Our MC moves consist of swapping links and swapping functional forms of the

linking DNA, representing changes in the amount of linking DNA. At the end of the routine,

we have the resulting topology of the chromatin fiber(s).

6.4 Results

Here, we discuss the resulting structure of chromatin through the workflow highlighted above.

We show how the structure overlaps with the reference dataset in Figure 6.5A. For this region,

the neural network determined that there are 62 nucleosomes, 59 of which are shown. The

gray represents a mesh of the raw ChromSTEM data, created in Paraview. The nucleosomes

are represented by pink oblate ellipsoids and the linker DNA is shown by the blue connections

between them. The figure shows qualitative agreement with the reference data, with a few

notable deviations. For one, we note that a large amount in the top left corner of the data

does not show any nucleosomes. The HDBSCAN routine detected this as a separate chain,

so it was removed from the image for interpretability.

We analyze the structure by calculating the displacement between nearest neighbor nu-

cleosomes and next-nearest neighbor nucleosomes, the orientation of the nucleosomes rela-

tive to the z-axis, and the linker length distribution. Following previous work, we evaluate
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Figure 6.5: The physically-informed deep learning structure of chromatin. A) The simulation
result of the workflow (blue and pink) with the reference data overlay (gray). The data was
meshed using the Paraview software and was imported into Blender 2.82a. The nucleosomes
are in pink and the linker DNA is in blue with helix orientation in light blue. B) The local
nucleosome distance distribution where rα is the nearest-neighbor nucleosome distance and
rβ is the next-nearest neighbor distance. C) The orientations of the nucleosomes with respect
to the z-axis, θz. D) The linker length distribution of the fiber. E) The root-mean-squared
distance distribution of 10 copies of the nucleosome positions of the GMM routine. Each
unique run was translationally and rotationally aligned using the Kabsch algorithm.
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the joint probability distribution between nearest-neighbor (rα) and next-nearest neighbor

distances (rβ), seen in Figure 6.5B. We notice the majority of nucleosomes are at a dis-

tance of rα = 180Å and rβ = 210Å. The maximum probability for the spatial distribution

corresponds to a less condensed fiber locally than previous work dictates. Such a result

demonstrates that locally, the fiber is not compact, however long-range interactions seem-

ingly dominate, resulting in the condensed fiber. We also show the relative orientations of the

nucleosomes relative to the z-axis, θz, in Figure 6.5C. The orientations are calculated from

the angle between the face vector of the nucleosomes, f̂. We find the nucleosomes to be ori-

ented towards the fiber, however that may be an artifact of the dilute simulation conditions.

As we are interested in resolving the linker length distribution, we calculate the distribution

of NRLs that result from the final fiber topology, which we display in Figure 6.5D. We note

that there is a bimodality in the distribution at short and long linker lengths. As a result of

potential variance in the GMM, nucleosomes can be connected at unfavorable distances to

minimize the reference dataset energy. Apart from peaks associated with these phenomena,

we also notice a small peak at 177-187 bp. This range of linker lengths is associated with

euchromatin, suggesting that the region of chromatin in this box is more associated with

euchromatin than heterochromatin.

Additionally, there are regions where the reference data and resulting structure deviate,

namely with the linker DNA. These deviations arise from a few sources of error that we dis-

cuss in depth here. The workflow relies heavily on the assumption of each individual method

minimizing the bias-variance trade-off. As such, any method which introduces errors will

result in error propagation throughout the workflow. Perhaps the greatest sources of error

come from the GMM in the workflow. There is an inherent variance in the method when

running it multiple times. We quantify said variance by calculating the root-mean-squared

distance (RMSD) distribution of the nucleosome positions with respect to the average po-

sitioning. We calculate this quantity by using the Kabsch algorithm for rotational and
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translational invariance between two reference structures. [66] The resulting RMSD distri-

bution is displayed in Figure 6.5E. We see an average deviation of ∼ 4nm, which while low,

could significantly propagate in the SA-MC routine.

6.5 Discussion

In this work, we develop a workflow which combines molecular simulations and recent mi-

croscopy advances to determine the structure of chromatin in situ. With this work, we are

able to provide an estimate for the chromatin structure. We find that long-range interac-

tions seemingly dominate in chromatin compaction. Additionally, we find the distribution

of linker lengths in the structure we found to be similar to that of euchromatin. Despite the

workflow defined here, there is still propagation of error which can be reduced in the future.

We find that this work is just the beginning and can be extended significantly. Advances

are being made every day with object detection by deep learning. In particular, it would

be of great benefit to extend the deep learning portion of this work to reduce the variance

in the final solution. Namely, we deem it feasible to integrate recent advances in 3D object

detection through networks such as PointNet++ [120], PV-RCNN [137], or VoxelNet [165]

to predict the positions of the nucleosomes directly, without the need for a GMM approach.

Additionally, it could be possible that a deep network approach could also learn topology of

the fiber and provide a one-shot solution.
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CHAPTER 7

CONCLUSION

In summation, we have shown the power of computational tools to provide insight into the

current field of chromatin structure. Through the pair-potential work, we demonstrate a

comprehensive picture of the nucleosome interaction landscape and evaluate the role of each

histone tail. This work directly led to the development of the 1CPN chromatin model which

is emerging as the premiere model for mesoscopic chromatin simulations. Here, we extend

the model to incorporate the linker histone to enhance the model’s capabilities. The model

was validated here with and without the linker histone through sedimentation coefficient

scaling with salt concentration. We find the 1CPN model to be in excellent agreement

with experiments. The 1CPN model is first utilized to determine structural correlations

in the chromatin fiber. Through this, we find chromatin structure has a trinucleosome

structural basis. We also conclude that acetylation of the nucleosome tails results in liquid-

like behavior of the chromatin, rendering it malleable by external factors. The trinucleosome

assumption is tested further by the introduction of the ICCM. We find the assumption

to hold and provide insight into the role of the nucleosome on supramolecular chromatin

structure. In particular, we propose the nucleosome to influence TAD structure formation

and individual linker lengths to influence the structure and dynamics on length-scales relevant

to transcription. We lastly test the developed frameworks by proposing an end-to-end deep

learning and molecular simulation workflow to determine the structure of chromatin in situ.

We believe each chapter of this work has the potential to be expanded upon, especially

in predicting the relation between thermodynamics and epigenetics of the nucleosome and

chromatin fiber. We believe that the trinucleosome functional shown here is a rich physi-

cal definition of chromatin structure with low overhead. We expect that incorporating the

trinucleosome into a mean-field model with the potential to predict chromatin structure in-

fluenced by CTCF, cohesin, and chromatin compartmentalization to be an exciting prospect.
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Such a model would have nucleosome-level information at the chromosomal scale. Lastly,

we find an extension of the machine learning workflow to predict nucleosomes directly using

cutting-edge neural networks to enhance the resolution of the model and lower variances.

In a broader sense, chromatin structure plays a part in the formation of genetic dis-

eases. However, researchers have yet to decouple the contributions from proteomic effects,

epigenomic phenomena, and the structure of chromatin. In this work, we provide a compu-

tational workflow that can be predictive of chromatin structure in the absence of the other

phenomena to understand the extent of contributions from the chromatin fiber. We find that

this dissertation provides a blank-canvas upon which we can paint a comprehensive picture

of the relation between chromatin structure and epigenomic regulation. Future work will

build upon this workflow and understand how both the proteome and epigenetics work in

concert with chromatin structure. Such a comprehensive picture would provide experimen-

talists with a fundamental understanding of the biology at play and would pave the way for

targeted design to counter genetic diseases.
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