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ABSTRACT

This dissertation focuses on the control of service and manufacturing systems through the two
levers of pricing and matching. Chapters 1 and 2 focus on the ride-hailing industry. Chapter
3 studies a make-to-stock manufacturing system. This dissertation is the culmination of Ata
and Barjesteh [20], Ata et al. [21], and Ata et al. [22].

In Chapter 1, we study how spatial pricing and search friction can impact the taxi
market in New York City. We use a mean field model, in which the taxi drivers strategically
search for customers in different neighborhoods across the city, taking into account the
spatial and temporal distribution of the supply and demand as well as the prices across
the city. Our model captures the interplay between spatial pricing, where prices depend on
either the origin of the ride alone or both its origin and destination, and search friction,
due to empty taxis and customers within the same neighborhood failing to pair efficiently.
Spatial pricing can incentivize relocation of empty taxis to a neighborhood while the use
of mobile applications can alleviate search friction within that neighborhood. We fit our
model to a dataset of New York City taxi rides over four years and conduct a series of
counterfactual studies to explore how spatial pricing impacts demand for and supply of
rides, consumer welfare, and drivers’ profit. Our analysis reveals that spatial prices that
only use origin information can increase consumer surplus by 7.0% of the average fare and
serve 2.6% more customers without hurting the drivers’ profit. Moreover, we find that
eliminating the (local) search inefficiency alone can increase consumer surplus by 13.9%
of the average fare and serve 4.3% more customers while simultaneously increasing drivers’
profit by 2.5% of the average fare. We also observe that improving search efficiency primarily
impacts under-served neighborhoods such as upper Manhattan, Brooklyn and Queens, while
pricing primarily impacts well-served neighborhoods, for example, the airports, midtown,
and downtown Manhattan. This underscores the value of a hybrid mechanism. We propose
a mechanism in which (local) search is eliminated in all neighborhoods while spatial pricing

is only used in well-served neighborhoods. This mechanism increases consumer surplus by
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21.5% of the average fare and serves 8.7% more customers, while avoiding price discrimination
in less affluent neighborhoods of the city. The proposed mechanism achieves 96.3% of the
benefits of a citywide spatial pricing and friction removal mechanism.

In Chapter 2, we consider a ride-hailing platform that seeks to maximize its profit by
dynamically dispatching cars to pick up customers and centrally relocating cars from one
area to another. We model the ride-hailing platform as a closed stochastic processing net-
work. Because the problem appears intractable, we resort to an approximate analysis in the
heavy-traffic regime and consider the resulting Brownian control problem. This problem is
simplified considerably and reduced to a lower-dimensional singular control problem called
the workload formulation. We develop a novel algorithm to solve the workload problem
numerically. We apply this algorithm to the workload problem derived from the New York
City taxi dataset. The solution helps us derive a dynamic control policy for the New York
City application. In doing so, we prescribe the ride-hailing platform to first solve an offline
linear program, whose optimal solution can be interpreted as the optimal static control pol-
icy. This solution helps partition the areas of the city into pools of areas. The platform
only uses the information on the fraction of cars in the various pools, which reduces the
state space dimension significantly, making the problem computationally tractable. When
the distribution of cars among the pools is balanced, the platform follows the optimal static
control policy. Otherwise, the platform intervenes to move the system to a more balanced
state by either dropping demand or using a dispatch or relocation activity that is not used
under the optimal static control policy. We demonstrate the effectiveness of the proposed
dynamic control policy for the New York City application using a simulation study.

In Chapter 3, we consider a make-to-stock manufacturing system selling multiple products
to price-sensitive customers. The system manager seeks to maximize the long-run average
profit by making dynamic pricing, outsourcing, and scheduling decisions: First, she adjusts
prices dynamically depending on the system state. Second, when the backlog of work is

judged excessive, she may outsource (or reject) new orders thereby incurring outsourcing
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costs. Third, she decides dynamically on which product to prioritize in the manufacturing
process, i.e., she makes dynamic scheduling decisions. This problem appears analytically
intractable. Thus, we resort to an approximate analysis in the heavy-traffic regime and con-
sider the resulting Brownian control problem. We solve this problem explicitly by exploiting
the solution to a particular Riccati equation. The optimal solution to the Brownian control
problem is a two-sided barrier policy with drift rate control: Outsourcing and idling pro-
cesses are used to keep the workload process above the lower reflecting barrier and below
the upper reflecting barrier, respectively. Between the two barriers, a state-dependent drift

rate is used to control the workload process.
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CHAPTER 1
AN EMPIRICAL ANALYSIS OF TAXI RIDES IN NEW YORK
CITY

1.1 Introduction

Taxi industry is an essential part of the transportation sector.l For example, in New York
City (NYC), taxis offer over 150 million rides per year (TLC 1). In this market, taxis and
customers search for each other. This search friction results in a substantial welfare loss.
Prices set by the taxi industry affect the inter-temporal and spatial distribution of the supply
and demand and the interaction between them, impacting the consumer surplus and drivers’
profit. This chapter explores spatial pricing, a mechanism that prices rides based on their
origin and destination. In this context, we study the following questions: How does spatial
pricing impact consumer surplus and drivers’ profit? What is the pattern of the optimal
spatial prices? How does pricing based solely on the origin of the ride compare with pricing
based on the origin-destination pair? How does spatial pricing compare with removing the
local search friction using mobile applications??

We consider two inefficiencies: First, the mismatch between supply and demand. Second,
the (local) search friction. To address these, we consider spatial pricing and friction removal
(through a better matching technology) as levers. Although spatial pricing® is not widely
used in the taxi industry or ride-sharing platforms, it can help match supply and demand.
Supply can be redistributed since the profitability of different neighborhoods is closely tied to
prices and taxi drivers make relocation decisions to maximize their profit. The distribution

of demand can also be adjusted since customers are price sensitive. By adjusting both supply

1. With an annual revenue of $18.9 billion and annual profit of $1.5 billion, taxi and limousine industry
is one of the major segments of the US economy; see e.g., Sayler [185].

2. Internet-based mobile applications such as Arro and Curb can provide a better match between cus-
tomers and taxis; see https://www.ridearro.com and https://main.gocurb.com.

3. Spatial pricing should not be confused with dynamic pricing.
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and demand, spatial pricing provides the policy maker with a unique and powerful tool to
intervene in the details of the market. Moreover, spatial pricing can be implemented with
the existing equipment? and technological solutions such an mobile applications.

Spatial pricing does not resolve all the inefficiencies. The search by customers for taxis
is spatially localized. A customer looks for a taxi only within a relatively small geographical
area at any given time. Although empty taxis have more freedom and may relocate to dif-
ferent areas to seek customers, within any single area their ability to connect with customers
is imperfect. As the spatial densities of customers and taxis increase, a higher fraction of
customers are matched with taxis. However, it is not uncommon to find both empty taxis
and unfulfilled customers in the same area. On the one hand, spatial pricing can impact the
relocation decisions of the empty taxis. This in turn, impacts the spatial density of taxis,
and consequently, the efficacy of the search. On the other hand, mobile (search) applications
can improve the search efficacy as well, enabling better connections between empty taxis
and customers even in locations with low density of customers and empty taxis, as measured
by the number of customers and the number of empty taxis per street mile, respectively.
Relocation of empty taxis induced by spatial pricing and the reduction of search friction
complement each other. Understanding the interplay between spatial pricing and the re-
moval of (local) search friction is the primary focus of this chapter. Although removing
the (local) search friction resolves the issue of having unfulfilled customers and unutilized
taxis simultaneously at the same location, it is merely a local solution. It has little to no
impact on neighborhoods with high density of supply and demand, where the majority of
rides initiate (due to the already high efficacy of search in these neighborhoods). In other
words, removing the (local) search friction does not address the global mismatch between
supply and demand; see e.g., Lagos [149].

Our model captures the interaction of supply and demand both locally and globally. To

4. Smart meters installed on all NYC yellow taxis (since 2009) report all the information (longitude and
latitude of the pick-up and drop-off locations) required for the implementation of spatial prices. Mobile
applications such as Arro and Curb can inform customers of their fare before they hail a taxi.

2



capture the global aspect, we use a mean field model that approaches the problem from a
macroscopic perspective. In this model, an individual taxi driver is irrelevant and the focus
is on the distribution of the taxis. To capture the local aspect, we use an aggregate matching
function that captures the spatial and microscopic aspect of the search.

We take the view of a social planner and optimize total consumer surplus. We observe
that a spatial pricing scheme that prices rides based on their origin and destination and
allows prices to change between 50% and 150% of the current prices® in NYC can increase
consumer surplus by $168, 000 in every day shift ($0.79 per ride or 8.5% of the average fare),
serve 3.2% more customers, and increase customer miles (total number of miles traveled by
customers) by 7.4%, without hurting the drivers’ profit. A similar spatial pricing scheme
that only uses origin information can increase consumer surplus by $135,000 in every day
shift ($0.63 per ride or 7.0% of the average fare), serve 2.6% more customers, and increase
customer miles by 3.9%.

6 increase

Prices in under-served areas (such as upper Manhattan, Brooklyn, and Queens)
to attract more taxi drivers. Due to higher prices, each served customer in under-served areas
is worse off. However, this effect is offset by the increase in the number of served customers.
In well-served areas, prices increase in nodes with low demand or shorter trips and decrease
in nodes with high demand and longer trips.

Considerably higher prices in the less affluent neighborhoods of the city (upper Man-
hattan, Brooklyn, and Queens) is an undesirable outcome of using spatial pricing alone.
This effect can be mitigated by removing the (local) search friction. Table 1.1 compares the
impact of origin-only spatial pricing (with price deviation smaller than 50%) and removing
friction on various metrics of interest. Removing the (local) search friction alone (with no

spatial pricing) can increase consumer surplus by $1.26 per ride, serve 4.3% more customers,

and increase drivers’ profit by $0.22 per ride. The majority of the benefits of removing the

5. In this disseration, we do not change the ratio of the price per mile to the fixed portion of the fare.
Instead, we use price multipliers to change the fares; see Section 1.6.

6. See Figure A.1 for the definition of these geographical areas.
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Table 1.1: Improvement in various parameters of interest under spatial pricing and removing
friction (prices deviation is limited to 50% ).

. ioin- i Citywide Origin-
one ;’iggnly De(s)tr@lr?;rtlion LoRf;? %Z}lanrgch oybrid - Proposed Qnyly Pricing &
Pricing Friction echanism  Mechanism - priction Removal
Consumer Surplus
Total increase $135K $168K $268K $322K  $417K $433K
Per ride $0.63 $0.79 $1.26 $1.52 $1.96 $2.04
In terms of average fare 7.0% 8.5% 13.9% 16.7% 21.5% 22.4%
Number of served customers 2.6% 3.2% 4.3% 5.7% 8.7% 8.9%
Miles traveled by customers 3.9% 7.4% 6.2% 8.1% 11.7% 12.0%
Drivers’ Profit $0 $0 $48K $0 $0 $0

(local) search friction come from under-served nodes while the majority of the benefits of
spatial pricing are from well-served nodes. This highlights the value of a hybrid mechanism.
A hybrid mechanism, that uses spatial pricing in well-served neighborhoods and removes
friction in under-served neighborhoods (keeping the price pattern), can increase consumer
surplus by $1.52 per ride. Under the hybrid mechanism, we need only a little price variation
to achieve the majority of the benefits. Table 1.1 also presents the impact of citywide spa-
tial pricing and friction removal. This mechanism (with only 50% price variation) increases
consumer surplus by $2.04 per ride, which is considerably higher than spatial pricing or
removing friction alone. Since policy makers prefer avoiding price discrimination in less af-
fluent neighborhoods of the city, we propose a mechanism in which friction is removed in the
entire city while spatial pricing is used only in well-served neighborhoods. The mechanism
captures almost all the benefits of citywide spatial pricing and friction removal.

Spatial prices can increase drivers’ profits, as well. Spatial prices, that only use origin
information and do not deviate from the current prices in NYC by more than 50%, can
increase drivers’ profits by $100, 000 in every day shift ($0.47 per ride or 5.3% of the average
base-fare), without lowering consumer surplus.

The rest of the chapter is organized as follows. Section 1.2 reviews the literature. Sec-
tion 1.3 introduces the mean field model. Section 1.4 describes the data. Section 1.5 de-

scribes the estimation procedure and results. Section 1.6 describes the counterfactual anal-
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ysis and Section 1.7 concludes. Appendix A.1 discusses the procedure used to define the
nodes/neighborhoods. Appendix A.2 provides complementary discussions on the matching
model. Appendices A.3-A.4 provides supplementary material for the Data and Estimations
sections, respectively. Appendix A.5 describes a Monte Carlo simulation study to illustrate
the identification of our model. Appendix A.6 uses five-fold cross-validation to examine the
ability of our model in predicting the relocation decisions of the drivers. Appendix A.7
provides supplementary material for the counterfactual analysis and Appendix A.8 stud-
ies spatial pricing for maximizing drivers’ profit. Appendix A.9 provides the proofs and

derivations.

1.2 Literature Review

This chapter is related to four streams of literature. The first stream focuses on mechanisms
and regulations used for improving the performance of the taxi market. The second stream
studies spatial models of search with an emphasis on the ride-hailing industry. The third
stream focuses on dynamic discrete choice models. The last stream studies mean field games
and their applications.

Mechanisms and regulations used for improving the performance of the taxi market have
been studied extensively. Entry restrictions and price controls are the most studied mech-
anisms in the literature; see e.g., Coffman and Shreiber [75], Foerster and Gilbert [91],
Schroeter [187], and Hackner and Nyberg [105]. The common theme in many of these papers
is that price regulations and entry restrictions are helpful since they increase the availability
of taxis in times and locations with low demand.” Frechette et al. [92] follows this literature
by showing that search frictions and entry restrictions are important inefficiencies in the
taxi market, and one reason for the success of ride-sharing platforms is the fact that they

can address these issues. Similar to Frechette et al. [92], we observe that search friction is

7. This is achieved by reducing the friction of price negotiation and ensuring a suitable minimum profit
for the drivers. For example, in exchange for serving all neighborhoods of a city, a firm could be granted a
monopoly position.



a major issue and removing it increases consumer surplus and drivers’ profit by $1.26 and
$0.22 per ride, respectively.

Following the success of ride-sharing platforms, taxi industry has received increasing
scrutiny. Cramer and Krueger [79] shows that the utilization of Uber drivers is higher
than the utilization of taxi drivers. They argue that this is in part due to Uber’s efficient
matching technology and inefficient regulations in the taxi industry. Buchholz [56] proposes
a model of spatial search of taxi rides and computes the gain in consumer surplus from
perfect matching of customers and taxis in each neighborhood. Buchholz concludes that
although the elimination of the (local) search friction in NYC results in a 7.1% increase in
the number of served customers, it has a negative impact on consumer surplus. In contrast,
we observe that the elimination of the (local) search friction results in a 4.3% increase in
the number of served customers while increasing consumer surplus by $1.26 per ride. The
majority of these benefits come from neighborhoods with low density of supply and demand.
Our observation is consistent with the conclusions made in Lam and Liu [150] and Shapiro
[189] that a platform that posses a superior matching technology outperforms NYC yellow
taxis primarily in neighborhoods with low density of supply and demand.

Another class of mechanisms closely related to this chapter is dynamic and spatial pric-
ing in ride-hailing networks. This literature can be divided into spatial and non-spatial
treatments of the problem. Banerjee et al. [41], Bai et al. [36], Ozkan and Ward [172], and
Cachon et al. [61] use a non-spatial analytical approach. Banerjee et al. [41] models the
problem of dynamic pricing of rides in a single region as a queueing system. It shows that
the throughput and revenue of no dynamic pricing strategy can exceed that of the optimal
static pricing policy. However, dynamic pricing strategies are more robust to fluctuations
in the system parameters. Relevant empirical non-spatial studies include Hall et al. [106],
Cohen et al. [76], Ming et al. [166], Lam and Liu [150], and Shapiro [189]. Cohen et al.
[76] uses data on Uber rides in four major cities in the United States and estimates that for

each dollar spent by customers, 1.6 dollars of consumer surplus is generated. Lam and Liu



[150] uses a dynamic choice model in which customers in NYC choose between Uber, Lyft,
and Taxi rides. It finds that customers who use ride-sharing platforms gain 0.72 dollars for
every dollar spent on rides and 64% of this gain is due to dynamic pricing. Although this
chapter focuses on spatial pricing and we observe more modest increases in consumer surplus
from pricing and using a better matching technology (e.g., an increase in consumer surplus of
$2.04 per ride, 22.4% of the average ride, from city-wide spatial pricing and friction removal),
important qualitative insights of Lam and Liu [150] agree with ours. For example, Lam and
Liu [150] observes that pricing is more welfare-enhancing in thick markets (such as midtown
Manhattan) while the matching technology is most beneficial in the outer boroughs.

The second stream of literature studies spatial search models. Lagos [149] is one of the
first papers that studied the taxi market with an emphasis on its spatial aspect and the
strategic behavior of its drivers. Lagos [149] proposed a model in which taxi drivers search
for customers on a graph, and highlighted the friction resulting from this search. A number
of papers followed this work, by generalizing it, or using it to address other issues in the
ride-hailing industry.

Bimpikis et al. [52] builds on Lagos [149] to study spatial pricing in ride-sharing platforms.
It shows that if the demand pattern is not balanced, spatial pricing is beneficial and optimal
prices can be written in terms of the optimal dual variables corresponding to the flow balance
equations. Under the assumption that prices and compensations can be decoupled, the
authors are able to solve for the optimal prices by focusing on the mass balance equations
only. Since in the taxi market in NYC the entire fare is collected by the drivers and the
Taxi and Limousine Commission (TLC) does not collect a fee, prices and compensations
cannot be decomposed in our setting. Hence, no such simplification occurs in our analysis.
We allow for a non-complete graph with different distances/travel times between nodes, a
non-uniform demand pattern on the graph, and inter-temporal variations in the system.

Buchholz [56] builds upon Lagos [149] to study the pricing of taxi rides based on pick-up

location, time of day, and the distance of the ride. It concludes that distance-based pricing



outperforms pricing based on the pick-up location and time of day. Buchholz finds that
distance-based pricing outperforms origin-only pricing by 766% with respect to the increase
in consumer surplus and by 356% with respect to the increase in the number of served
customers. Although we do not analyze distance-based pricing, the origin-destination pricing
subsumes distance-based pricing. However, we see a more modest increase with respect to
consumer surplus (24%) and the number of served customers (23%) in origin-destination
compared to origin-only pricing.

Other related papers in the spatial literature are Braverman et al. [55], Banerjee et al.
[39], Yang et al. [218], Afeche et al. [10], and Besbes et al. [50]. Braverman et al. [55]
studies centralized empty car routing in ride-shairng platforms. It shows that a fluid-based
optimization can be used to solve for the optimal network utility, which is an upper bound
on the utility of all static and dynamic routing policies in the finite-car system. Banerjee
et al. [39] studies pricing in shared vehicle systems where taxis do not relocate when they
are empty. It proposes a static spatial pricing algorithm with an approximation ratio that
improves as the average number of vehicles per location grows. Afeche et al. [10] takes prices
as fixed and studies admission control of customers and centralized re-positioning of drivers
and shows that the value of these control policies are largest at moderate capacity and they
increase with demand imbalances. Besbes et al. [50] uses a stylized model on a line, where
taxis make myopic decisions based on the next ride and can relocate instantaneously. They
show that the pricing problem can be spatially decomposed based on the attraction regions.
The platform can use prices to create regions in which driver congestion is artificially high
in order to motivate drivers to relocate to more profitable regions.

The third stream of literature studies discrete choice theory and structural estimation;
see Ben-Akiva et al. [46] for an introduction and Anderson et al. [16] for examples. The most
relevant papers in this area are Rust [183], Nair [169], and Su and Judd [194]. Rust [183]
studies a structural model in which a manager has to decide in each period whether to replace

a bus engine or postpone the decision. Nair [169] studies an equilibrium model in which



consumers decide when to purchase a durable product based on their expectation of future
prices and the seller decides on the optimal temporal pricing scheme. In a setting similar to
Nair [169], in this chapter, taxi drivers make relocation decisions based on their expectation
of future supply and demand, and the central planner sets the prices hoping to impact
the relocation decisions of the drivers. Su and Judd [194] shows that structural estimation
problems can be viewed as constrained optimization problems. We use an approach similar
to Su and Judd [194] in Sections 1.5-1.6. Other relevant papers in this area include Aksin
et al. [13, 14]%, Ata et al. [23, 24], Li et al. [155], Zheng [222], and Zheng et al. [223].

The last stream of literature studies mean field games. The mean field games theory was
developed to study systems with an infinite number of rational agents in competition. The
theory was developed independently by the mathematics community in Lasry and Lions
[152] and by the engineering community in Huang et al. [131]. This framework has been
used to model various economic and engineering systems. Examples of such papers in the
operations community include Adlakha and Johari [5], Xu and Hajek [215], Iyer et al. [133],
Adlakha et al. [6], Gummadi et al. [103], and Balseiro et al. [37].

1.3 Model

This section introduces the empirical model used to estimate the effect of spatial pricing
of taxi rides in NYC. We index the months between January 2010 and December 2013 by
ke{l,...,K} (K = 48). In what follows, we fix k£ and focus on non-holiday weekdays of
month k. We assume that the primitives of the model are the same in all weekdays of the same
month. In other words, although there is variation across months, we assume that the non-
holiday weekdays in a month are i.i.d. copies of each other. Consider a connected directed
graph G = (V,€) with n nodes, i.e. |V| = n. Each node represents an area in Manhattan,

Brooklyn, Queens or one of the airports (La Guardia and JFK). Any pair of distinct nodes

8. Ata et al. [25] and Ata and Peng [32] rigorously establish the existence and uniqueness of the equilibria
in a similar setting.



are connected with at most two directed edges, denoted by (i,7) and (j,7), respectively.
Furthermore, each node has a loop, which represents travel within the area/node.

Let t € {1,...,T} index time. Each t represents a five-minute interval between the
hours of 6am and 4em (a typical NYC day-time shift), corresponding to 7' = 120. For all
i,j € V, the average time and distance to travel from node i to node j are denoted by 7;;
and d;;, respectively.? We allow (735, dji;) to be different from (7;;, alj-)10 and do not impose
a relationship between 7;; and d;;. We assume that 7;; is integer-valued for all 7, j € V and
7;; = 1 for all 7. To facilitate the analysis to follow, define

Sy = 1 if (4,5) €€,
0  otherwise.

Let P;; and Fj; denote the price per mile and the fixed portion of the fare, respectively,
for a ride from node i to node j. The fare paid by a customer to his driver for a ride from
node i to node j is Fj; + P;;d;;. The fixed portion is used to model the flag-drop and the
JFK flat fare.!! Taxes and tolls are not included in the calculations as they are fixed (over
time) and taxis do not keep them. The price per mile and the fixed portion of the fare are
allowed to depend on the origin and the destination of the ride in order to capture the flat
fare structure of rides between JFK and Manhattan.'? This also gives us sufficient flexibility

to explore the origin-destination pricing in our counterfactual study.

Given prices F' = [Fj;]is_; and P = [Py;]i%_,, the arrival rate (per period) of potential

9.1If (4,5) € €, 7;; and d;; are the travel time/distance on the edge connecting ¢ to j. Otherwise, 7;; and
d;j correspond to the travel time/distance of full taxis, that are calculated from the data.

10. This allows us to capture the spatial variation in the traffic speed as well as the impact of one-way
streets and streets with different traffic speeds in each direction.

11. The fare of a ride from JFK to Manhattan (and vice versa) after September 2012 is $52 plus the $4.5
rush hour surcharge (4pm to 8pm on weekdays, excluding legal holidays). Since this chapter focuses on the
day shift (6am to 4pm) on weekdays, the rush hour surcharge is not included in the calculations.

12. Consider a customer at JFK airport at a non-rush hour time in September of 2012. If he is headed
to Manhattan, his fare is $52. This corresponds to F;; = 52 and P;; = 0. However, if he is headed to
another location, for example to La Guardia airport for a connecting flight, his fare is calculated based on
the distance he intends to travel. In this case, F;; = 2.5 and F;; = 2.5 per mile.
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Full taxis Relocating Full taxis &  Remaining

deliver their  empty taxis Customers Matching unmatched empty taxis
customers arrive arrive occurs customers leave  relocate
Start J \ { [ 1 1 End
mi, V (i, t) Al £ mi;

Figure 1.1: Timing of events and definition of variables in each period.

customers who wish to go to node j from node ¢ in period ¢, denoted by A§ j(F, P), is given

as follows:
AZ(F,P) = Agj [FZ] + Pijdij}aexp(ﬂk) for all i,j,t. (1.1)

The parameter Ag j is the fixed effect of demand and a < 0 is the price-elasticity. As will be
shown in Section 1.4, our data exhibits a trend over time (see Figure 1.3) and § captures
the monthly trend in demand. Since « does not depend on the fare, the demand model in
(1.1) is a constant-elasticity demand model.'® The (potential) demand at node 7 in period

t, denoted by Af(F, P), is given by

n
A(FP) = > AL(FP) for all 4,t.
j=1

The probability that a customer at node 7 is headed to node j, denoted by ﬂfj(R P), is equal

to

, A (F.P) -
Wij(FvP> = m for all 4, 7, ¢. (1.2)
2 Y

In what follows, we denote satisfied demand at node ¢ in period ¢ by )\’;. Note that )\’; <
t
A (F.P).
The timing of events in each period is depicted in Figure 1.1. We denote the number of

active taxis during the day shift by M and the average of M across the 48 month by M.

13. See Van Zandt [199, Page 152] for a discussion on constant-elasticity demand models.
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We normalize the number of active taxis to an M/M mass (as done usually in mean field
models).14 The mass of empty cars at node i at the begining of period ¢ is denoted by mg.
Also, let mf j denote the mass of empty cars that decide to relocate from node 7 to node j at
the end of period ¢, and ffj denote the mass of full cars that picked up a customer at node
1, who wishes to go to node 7, in period ¢.

An empty taxi at node 7 in period ¢ that could not pick up a customer relocates to node j
with probability qu. In particular, it stays idle at node ¢ until the next period with probability
qfl These probabilities arise endogenously as drivers make their relocation decisions. Letting
A(i) = {j : Sij = 1} denote the set of nodes that can be reached from node i, an empty
taxi at node i can only relocate to nodes in A(i). Moreover, since ¢, = {qgj 1j e A()} is a

probability distribution for all ¢, it follows that

Z qu =1 for all 7, ¢,

JEA()
qu =0 for all j ¢ A(i),
ij >0 for all 4, j,t.

Let ¢ denote the mean travel cost per mile (incurred by the drivers). We assume that the
cost of traveling from node ¢ to node j is equal to cd;; + €;;, where €;; denotes a Gumbel
Min!® (minimum extreme value type I) distributed idiosyncratic shock to the travel cost
of the driver. The idiosyncratic cost shocks correspond to unobservable variables in the
empirical industrial organization literature (see, e.g., Rust [183]), which are observed by the
driver but not recorded in the data. The cost shocks are assumed to be i.i.d. with mean zero
and scale parameter o. Furthermore, we let V'(i,t) denote the value function of an empty

taxi’s driver at node i in period ¢ (before customers arrive); and N; denotes the number of

14. Using M /M as opposed to the unit mass in all months allows us to capture the variation in the number
of active taxis while ensuring that all quantities of interest are comparable across months.

15. A Gumbel Min distributed random variable has the same distribution as the negative of a Gumbel
Max (commonly referred to as Gumbel) distributed random variable.
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regions in node 7. What constitutes a region will be discussed below in detail.

For the remainder of this section, we assume that the problem primitives M, M, N;, c,

1

70

¢
Fij, Pij, Tij, dij, Sij, A;

i B, k, o, and the initial distribution of empty taxis, m

are
given for all 7,j,t. We then proceed to characterize )\g, m’g, m’l?j, ffj, qu, and V (i,t) by
deriving a set of equations they must satisfy. To characterize the satisfied demand )\g, we
focus on the following question: If there are m tazis and A customers at the beginning of a
period in an area (node), what is the expected number of served customers (matches between
taxis and customers)? The answer depends on whether the matching of customers and taxis
is perfect (frictionless) or imperfect (with friction). Matching can be perfect in nodes where

customers and taxis are matched through a mobile application. In most other cases, the

matching is imperfect and taxis need to search for customers block by block.

Perfect Matching. When matching is perfect, the number of matches is the minimum of
the number of taxis and customers in the node in that period, i.e.

)\g = min (mg, Af(F,P)) (1.3a)

When matching is imperfect, there can be unfulfilled customers and unutilized taxis

simultaneously. We propose the following matching model in this case. Consider a node

partitioned into N > 2 regions, which can be done so that it takes one period (i.e. five

16 \We assume that customers and taxis

minutes) for a taxi to explore any of the regions.
randomly choose one of N regions (with equal probabilities) to explore and the number of
matches in each region is the minimum of the number of customers and taxis in that region.
The total number of matches in the node is equal to the sum of the matches made in the N

regions.

Since customers and taxis choose regions with equal probabilities, all regions have the

16. Regions are the smallest geographic units in our model and they are obtained by dividing the street
miles in a node such that each region takes exactly one period to explore. One way to compute the number
of regions IV is to use the data on the average speed of taxis and the total street-miles in that node.
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same expected number of matches. Consider an arbitrarily chosen region. Let X and Y
denote the number of taxis and customers that chose that region. Since there are m taxis
and each taxi chooses this region with probability 1/N, we have X ~ Binomial(m, 1/N).
Similarly, Y ~ Binomial(A, 1/N). Therefore, the expected number of matches in the region
is equal to E[min(X,Y)], and that in the node is equal to N x E[min(X,Y)]. We would
like to find a tractable approximation for N x E[min(X , Y)} that is monotone in A and
equals zero when A = 0. To do so, we use a normal approximation to the Binomial distribu-
tion that is further refined by a linear approximation for small values of demand to ensure

monotonicity. 17

Imperfect Matching. When matching is imperfect, we propose the following model:

t. 1 : t A
A= A Al (1.3b)
G (Amt;mg) 3 L otherwise,
1 mt

where G(A;m) = A®(v) + mP(—v) — (m—A) ¢(v)/v with ®(+) and ¢(-) denoting the cdf

and pdf of the standard normal distribution, respectively,

a M m-A
VN —1VmEA

v

and A,;, = min {A >0:G(A;m) is strictly increasing on (A, 0o) }; see Appendix A.9 for the
derivation of (1.3b).

The term G(A;m) in (1.3b) is derived using a normal approximation for the Binomial
distributions. Although this approximation elegantly captures the key features of search
friction that we seek to model, it is not monotone in a neighborhood of the origin and fails

to satisfy )\f = 0 when Ag = (0. The linear approximation at Ag < [\mt. in (1.3b) remedies

17. Our numerical results are robust to the approximation used in small values of demand. This approxi-
mation is required at demand values much smaller than one customer per period, which are observed in less
than 1% of the (i,t) pairs in the numerical experiments of Section 1.6.
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these two issues and retains the other desirable features of the normal approximation.

Buchholz [56] tailors the imperfect matching model proposed in Burdett et al. [59] to
the taxi market. In Buchholz [56)’s model, first the number of drivers and their locations
are revealed to the customers. Then, each customer chooses a taxi. When more than one
customer chooses a taxi, only one of the customers is served and the others leave the system
unfulfilled. In our matching model, taxis and customers in each region observe each other
(and not the taxis and customers in other regions) and matching in each region is frictionless.
Due to this frictionless matching in each region, our matching model results in a higher
expected number of matches when the number of taxis and customers are sufficiently higher
than the number of regions (nodes with high density of supply and demand). However, when
the number of taxis or customers is low (nodes with low density of supply or demand), due to
the fact that taxis can be matched only with customers in their region, our matching model
results in a lower number of matches. For a detailed comparison of our matching model with
the matching model of Buchholz [56], see Appendix A.2.

Next, we describe the flow balance equations and the Bellman equation, governing the
system dynamics and the relocation decisions of empty taxis, respectively. These equations

hold under both the perfect and imperfect matching.

Flow Balance of Full Cars. The mass of empty cars that picked up a customer at node
7 headed to node j in period t, fit., must be equal to /\g, the satisfied demand at node 7 in
period ¢, multiplied by the probability that the customers are headed to node j, ng(F, P).

Therefore, we must have
fij = Mal(F.P)y  foralli,jt. (1.4)

Flow Balance of Empty Cars. The mass of empty cars that decided to relocate from i

t

to j at the end of period ¢ (after they could not obtain a customer), m; it must be equal to the

mass of empty cars after the customers are served, (mf - )\f), multiplied by the probability
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that a car will relocate to node 7, qu; see Figure 1.1 for the timing of events in a period.
Therefore, we must have

mly = (N}

ij aij for all 4, 7, t. (1.5)

Flow Balance at Nodes. The mass of empty cars in node ¢ at the begining of period ¢ is
equal to the sum of the mass of empty cars that arrived at node 7 in period ¢ and the mass

of full cars that dropped their customer at node ¢ in period t. Therefore, we must have

mf = Z t T]Z + Z b for all 7, . (1.6)

JEA()

Mass Balance. Since taxis are either empty or full and the mass of (relocating) empty
taxis and full taxis at any period ¢ must sum to M/M, the total mass of taxis on the graph,

we must have

n Tij n n Tij
Z m "4 Z ZZth] S = M/M  forall t. (1.7)
1=1 je A(3) s:l 1=1j=1s=1

Next, we describe how taxi drivers make their relocation decisions.

Bellman Equation. Consider an infinitesimal driver and assume that the mass of the
empty and full taxis, [mfj]ﬁ j—1 and 111 ] i'j=1, and satisfied demands, [AY]_,, are given for
all t € {1,...,T}. The driver moves around on the graph until ¢t = 7', picks up customers,
delivers them to their destination and makes relocation decisions when he can not pick up
a customer. The objective of the driver is to maximize his total profit. Recall that the
travel cost of the infinitesimal driver from node ¢ to node j is equal to cd;; + €;5, where €;;
denotes a Gumbel Min (minimum extreme value type I) distributed idiosyncratic shock to
the travel cost of the driver. The cost shocks are assumed to be i.i.d. with mean zero and

scale parameter o.
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The state of the empty infinitesimal taxi is s = (i, ¢, e(i)), where i € {1,...,n} denotes
the location (node) of the taxi, t € {1,...,T} denotes the period, and i) = (eij RS .A(z))
is the vector of iid cost shocks. Each element of €(?) has a Gumbel Min (minimum extreme
value type I) distribution with mean zero and scale parameter . We denote the observable
(to the researcher) state of the empty taxi by @ = (i,t). Therefore, s = (i, t, () = (z, ().
The driver of the empty taxi at state s = (i, ¢, €(!)) can choose to relocate to node j € A(4).
Therefore, the action set of the driver at state s = (i, ¢, () ) is A(7). The following proposition
characterizes the driver’s value function and the relocation probabilities; see Appendix A.9

for its proof.

Proposition 1. The value function of the infinitesimal empty taxi is given by

t) = > wii(F.P) (Fz‘jHPij ) Z V(j,t+7ij)
t\j=1 J=
) —

+0<1—:1—%>10g[ Z exp( V.t iy
2

g
JEA()

j)] foralli andt <T, (1.8)

and V(i,t) =0 for all i and t > T. The relocation probabilities are given by

ex V(jt+rii)—cd;i| /o
' ’ <[ G) e dal) ) for j € A(i),
q; = ZleA(i) exp <[V(l,t—|—7il)—cdﬂ] /O’) (1'9)

0 otherwise.

Proposition 1 applies to any matching model. The first term on the right-hand side of
Equation (1.8) captures the expected value of picking up a customer and the second term
captures the expected value of the best relocation decision, where )\g / mg is the probability
of picking up a customer. The value of picking up a customer is the expected fare of the
ride plus the expected value function at the destination of the ride. Note that the arguments
in the exponential function are the scaled values of the value function at the destination of

the ride minus the travel cost. For an analysis of strategic relocation of the drivers that is
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similar to ours, see Lagos [149] and Buchholz [56].
Next, we define the mean field equilibrium, and Theorem 1 establishes its existence; see

Appendix A.9 for its proof.

Definition 1. Given the problem primitives M, M, N;, c, Fij, Pij, Tij, dij, Sij, AZJ’ , B,
k, o, and m1 the solution (AL, m! m”,fj,qzj, (i,t)) to Equations (1.3)-(1.9) is called the

mean field equilibrium.

Theorem 1. Given the problem primitives M, M, N;, c, Fij, Pij, i, dij, Sij, A”, , B,

k, o, and m , there exists a mean field equilibrium.

1.4 Data

Our data set is the NYC yellow taxi trip record data spanning four years from January 2010
to December 2013.18 In this time-span, NYC yellow taxis offered an average of 477,497 rides
per day (174.3 Million per year). NYC yellow taxis are only available through street hails. 19
For each ride, the data set specifies the time-stamp (date and time up to the second) and
location (longitude and latitude) of the pick-up/drop-off and itemized fares (fares, taxes,
tolls, and tips) paid by the customers. The data set also includes identifiers for the taxi
drivers that offered each ride. Therefore, we observe the status (full/empty) of the taxis at
all times, the times at which taxis pick up or drop off customers, and the destinations of the
customers. Note that we only observe the location of the taxis when they pick up or drop
off a customer.

A preliminary look at the data indicates that weekdays and weekends as well as day and
night shifts exhibit significant spatial and inter-temporal variations in the ride traffic. Figure
1.2 depicts the number of pick-ups per minute in the entire city on an average day. The

number of pick-ups fluctuates between a minimum of 66 customers per minute (around 5:00

18. NYC taxi trip record data set is released by the NYC Taxi and Limousine Commission (TLC).

19. Prearranged services are offered by For-Hire-Vehicles (FHV).
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av) and a maximum of 507 customers per minute (around 7:30em).2? To focus on relatively
busy hours of the day when the ride traffic is relatively stable, in the remainder of this
chapter, we focus on the day shift on weekdays (i.e., 6am to 4en). Furthermore, we disregard
trips with a duration more than three hours or a distance longer than a hundred miles. These
instances are a combination of out-of-town trips and inaccurate data entries and account for
less than 0.5% of the trips. Figure 1.3 depicts the average number of pick-ups during the
day shift on a weekday in each month between January 2010 and August 2012. Prices did
not change in this time-span. The dashed line in Figure 1.3, which depicts the regression of
the average number of pick-ups on the month index & as in (1.1), highlights the trend in the

average number pick-ups.

<)

=

S
'

500 —== 2184 exp (0.0029k)

)

St

S
L

o
=
S

L
.
.
)
\
1

400 4

thousands)
.

o
o
(=]

!
.
.
.
\
\
|
\

¥
I
L

300 4

o

=

o
L
.

[

=3

S
L

200

._‘

=3
L

.

Average number of pick-ups (per min)

Average number of pick-ups

100 A

%
S

1
1
1
1
[}
1
1
1
\
I
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
il

17C

T T T T T 1 ) T T T T T
12AM 4AM 8AM 12PM 4PM 8PM 12AM Jan 2010 July 2010 Jan 2011 July 2011 Jan 2012 July 2012

Figure 1.2: Average number of pick-ups Figure 1.3: Average number of pick-ups in
per minute in NYC. The dashed vertical NYC during the day shift on a weekday
lines depict the begining and the end of of each month. The dashed line highlights
the day shift (6am and 4rm, respectively). the monthly trend.

There is significant spatial variation in the number of pick-ups across the city, with 93.8%
of the rides (during the day shift) originating at Manhattan, 3.5% in the airports, 1.2% in
Brooklyn, 1.4% in Queens, and less than 0.1% of the rides originating in Staten Island and
Bronx. We focus our analysis on the rides taking place between the two airports (JFK and La
Guardia) and parts of Manhattan, Brooklyn, and Queens that have sufficiently high traffic;

see Appendix A.1. This area constitutes 99.4% of the pick-ups, 98.5% of the drop-offs, and

20. A similar analysis can be carried out for the night shift.
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97.9% of the pick-up, drop-off pairs in NYC.2! We divide this area into seventy five nodes
and study trip statistics in each of them; see Figure A.3 for the nodes. This node definition
provides sufficient separation between the major hubs of the city. Note that in the definition
of the nodes, both size and density matter. This gives rise to a trade-off between size and
density; for further details on the node definitions, see Appendix A.1. The average number
of pick-ups and drop-offs in each of the seventy five nodes are depicted in Figure 1.4. Half
of the pick-ups belong to the top ten nodes, with the top four nodes constituting a quarter

of all pick-ups.

W 95% - 100% [10956,18425)
W 75% - 95% [4685,10956)
50% - 75% [450,4685)
W 25% - 50% [80,450)

W 0% - 25%  [0,80)

W 95% - 100% [11669,22957)
W 75% - 95%  [3996,11669)
50% - 75% [408,3996)
W 25% - 50% [124,408)

W 0% - 25%  [0,124)

(a) Average number of pick-ups. (b) Average number of drop-offs.

Figure 1.4: Average number of pick-ups and drop-offs during the day shift on weekdays in
each node.

A trip on average is 2.7 miles and 13.2 minutes long. There is considerable spatial
variation in the average trip duration and distance across the city; see Figures A.6-A.7 in
Appendix A.3. Trips originating in Manhattan are the shortest with an average of less

than three miles in most nodes and trips originating in the airports are the longest with an

21. Note that only 97.5% of the trips in the data set have pick-up coordinates that fall within the boundaries
of NYC. Inaccurate pick-up coordinates (zero entry for longitude or latitude) account for 2.0% of the trips
and out-of-town trips account for the remaining 0.5% of the trips.
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average of nine miles in La Guardia and fifteen miles in JFK. Trips originating in Brooklyn
and Queens fall in between with an average of three to five miles.

In summary, our analysis focuses on 217,051,494 taxi rides taken place between 6am and
4em on weekdays (excluding federal holidays) from January 2010 to December 2013, with

pick-up and drop-off coordinates in the shaded area in Figure A.3.

1.5 Estimation

This section uses the nodes depicted in Figure A.3 to estimate the primitives of the model;
see Appendix A.4 for a summary of the primitives. The procedure used to construct the
nodes is outlined in Appendix A.1. The estimation is carried out in three steps. First, we
directly estimate the problem primitives 7;;, d;;, S;;, ¢, N;, M, and ml. Second, given
Tij, dij, Sij, ¢, Nj, M, and m , for each o, we characterize the mean field equilibrium
(/\t m ml i f i qZ I V (i, t)) at each month. The data set provides the sequence of pick-ups
and drop-offs of the taxi drivers. For each o, we use the equilibrium relocation probabilities
to calculate the likelihood of the observed sequence of pick-ups and drop-offs. Then, we use
maximum likelihood estimation to estimate o. Third, we use the estimated (potential) de-

mand at the estimated o to estimate the demand curve parameters, Al.. o, and 3. Appendix

Z] ?
A.6 uses five-fold cross validation to examine the performance of our model in capturing the

strategic relocations of the taxi drivers.

1.5.1 Offline Estimation of the Primitives 7;;, dij, Sij, ¢, Ni, M, and m}

We use the trip duration and distances in the data set to estimate 7;; and d;;. We set
Si; = 1 if nodes i and j share a border or they are connected through a tunnel or bridge.
Since JFK is geographically isolated and it does not share a border with any node, we add an
arc between JFK and all nodes on the eastern border of Queens and Brooklyn. We use the

fuel cost per mile and the depreciation cost per mile to estimate the cost of travel ¢, in each
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22 and the depreciation

month. The fuel cost can be estimated from the historical gas prices
cost can be estimated from the salvage value of the taxis and the miles driven at the time of
salvage.?3 Following Farber [87] and Frechette et al. [92], we define a shift of a taxi driver as
a consecutive sequence of trips, where breaks between two trips cannot be longer than five
hours. We use the shifts of the taxis drivers to calculate the number of active taxi drivers
during the day. From 8am to 4em, the number of active taxi drivers shows little variation.
Although the number of active taxi drivers between 6am and 8am is considerably lower than
the rest of the day shift, for simplicity, we assume that the number of active taxis is fixed
throughout the shift and let M equal to the average (across weekdays) of the maximum
number of active taxi drivers during the day shift. Moreover, we use the distribution of the
first pick-up of the taxis in the first fifteen minutes (average search time of the taxis until
their next pick-up) of the day shift as the initial distribution of cars.

We estimate the number of regions in non-airport nodes as follows: Consider node 1.
Regions in node i are defined such that it takes a taxi exactly one period (five minutes) to
explore each region. Therefore, it takes a taxi N; periods (5 x N; minutes) to search all the
streets in node 7. Thus, N; can be estimated by dividing the average time it takes a taxi
drivers to search all the streets of node i by the length of a period (five minutes). We use
the average traffic speed in each zone and the shape file of NYC streets® to compute the
average time it takes to explore all the streets in a node; see Table A.1 and Figure A.1 in
Appendix A.1 for the average traffic speeds. At the airports, we set NV; equal to the number

of taxi stands in that airport.2>

22. https://www.nyserda.ny.gov/Researchers-and-Policymakers/Energy-Prices/Motor- Gasoline/
Monthly- Average-Motor-Gasoline-Prices.

23. In this calculation, we use the price of the dominant NYC Taxi model (Camry), $24,000 including
taxes, the average retired taxi salvage value of $3,000, and the average mileage of the NYC taxis at the time
of retirement, 350,000; See https://nycitycab.com/Business/cabsforsalelist.aspx.

24. https://data.cityofnewyork.us/City- Government /NYC-Street- Centerline- CSCL- /exjm-{27b /data.

25. Taxi operation in airports is accurately captured by (1.3b). In each stand, taxis and customers see
each other and matching is perfect. However, taxis and customers in different stands cannot be matched.
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1.5.2  FEstimation of the Standard Deviation of Cost Shocks

Identification. We assume that taxi drivers in our dataset relocated rationally based on
the model in Proposition 1. As proved in Proposition 1, taxi drivers relocate to those nodes
for which the difference of their value function and the travel cost is higher with higher
probabilities. However, the impact of the value function at the destination diminishes with
o. For small values of o, taxi drivers almost always relocate to the destination with the
highest value function minus travel cost. As ¢ increases, drivers relocate to destinations with
lower value function minus travel cost with a higher probability, i.e., relocation probabilities
become more uniform. Intuitively, the impact of ¢ on the relocation probabilities helps us

identify o.

Estimation. We estimate o in two steps. First, for each o, we characterize the equilibrium.
We use the equilibrium relocation probabilities to calculate the likelihood of the sequence of
pick-ups and drop-offs observed in the data set for each feasible . We then use maximum

likelihood estimation to estimate o.

Recall that we index the months with £ € {1,..., K} and our data covers the months
January 2010 through December 2013, i.e., K = 48. To emphasize the month dependence,
we attach superscript k to various quantities of interest in the remainder of this section.

We estimate )\’ék , the satisfied demand at node ¢ in period ¢ of month &, and 773‘; (F k,Pk),

the distribution of the destinations of the customers at node ¢ in period ¢ of month £ at

fare structure (Fk,Pk)%, directly from the data. Given M, M*, N;, mzlk, &, FZ-];, PZ.]},

ijk (F k Pk), and )\gk , for each o, we solve for the mean field equilibrium that satisfies the

Equations (1.4)-(1.9) and /\gk < mgk??

26. Between January 2010 and August 2012, during the day shift, the fare of a ride between JFK and
Manhattan was $45 and the fixed portion of the fare and price per mile in the rest of the city were $2.5 and
$2.0, respectively. On September 4th 2012, the fare structure of NYC taxi rides changed. The fare of a ride
between JFK and Manhattan increased to $52 and the price per mile increased to $2.5. No price changes
occurred between September 2012 and December 2013. We do not include Monday September 3rd 2012 in
our analysis.

27. This approach and Definition 1 both characterize the mean field equilibrium. In Definition 1, A! satisfies
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Next, we discuss how to use the equilibrium relocation probabilities and the sequence
of pick-ups and drop-offs observed in the dataset to estimate o. Let m € {1,..., M k } and
dedl,..., DF } index taxis and days, respectively, where DF denotes the number of non-
holiday weekdays in month k. Let £, j1(c) denote the likelihood of taxi m having the
set of drop-off and subsequent pick-ups observed in the data on day d of month k£ that are
not longer than two hours apart; see Appendix A.4 for the calculation of £, ;5 1(o). In the
dataset, a taxi driver on average searches for 2.5 periods after a drop-off until it picks up his
next customer. Therefore, we omit drop-off and subsequent pick-up tuples that are longer
than two hours apart from the likelihood function because they are likely due to breaks the
drivers may be taking in their shifts. Indeed, the great majority of these occur around noon
and likely correspond to lunch breaks. Such drop-off and pick-up tuples constitute less than
3% of all such tuples.

The likelihood of observing the set of drop-off and subsequent pick-ups (that are not

longer than two hours apart) observed in the data set given o is

K M Dk

L(o) = T TI I1 2n.ax(o),

k=1m=1d=1

where £, j1(0) is given in Equation (A.1) of Appendix A.4. Therefore, the maximum

likelihood estimator of ¢ is the solution to
maximize log (L(c)) subject to (1.4)-(1.9), (P1)

given M, M¥, N, m}k, k. Fk pk ﬂf?(F’ka), and /\gk (estimated directly from data) for
all 7, 7,t, k. We solve Equations (1.4)-(1.9) for each month k£ € {0,..., K} and o using the
nonlinear optimization solver Knitro (Byrd et al. [60]). Then, we compute the likelihood

of each o and search RT with a precision of 0.0001 for the solution to Problem (P1). We

equation (1.3) while in this characterization, \! is estimated from the data.
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obtain the maximum likelihood estimate of ¢ = 1.4048; see Figure A.8 for a graph of log-
likelihood values. To compute its standard error, we use the parametric bootstrap method
(see e.g., Horowitz [127]). We generate 100 simulated datasets with the same size as our
dataset using the estimated o. We then estimate parameters of the simulated datasets and
compute the standard error. This procedure results in the standard error of 0.001, a 95%
confidence interval of (1.4015,1.4056). We also conduct a Monte Carlo experiment to show

that Problem (P1) can recover the true o; see Appendix A.5 for details.

1.5.3  FEstimation of Demand Curve Parameters

In this section, we use the mean field equilibrium at the estimated o to estimate the demand
curve parameters A’g-, a, and (. Recall that demand model parameters are assumed to

be the same in all non-holiday weekdays of the same month. Equation (1.3b) is monotone

t
Z’.

in AIZ? for all m:. Therefore, given the satisfied demand Ag and the mass of empty taxis
mt, there exists a unique estimate for (potential) demand AZ“(F k Pk that satisfies (1.3b).
Using this estimate, we setZ AZ?(F]“, Pk) = ﬂf}“(Fk, Pk) Agk(Fk, Pk) for all 4, j,¢, k. This
gives the demand for rides from node i to node j in period ¢ of a day in month k. Recall
that Wff(F k PF) has been estimated directly from the data. Since there are D non-holiday
weekdays in month k, the (realized) total demand for rides from node i to node j in period
t across all non-holiday weekdays in month k is Yf]k = M Dk’A%?(F k Pk) customers.?
Similarly, given the demand curve parameters Ag i and [, by equation (1.1), the expected

total demand for the same rides is M DkAg j [F, l]; + Pi]‘]/’.dij}a exp(fk) customers.

We use a negative binomial (NB-2) model®? to estimate the primitives of the demand

28. Since customers who hailed a taxi are randomly chosen from all customers who needed a ride, the
distribution of the destination of the served customers coincides with the distribution of the destinations of
all customers.

29. The term AZ¥(F% P*) is the (normalized) mean field demand. By multiplying A¥(F% P*) by the average
number of active taxis M and the number of weekdays D* in month k, we obtain the expected total number
of customers who wanted a ride from node i to node j in period ¢ on a weekday in month k.

30. A random variable Y is said to have a negative binomial distribution with parameters (p,d) if ¥ ~
Poisson(Au), where u ~ T'(6,1/0). In other words, a negative binomial model can be thought of as a Poisson
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model. To be more specific, we assume
Y;;k ~ Negative Binomial(]WDkAgj [FZI}: + Pi];dij}a exp(Bk), 5) (1.10)

and use maximum likelihood estimation to estimate its parameters. The parameter ¢ cap-
tures the over-dispersion of the estimated demands. As § goes to zero, the negative binomial
model approaches the Poisson model. For similar treatments and further details on negative
binomial regression, see Hilbe [126], Hardin et al. [109, Chapter 13|, and Lawless [153]. We
obtain a price-elasticity estimate of o = —0.4735 with standard error 0.0033, a monthly
trend estimate of 5 = 0.0024 with standard error 1.7E-5 (equivalent to an annual trend of
2.92% with standard error 0.02%)3!, and a dispersion parameter estimate of § = 0.1082 with
standard error 1.5E-4. The estimated demand across the forty eight months do not show
drastic changes. For brevity, we focus on September 2012 and provide an overview of the
demand estimates in this month. The estimated potential and satisfied demand during the
day in the entire city and Brooklyn are depicted in Figure 1.5. As discussed in Section 1.3,
the efficiency of matching is positively correlated with the density of supply and demand.
Therefore, in Manhattan, where the density of supply and demand is high (see Figure 1.6),
the majority of customers are served. In Brooklyn, however, due to high friction as a re-
sult of low density of supply and demand, only a small fraction of customers are served.
Increasing matching efficiency could add substantial value, particularly in locations with
low density of supply/demand, by increasing the number of served customers. Furthermore,

better matching could impact the power of spatial prices; see Section 1.6.2 for further details.

model with gamma heteregeneity, where the gamma noise has a mean of one. As a result, negative binomial
is commonly referred to as the Poisson-Gamma mixture. In a negative binomial model, the ratio of variance
to mean is 14+ dpu. As & goes to zero, the gamma noise vanishes and the negative binomial model approaches
the underlying Poisson model. We use the negative binomial model as opposed to the commonly used Poisson
model because it can capture the over-dispersion (variance being greater than the mean) observed in the
estimated demand.

31. Note that the trend of potential demand is not equal to the trend of satisfied demand; see Figure 1.3.
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Figure 1.5: Estimated potential and satisfied demand (per period) during the day shift.
The solid lines correspond to potential demand and the dashed lines correspond to satisfied
demand.

1.6 Counterfactual Analysis

Using the model primitives estimated in Section 1.5, this section studies the impact of spatial
pricing of taxi rides and removing the (local) search friction on the taxi market in NYC.
Following Section 1.5, we focus our analysis on September 2012 and study spatial prices
that maximize the consumer surplus; see Appendix A.8 for a similar analysis that focuses on
maximizing drivers’ profit. In what follows, we denote the fixed portion of the fare and the
price per mile that were used in September 2012 by Fij and Fij, respectively, and refer to
them as the base prices. We assume that Fj; = nijfij and P;; = nijﬁz‘ja where 7;; denotes
the ratio of the price/fare to the base price/fare for rides from node i to node j. We refer to
n;j as the price multiplier for rides from node ¢ to node j. We assume this particular form
because of computational simplicity. Moreover, for the case of origin-destination pricing,

this form is without loss of generality.
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Figure 1.6: Average number of customers and empty taxis (in a five-minute period) during
the day shift on weekdays in September 2012 (these are obtained through estimation; see
Problem (P1) in Section 1.5).

1.6.1 Spatial Pricing

Since the demand curve introduced in Equation (1.1) has a constant price-elasticity and

32 consumer surplus under this demand model is infinite. We

demand is (locally) inelastic,
use a truncation approach to tackle this issue (for a similar treatment, see Cohen et al.
[76] and Buchholz [56]). We truncate the demand at some price multiplier 77 > 1. This is
equivalent to assuming that no customer is willing to pay more than 7 times the base fare

for a ride. We refer to 1 as the maximum price multiplier. The next proposition derives the

consumer surplus; see Appendix A.9 for its proof.

Proposition 2. Consumer surplus resulting from the rides from node i to node j in period

t under price multiplier 1;; is equal to

. A f = _ [lat1) —
CSiitms) = sy M) [Fij + Pijdij]
7 7

m_j(a—kl)}

1+«

(1.11)

32. The absolute value of the price-elasticity of rides around the base prices is less than one.
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We start by studying pricing based on the origin of the rides. Let V(i,t) denote the

value function of the taxi drivers under the base prices (Pij,Fij) and consider the following

pricing formulation.

n n T
max%lmize ZZZCS%(W) (P2)

i=1j=1t=1

subject to (1.3)-(1.9) and

i — 1 <7 (P2a)

(Fyj, Pij) = mi (Pij, Pij) (P2b)
n

> miV(i,0) =Y miV(i,0). (P2c)
=1 i—1

We call the solution {n;};c) to Problem (P2) the optimal origin-only price multipliers (or
equivalently the optimal origin-only prices) with a maximum price variation of 77. Note that
in Problem (P2), price multipliers only depend on the origin of the ride. Constraints (1.3)-
(1.9) ensure that equilibrium conditions are satisfied. Constraints (P2a)-(P2b) ensure that
prices do not deviate from the base prices by more than a factor of 77. Constraint (P2c)
ensures that the drivers’ profit is not hurt by the new pricing scheme (i.e., the average value
function of the drivers in the begining of the day shift under the new pricing scheme is
greater than or equal to the average value function of the taxi drivers in the begining of the
day shift under the base prices.).

The increase in consumer surplus for four plausible values of maximum price multiplier
7 is presented in Table 1.2. As shown in Table 1.2, using an origin-only pricing scheme with
a maximum price variation of 20% results in an increase in consumer surplus of $94, 000 -
$325,000 on every day shift on weekdays. This is equivalent to an increase in consumer
surplus of $0.44-$1.53 per ride (4.9%-17.0% of the average fare paid by the customers).
Although the increase in consumer surplus is sensitive to maximum price multiplier 7 (as

shown in Table 1.2), the pattern of prices is not sensitive to 7; see Figure A.11 in Section
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A.7.3. Therefore, in the remainder of this section we use maximum price multiplier 7 = 5,
which is equivalent to assuming that for a ride of $9 (average fare before tax and tips in
September 2012), no customer is willing to pay more than $45. This is a conservative choice

for /) considering its impact on consumer surplus (see Table 1.2).33

Table 1.2: Consumer surplus under origin-only optimal spatial prices, with maximum price
variation 77 = 0.2.

Maximum price multiplier (7) 5 10 20 50
Total CS under the base prices $4.8M $8.4M $13.7TM  $24.4M
Total increase in CS $94K  $130K $196K  $325K
Increase in CS per ride $0.44  $0.61  $0.90 $1.53

Increase in CS in terms of average fare 4.9%  6.8%  10.0%  17.0%

Table 1.3 presents the increase in consumer surplus, number of served customers, and
the miles traveled by customers for different maximum price variations, 7. We observe
that larger values of 7 results in larger increases in consumer surplus, as one would expect.
However, the returns to the change in 7 are diminishing. The reason for the diminishing
returns is illustrated in Figure 1.7. As the maximum price variation 7 increases, fewer nodes
require a price variation higher than 7. Table 1.3 indicates that the optimal origin-only
pricing scheme (for maximizing consumer surplus) results in a 2.6% increase in the number
of served customers and a 3.9% increase in the miles traveled by customers for a maximum
price variation of 7 = 0.5.34

Given the decomposition of the consumer surplus provided in Proposition 2, we expect
the average fraction of customers served, demand, and the fare to impact the optimal price
multiplier of a node. In what follows, we study the impact of these parameters on the optimal
origin-only price multipliers.

The price multiplier of rides from node 7 to node j impacts consumer surplus only through

33. In a similar setting, Cohen et al. [76, Section 4] makes the conservative assumption that no customer
is willing to pay more than 4.9 times the base prices for an Uber ride.

34. By using the total number of served customers or miles traveled by customers as objectives in Problem
(P2), we can find spatial prices that result in larger increases in these metrics. However, such spatial prices
result in a lower consumer surplus.
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Table 1.3: Impact of maximum price variation on various performance metrics (maximum
price multiplier 77 = 5).

Maximum price variation () 10%  20%  30% 40% 50%
Consumer surplus
Total increase $62K $94K $113K $126K $135K
Per ride $0.29 $0.44 $0.53  $0.59  $0.63
In terms of average fare 3.3% 49% 59% 6.6% 7.0%
Number of served customers 1.1% 1.7% 2.1%  24%  2.6%
Miles traveled by customers  1.8% 2.7% 3.2% 3.6%  3.9%

Price Multiplier
s
Price Multiplier

(a) Maximum price variation 77 = 0.2 (b) Maximum price variation 7 = 0.5

Figure 1.7: Optimal origin-only price multipliers for different maximum price variations 7
(maximum price multiplier 7 = 5).

the fraction of customers served, X;/Af(F, P), and the term (ﬁ(O“H) — n(a+1))/(1 +a). As
higher prices attract more drivers, they increase the fraction of customers served. The term
(ﬁ(O“Ll) —77(0‘+1)) / (1+a), however, decreases in price. Depending on which term dominates,
the consumer surplus of a node could be increasing or decreasing in its price multiplier.

In well-served nodes, a high fraction of customers are served and the impact of price
multiplier on the fraction of customers served is minimal. Therefore, in such nodes, the last
term dominates and the consumer surplus is decreasing in the price multiplier. In contrast,
in under-served nodes, a lower fraction of customers are served and the impact of price

multiplier on the fraction of customers served is substantial. In under-served nodes, the first
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term dominates and the consumer surplus is locally increasing in the price multiplier. In
such nodes, both customers and drivers benefit from higher prices. Therefore, the optimal
price multiplier of these nodes is expected to be greater than one.

Nodes in which less than 80% of the customers are served (under the base prices) are
marked with a star in Figure 1.8. We refer to these as under-served nodes. These nodes
belong to upper Manhattan, Brooklyn and Queens, in which the supply of taxis is low; see
Figure 1.6 for the map of the average supply and demand under the base prices. These nodes
have a price multiplier greater than one. In response to a increase in prices in these nodes,
more taxis relocate to them, which increases the supply of rides at these nodes; see Figure
1.8a. As a result of this increase in supply, a higher fraction of customers are served; see
Figure 1.8b for the change in the fraction of customers served. This indicates that in these
nodes the first term on the right hand-side of Equation (1.11) is dominant.

The fact that prices increase in less affluent neighborhoods in the city (upper Manhattan,
Brooklyn, and Queens) highlights the necessity to use other mechanisms in addition to
spatial prices (such as facilitating matching between customers and taxis through mobile
applications) or subsidizing these neighborhoods. This issue is further explored in Section
1.6.2.

We refer to nodes in which at least 80% of the customers are served under the base prices
as well-served nodes. For such nodes, the terms Afj (F, P) and Fij + ﬁijdij are the critical
drivers of consumer surplus. To see this, consider the potential revenue that can be collected
at a node, Zthl Z?:l A’gj (F,P) [F;j + P;jd;;]. Note that both demand and fare impact
the potential revenue of a node. In the majority of the well-served nodes with high potential
revenue prices decrease while in the majority of well-served nodes with low potential revenue
prices increase; see Figure 1.9.

Next, we study origin-destination pricing; see Appendix A.7.1 for its mathematical for-
mulation. Similar to origin-only pricing, we use maximum price variation 7 = 0.5 and

maximum price multiplier n = 5; see Appendix A.7.2 for further details. Origin-destination

32



60

200

40

r 100
r20

r—20
r —100

T
1 )
IS
S

Percentage Change in the Fraction of Served Customers

T
)
Percentage Change in the Average Number of Empty Taxis

—200

(a) Average number of empty taxis. (b) Fraction of served customers.

Figure 1.8: Percentage change in the average number of empty taxis and the fraction of served
customers under the optimal origin-only prices compared to the base prices (maximum price
variation 77 = 0.5 and maximum price multiplier 77 = 5).
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prices result in a $0.79 increase in consumer surplus per ride, which is 24.4% higher than the
increase in consumer surplus from origin-only pricing. They also results in a 3.2% increase

in the number of served customers and an 7.4% increase in the miles traveled by customers.
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The average optimal origin-destination price multipliers for the maximum price variation
of 50% are depicted in Figure 1.10. Comparing Figures 1.7b and 1.10, we observe that the
pattern of the average optimal origin-destination prices looks similar to the pattern of optimal
origin-only prices. In the (majority of) under-served nodes, the same price is used for all
destinations. In these nodes, the benefit of attracting more drivers by using higher average
prices outweighs the benefit of price discrimination based on destinations. In the well-served
nodes, however, price discrimination based on destinations is valuable. Figure 1.11 provides
two examples of how destinations could impact the prices. Let us start with the node marked
by a star in Figure 1.11a. Under origin-only pricing (see Figure 1.7b), the price of all rides
from this node increase by 39%. However, under origin-destination pricing, the price of rides
from this node to (parts of) Brooklyn are reduced. This reduction in prices increases the
demand for rides to Brooklyn, which in turn, helps further increase the average number of the
empty taxis in this region. That is, this increases the supply of taxis in Brooklyn for future
rides. Since only 15% of the customers are headed to these destinations, this pricing pattern
maintains (almost) the same average price as the origin-only pricing scheme. The pattern
of reducing the price of rides headed to (some) under-served neighborhoods while increasing
the price of rides headed to (some) well-served nodes is observed frequently. Figure 1.11b
depicts another example of this pattern. Under origin-only pricing (see Figure 1.7b), the
price of all rides from this node decrease by 3% (almost no change in prices). Under origin-
destination pricing, the price of rides to midtown and parts of downtown increase while the
price of all other rides decrease. This decreases the future supply in midtown and parts of
downtown and increases the future supply in the rest of the city, particularly in Brooklyn
and Queens. The price multiplier of the rides originating at this node range between 0.5
and 1.35 (a substantial change in prices). These examples exhibit how using destinations
alongside origins in the pricing scheme allows us to maintain an average price similar to the

origin-only pricing scheme while adjusting supply and demand in a more refined manner.

34



s C
© o
Price Multiplier

>4
3

e
5

(a) A node in downtown Manhattan. (b) A node in upper east side.

Figure 1.11: Optimal price multipliers under origin-destination pricing for the rides origi-
nating at the node denoted by a star (maximum price variation 77 = 0.5 and maximum price
multiplier 7§ = 5).

1.6.2 Remowing Local Search Friction

Mobile application (such as Arro and Curb) can remove the local search friction by matching
customers and taxi drivers in each neighborhood. The impact of such applications can be
modeled by replacing the matching model (1.3b) with that in (1.3a).

Table 1.4 shows removing the local search friction alone results in a $268,000 increase
in consumer surplus in every day shift, a 4.3% increase in the number of served customers,
and an 6.2% increase in customer miles. It also compares the improvement with those from
spatial pricing. Removing the (local) search friction is on par with spatial pricing in terms
of the number of served customers and customer miles. However, its impact on consumer
surplus is considerably higher. Furthermore, although spatial prices introduced in Section
1.6.1 have no impact on drivers’ profit by design, since removing the local search friction
increases the total number of served customers without changing the prices, drivers’ profit
increase by $48,000 in every day shift when search friction is removed.

For brevity, we focus on origin-only pricing in the remainder of this section. Figure 1.12

depicts the change in consumer surplus from origin-only spatial pricing and removing the
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(local) search friction alone. The majority of the change in consumer surplus from spatial
pricing is due to nodes with high demand and average fare, such as midtown Manhattan
and the airports. Contrary to spatial pricing, when the local search friction is removed,
well-served nodes (the majority of the nodes in Manhattan and the airports) do not benefit
much, whereas under-served nodes enjoy the highest increase in consumer surplus. Under-
served nodes benefit more from removing the (local) search friction than form spatial prices.
In such nodes, matching is the key. In contrast, well-served nodes benefit more from spatial
pricing than from removing the local search friction. In such nodes, spatial pricing is the
key. This suggest that the impact of spatial prices and removing local search friction are

complementary to each other. Therefore, we study a hybrid mechanism.
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(a) Origin spatial pricing (77 = 0.5). (b) Removing the (local) search friction.

Figure 1.12: Change in consumer surplus from spatial pricing and removing the search
friction (maximum price multiplier 7 = 5).

To be specific, the hybrid mechanism removes (local) search friction in under-served
nodes and uses spatial prices in well-served nodes; see Appendix A.7.1 for its mathematical
formulation. Table 1.4 provides a comparison of the impact of spatial prices, removing the
(local) search friction, and the hybrid mechanism on consumer surplus and drivers’ profits.
The hybrid mechanism with maximum price variation 77 = 0.2 captures 99.4% of the increase

in consumer surplus from a hybrid mechanism with 7 = 0.5. This mechanism needs only a
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little price variation, because the optimal price multipliers of the well-served nodes are close
to one (see Figure 1.7).

Table 1.4: Comparison between spatial prices, removing local search friction, and the hybrid
mechanism (77 = 0.5).

.. igin- i Citywide Origin-
one ;’iggnly De(s)tr@lr?;rtlion LS(?;? %Z}lanrgch obrid - Proposed eryly Pricing &
Pricing Friction echanism  Mechanism - priction Removal
Consumer Surplus
Total increase $135K $168K $268K $322K  $417K $433K
well-served nodes $79K $109K $33K $82K $182K $186
under-served nodes $56K $59K $235K $240K  $235K $247K
Per ride $0.63 $0.79 $1.26 $1.52 $1.96 $2.04
In terms of average fare 7.0% 8.5% 13.9% 16.7%  21.5% 22.4%
Number of served customers 2.6% 3.2% 4.3% 5.7% 8.7% 8.9%
Miles traveled by customers 3.9% 7.4% 6.2% 8.1% 11.7% 12.0%
Drivers’ Profit
Total increase $0 $0 $48K $0 $0 $0
Per ride $0 $0 $0.22 $0 $0 $0
In terms of average fare 0% 0% 2.5% 0% 0% 0%

Next, we study citywide spatial pricing and friction removal. The optimal price multipli-
ers of this mechanism are the solution to Problem (P2), where (1.3b) is replaced with (1.3a).
As shown in Table 1.4, using citywide spatial pricing and friction removal generates $433, 000
of consumer surplus. This is equivalent to a 34.4% improvement over the hybrid mechanism.
The majority of this improvement is in well-served nodes. The optimal price multipliers
under this mechanism are depicted in Figure 1.13. Although the pattern of optimal prices
in well-served nodes (under the base prices) is similar to the pattern of optimal prices in
presence of friction (see Figure 1.7a), once (local) search friction is removed in well-served
nodes, it is optimal to use more aggressive price variations in these nodes (i.e., we observe a
larger deviation from the base-prices, both in nodes that have a price multiplier greater than
one and those that have a price multiplier less than one). This implies that in the absence
of friction, spatial prices are more powerful.

Policy makers may prefer to avoid price discrimination in less affluent neighborhoods of

the city. As such, we propose a mechanism in which friction is removed in the entire city
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while spatial pricing is used only in well-served neighborhoods; see Appendix A.7.1 for its
mathematical formulation. The proposed mechanism increases consumer surplus by $1.96
per ride (96.3% of the consumer surplus generated by citywide spatial pricing and friction

removal), serves 8.7% more customers, and increases customer miles by 11.7%.
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Figure 1.13: Optimal price multipliers under citywide origin-only pricing and friction removal
(maximum price variation 77 = 0.5 and maximum price multiplier 7 = 5).

1.7 Concluding Remarks

We study the impact of spatial pricing on the taxi market in New York City. We use a mean
field model, in which taxi drivers strategically search for customers in different neighborhoods
across the city taking into account the spatial and temporal distribution of the supply and
demand as well as the prices across the city. Our analysis reveals that spatial prices that
only use origin information can increase consumer surplus by $0.63 per ride, 7.0% of the
average fare, and serve 2.6% more customers without hurting the drivers’ profit. Similarly,
spatial prices that utilize both origin and destination information can increase consumer
surplus by $0.79 per ride, 8.5% of the average fare, and serve 3.2% more customers. The
optimal spatial prices increase in the under-served areas (e.g., Brooklyn, Queens, and upper

Manhattan) whereas they decrease in some well-served areas (e.g., midtown), encouraging
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the taxis to relocate accordingly, and hence, redistributing supply so as to increase consumer
welfare.

We find that removing the local spatial search friction alone can increase consumer sur-
plus by $1.26 per ride, 13.9% of the average fare, and serve 4.3% more customers while
simultaneously increasing drivers’ profit by $0.22 per ride. Removing the local search fric-
tion primarily impacts the under-served neighborhoods, whereas spatial prices primarily
impact the well-served neighborhoods. This underscores the value of a hybrid mechanism.
We propose a mechanism in which (local) search is eliminated in all neighborhoods while spa-
tial pricing is only used in well-served neighborhoods. This mechanism increases consumer
surplus by 21.5% of the average fare and serves 8.7% more customers, while avoiding price
discrimination in less affluent neighborhoods of the city. The proposed mechanism achieves
96.3% of the benefits of a citywide spatial pricing and friction removal mechanism.

Our analysis has some limitations. First, a social planner might be most concerned with
the impact of spatial pricing on the customer that is hurt by it the most. We limit the
worst case impact of spatial pricing by introducing a maximum price constraint. Moreover,
although we show that both customers and taxi drivers benefit from higher prices in the
under-served areas in the presence of search friction, we do not study the implications of
this phenomena fully. This phenomena leads to interesting work on subsidies and voucher
mechanisms that is beyond the scope of our work. However, our study of the hybrid mech-
anisms is motivated by this concern. Lastly, this dissertation uses the NYC taxi dataset
from an era, 2010-2013, in which taxi substitutes were limited.® Future work in this area is
needed to study the impact of spatial pricing on customers and taxi drivers in the presence

of competition.

35. Ride-sharing platforms and street hail liveries (green taxis) had less than 5% market share in May
2014, five months after the period this dissertation studies ends; see TLC [2] and Schneider [186].
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CHAPTER 2
DYNAMIC DISPATCH AND CENTRALIZED RELOCATION
OF CARS IN RIDE-HAILING PLATFORMS

2.1 Introduction

This chapter studies a ride-hailing platform that offers on-demand transportation services.
A major operational concern of the ride-hailing platform is to match cars and customers.
This is challenging because customers arrive randomly over time at various areas of the city,
the distribution of cars across the city evolves randomly over time, the geography of the city
imposes constraints on the matching of cars and customers, and the value generated by a
match can depend on features of both the car and the customer involved. Motivated by this
operational concern, this chapter considers a ride-hailing platform in steady state that seeks
to maximize its profit by making dynamic dispatch and centralized relocation decisions. To
be more specific, we study a platform that dynamically decides the following: First, which
car, if any, to dispatch to each arriving customer. Second, which car, if any, to relocate from
its current area to another area. The joint consideration of dispatch and relocation decisions
makes the ride-hailing platform more responsive to the variability in the demand process
and better equipped to tackle any inherent asymmetries in the system. For example, merely
considering dispatch decisions can result in an undesirably high demand dropping probability
independent of the number of cars due to possible asymmetries in demand; see e.g., Figure
2.12 in Section 2.9. Throughout the chapter, we apply our model to study the case of New
York City (NYC) using the NYC yellow taxi dataset; see Chapter 1 for a description and
empirical analysis of the NYC taxi market. Section 2.9 describes our results for the NYC
application.

In determining the joint dynamic dispatch and relocation policy, the platform takes into
account the distribution of cars, the demand patterns, the uncertainty of the demand, the set

of available dispatch and relocation activities, the values of different dispatch activities, and
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the costs of different relocation activities. We divide the city into disjoint areas and classify
the cars into car classes based on their current area as well as other relevant information such
as their size and luxury status. Similarly, we classify the customers into classes based on
their pickup area as well as other relevant information such as the list of preferred car sizes
and luxury status. In the NYC application, we divide the city into nine areas as depicted in
Figure 2.1 and classify the cars and customers based on their location, i.e., we consider nine
car classes and nine customer classes. Also, we assume the platform can dispatch cars to pick
up customers who are less than fifteen minutes away. This corresponds to nineteen dispatch
activities: nine local dispatch activities in which cars are dispatched to pick up the next
customer in the same area, and ten non-local dispatch activities in which cars are dispatched
to pick up the next customer in another area. The non-local dispatch activities are depicted
with arrows in Figure 2.1; an arrow from area i to area k depicts the activity of dispatching
a car from area 7 to pick up the next customer in area k. For concreteness, we assume the
platform in the NYC application keeps a quarter of the fare paid by the customers' and
incurs a dispatch cost of twenty cents per mile.2 We assume the platform can also relocate
cars from any area to any other area for a fee. This corresponds to seventy two relocation
activities. For visual clarity, the relocation activities are not depicted in Figure 2.1. For
concreteness, we assume the platform in the NYC application incurs a one dollar and twenty
five cents per mile relocation cost for relocating each car.?

We assume cars move between areas instantaneously; see Banerjee et al. [40], Kanoria
and Qian [136], and Besbes et al. [50] for similar assumptions. This modeling assumption
allows us to obtain a tractable formulation by avoiding a control problem whose dimension
grows quadratically with the number of areas in the city; see Alwan and Ata [15] for further

details. The solution to our formulation provides structural insights into the dynamic control

1. This assumption is motivated by Uber’s practice of collecting 25% of the fares paid by customers as a
service fee; for further details, see https://www.uber.com/gh/en/drive/basics/tracking-your-earnings.

2. The dispatch cost is solely used in the NYC application and the simulation study in Section 2.9.

3. This relocation cost is one half of the price per mile for NYC yellow taxis.
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of ride-hailing platforms and its prescribed control policy performs well in the presence of
non-zero travel times as we illustrate through a simulation study in Section 2.9.

We model the ride-hailing platform as a closed stochastic processing network as described
in Harrison [114]. A stochastic processing network has three basic elements: jobs, servers,
and activities. In our setting, jobs correspond to cars (job classes correspond to car classes),
servers correspond to customer classes, and activities correspond to either the dispatch or
the centralized relocation of cars. Each job class has a dedicated buffer, in which the jobs of
this class are stored. In the context of the stochastic processing network, a dispatch activity
corresponds to a server processing a job, followed by the job probabilistically transitioning
into another job class. Dropping demand corresponds to idling a server. Similarly, a reloca-
tion activity corresponds to moving a job from one buffer to another. No server is involved
in this activity.

The closed stochastic processing network model of the NYC application is depicted in
Figure 2.2. The customers arriving at each of the nine areas in the ride-hailing system are
modeled as the nine servers. There is a buffer corresponding to each area, and the cars

waiting in an area are modeled as the jobs waiting in the corresponding buffer. The jobs
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Figure 2.2: The closed stochastic processing network model of the NYC application and the
numbering of the dispatch activities.

a

waiting in each buffer constitute a job class. There are nine job classes in total. The activity
of dispatching a car waiting in an area to pick up the next customer arriving in another
area is modeled as the activity of the server corresponding to the customer’s area serving
the buffer corresponding to the car’s area. The nineteen dispatch activities are depicted
as arrows in Figure 2.2. An arrow from buffer i to server k depicts the dispatch activity of
serving buffer ¢ with server k. We number the dispatch activities as shown in Figure 2.2. The
activities are numbered in a manner consistent with the numbering of basic and non-basic
activities introduced in Section 2.4. The activity of relocating a car from one area to another
is modeled as the activity of moving a job from one buffer to the other. For visual clarity,
the relocation activities are not depicted in Figure 2.2; see Table B.1 in Appendix B.1.2 for
a list of the relocation activities.

In the absence of randomness, a linear program called the static planning problem can
be used to solve for the optimal control policy; see Figure 2.3 for the optimal solution to the
static planning problem of the NYC application. This optimal solution partitions the set of
activities into two: basic (or efficient) activities and non-basic (or inefficient) activities. The
basic activities are used under the optimal solution, whereas the non-basic activities are not.
A key assumption of our work is that the optimal solution to the static planning problem
perfectly matches the supply and demand in the absence of randomness. In other words, the
value generated by dispatch activities, the relocation costs, and the demand flow are such that

it is worth serving the entire demand in the absence of randomness. This assumption holds for
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the NYC application and it facilitates the formulation of an approximating Brownian control
problem that is far more tractable than the stochastic processing network model. Under
uncertainty, however, a stochastic mismatch between supply and demand arises. Because
the solution to the static planning problem cannot address this stochastic mismatch, it is
not optimal in that case. The approximating Brownian control problem seeks to find the
deviations from the solution to the static planning problem that provide the best match
between the supply and demand under uncertainty.

The optimal solution to the static planning problem helps the platform pool the demand
of different customer classes using the basic dispatch and relocation activities. In the context
of the stochastic processing network, this corresponds to pooling servers or resource pooling.
The NYC example has three such pools; see Figure 2.4. The four areas of Manhattan
(downtown Manhattan, midtown Manhattan, central park area, and upper Manhattan) and
southern Brooklyn constitute the first pool, northern Brooklyn is the second pool, and
Queens, La Guardia airport, and JFK airport constitute the third pool. The pooling leads
to a workload formulation that is equivalent to the Brownian control problem, but has
a significantly lower dimension. Due to the dimension reduction, it suffices for purposes
of optimal control to keep track of only the total number of cars that can be served by
each resource pool using basic activities. The equivalent workload formulation is a singular
stochastic control problem. Although the dimension reduction significantly simplifies the
problem, multidimensional singular control problems are not analytically tractable in general.
However, we are able to solve this problem numerically for the NYC example. To do so,
we extend the computational method of Kumar and Muthuraman [145] to control problems
with state space constraints and arbitrary number of oblique pushing directions. This could
be of interest in its own right.

Interpreting the solution to the equivalent workload formulation in the context of the
stochastic processing network model of the ride-hailing problem leads to a simple, intuitively

appealing, and easily implementable policy: When there are sufficiently many cars to meet
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the demand in each pool using basic activities, that is, when the workload is balanced, the
policy uses the optimal solution to the static planning problem. That is, it uses the basic
dispatch and relocation activities at rates prescribed by the static planning problem. When
there are not sufficiently many cars to meet the demand in a pool using basic activities,
that is, when the workload is sufficiently imbalanced, the platform intervenes to balance
the workload. The interventions are in the form of dropping demand and using a non-basic
dispatch or relocation activity. For the NYC application, they are dropping demand and
using non-basic dispatch activities; see Figure 2.8c and Table 2.1 for a list of the interventions
and when they are undertaken. For example, when no cars are in pool 2 (northern Brooklyn),
depending on the distribution of cars in the other pools, the platform makes one of the
following interventions: When a higher fraction of cars are in pool 3 (Queens, La Guardia,
and JFK), cars from Queens are dispatched to pick up the customers in pool 2. However,
when a lower fraction of cars are in pool 3, customers in pool 2 are dropped.

This work builds on and extends the existing literature and makes the following con-
tributions. First, it studies the joint dynamic dispatch and centralized relocation of cars
in ride-hailing platforms, thereby extending the literature that has focused on either the
dispatch or the relocation control of ride-hailing platforms. Second, it contributes to the
modeling and analysis of the ride-hailing platforms by modeling the platform as a closed
stochastic processing network, which we study in the heavy traffic asymptotic regime and
arrive at a far more tractable formulation. Third, it derives a simple and intuitive policy
that is verifiably good for the NYC application. To be specific, we show through a simula-
tion study for NYC that when the supply of cars is nearly adequate, our proposed policy
outperforms the closest-driver policy, the MaxWeight policy, and the mirror backpressure
policy. It also provides the following structural insights from the derived policy: The plat-
form can pool the demand of different customer classes and the information on the total
number of cars in each pool is sufficient to dynamically control the platform. Moreover,

only when the distribution of cars is (sufficiently) imbalanced, e.g., there are not sufficiently
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many cars to meet the demand in a pool using basic activities, the platform deviates from its
static control policy to drop demand or to engage in a non-basic dispatch or relocation activ-
ity. Furthermore, the deviations from the static control policy cannot be determined solely
based on the local information; that is, global information, such as the demand distribution
and the distribution of cars across different pools, is required. Fourth, it develops a com-
putationally efficient and numerically robust algorithm to solve multi-dimensional singular
stochastic control problems with state space constraints, which have an arbitrary number of
(oblique) pushing control directions at each face. This algorithm can be of interest beyond
ride-hailing platforms. For example, it could be useful to study other stochastic network
models or portfolio optimization problems that often give rise to multidimensional singular
control problems.

The rest of the chapter is organized as follows. Section 2.2 reviews the literature. Section
2.3 introduces the control problem for the ride-hailing platform. Section 2.4 introduces the
static planning problem and the approximating Brownian control problem. Section 2.5 intro-
duces the reduced Brownian control problem. Section 2.6 introduces the equivalent workload
formulation. Section 2.7 develops a numerical solution method for the equivalent workload
formulation. Section 2.8 interprets the solution to the equivalent workload formulation in
the context of the control problem laid out in Section 2.3. Section 2.9 provides a simula-
tion study to demonstrate the effectiveness of the proposed policy. Section 2.10 concludes.

Appendices B.1-B.3 provide auxiliary technical material.

2.2 Literature Review

This chapter is related to three streams of literature. The first stream studies the control of
ride-hailing platforms. The second stream studies the control of queueing systems. The third
stream studies singular stochastic control problems. The control of ride-hailing systems has
received a great deal of attention. The majority of this literature has focused on pricing,

dispatch, and relocation as the primary levers of control. Banerjee et al. [41] is one of the early
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papers that study the control of ride-hailing platforms. The authors focus on the dynamic
pricing of a single-location ride-hailing platform. They show that although the optimal static
pricing policy is asymptotically optimal in the fluid-scale, dynamic pricing policies are more
robust to fluctuations in the system parameters. Banerjee et al. [39] designs an approximately
optimal pricing policy and shows that the approximation ratio of the pricing policy improves
as the number of cars in each region grows. Despite the negative publicity of surge pricing,
Cachon et al. [61] demonstrates that surge pricing in ride-hailing platforms can make both
the platform and the customers better off. Besbes et al. [50] uses a stylized model on a line,
where drivers make myopic decisions based on the next ride and can relocate instantaneously.
The authors show the pricing problem can be spatially decomposed based on the attraction
regions. The platform can use prices to create regions in which driver congestion is artificially
high in order to motivate drivers to relocate to more profitable regions. Bimpikis et al. [52]
focuses on the spatial pricing of rides in ride-hailing platforms. The authors show that if
the demand pattern is not balanced, spatial pricing is beneficial and optimal prices can be
written in terms of the optimal dual variables corresponding to the flow balance equations.
Under the assumption that prices and compensations can be decoupled, the authors solve
for the optimal prices by focusing on the mass balance equations only.

Selcuk and Gokpinar [188] studies the optimal design of spatial prices and commissions
in ride-hailing platforms. The authors show that a flexible commission policy is a more
effective tool than a flexible pricing policy. In particular, unless the commissions are flexible,
the platform runs into bottlenecks at locations associated with short trip lengths. Garg and
Nazerzadeh [94] studies surge pricing using a dynamic stochastic model. The authors show
that multiplicative surge is not incentive compatible in a dynamic setting. They propose
an incentive-compatible pricing mechanism, which is well-approximated by Uber’s additive
surge pricing mechanism.

Hu et al. [129] studies the impact of surge pricing in response to a demand shock on

customers and drivers in ride-hailing platforms. The authors focus on two pricing policies:
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The skimming policy, where an initial high price is followed by a lower price, and the pen-
etration policy, where a low price is followed by a high price. The authors show that the
penetration policy is superior to the skimming policy in terms of the number of matches and
the social efficiency and can often result in higher platform profits. However, the penetra-
tion policy requires the platform to share demand and supply information with the drivers.
Afeche et al. [11] studies the optimal dynamic pricing and dispatch control of a ride-hailing
platform in the presence of demand shocks and obtains structural insights into the impact
of demand shocks on the optimal prices. For example, if the demand shock is predictable,
the change in prices could start prior to the demand shock. Chen et al. [71] focuses on the
spatial-intertemporal pricing of ride-hailing platforms. The authors propose a static pricing
policy as well as a dynamic node-based and a dynamic arc-based pricing policy. They show
that all three pricing policies are asymptotically optimal in a large market regime, where
the demand and supply are large. However, they have different optimality gaps. Examples
of other papers that use pricing as a lever to control ride-hailing platforms include Chen
and Sheldon [70], Luo and Saigal [158], Ming et al. [166], Castillo et al. [66], Jacob and
Roet-Green [134], Castillo [65], Abhishek et al. [3], Lu et al. [157], Balseiro et al. [38], and
Hu and Zhou [130].

Ozkan and Ward [172] studies the dispatch control of ride-haling platforms. The authors
use a non-stationary open queueing network model and propose a dispatch policy based on
the solution to a continuous linear program. They demonstrate that this policy is asymp-
totically optimal in a large market regime where the arrival rates of drivers and customers
are large. Varma et al. [200] studies the joint dispatch and pricing control of ride-hailing
platforms using an open queueing network model. The authors propose a dynamic pricing
policy as well as a modified MaxWeight policy for ride-hailing platforms. They show that
these policies are asymptotically optimal among a broad class of control policies. To be spe-
cific, they show that in an asymptotic regime where arrival rates are scaled by n, all control

policies have an optimality gap that is lower bounded by O(nl/ 3). Moreover, their proposed
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policies achieve this lower bound. Ozkan [171] studies the joint dispatch and pricing control
of ride-hailing platforms using a closed network model. Using a fluid model, the author
demonstrates that a joint dispatch and pricing policy significantly outperforms a control
policy that solely uses pricing or dispatch control.

Banerjee et al. [40] studies the dynamic dispatch control of ride-hailing platforms using a
closed queueing network model. The authors propose a family of state-dependent dispatch
policies called the Scaled MaxWeight policies.4 They show that under the complete resource
pooling assumption, as the number of cars increases, the rate at which demand is dropped
under each Scaled MaxWeight policy decays exponentially. Banerjee et al. [40] and this work
have similarities in their modelling assumptions. However, our work allows for joint dynamic
dispatch and relocation control of ride-hailing platforms. Moreover, unlike to Banerjee et al.
[40], our work does not assume the complete resource pooling assumption necessarily holds.
Indeed, our numerical solution approach is most useful when the complete resource pooling
assumption does not hold. Furthermore, in contrast to Banerjee et al. [40] that focuses on
minimizing the demand dropping probability, we assign a value to each dispatch and reloca-
tion activity and consider the objective of maximizing the total discounted value generated.
Kanoria and Qian [136] studies the dynamic control of a ride-hailing platform, where be-
sides dispatch decisions, the platform can use either an entry control or dynamic prices to
control the demand. The authors propose a family of Mirror-Backpressure policies to dy-
namically control the platform. They show that this family of policies has an optimality gap
of O(K/T + 1/K) per customer, where K denotes the number of cars and 7" denotes the
total number of customers (who will arrive over a given time horizon).

Bertsimas et al. [48] develops an optimization framework, coupled with a backbone al-

gorithm, to dispatch cars. The authors use the NYC taxi dataset to show their proposed

4. Dai and Lin [83] shows that the maximum pressure policies are asymptotically optimal for stochastic
networks under the complete resource pooling assumption. Ata and Lin [29] studies the maximum pressure
policies in heavy traffic when the complete resource pooling assumption does not hold, i.e. the workload
formulation is multidimensional.
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policy does well. Examples of other papers that use dispatch as a control lever include Wang
et al. [206], Lam and Liu [150], Feng et al. [88], Yan et al. [217], Guda and Subramanian
[102], Chen et al. [69], Lyu et al. [159], Wang et al. [205], Rheingans-Yoo et al. [179], Aouad
and Saritac [17], Blanchet et al. [53], and Feng et al. [89].

Examples of papers that focus on the relocation of cars in ride-hailing platforms include
[55], Afeche et al. [10], and Benjaafar et al. [47]. Braverman et al. [55] focuses on centralized
empty car routing in ride-hailing platforms and uses a closed queueing network model. The
authors propose a static policy based on a fluid model and show that this policy is asymptot-
ically optimal in the fluid-scale. Afeche et al. [10] studies the admission control of customers
and the re-positioning of cars in ride-hailing platforms. The authors develop several insights
into the interplay between centralized and de-centralized admission and re-positioning con-
trol and show that the value of these control policies are largest at moderate capacity and
they increase with demand imbalances. Benjaafar et al. [47] studies the relocation problem in
a multi-location rental network with a fixed number of rental units. The authors show that
the optimal relocation policy can be described in terms of a desired set of states. Within
this set, it is optimal not to relocate, whereas, outside this set, it is optimal to relocate.
The relocation is undertaken in a minimal amount to move the state onto the boundary of
the desired set. This observation is consistent with the region-of-inaction type policy we
propose for ride-hailing platforms. However, contrary to Benjaafar et al. [47], our proposed
policy uses both dispatch and relocation activities to move the state onto the boundary of
our desired set. Examples of other papers that use relocation as a control lever include Hao
et al. [108], He et al. [125], and Hosseini et al. [128].

Contrary to the previous papers, Chu et al. [73] focuses on information sharing as a
control lever. To be specific, the authors study a ride-hailing platform that can reveal the
destination of customers to idle drivers. They show that providing this information may
hurt the platform’s profits. They propose a routing policy that can align the incentives of

the platform and the driver to achieve the first-best solution. Besbes et al. [49] is another
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related paper that studies the capacity (required number of drivers) planning of a ride-
hailing system. The focus in this paper is the impact of travel times in the capacity planning
problem. The authors show that the platform should use a safety factor proportional to the
offered load to the power of 2/3, which is higher than the commonly used square-root safety
factor in the queueing theory literature. Yu et al. [220] is another related paper that studies
the impact of capacity controls in ride-hailing platforms. The authors show that a carefully
designed regulatory policy can perform better than strict and no capacity control policies by
striking a balance between the objectives of the customers, the drivers, and the platform.

The second stream of literature studies the control of queueing systems; see Stidham
[190, 192] for a survey. Our work is closely related to the literature on the dynamic control
of queueing systems in heavy traffic, pioneered by Harrison [110, 113, 114]. In this stream
of literature, one approximates the queueing system with a Brownian model, which is easier
to analyze. Early examples of this approach include Harrison and Wein [121], that studies
an optimal sequencing problem for a criss-cross network, and Harrison and Wein [122],
that studies a multiclass two-station closed queueing network. In both cases, the limiting
Brownian models admit pathwise optimal solutions that have straightforward interpretations
in the original problem. Harrison and Wein show that their policies perform well. Since then,
many other researchers followed the heavy traffic approach to study manufacturing and
queueing systems; see for example Wein [211, 212, 214], Chevalier and Wein [72], Krichagina
and Wein [142], Reiman and Wein [178], Kumar [144], Bell and Williams [44], Plambeck
et al. [175], Markowitz and Wein [163], Plambeck [176], Ata and Olsen [30, 31], [198], and
Dai and Tezcan [80].

The heavy traffic approximations often give rise to singular stochastic control problems,
which is the third stream of literature we review. Examples of papers that study a one-
dimensional singular stochastic control problem include Harrison and Taksar [118], Taksar
[195], and Dai and Yao [81, 82|. Harrison and Taksar [118] considers a singular control

problem that seeks to minimize discounted costs of control that are linear and convex hold-
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ing costs. The authors establish the optimality of a two-sided barrier policy. Taksar [195]
extends the results to the average cost formulation. Dai and Yao [81, 82] extend the lit-
erature by considering a general impulse (and singular) control problem under the average
and discounted cost objectives, respectively. They show that the impulse (singular) control
problem admits a four-parameter control band (two-sided barrier) policy.

Most problems successfully analyzed in the literature by following Harrison’s approach
either have limiting formulations that admit a pathwise optimal solution, e.g., Harrison [112],
Bell and Williams [44, 45], Ata and Kumar [27], Dai and Lin [83], or they involve solving a
one-dimensional HJB equation, see for example Ata et al. [26], Ata [19], Ward and Kumar
[208], Rubino and Ata [181], Ghamami and Ward [98], and Ata et al. [28]. Examples of
papers that consider multidimensional singular stochastic control problems include Kushner
and Martins [148], Taksar [196], and Kumar and Muthuraman [145]. Kushner and Martins
[148] proposes an approximate solution to multidimensional singular stochastic control prob-
lems by considering a Markov decision process whose value function approximates the value
function of the singular stochastic control problem; see Appendix B.1.8 for details. This
approach is quite general. However, because it requires the solution of a Markov decision
problem, it is computationally expensive, and therefore slow, for high dimensional control
problems. Moreover, this method corresponds to a finite difference scheme for solving the
partial differential equations (PDE), commonly referred to as the HJB equations, associated
with singular control problems. Finite difference schemes tend to have a larger numerical er-
ror than other schemes that solve PDESs, such as the finite element method; see e.g., Le Dret
and Lucquin [154, Sections 2.6 and 5.3]. As such, we develop a numerical method that can
use the finite element method for solving the PDEs. Because the finite element method
has a lower numerical error and is computationally more efficient, the method we develop is
numerically robust and computationally efficient.

Taksar [196] formulates a multidimensional singular stochastic control problem as an

infinite-dimensional linear program. Then, using the dual linear program, the author charac-
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terizes the optimal cost function as a maximal solution to a variational inequality, commonly
referred to as the HJB inequality. Kumar and Muthuraman [145] develops a numerical so-
lution to multidimensional singular stochastic control problems with convex holding costs
with two pushing directions along each axis, in the positive and negative directions, respec-
tively. The authors limit their search to region-of-inaction policies. In these policies, there
exists a region, called the region of inaction, in which no control is exerted. Once the state
process reaches the boundary of the region, control is exerted to keep the process inside the
region. The numerical procedure developed in Kumar and Muthuraman [145] starts with an
initial guess at the region of inaction and the controls used on each point on the boundary of
the region of inaction. Then, using the convexity of the value function and HJB equations,
which are motivated by the HJB inequalities of Taksar [196], the boundary of the region of
inaction is updated. This procedure is continued until no further updates are required. For
the case of a one-dimensional control problem, the authors prove their numerical procedure
converges to the optimal solution. The authors demonstrate the effectiveness of their solu-
tion in multi-dimensional settings through well-known numerical examples. The numerical
solution developed in this chapter differs from the one developed in Kumar and Muthuraman
[145] in three aspects: First, Kumar and Muthuraman [145] does not have state space con-
straints, unlike this dissertation. Second, the pushing directions in Kumar and Muthuraman
[145] are restricted to be parallel to the axis, whereas we allow for general (oblique) pushing
directions. Third, the numerical procedure developed in this dissertation can change the
pushing directions as it updates the boundary of the region of inaction, whereas the proce-
dure developed in Kumar and Muthuraman [145] only allows for updating the boundary and

pushing directions are fixed.

2.3 Model

We divide the city into disjoint areas. An example of this for the NYC application is given

in Figure 2.1. Then, we classify the cars into car classes based on their current area as well
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as other relevant information such as their size and luxury status. Similarly, we classify
the customers into customer classes based on their pickup area as well as other relevant
information such as the list of preferred car sizes and luxury status. The number of car and
customer classes need not be equal. We model the ride-hailing platform as a closed stochastic
processing network as described in Harrison [113, 114]. A stochastic processing network has
three basic elements: jobs, servers, and activities. In our setting, jobs correspond to cars
(job classes correspond to car classes), servers correspond to customer classes, and activities
correspond to either the dispatch or the centralized relocation of cars; see Figure 2.2 for the
stochastic processing network model of the NYC application. Each job class has a dedicated
buffer, in which the jobs of this class are stored.

A dispatch activity starts with the platform dispatching a car to pick up the next customer
of a class and ends with the transition of the car from its current area to the customer’s
destination upon her arrival. We assume the ride-hailing platform does not know a priori the
destination of the customers. However, it is aware of the distribution of the destinations for
each customer class.” In the context of the stochastic processing network, a dispatch activity
corresponds to a server processing a job after which the job probabilistically transitions
into another job class.% A centralized relocation activity involves the platform relocating a
car from one area to another for a fee.” No customer is involved in this activity. In the
context of the stochastic processing network, a relocation activity corresponds to moving
a job from one buffer to another. Hereafter, we use the terminology of jobs and servers
as opposed to cars and customers, respectively. We let A denote the total number of jobs

circulating in the system, ¢ denote the number of job classes, m denote the number of servers

5. Note that this model allows for the case in which the customers destinations are known. This can be
modeled by using a larger set of customer classes and a routing matrix of zeros and ones.

6. That is, the arrival of a customer in the ride-hailing platform corresponds to the completion of a
dispatch activity (by the server corresponding to the customer class) in the stochastic processing network.

7. We assume there is a known relocation fee that drivers will accept to relocate to the platform’s desired
area. This fee could depend on the car’s current area as well as the platform’s intended area; see Garg and
Nazerzadeh [94] for an example of such a mechanism.
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(resources), n denote the number of different dispatch activities, and 7 denote the number
of different relocation activities available to the platform. For the NYC application, ¢ = 9,
m =29, n =19, and n = 72. We start by discussing the activities: dispatch and centralized

relocation.

Dispatch Activities. For dispatch activity j, let i(j) and k(j) denote the unique job class
and unique server associated with the activity, respectively.8 Denote the rate at which class
k customers arrive at the ride-hailing system by u; for k£ = 1,...,m. Dispatch activity j
corresponds to dispatching a class i(j) car to pick up the next class k(j) customer in the
ride-hailing system and it is conducted at rate HE(5)- In particular, one unit of dispatch
activity j corresponds to the processing of class i(j) jobs by server k(j) for one time unit.
Thus, letting {S;(t) : ¢ = 0} be a Poisson process of rate juy,(;), 5j(t) denotes the number of
jobs served by dispatch activity j during [0, ¢] if it is used continuously on that time interval.

We describe the transition of jobs between buffers upon service competitions of dispatch
activity j by the cumulative routing process {®J(t) : t > 0} for j = 1,...,n. In particular,
CD{ (1) is the cumulative decrease in the number of class i jobs as a result of the first [ jobs
processed by dispatch activity j; see Appendix B.1.1 for its derivation. Now, we define the
flow process {FJ(t) : t > 0} associated with dispatch activity j as FJ(t) = ®J (S;(t)) for
t > 0. Then, F lj (t) is the cumulative decrease in the number of class i jobs as a result of the
first ¢ units of dispatch activity j undertaken. In definitions of both ®/ and F7, a negative
value indicates a net increase in the number of jobs.

We assume a class i(j) job processed by dispatch activity j next becomes a class [ job
with probability Pj;. In particular, <I>{ (k)/k — Pj; as k — oo. Also, we refer to the n x g

stochastic matrix P = (Pj;) as the routing matrix. Now, we define R as the ¢ x n matrix

8. Bramson and Williams [54] introduces the class of unitary networks, where at most one activity is
associated with each buffer-server pair and each activity serves exactly one buffer and uses at most one
server. The stochastic processing network introduced in this chapter is a unitary network because each
dispatch activity is associated with a unique buffer and a unique server, the matrix P defined below is
stochastic, and each relocation activity relocates a job from a unique origin buffer to a unique destination
buffer without using any servers.
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whose (i, j)-th component is given as follows:

Rij = 15y 0iig) — Pji); (2.1)

where §;; = 1 if i = [, and it is zero otherwise. Harrison [110, Equation 4.11] argues that

E[FI(t)] ~ RIt and Cov[FI(t)] ~ TVt where
i — Nk(j)Qj + Rj(Rj)//uk(j), (2.2)

the vector RJ is the 7-th column of R, and () is an ¢ x ¢ matrix whose (1,1)-th component
is equal to le = Pji(6; — Pj). In fact, by the Strong Law of Large Numbers (SLLN)
for renewal processes, it follows that FJ(t)/t — RJ as t — co. Thus, we refer to R/ as
the asymptotic drift of FV and interpret R;; as the rate at which activity j decreases the

number of class i jobs. Moreover, one can deduce from the Functional Central Limit Theorem

(FCLT) for renewal processes that as t — oo,

Fi(t-) —tRI.
Vi

= BM(0, 1),

where BM(0, 1Y) denotes an g-dimensional driftless Brownian motion with covariance matrix

[J. Thus, we refer to IV as the asymptotic covariance of F7 for dispatch activity 7.
To facilitate the analysis to follow, we let A denote the m x m capacity consumption

matrix for the dispatch activities, where

1 if resource k undertakes dispatch activity j, i.e., k = k(j),
Agj = (2.3)

0 otherwise.

Centralized Relocation Activities. For relocation activity j, let o(j) and d(j) denote

the origin and destination job classes associated with the relocation, respectively. We let
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it denote the number of jobs relocated per unit of activity. In other words, one unit of
relocation activity j corresponds to the relocation of fi jobs from buffer o(j) to buffer d(j).
To formalize this, we let the flow process {F J(t) - t > 0} associated with relocation activity

7 be the g-dimensional deterministic process with

L] for i = o(j),
Fl(t) = —|at] for i =d(j), (2.4)

0 otherwise,

for t > 0; FZJ (t) is the cumulative decrease in the number of class i jobs as a result of
the first ¢ units of relocation activity j undertaken. The units of relocation and dispatch
activities differ in the sense that the argument of FJ(-) is the cumulative units of relocation
activity j undertaken, whereas that for F J() is the total time the platform has engaged
in dispatch activity j. Note that fi does not depend on j, the index of the relocation
activity. We need not set it = 1. As the reader will see in Section 2.4, this facilitates our
derivation of the approximating Brownian control problem. Recall that in our model, cars

travel instantaneously. Thus, we let R be the ¢ x 7 matrix, whose (1, 7)-th component is

i fori=o(j),
Rz’j = §—p fori=d(j), (2.5)

0 otherwise.

It follows from Equation (2.4) that {F7(t) : t > 0} is a deterministic flow process and
|sz(t) - Rijﬂ <1fori=1,...,qand t > 0. Thus, FJ(t)/t - RJ as t — oo and we refer to
RJ as the asymptotic drift of Y. We interpret Rij as the rate at which relocation activity
7 decreases the number of class 7 jobs.

Because relocation activities do not consume resources, we need not define a capacity

consumption matrix for them. In other words, the capacity consumption matrix is only
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defined for the dispatch activities. Moreover, we assume that each job class can be served by
at least one dispatch activity and each server can undertake at least one dispatch activity.
Let Q;(t) > 0 denote the number of jobs in class i and Q(t) = (Q;(t)) denote the g¢-
dimensional queue length vector at time ¢. The process @ = {Q(t),t > 0} is called the queue
length process. A dynamic control policy takes the form of a pair of processes (7T T ), where
T ={T(t),t >0} and T = {T'(t),t > 0} are non-decreasing n and 7 dimensional stochastic
processes, respectively. We refer to T" and T as the allocation processes for dispatch and
relocation activities, respectively. To be more specific, we interpret T;(t) and Tj (t) as the
cumulative amount of dispatch and relocation activity 7 undertaken up to time ¢, respectively.
To repeat, the units of 7" is time while the units of T is cars. As a result, relocation activity
g for j =1,...,n can be undertaken in any amount as long as there are jobs at the origin

buffer o(j) to relocate. Under policy (T, T), the queue length process evolves as follows:
n . n L
QM) = Q) = D FI(T(0) = Y F/(Ty(1).,  t=0, (2.6)
j=1 j=1

where Q(0) is the initial queue length vector. We let gy = Q(0). Note that the total number

of jobs in the system remains fixed. That is,

Q(t) >0 and iQi(t) =A, t > 0. (2.7)

i=1

Throughout the chapter, we let e denote the vector with appropriate dimension, which will be
clear from the context. The r-dimensional idleness process associated with dispatch control

T is defined as follows:

I(t) = te — AT(t),  t>0. (2.8)
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The allocation pair (T, T) is said to be feasible if it is non-anticipating and

Allocation processes T and T' are non-decreasing with 7'(0) = 0 and 7'(0) = 0, (2.9)

Idleness process I is continuous and non-decreasing. (2.10)

Let @ > 0 denote the interest rate, let ¢ € R’_?_ denote the cost vector for the relocation
activities, and let v € R’} denote the value vector for the dispatch activities. In other words,
¢; denotes the cost incurred by moving a car using relocation activity j and v; denotes the
value obtained by dispatching a car using dispatch activity j; see Appendix B.1.2 for the
vectors ¢ and v of the NYC application. Given (¢,v), we define the cumulative net value
generated by policy (T,T) up to time t as V(t) = Z?:l vj g T5(t) — Z?:l cjﬁTj (t) for
t > 0. The platform seeks to choose a control policy (7 T) to

t
maximize liminf E | / e~ **dV (s)] subject to (2.6) — (2.10). (2.11)
0

t—o0

This problem appears analytically intractable. Therefore, we pursue an approximate

analysis in the heavy traffic asymptotic regime below.

2.4 Approximating Brownian Control Problem

Following Harrison [114], this section advances a Brownian approximation for the problem
described above. To do so, we consider a sequence of closely related systems indexed by a
parameter r, whose formal limit is the Brownian control problem. We attach a superscript
r to various quantities of interest corresponding to the r-th system in this sequence. The
asymptotic regime we focus on is the one where the activity rates grow with r, the total

number of jobs grows with /r, and the initial distribution of cars is the same. To be
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specific, we assume that for all r e Nand k=1 ... ,m,

pp = g, f=rp, A" =+/r, and ¢ = rqo. (2.12)

The assumption that pj = ruy and " = rji can be viewed as choosing a larger time unit
for the r-th system so that they are the corresponding rates per time unit. It follows from

Equations (2.1), (2.2), (2.5), and (2.12) that

R" =rR, R =rR", and I" = rI. (2.13)

See Appendix B.1.2 for the matrices A, R, and R of the NYC application. Next, we introduce
the static planning problem, which helps us articulate the heavy traffic assumption and

facilitates the derivation of the Brownian control problem.

Static Planning Problem. For choosing the long-run average activity rates, we consider
the following linear program that ignores the randomness in the system: Find (z,%) €

R™ x R™ of activity rates so as to

n n
maximize Zvjﬂk(j)xj — chﬁfj (2.14)
j=1 j=1
subject to
Rz+Ri =0, (2.15)
Az <ee, (2.16)
2,7 > 0. (2.17)

This formulation seeks to maximize the net rate at which value is generated by processing
activities subject to three sets of constraints: Equation (2.15) ensures that the input and
output rates for each buffer are equal. Equation (2.16) imposes the capacity constraints for

the resources associated with dispatch activities. Equation (2.17) ensures activity rates are
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non-negative. Note that the static planning problem could equivalently be stated using the
matrices R”, R" in place of R, R, respectively, for the r-th system. That formulation has the
same feasible and optimal activity rates.

Next, we state the heavy traffic assumption that is crucially used in deriving the approx-

imating Brownian control problem.

Assumption 1 (Heavy-Traffic Assumption). The static planning problem (2.14)-(2.17) has

a unique optimal solution (x*,1*) and Ax™ = e.

We refer to (z*,2*) as the platform’s nominal plan. Dispatch activity j is called basic

if x; > (. Similarly, relocation activity j is called basic if a?j > 0. Let b and b denote the
numbers of basic dispatch and relocation activities, respectively. Without loss of generality,
the basic dispatch activities are numbered 1,...,b and the basic relocation activities are
numbered 1, ... ,l~7. The remaining activities will be referred to as nonbasic activities. We

partition z* and * such that

(2.18)
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where x% > 0 and z}, = 0 denote the vectors of basic and nonbasic dispatch activity rates,
respectively, and i; > 0 and 7} = 0 denote the vectors of basic and nonbasic relocation
activity rates, respectively. Hereafter, we attach subscripts B and N to various vectors of
interest to denote the components corresponding to basic and non-basic activities, respec-

tively. Moreover, following Harrison [114], we partition the matrices R and A such that

R=[H J] and A=[B NJ, (2.19)

where H and B have b columns; H and B are the sub-matrices of R and A that correspond

to basic dispatch activities. Similarly, we partition the matrix R such that R = [ﬁ J],
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Figure 2.3: A graphical representation of the optimal solution to the static planning problem
of the NYC application. The solid arrows from the buffers to the servers depict the basic
dispatch activities and the rate at which they are conducted. The solid arrows between the
buffers depict the basic relocation activities and the rate at which they are conducted. The
dashed arrows depict the nonbasic dispatch activities. The non-basic relocation activities
are not shown for visual clarity.

where H has b columns. For the NYC application, we have that b = 13, b=2, and
z% = (0.93 0.07 1.00 0.15 0.83 0.02 1.00 1.00 1.00 0.83 0.17 1.00 1.00)’, % = (0.07 0.01)!

see Figure 2.3 for a graphical representation of this solution. The solid arrows depict the basic
dispatch and relocation activities and the rate at which these activities are conducted. The
dashed arrows depict the nonbasic dispatch activities. The non-basic relocation activities
are not shown for visual clarity. Server 1 serves buffers 1 and 2, server 3 serves buffers 1,
2, and 3, server 7 serves buffers 7 and 8, and all other servers only serve one buffer (the
buffer with the same number). Moreover, jobs are relocated from buffer 9 to buffer 8 and
from buffer 1 to buffer 5. This solution satisfies Assumption 1 and has b = 13 basic dispatch
activities and b = 2 basic relocation activities.

If the platform were to ignore the randomness in the system, thus ignore all congestion-
related costs, it would undertake the dispatch and relocation activities at rate (x*,z*).
However, because of the randomness, the platform may benefit from (dynamic) adjustments
to the dispatch and relocation activity rates. To model these dynamic adjustment decisions,

we let S = {z >0:2e= 1} denote the g-dimensional simplex, which will eventually be the
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state space of the approximating Brownian control problems. We denote the scaled initial
queue length and the scaled queue length process by
Q" (¢)

and Zr<t> = 7, t> 0, (220)

90

\/77

z =

respectively, where g is the initial queue length vector (in the first system in the sequence)
and z; denotes the fraction of jobs that are initially in buffer i (in all systems in the sequence).
Similarly, the stochastic process {Z] () : t > 0} captures the evolution of the fraction of jobs
in buffer ¢ in the r-th system over time for ¢ = 1,...,q. Also, we define the centered and

scaled dispatch and relocation control processes by
Y1) = Vi@t —T7(1) and V() = V(- T7(0),

respectively. Lastly, we define the centered and scaled cumulative cost process as follows:

(=1 vjh(yes — 2oj=1 i ads) t = V'(t)

NG (2.21)

() =

The scaling considered in this chapter is equivalent to one considered in Harrison [114].
Therefore, using an argument similar to Harrison [114], one can argue that in the heavy

traffic limit, the scaled processes Z", Y7, Y", and £ converge weakly to Z, Y, Y, and ¢ that
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jointly satisfy the following for ¢t > 0:

Z(t) = X(t) + RY(t) + RY (1), (2.22)

Ut) = KY (1), (2.23)

Ut) = =Y, (1), (2.24)

U, U are nondecreasing with U(0), U(0) > 0, (2.25)

Z(t) € S, ) (2.26)

) = ilvj/%(j)yj(t) - i%’ﬂf/j(t), (2.27)
iz =

where X = {X(¢),t > 0} is a (0,X) Brownian motion with initial value z and covariance

matrix © = 2T! + ... + 25", and

K:HB _A” (2.28)

see Appendix B.1.2 for ¥ and K of the NYC application.

Remark 1. The first m components of U(t) correspond to the (scaled) idleness processes
for the m servers that undertake the dispatch activities. The requirement that these com-
ponents are mon-decreasing ensures that dispatch controls do not use more resources than
what is available at each of the m servers. The requirement that the remaining components
of U(t) are non-decreasing ensures that the non-basic dispatch activities are performed in
non-decreasing amounts. Similarly, the requirement that U (t) is non-decreasing ensures that
the non-basic relocation activities are performed in non-decreasing amounts. Because the
relocation activities do not use any resources, there are no constraints on }é(t), deviations
from the nominal plan corresponding to basic relocation activities. Also, note that U(t) and

U(t) are RMH7=b and R0 _yalued, respectively.

Hereafter, we refer to (2.22)-(2.27) as the Brownian formulation and call the adapted
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pair (Y,Y) an admissible control if there exists (Z, U, U) that satisfies (2.22)-(2.26) and the

regularity condition
o0 o ~
E[/ e*o‘td(e/U)(t)] < oo and E[/ e d(T)(t)| < oo. (2.29)
0 0

We refer to (Z,U,U) as the extended state process associated with control (Y,Y). Next,
we make an assumption on the primitives of the Brownian formulation that ensures the

existence of an admissible control.
Assumption 2. We assume that { Ry + Rj:Ky>0,iy<0,ycR" je Rﬁ} = RY.

This assumption ensures that the platform has controls available to impose an instanta-
neous displacement in any direction, although there are state constraints and a possible cost
associated with such a displacement. Harrison and Williams [123, Theorem A.1 and Lemma
A.2] proves that Assumption 2 is necessary and sufficient for the existence of an admissi-
ble control to (2.22)-(2.27). This assumption holds for the NYC application; see Appendix
B.1.2.

Given the initial state vector z, we seek to minimize the expected discounted costs given by

J.(Y,V) = E[ /O . e_atdf(t)]. (2.30)

Using integration-by-parts, Harrison and Williams [123, Lemma 3.2] shows that

J(Y.¥) = E[a /0 - e—at(fjlvjuk@yj(w - icjmé(t))dt]. (2.31)
=

J=1

Thus, the platform’s problem is given as follows:? Choose an adapted control (Y, 57) so as to

inf J.(Y,Y) subject to (2.22) — (2.26). (2.32)

9. Proposition 8 in Appendix B.1.3 shows that there is no opportunity for arbitrage in this formulation.
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We refer to this formulation as the Brownian Control Problem (BCP), and formulate an

equivalent problem that has a lower-dimensional state descriptor in the next section.

2.5 Reduced Brownian Control Problem

This section develops an equivalent formulation that is of lower dimension. To this end, we

define the space of reversible displacements, denoted by R, as follows:19

R = {Hyg + Hi, : By, = 0}, (2.33)

and let the space M = RL denote its orthogonal complement. Then, let M be a matrix
whose rows are a basis of space M. We refer to M as the workload matrix and the dimension
of the space M, denoted by dim M, as the workload dimension, which is characterized in
Lemma 1; see Appendix B.2 for its proof. Lemma 1 crucially uses the fact that each dispatch

activity is associated with a unique server.
Lemma 1. The workload dimension is equal to p = q+ m — (b + Z;)

We propose a natural choice for the workload matrix M based on the notion of commu-

nicating buffers, which is defined next.11
Definition 2 (Communicating buffers). Buffers i and i’ communicate directly if either
(i) there exists a server that serves both buffers using basic dispatch activities, ort2

(ii) there exists a basic relocation activity that moves jobs either from i to i’ or from i’ to

1.

10. If the difference between two state vectors is reversible, the platform can instantaneously exchange
either of the state vectors for the other without affecting (U, U).

11. Harrison and Williams [124, Theorem 7.2] proposes a canonical choice for the workload matrix. Because
this canonical choice requires the computation of all dual extreme point optimal solutions, it is computa-
tionally expensive.

12. This condition, where buffers share a server, has been studied in the literature. Complete Resource
Pooling (CRP) takes advantage of this; see e.g., Harrison and Lépez [116] and Ata and Kumar [27].
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Buffer i communicates with buffer i’ if there exist buffers iy, ..., i; such that iy =1, i; = 7/,

and buffer is communicates directly with buffer isyq for s=1,...,1—1.

Communication is an equivalence relation, so buffers can be partitioned into disjoint
subsets such that each buffer communicates only with the buffers in the same subset. We
call each communicating subset a buffer pool and denote the set of buffers in buffer pool [

by P; for I =1,...,p. We also define resource pool [ as follows:
S ={k(j):j=1,...,b, such that i(j) € P;}, I=1,...,p.

Each server in resource pools & serves a buffer in P; using a basic dispatch activity. And,
all servers that serve the buffers in P; are in the set S;. Moreover, resource pool §; for
[ =1,...,pare disjoint because P; for [ =,1...,p are disjoint sets and because of Definition
2(i). Lemma 2 shows that the workload dimension is p and proposes a natural choice for the
workload matrix; see Appendix B.2 for its proof. Lemma 2 crucially uses the fact that all
dispatch activities associated with server £ for k = 1,...,m are conducted at rate p;. That

is, the service rates depend on the servers only and not the activity types.

Lemma 2. The workload dimension is equal to the number of buffer pools. Furthermore,

the workload matriz M = (M) is given as follows:'3

Mp; = ,
0 otherwise.

{ 1 if buffer i belongs to buffer pool h,

13. Buffers ¢ and 7’ communicate if and only if any displacement of jobs between them is reversible; see
Equation (2.33) and Harrison and Williams [124, Theorem 6.2]. Reversible displacements under Condition (i)
of Definition 2 are well-understood; see e.g., Harrison and Lépez [116] and Ata and Kumar [27]. A reversible
displacement under Condition (ii) is achieved by increasing or decreasing the basic relocation activity rate.
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Figure 2.4: A graphical representation of the optimal solution to the static planning problem
and the resulting pools. All local dispatch activities are basic. The basic non-local dispatch
activities are depicted with solid black arrows. The basic relocation activities are depicted
with dashed gray arrows. Areas with the same shading pattern belong to the same pool.
There are three pools in total.

For the NYC application, the workload dimension is p = 3 and the workload matrix is

111110000
M=1000001000
000000111

See Figure 2.4 for a graphical representation of the pools in the context of the ride-hailing
system. In the NYC application, the buffer pools and the server pools correspond to the same
set of areas. The solid black arrows depict the basic non-local dispatch activities (activities
in which a car is dispatched to pick up a customer in another area). The dashed gray
arrows depict the basic relocation activities. Areas with the same shading pattern belong
to the same pool. There are three pools in total. The four areas of Manhattan (downtown
Manhattan, midtown Manhattan, central park area, and upper Manhattan) and southern
Brooklyn create the first pool, i.e., P; = {1,2,3, 4,5}, northern Brooklyn is the second pool,
i.e., Po = {6}, and Queens, La Guardia, and JFK create the third pool, i.e., P3 = {7,8,9}.

Given the workload matrix M characterized in Lemma 2, we define the set W = {M z:z €

S}. Corollary 1 shows that W is the p-dimensional simplex; see Appendix B.2 for its proof.
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Corollary 1. The set W s the p-dimensional simplez, i.e., VW = {w cwe=1,w € Rﬁ}

To facilitate the analysis to follow, we define

G=-MJ, (2.34)
and let the p x (m 4 n — b) dimensional matrix G be a solution'* to

GK = MR. (2.35)

Next, we introduce the reduced Brownian formulation, where the system state is given
by the workload process W and the control is the adapted pair (U, U ). To be more specific,

W and (U, U) must jointly satisfy the following for ¢ > 0,

W(t) = X(t) + GU(t) + GU(t), (2.36)
U,U are nondecreasing with U(0), U(0) > 0, (2.37)
W(t) e W, (2.38)

where X = {X(t),t > 0} is a (0, MXM') Brownian motion with initial value w = Mz.
Recall that the matrix G is p x (m + n — b) dimensional. Its first 7 columns correspond
to the displacements in the workload process resulting from idling a server, whereas its last
n — b columns correspond to displacements in the workload process resulting from non-basic
dispatch activities. Similarly, G is p x (n — l;) dimensional and its columns correspond to
displacements in the workload process resulting from non-basic relocation activities. The
adapted control (U,U) is admissible for the reduced Brownian formulation if it satisfies

the regularity condition (2.29) and there exists a workload process W that satisfies (2.36)-

14. Harrison and Williams [123, Lemma 4.2] proves that such a G exists. Given K, M, and R, Equation
(2.35) corresponds to a system of linear equations and we can solve for G' by solving this system of linear
equations.
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(2.38).1
Lemma 3 facilitates a cost structure for the reduced Brownian formulation (2.36)-(2.38)

that is equivalent to the cost structure of the Brownian formulation (2.22)-(2.27).

Lemma 3 (Harrison and Williams [123, Lemmas 4.3 and 4.4]). There exists m € R, k €

R™T1=b and & € R that solve

TR+KK =, o'H = —cg, and 7J—F = —cIIV.
Moreover, if z € R?, w € R0 and 4 € R satisfy Mz = Gu + Ga, then, there exists
a unique (y,7) € R™ x R" such that = = Ry + Ry, u = Ky, and @ = —Yy- Furthermore,

'z +ku+Ea =0y -y

Lemma 3 helps us express the costs and values of the activities in terms of buffer and
idleness costs. Namely, we interpret 7; as the holding cost rate for class ¢ queue. Similarly,
we interpret each component of x and & as the cost rate of an increase in the corresponding
component of U and U, e.g., the increase in cost due to idling a server or engaging in a
non-basic activity. We observe from Equations (2.1) and (2.5) that the columns of R and R
sum to zero. Therefore, 7 is defined only up to an additive constant; see Appendix B.1.2 for
the vectors 7, k, and & of the NYC application.

In what follows, without loss of generality, we assume 7 > e and define the effective holding

cost function as follows:
g(w) = min{ar’z : Mz =w,z € S}. (2.39)

The effective holding cost function g is well defined since S is compact. Also, we define

15. The reduced Brownian formulation introduced in Harrison and Williams [123] includes the extra con-
dition that U(t) € {K Yy € R"} for t > 0. This condition is necessary for ensuring that there exists

an admissible control (YY) to (2.22)-(2.27) whose extended state process includes U. We can omit this
condition because {Ky : y € R"} = R™*"~b in our case; see Lemma 12 in Appendix B.1.4.
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i*:{1,...,p} = {1,...,m} as follows:
*(l) = argmin {m; : i € P}, l=1,...,p. (2.40)

The function *(+) identifies the cheapest buffer in each buffer pool to hold the workload in.
If there is a tie in (2.40), the buffer with the smallest index is chosen. We then define the

lifting map A : W — § as follows:

wy if i € Ppand i = (1),
Aw); =

0 otherwise

fori=1,...,q. Note that w = MA(w).
Lemma 4 shows the effective holding cost function is linear and that for each buffer pool
[ it is optimal to keep all its workload w; in the cheapest buffer in the pool (i.e., buffer i*(1))

as prescribed by the lifting map A; see Appendix B.2 for its proof.

Lemma 4. The effective holding cost function g can be expressed as follows:

p
g(w) = ar’A(w) = aZWi*(l) wy, weW.
=1

For the NYC application, we have that
g(w) = a(12.52wy +16.05wy +w3) and A(w) = (00 0 wy 0 wy 0 0 w3)".
Given the initial value of the workload process W (0) = w, we let
00 00 .
Ju(U, 0 :E[ / e—afng(t))dt] + JE[ / e (WU + KT ()] (2.41)
0 0
The Reduced Brownian Control Problem (RBCP) can be stated as follows: Choose an
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adapted control (U, U) so as to
inf J,, (U, U) subject to (2.36) — (2.38). (2.42)

Harrison and Williams [123] establishes an equivalence between the BCP (2.32) and the
RBCP (2.42). In particular, given the state Z(t) in the BCP, one sets W (t) = MZ(t) to
arrive at the equivalent state descriptor in the RBCP. To go in the other direction, given
the state W (t) in the RBCP, one sets Z(t) = A(W(t)) to arrive at the equivalent state
descriptor in the BCP; see Lemma 13 in Appendix B.1.5 for further details.

The analysis of the one-dimensional case, i.e., p = 1, is trivial.'10 Henceforth, we as-
sume p > 1, and derive a (p — 1)-dimensional equivalent workload formulation in the next

subsection.

2.6 Equivalent Workload Formulation

As a preliminary to introducing the equivalent workload formulation, we introduce the fol-
lowing notation. First, letting I denote the (p — 1)-dimensional identity matrix, we define
the (p — 1) x p dimensional matrix L = [I 0]. Then, we define the set ¥} on which the

workload process lives as follows:

W = {wERp_lzwlegl,

S

> 0}

The matrix L can be viewed as a projection with domain W, i.e., L : W — RP~L In
particular, it projects the set W onto W as shown in Lemma 5; see Appendix B.2 for its

proof.

Lemma 5. We have that W = L(W). Moreover, the mapping L : W — W is one-to-one

and onto.

16. To see this, note that when p = 1, W = {1} and X is a driftless Brownian motion with initial value
w = 1 and covariance matrix ¥ = 0. Therefore, it is optimal to use no controls.
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Figure 2.5: An illustration of the projec- Figure 2.6: An illustration of the rela-
tion mapping L and its inverse L™t for tionship between W and W for p = 3.
p = 2. The dashed gray and solid black The gray and black curves depict a sam-

lines represents ¥V and }/AV, respectively; ple path of W and W, respectively.

L maps w € W to w € W.

In essence, the projection Lw of w drops the last component of w; see Figure 2.5. Then,

defining

W(t) = LW (t), t>0,

we note that for ¢t > 0 and k= 1,...,p — 1, we have Wj,(t) = Wj(t). That is, W(t) is the

projection of W (t) on W: see Figure 2.6.

Next, we formulate a control problem with state process W that is equivalent to the

RBCP (2.42). For technical convenience, we replace g (defined on W) with an equivalent

holding cost function A defined on W. To be specific, we let

p—1 p—1
W) = o m@@n + amg,) (1 - wl), W e W,
=1 =1
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Then, we define the d = m + (n — b) + (7 — b)-dimensional vector % as follows:

f = (:) (2.44)

G=LI[G G (2.45)

Note that G is the sub-matrix of [G G], which comprises of its first p — 1 rows.

A

Given a d-dimensional, adapted, non-decreasing stochastic process U and a (p — 1)-
dimensional (0, i]) Brownian motion X with covariance matrix ¥ = LMYM'L’ and initial

value w = LM z, define W as follows:
W(t) = X(t) + GU(t), t>0.
Moreover, we define the cost jw(U ) associated with control U as follows:
A A~ oo A~ m A~
I (0) :E[ / e—afh(W(t))dt] + JE[ / e~ (R U)(1)]. (2.46)
0 0

The Equivalent Workload Formulation (EWF) is defined as follows: Choose an adapted

control U so as to

inf J, () (2.47)
subject to

W(t) = X(t) + GU(t), t>0, (2.48)
U is nondecreasing with U(0) > 0.t > 0, (2.49)
W(t) e W, t>0, (2.50)
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where X is a (0, f]) Brownian motion with initial value 1. We call the control U admissible

if there exists W that satisfies (2.48)-(2.50) and the regularity condition
OO A
E| / et (1)] < 0. (2.51)
0

We refer to W as the state process associated with control U. Corollary 2 establishes an

equivalence between the RBCP (2.42) and the EWF (2.47)-(2.50).

Corollary 2. The EWF (2.47)-(2.50) is equivalent to the RBCP (2.42) in the following

sense: Fix e > 0.

(i) Suppose that (U,U) is an e-optimal control for the RBCP (2.42) with Brownian mo-
tion X and state process W. Then, U= (g) 15 an e-optimal control for the EWF
(2.47)-(2.50) with Brownian motion X and state process W given by Xj,(t) = Xj(t) and
Wi (t) = Wi(t) fork=1,....p—1 and t > 0.

(ii) Suppose that U is an e-optimal control for the EWF (2.47)-(2.50) with Brownian mo-
tion X and state process W. Let U denote the first m +n — b components of U and
let U denote the remaining i — b components. Then, (U, U) s an e-optimal control for

the RBCP (2.42) with Brownian motion X and state process W given fort > 0 by

p—1
Xt = (), . ), - 2 h),
=1

p—1

wit) = (W), ..., Wpoa (), 1= D Wa(t) ).
=1

Then, it follows from Corollary 2, by virtue of Lemma 13 (see Appendix B.1.5), that the
EWF (2.47)-(2.50) is equivalent to the BCP (2.32). Recall that control U is a d-dimensional
stochastic process. Hereafter, for ease of exposition, we refer to [ = 1,...,d as pushing

controls and refer to G! for I = 1,...,d as the corresponding pushing directions.

Definition 3 (Dominated Pushing Control). Pushing control j is dominated if there exist

a subset L C {1,...,d}\{j} of pushing controls and scalars u; > 0 for | € L that jointly
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satisfy

. Al X .
Gl = ZG u; and ki > Zﬁlul. (2.52)
lel lel

Lemma 6 shows that it suffices to focus on pushing controls that are not dominated; see

Appendix B.2 for its proof.

Lemma 6. In the EWF (2.47)-(2.50), we can set Uy = 0 for dominated pushing controls |

without loss of optimality.

In light of Lemma 6, the analysis below assumes that no pushing control is dominated
in the sense of Definition 3. Furthermore, without loss of generality, we assume G! for
I =1,...,d are normalized such that ||G!|| = 1, where || - || denotes the Euclidean norm.17

For the NYC application, we have

~ ~

W = {w: iy +aig < 1,0 € RE} and h() = a(11.52101 +15.05109 + 1), @ € W,
and the covariance matrix is

& _ { 0.21-0.01}
-0.01 0.02]

The NYC application has five non-dominated pushing controls with
% = (0.01, 0.70, 1.50, 0.41, 0.53)".

The pushing directions, G’l, of the non-dominated pushing controls are depicted in Figure
2.7. Three of these pushing controls correspond to idling servers and two of them correspond

to undertaking non-basic dispatch activities. Pushing control 1, depicted in yellow in Figure

17. The normalization is achieved by multiplying G! and &; by the same factor for each [ =1,...,d.
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Figure 2.7: The non-dominated pushing controls and the corresponding pushing directions
for the NYC application.

2.7, corresponds to idling server 5 (southern Brooklyn). Pushing control 2, depicted in red,
corresponds to idling server 6 (northern Brooklyn). Pushing control 3, depicted in blue,
corresponds to idling server 7 (Queens). Pushing control 4, depicted in black, corresponds
to the non-basic dispatch activity of serving buffer 6 (northern Brooklyn) with server 7
(Queens). Pushing control 5, depicted in purple, corresponds to the non-basic dispatch

activity of serving buffer 7 (Queens) with server 6 (northern Brooklyn).

2.7 Solving the Equivalent Workload Formulation

This section develops a computational method to solve the EWF (2.47)-(2.50). For notational
simplicity, in the remainder of this section, we use dummy variables w and u instead of w
and 7. We let A(w) denote the set of admissible controls U to the EWF (2.47)-(2.50) with

initial workload w € W and define its (optimal) value function ¢ : W — R as follows:

~

o(w) = inf J,(U), weW. (2.53)
Ue A(w)

Proposition 3 shows that the value function is convex; see Appendix B.2 for its proof.
Proposition 3. The (optimal) value function ¢ : W — R is convez.

We let 6’2(W) denote the space of functions f : W — R that are twice continuously differ-
7



entiable up to the boundary. As it is often done in the singular stochastic control literature
(see e.g., Kumar and Muthuraman [145]), we make the following two assumptions on the

EWF (2.47)-(2.50).

Assumption 3. There exist constants C1,Co > 0 such that Cq||w] < Zf;il 0jjwiw; <

Co|lw|| for w e RP~L.

Assumption 4. For each initial workload w € W, there exists an optimal control process
Uw, under which there is a unique Markovian state process. Moreover, the optimal value

function is twice continuously differentiable, i.e., ¢ € C’Q(VT/).18

We define the elliptic linear operator £ = %Z];’ ;il 7;j0;j, where 6;; denotes the (i, j)-th
component of the covariance matrix 3 and 0;j denotes the differential operator 9%/ Ow; 0w
for i,5 = 1,...,p — 1. The next proposition introduces a set of inequalities that will be
useful for our solution approach. It extends Proposition 1 of Kumar and Muthuraman [145]

to the case with an arbitrary number of pushing controls, oblique pushing directions, and

state space constraints; see Appendix B.2 for its proof.

Proposition 4. For e > 0, suppose there exists a bounded f € CQ(W) such that

Lf(w)—af(w)+h(w)>—eweW (2.54)

Viw) G+ iy > —e, weWandl=1,... d. (2.55)

Then, there exists a function 7 : W — Ry such that

~

fw) < p(w) + en(w), wew. (2.56)

18. Budhiraja and Ross [58] establishes the existence of an optimal control for the case in which W is a
closed convex cone.
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Proposition 4 subsumes the usual " verification theorem” as follows: If f € C 2()/i/) satisfies
(2.54)-(2.55) with e = 0, then it follows from Proposition 4 that ¢(w) = f(w) for w € W.
It is not known whether there exists f € C2(W) that satisfies (2.54)-(2.55) with ¢ = 0.
However, Taksar [196, Proposition 7.4] shows that when W = RP~L for any € > 0, there
exists a bounded f € C2(W) that satisfies (2.54)-(2.55).

Next, we introduce some preliminary definitions in order to describe our algorithm. First,

for w,w’ € W, we let

C(w,w’) = minimize #'u (2.57)
u

subject to Gu = w’ — w, (2.58)

w>0 (2.59)

denote the cost of an instantaneous displacement from w to w’. In (2.57)-(2.59), the objective
is to find uw > 0 with the lowest cost such that it creates a displacement in the amount of
w’ —w. Second, restricting attention to the region-of-inaction type control policies and given
a region of inaction B along with the pushing directions on its boundary, we define the
corresponding value function and the control policy achieving it. To this end, let B be a
convex subset of W and assume there is a partition oBL, ... ,aBd of its boundary, 0B, such
that pushing control [ is used for w € OB!. Then, we associate with the region of inaction
B and the partition 9B, ..., 9B% of its boundary OB the function f: W — R that satisfies

the following linear elliptic partial differential equation (PDE) on B :
Lf(w)—af(w)+ h(w) =0, w € int(B) (2.60)
subject to the boundary condition
Viw)G +# =0  weoB andl=1,...,d (2.61)
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Moreover, f is defined on W\B as follows:

fw) = wr/réigB {C(w, ") + f(u')}, w e W\B. (2.62)

We interpret this function as the value function corresponding to the following region-of-
inaction type control policy U: Exert no control in the interior of B, int(B), and keep the
state process W in B by using pushing control [ on oB! minimally for [ = 1,...,d. If the
initial workload w € W\B, we move the state process W instantaneously from w to the
point argmin,c5p{C(w,w') + f(w’)}, ie., the point on the boundary 9B for which the
cost associated with this instantaneous move plus the value function at the new point is the
smallest. To be more specific, as shown in Appendix B.1.6, f(w) can be interpreted as the
expected discounted cost (see Equation (2.46)) starting at the initial workload w € W under
the control policy U.

As is commonly done in the singular stochastic control literature (see e.g., Kumar and
Muthuraman [145] and Muthuraman and Kumar [167]), we limit our search to the region-of-
inaction type control policies. In other words, we limit our search to functions f that satisfy
(2.60)-(2.62) for some closed convex set B and some partition dB1, ..., dB% of its boundary

OB such that pushing control [ is used for w € dB'.

Initialization. The algorithm is initialized (step 0) with the region on inaction set BY =
W, a closed convex set, and a partition dB%1, ..., 9B% of its boundary, 9B°, such that
pushing control [ is used for w € OBY%. Let UY denote the region-of-inaction type control
policy associated with the region of inaction BY and the partition dB8%1, ... ,0B%?. For
the NYC application, we start with the partition depicted in Figure 2.8a. The arrows on
each part of the boundary represent the pushing control used on that part of the boundary;
see Figure 2.7 for the complete list of the non-dominated pushing controls for the NYC
application. As depicted in Figure 2.8a, pushing control 1 is used on the vertical face,

pushing control 2 is used on the horizontal face, and pushing control 3 is used on the the
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Figure 2.8: An illustration of the region of inaction and the pushing controls used on its
boundary in each step of the algorithm for the NYC application.

diagonal face. Pushing controls 4 and 5 are not used under control policy U0. In the interior
of BY, int(BO), no control is exerted. As will be discussed in Section 2.8, in the context of
the ride-hailing system, U0 corresponds to using the optimal solution to the static planning
problem (2.14)-(2.17) in the interior int(BO) and using the pushing controls depicted in
Figure 2.8a on the boundary 9BY.

To characterize the system performance under control policy U 0 we consider the func-
tion fy characterized by (2.60)-(2.62). We refer to fy : W — R as the value function
corresponding to control policy UY. To be specific, as explained in Appendix B.1.6, fo(w)
can be interpreted as the expected discounted cost (see Equation (2.46)) starting at the ini-
tial workload w € BY under the control policy o, depicted in Figure 2.8a. One can use any
numerical method of choice to solve Equations (2.60)-(2.61) and the specific method used
does not impact our algorithm. In Appendix B.1.7, we describe a numerical solution based
on the finite element method, which is numerically robust and computationally efficient. To
this end, we discretize the region of inaction as illustrated in Figure 2.9 and iterate over the
boundary points as discussed next. Keeping all else the same as they were at the beginning
of the iteration, we decide whether each boundary point should be moved inward, outward,

or kept the same. If the boundary point is moved, the pushing control is not updated. If the
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Figure 2.9: An example of the discretized region of inaction with a discretization step size
of 0.05.

boundary point is not moved, we then decide whether the pushing control at the boundary
point should be changed. Because each boundary point is considered in isolation while keep-
ing others the same, the order in which we consider different boundary points is immaterial
as the reader will see below. After each boundary point is considered, we check if the up-
dated region of inaction is convex. If not, a convexification step follows. Next, we describe

each step of the update procedure in detail.

The Update Procedure. Fix a pushing control [ and a boundary point w € 9B%!. We
decide whether to move the boundary point w by checking the local behavior of the value
function fy along the currently used pushing direction Gl at w, i.e., whether it is locally
concave, locally convex, or locally linear. Consequently, we have three cases to consider.

As a preliminary to discussing these three cases, consider the following scenario: The
directional derivative of the value function f( along a feasible pushing direction GJ is strictly
smaller than —&;, the negative of the control cost, in the vicinity of a boundary point w.

That is, for some § > 0,
Vio(w+2G7) GI < —kj, 2 €(0,0); (2.63)

see Figures 2.10a and 2.10b for an illustration of the two cases for which (2.63) holds. By
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integrating both sides of (2.63) along the pushing direction GJ, we arrive at the following:
. g e
folw+6G7) — fo(w) = / Vfolw 4 2G7Y GVdz < — k0. (2.64)
0

We consider the control policy U that moves the process from w to w + 6GI instantaneously

and then follows UY. It follows from (2.64) that
Ju(U) = #j6 + folw+0G7) < fo(w) = Ju(U?).

In other words, the initial deviation reduces the discounted cost and U is an improvement
over UY. This observation is used crucially in the updating procedure as discussed below.
Our algorithm updates the region of inaction in one of two instances: either the control
policy can be improved with an initial deviation as discussed above, or the boundary of the
region of inaction can be moved to smoothly paste the value function. The first instance is
illustrated in Figures 2.10a and 2.10b. The second instance is illustrated in Figure 2.10c.

Therefore, the three panels of Figure 2.10 are the only relevant instances.

Case 1. The value function is locally concave along the pushing direction G’l, i.e.,

(GY V2 fo(w) G* < 0. In this case, we move the boundary point w inward along G! by
6* = min {§ € Ry : § is a local minimizer of V fo(w + 5@1)}.

Because the second derivative of the value function fj along the pushing direction Gl at
w € OB is negative, i.e., (G1 V2 fo(w) G' < 0, as illustrated in Figure 2.10a, the directional
derivative of the value function fy along the pushing direction Gl s decreasing and strictly
smaller than —&; in the vicinity of w, i.e., (2.63) holds, because f satisfies the boundary
condition (2.61) at w. Therefore, we can improve the control policy by initially deviating
from U9 and moving w inward along the pushing direction Gl Moving the boundary point
w to w + 6*GL not only yields the lowest directional derivative as illustrated in Figure 2.10a
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(a) Vfo(w)' G? 4 &j = 0 and (b) Vfo(w)' G7 + i < 0. (c) Vfo(w)' GI + i; = 0 and
(GIY V2 fo(w) G < 0. (GIY' V2 fo(w)GI > 0.

Figure 2.10: An illustration of the three instances in which the control policy can be im-
proved.

(with index j replaced by [), but also sets the second directional derivative to zero. Recall
that the value function can be extended linearly outside the region of inaction, thus, having
a second derivative of zero there. Consequently, the choice of 6* is also motivated by the

principle of smooth pasting.

Case 2. The value function is locally linear along the pushing direction G! , l.e.,
(GHY V2 fo(w) G! = 0. 1In this case, we do not move the boundary point w. However, we
change the pushing control if there exists another feasible pushing direction (7 such that the
directional derivative of fo along G is smaller than —Fj in an interval {w+2G7 : z € (0,0)},
which can happen in two ways as illustrated in Figures 2.10a and 2.10b. First, there exists
a feasible pushing control j such that V fo(w)'éj + A < 0 (see Figure 2.10b). Second,
for all feasible pushing controls i, we have V fo(w)' G + &; > 0. However, there exists a
feasible pushing control j such that V fo(w) GJ + kj = 0, but (G V2 fo(w)GT < 0, ie.,
fo is locally concave along the pushing direction GJ (see Figure 2.10a). In both cases, the
directional derivative of the value function along the pushing direction GJ is strictly smaller
than —#; in the vicinity of the boundary point w and we can improve the performance by
instantaneously moving the process from w inward. Motivated by this observation, we keep

the boundary point the same, but change the pushing control to j*. Namely, in the first
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case, we choose the pushing control
§* = argmin {Vfo(w)/ G+ k; @ j is a feasible pushing control at w}.
In the second case, we choose the pushing control
j* = argmin {(éj)/ V2f0 (w) (7§ is a feasible pushing control at w with Vio(w) G + &y = O}.

In both cases, tie are broken in favor of smaller indices.

Case 3. The value function is locally convex along the the pushing direction Gl,
i.e., (G V2fy(w) G > 0. The directional derivative of f; along the pushing direction G
is shown in Figure 2.10c¢ (with index j replaced by [). We consider two subcases in general:
(a) w can be moved outwards, i.e., w € int(W); and (b) w cannot be moved outwards, i.e.,
w € OW. In case (a), we move the boundary point w outward along the pushing direction
G! by dg, where g is a tunable parameter, or until the boundary of W is reached. In case
(b), we cannot move the boundary outward. Therefore, we consider changing the pushing
control. To do so, we proceed as in Case 2 described above. Note that at the initiation step,
only case 3(b) is relevant if BY = W. However, in future iterations or with a different region
of inaction, case 3(a) can be relevant as well. Next, we discuss the convexification of the

updated region of inaction. This step is is not necessary for the NYC application, but it is

included for completeness.

Convexification. Since the boundary points may move in the update procedure, the up-
dated region of inaction may not be convex. Therefore, we convexify the updated region
of inaction by taking the convex hull of the updated boundary points. Then, we use the
pushing controls used on the updated (before convexification) boundary points to assign a
pushing control to each point on the boundary of the convexified region of inaction. We do

so by projecting each point on the boundary of the convexified region of inaction to the set

85



of updated (before convexification) boundary points. To be specific, letting U denote the set
of updated (before convexification) boundary points and B! denote the convexified region
of inaction, to w € 9B, we assign the pushing control used at argmin{|jw — w'|| : w' € U},
where || - || denotes the Euclidean norm. Namely, for each boundary point w of the convexi-
fied region of inaction BY, we first find the closest point w’ € U to w, and assign the pushing
control at w’ to w.

We denote the partition of B by aB11, . .. ,OBL? where pushing control [ is used for
w e BY for | = 1,...,d; see Figure 2.8b for the updated region of inaction B! and the

partition of its boundary for the NYC application.

Step k£ > 1. For expositional clarity, we first discuss step 1. We use the new region
of inaction B! and the partition of its boundary OB, ..., dBY to define the region-of-
inaction type control policy Ul as done in step 0. Then, we solve a linear elliptic PDE
similar to the one in (2.60)-(2.61) to compute the value function associated with U and

proceed in the same way as described above. Step k for k > 1 is identical to step 1.

Termination. The algorithm terminates once ﬁBkvl, e ,aBk’d are sufficiently close to
oBktLl 9 BktLd for some k. More specifically, we terminate the algorithm when the
set of mesh nodes (points) that belong to dBF 1 is identical to the set of mesh nodes that
belong to oBE+Ll for 1 =1,...,d. For the NYC application, given the initialization depicted
in Figure 2.8a and a discretization step size of 0.01, the algorithm terminates after step 3.
Of course, with a different initialization, it could take longer. In all examples considered,
the algorithm converges in fewer than four steps. The solution depicted in Figure 2.8c
outperforms the solution derived by the Markov chain approximation method; see Appendix
B.1.8 for details. For the NYC application, the control policy obtained in each step is an
improvement over the previous control policy. Lemma 17 in Appendix B.1.9 establishes this

property under certain assumptions.
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2.8 Proposed Policy

This section proposes a dynamic control policy for the problem introduced in Section 2.3
by interpreting the solution to the EWF (2.47)-(2.50) in the context of the original control
problem. Recall that we consider a sequence of systems indexed by the system parameter r,
whose formal limit is the BCP (2.32). The original control problem introduced in Section
2.3 can be viewed as a specific element of this sequence of problems, which is determined
by the particular choice of r. Therefore, first, we determine the system parameter r. In
our case, by Equation (2.12), we have r = (A”)2, where A" is the total number of cars; see
Section 2.3. The underlying assumption of the Brownian approximation is that the system
parameter r is large enough that the various (scaled) performance-relevant processes of the
original control problem can be approximated by the corresponding processes of the Brownian
control problem. Recall that the scaled workload process of the EWF (2.47)-(2.50) can be
expressed in terms of the queue length process of the original control problem (formulated
in Section 2.3) as follows: W (t) = LMQ(t)//r for t > 0.

It has long been observed in the heavy traffic literature that the idleness can be avoided
for all servers serving a buffer pool that has positive workload. As articulated in Harrison
[111], this behavior can be achieved by keeping positive but small queues in each buffer, e.g.,
safety stocks, for further details see Harrison [111, 112], Harrison and Lépez [116], Maglaras
[160], and Ata and Kumar [27]. Therefore, as is customary in the heavy traffic literature, we
put small safety stocks in various buffers. The safety stock for buffer ¢ is denoted by s; for
i=1,...,q; the values s; can be calibrated via simulation as done in Wein [213].

To complete the policy description, we consider two cases: W(t) € int(B) and W (t) &
int(B). Recall that in the solution to the equivalent workload formulation, no action is
taken when the workload process is in the interior of the region of inaction. In the context
of the original problem formulation introduced in Section 2.3, this can be interpreted as
undertaking the dispatch and relocation activities at the rates dictated by the solution to

the static planning problem, (z*,*), while avoiding server idleness, when W (t) € int(B).
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In the solution to the equivalent workload formulation, when the workload process reaches
the boundary of the region of inaction, pushing controls are exerted. Next, we elaborate on

these two cases further in the context of the problem introduced in Section 2.3:

Case 1. W(t) € int(B). For k = 1,...,m, when server k becomes available, it chooses a
buffer to serve as follows: First, it only considers those buffers that are above their safety
stock thresholds and that it can serve using basic dispatch activities only. Then, it ran-
domizes among them with probabilities proportional to the nominal activity rates given
by the static planning problem. That is, the server engages in one of dispatch activities
{j:k(j) =k, Qi(j)(t) > s;, 7 = 1,...,b} with probabilities proportional to x; If no such
activity exists, then the server engages in one of the basic dispatch activities available to it
that serve a buffer that is non-empty currently, i.e., {j : k(j) = k, Qi(j)(t) >0,j=1,...,b},
with probabilities proportional to ZB; If no such activity exists either, the server idles.
Moreover, the platform undertakes basic relocation activities 7 = 1,... ,l~) at rates f; for
j=1,...,bas long as the number of cars at the origin buffer is greater than or equal to the
safety stock, i.e., Qo)) = So(j)-
Case 2. W(t) ¢ int(B). In this case, the platform modifies the policy described in Case 1
by using the pushing controls prescribed by the solution to the EWF (2.47)-(2.50). Namely,
at each boundary point, the platform modifies the policy described in Case 1 by undertaking
the activity corresponding to the pushing control prescribed by the solution to the EWF
(2.47)-(2.50). Each such activity may be in addition to the basic activities or it may replace
a basic activity as discussed next. For example, if the solution prescribes idling server k,
server k idles instead of undertaking the basic dispatch activity prescribed by the policy
described in Case 1. If the solution prescribes taking part in non-basic dispatch activity 7,
server k(j) serves buffer i(j) as long as there are jobs in buffer i(j) to serve, i.e., Q;(;)(t) > 0,
instead of undertaking the basic dispatch activity assigned to it by the policy described in
Case 1. If the solution prescribes taking part in non-basic relocation activity j, the platform

relocates jobs from buffer o(j) to buffer d(j) as long as there are jobs available at the origin
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Table 2.1: Pushing controls used in the solution (derived by our computational method) to
the EWF (2.47)-(2.50) for the NYC application.

Pushing Control

State Number Action

{w:w; =0,0<wy <1} 1 Idle Server 5
{w:wy =0,w; <0.35} 5 Serve Buffer 7 with Server 6
{w:wy =0,w; > 0.35} 2 Idle Server 6
{w:w; +wy =1, w; <0.95} 4 Serve Buffer 6 with Server 7
{w:wy +wy =1,w1 > 0.95,wy >0} 3 Idle Server 7

to relocate, i.e., Qo(j)(t) > 0, in addition to the policy described in Case 1. These will be
illustrated further for the NYC application in Section 2.9.

The solution to the EWF (2.47)-(2.50) for the NYC application is depicted in Figure
2.8c. In this solution, B = W. Since the solution to the EWF (2.47)-(2.50) exerts no control
when W (t) € int(W), the optimal solution to the static planning problem (2.14)-(2.17) is
implemented as discussed in Case 1 above. Similarly, since the solution to the EWF (2.47)-
(2.50) exerts pushing controls when W(t) € OW, pushing controls are used as discussed in
Case 2. Table 2.1 lists the pushing controls used on each part of OW. For example, on the
horizontal face of &, which corresponds to zero workload in pool 2, the following pushing
controls are exerted in the solution to the EWF (2.47)-(2.50): If the scaled workload of pool
1 is less than 0.35, pushing control 5 is exerted. Otherwise, pushing control 2 is exerted.
This corresponds to server 6 serving buffer 7 in the first case and server 6 idling in the second

case.

2.9 Simulation Study and Discussion

This section undertakes a simulation study to illustrate the effectiveness of the proposed
control policy. The simulation study focuses on the NYC application introduced in Section
2.1. In doing so, we crucially relax the assumption of zero travel times. Instead, we use
the travel times estimated from the NYC data mentioned in Section 2.1. We compare the
proposed policy with nine other policies: the static policy, the closest-driver policy and its
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modified version, the MaxWeight policy and its modified version, the penalized MaxWeight
policy and its modified version, and the mirror backpressure policy and its modified version.
The static policy implements the optimal solution to the static planning problem (2.14)-
(2.17); see Ozkan and Ward [172] for a similar policy. The closest-driver policy is a natural
policy that dispatches a car from the closest area from which cars can be dispatched to the
customer (i.e., the dispatch activity with the highest value is umdertaken).19 The closest-
driver policy is commonly used as a benchmark in the ride-hailing literature; see e.g., Ozkan
and Ward [172]. The MaxWeight policy, also known as maximum pressure or backpressure
policy, dispatches a car from the area with the largest number of empty cars among the areas
from which cars can be dispatched to the customer. This is a popular policy in the queueing
literature; see e.g., Dai and Lin [83] and Ata and Lin [29]. Banerjee et al. [40] shows that
the MaxWeight policy has an exponentially decaying demand dropping probability under
the complete resource pooling assumption, i.e., p = 1. The penalized MaxWeight policy
dispatches a car from the area with the largest number of empty cars minus a linear travel
cost among the areas from which cars can be dispatched to the customer. This policy is
proposed as an improvement over the original MaxWeight policy in Banerjee et al. [40]. The
mirror backpressure policy dispatches a car from the area where the immediate payoff of
serving the customer plus the difference of the congestion costs at the car’s current location
and the customer’s destination is maximized. The mirror backpressure policy differs from
our proposed policy as well as the other policies considered in terms of the information
structure, since it requires knowledge of the destinations of the customers. Kanoria and
Qian [136] shows that the mirror backpressure policy is a near-optimal dispatch policy.
The demand flow in the NYC application is not symmetric, i.e., the rate at which cus-
tomers depart an area is not equal to the rate at which they enter the area. Consequently,

under the closest-driver, MaxWeight, penalized MaxWeight, and mirror backpressure poli-

19. As stated in Section 2.1, in the NYC application, the platform incurs a dispatch cost of $0.2 per mile.
Consequently, the platform generates a larger (immediate) value by dispatching a car from the closest areas.
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cies, empty cars tend to pile up in certain areas. To alleviate this issue, we also consider suit-
ably modified versions of the closest-driver, MaxWeight, penalized MaxWeight, and mirror
backpressure policies. In the modified policies, the closest-driver, the MaxWeight, penalized
MaxWeight, and the mirror backpressure policies are enhanced by incorporating (static) relo-
cation decisions adopted from the static planning problem as explained below; see Appendix
B.1.10 for a detailed description of the nine policies considered.

As mentioned above, we relax the assumption that cars move between different areas
instantaneously and incorporate travel times. This allows us to test the performance of the
proposed policy in a realistic setting. In relaxing this assumption, we include the travel time
to pick up the customer, the travel time to deliver the customer, and the travel time to
relocate from one area to another in the simulation. The number of (empty) cars at various
areas in the simulation study can differ from those in the model studied above because of
the travel times. To map the proposed policy to an implementable policy in the setting with
travel times, we use W (t) = LMQ(t)/ Z?:l Q;(t) for t > 0; W;(t) denotes the fraction of
empty cars in pool [ at time ¢t for [ = 1,2 and ¢ > 0.

In the simulation study, the annual interest rate is a = 0.05. Moreover, as done by Wein
[213], for simplicity, we focus on safety stock parameters of the form s; = s fori =2,...,9.
That is, we choose identical safety stocks for all buffers. We assume that all cars are initially
empty and waiting for customers to arrive. We also assume that the initial number of cars
in each area is proportional to the demand in that area.20 As a preliminary to reviewing
the simulation results, let Ay denote the average number of traveling cars just to sustain the

basic activity rates (z*,z*) derived from the static planning problem. To be specific, letting

20. The assumption that all cars are initially empty and waiting for customers to arrive has a negligible
impact on our results as the ride-hailing system reaches steady-state in less than an hour. Note that we
simulate the ride-hailing system under each policy 100 times for 300 years. Preliminary checks show that
costs incurred beyond this point account for less than 0.0001% of the discounted cost.
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7;1 denote the average travel time from area i to area [ for ¢, =1,...,9, we have that

19 72

19 9
Mo = D m(j) TS Tk + E;ZMk(j)x?PﬂTk@)z + ijw» (2.65)
J=1 j=11=1 j=

where the first term on the right-hand side is the average number of cars en route to pick
up customers, the second term is the average number of cars en route to deliver customers,
and the third term is the average number of relocating cars (under the static policy if
the entire demand is sautis.ﬁed).21 For the NYC application, Ay = 8200.22 To assess the
impact of the number of cars A on the system performance, we vary A from 0.5Ag = 4100
cars to 1.5Ag = 12300 cars, corresponding to a £50% range around Ag. This wide range of
values for A helps us thoroughly compare the performance of the different policies considered.
Hereafter, we refer to A — A as the (percentage) excess supply. To compare the performance
of the aforementioned policies, we report the expected discounted cost of each policy in
Figure 2.11 below as well as in Tables B.4-B.5 in Appendix B.1.11. To be more specific,
Figure 2.11 and Tables B.4-B.5 report the unscaled expected discounted costs A.J, for each
policy; see Equation (2.30) for the definition of J, as well as Equations (2.11), (2.21), (2.30),
and (2.31) for further details on Equation (2.30). Moreover, Tables B.6-B.7 in Appendix
B.1.11 provide a comparison of the scaled expected discounted costs, i.e. J, or the expected
discounted cost per car. Tables B.8-B.9 in Appendix B.1.11 report the percentage difference
of the various policies considered from the proposed policy. We also report the demand
dropping probabilities in Figure 2.12 below as well as in Tables B.10-B.11 in Appendix B.1.11.
For brevity, among possible aforementioned mirror backpressure policies corresponding to

different congestion functions, we report the simulation results only for the best performing

21. Equation (2.65) follows from Little’s law. Let us illustrate this for the first term on its right-hand
side. Note that ;)] is the rate at which customers are picked up under basic dispatch activity j for
J=1,...,13. Therefore, puy(;) 2} Ti(j)k(j) is the average number of cars en route to pick up customers under
basic dispatch activity j for j = 1,...,13. Summing over j for j = 1,...,13 gives the average number of
cars en route to pick up customers, which is the first term on the right-hand side of Equation (2.65).

22. From the 8200 traveling cars, about 4800 are en route to deliver customers, 3300 are en route to pick
up customers, and 100 are in the relocation process.
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Figure 2.11: The expected discounted cost under various policies.

one, which uses the logarithmic congestion function. Moreover, for visual clarity, we refer to
the penalized MaxWeight policy as MaxWeight+ in the figures and tables.

Figures 2.11-2.12 show that the performance of all policies improves as the total number
of cars increases. The proposed policy outperforms the static policy as well as the original
and the modified closest-driver, MaxWeight, and penalized MaxWeight policies both in terms
of the cost and the demand dropping probability. This demonstrates the effectiveness of the
proposed policy. Interestingly, the static policy has a lower expected discounted cost than
the following policies: the original and the modified closest-driver policies, the original and
the modified MaxWeight policies, and the original and the modified penalized MaxWeight
policies. The static policy also has a lower demand dropping probability than all the policies
mentioned above except for the modified MaxWeight policy. When excess supply is large,
ie., A = 1.4Ag, 0.16% of the demand is dropped under the modified MaxWeight policy,
whereas 0.11% of the demand is dropped under the static policy.

The proposed policy is slightly outperformed by both the original and the modified mirror
backpressure policies when supply is too limited, e.g., the proposed policy is outperformed
by the original mirror backpressure policy by up to 11% when the excess supply is less
than —10%. In this range of supply, demand significantly exceeds supply and the mirror

backpressure policies can not only drop the least profitable customers, but also avoid the
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Figure 2.12: Percentage of the demand dropped under various policies.

accumulation of empty cars in an area, because they use the customer’s destination infor-
mation. The proposed policy outperforms the original and the modified mirror backpressure
policies otherwise, i.e. when the excess supply is greater than or equal to —10%. This
demonstrates that the proposed policy performs well in the regime for which it is designed.
Namely, when the system is critically loaded, i.e., it is in heavy traffic, but it is not over-
loaded. Moreover, the fact that our proposed policy (which uses the demand distribution
and not the destination information) outperforms the mirror backpressure policy (which
uses the destination information and not the demand distribution) suggests that knowing
the demand distribution may be more valuable to ride-hailing platforms that the destination
information, although they are both valuable.

The original closest-driver, MaxWeight, and penalized MaxWeight policies, which focus
only on dispatch control, cannot meet the entire demand even when there is an abundant
supply of cars. This is due to their inability to address the asymmetry of the demand flow.
Although the original mirror backpressure policy performs better than the original closest-
driver, MaxWeight, and penalized MaxWeight policies, it also has the same shortcoming.
The modified closest-driver, the modified MaxWeight, the modified penalized MaxWeight,
and the modified mirror backpressure policies, which take advantage of the static relocation

policy to offset the asymmetric flow of demand, alleviate this concern especially when there
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is sufficient supply. We also observe that the fraction of the demand dropped appears to
decay faster under the modified MaxWeight policy, the modified penalized MaxWeight policy,
and the mirror backpressure policies in comparison to the closest-driver and static control
policies.?3 Lastly, we observe that our proposed dynamic control policy outperforms all other
policies considered in terms of the fraction of the demand dropped.*

As reported in Chapter 1, on an average day during the period our NYC application
focuses on, there were approximately 11200 active taxis in NYC. However, there is a major
difference between our setting and the taxi market in NYC. The NYC taxi and limousine
commission did not centrally control the taxi market during the period on which our NYC
application focuses. During this period, taxis had to search for customers street by street.
As shown in Chapter 1, this street-by-street search for customers introduced substantial
(search) friction. In contrast, our paper focuses on a platform that centrally controls the
market. Given this major difference, the reader should not associate the 11200-car case of
the NYC taxi market with the +40% excess supply case in our simulation study. As shown
in Chapter 1, about 4.3% of the demand was dropped during the period on which our NYC
application focuses. Our proposed control policy, however, achieves a 4.3% demand dropping
probability with about 7950 cars. This corresponds to 3250 fewer taxis than the NYC taxi
and limousine commission was using. This highlights the value of centrally controlling the

market or the cost of lack-of-coordination.

23. Banerjee et al. [40] shows that the original MaxWeight policy has an exponentially decaying demand
dropping probability under the complete resource pooling assumption, i.e., p = 1. Our findings for the
modified MaxWeight policy shown in Table B.11 appear to support its finding beyond the complete resource
pooling case, i.e., for p > 1.

24. Note that the safety stock in our proposed dynamic control policy as well as the tuning parameter in
the penalized MaxWeight policies and the mirror backpressure policies are calibrated such that the expected
discounted cost is minimized.
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2.10 Concluding Remarks

This chapter studies the control of a ride-hailing platform that offers on-demand transporta-
tion to heterogeneous customers by dynamically making dispatch and centralized relocation
decisions. An offline linear program, called the static planning problem, is solved. The opti-
mal solution to the static planning problem, which can be interpreted as the optimal static
control policy, partitions the set of activities into two: basic or efficient activities and non-
basic or inefficient activities. The basic activities are used under the optimal solution to the
static planning problem, whereas the non-basic activities are not. The platform partitions
the areas of the city into pools of areas and only uses the information on the fraction of
cars in the various pools as opposed to the fraction of cars in each area. This significantly
reduces the state space dimension, making the solution of the associated HJB equations
computationally feasible.

We propose a dynamic control policy that involves a so-called region of inaction, a convex
set of states, where the state of the system is defined as the fraction of cars in the various
pools. When the system state is in the interior of the region of inaction, the policy uses the
optimal solution to the static planning problem, i.e., it uses the basic or efficient dispatch
and relocation activities. When the system state reaches the boundary of the region of
inaction, the platform exerts additional controls by dropping demand or undertaking a non-
basic dispatch or relocation activity to keep the system state in the region of inaction. It is

demonstrated through a simulation study that the proposed policy performs well.
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CHAPTER 3
DYNAMIC PRICING OF A MULTICLASS MAKE-TO-STOCK
QUEUE

3.1 Introduction

This chapter studies the dynamic control of a make-to-stock manufacturing system that sells
multiple products to price-sensitive customers. In make-to-stock manufacturing systems,
the products are manufactured based on a forecast of the demand and stored in finished
goods inventory. Customers are dynamically quoted a price. When a customer order is
received, it is served from the finished goods inventory if the item requested is in stock.
Otherwise, it is backordered. The manufacturer incurs a holding cost for each product in
inventory and a backorder cost for each request on backorder (per unit of time). The make-
to-stock manufacturing system is modeled as a multi-class single-server queueing system.
The system manager seeks to maximize the long-run average profit by making dynamic
pricing, outsourcing, and scheduling decisions: First, she controls the demand by dynamically
adjusting the prices. Second, when the backlog of work is judged excessive, she outsources
(or rejects) customer orders. Finally, she dynamically decides when and what products to
manufacture. The joint consideration of pricing and operational decisions, such as scheduling
and outsourcing, leads to a manufacturing system that is more responsive to the variability
in the demand and production processes. Moreover, dynamic prices provide the system
manager with the opportunity to take advantage of the heterogeneity of customers in their
price sensitivity to increase profits. In determining the prices, she takes into account the
price-sensitivity of demand, the holding, backlog, and outsourcing costs, the variability in
the demand and production processes, and the production capacity of the manufacturing
system.

Because the joint dynamic pricing, outsourcing, and scheduling control problem appears

intractable in its exact form, we follow Harrison [110] and approximate it by a far more
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tractable formulation referred to as the Brownian control problem. We do so in the so-called
heavy traffic asymptotic regime which assumes both the demand and the system capacity
are large, and the average server utilization is near one. We derive an effective and intuitive
joint dynamic pricing, outsourcing, and scheduling policy for the manufacturing system by
solving the approximating Brownian control problem explicitly and interpreting its solution
in the context of the original control problem.

The approximating Brownian control problem is equivalent to a one-dimensional drift
rate control problem, whose state process, called the workload process, represents the total
(scaled) inventory (or backlog) in the system measured in hours of total work for the server.
An important feature of this drift rate control problem is the presence of state costs that
capture the holding and backorder costs in the original control problem. The drift rate
control problem is solved explicitly by exploiting the solution to a Riccati equation. The
optimal policy comprises of the drift rate control policy and a two-sided barrier policy. The
outsourcing and idling processes are used to keep the workload process between the lower
and upper reflecting barriers. Between the two barriers, a state-dependent drift rate is used
to control the workload process, which is ultimately interpreted as a dynamic pricing policy.

The optimal solution to the approximating Brownian control problem leads to an in-
tuitively appealing and easily implementable policy and reveals several structural insights.
First, the system manager’s pricing, outsourcing, and sequencing decisions depend primarily
on the (aggregate) workload. In particular, the prescribed prices tend to vary on a slower
time-scale than the demand and production processes. Second, in large systems, the mag-
nitude of the prescribed price changes are small. Third, as the backlog of work increases
and the inventory of products decreases, prices should be adjusted to decrease the (effec-
tive) demand rate. Finally, only when the backlog of work is too excessive, outsourcing is
worthwhile.

The rest of the chapter is organized as follows. Section 3.2 reviews the relevant litera-

ture. Section 3.3 introduces the control problem for a make-to-stock manufacturing system.
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Section 3.4 formally derives the approximating Brownian control problem. Section 3.5 de-
velops the one-dimensional equivalent workload formulation. Section 3.6 derives an optimal
solution to the equivalent workload formulation by solving the associated Bellman equation.
Section 3.7 interprets the solution to the equivalent workload formulation in the context of
the control problem laid out in Section 3.3, proposes a policy in that context, and provides
a simulation study to show the effectiveness of the proposed policy. Section 3.8 concludes

the chapter.

3.2 Literature Review

This chapter is related to three streams of literature. The first stream studies the scheduling
of make-to-stock manufacturing systems. The second stream studies the control of queueing
systems. The third stream studies the revenue management of manufacturing and queueing
systems. The literature on the scheduling of manufacturing systems is vast; see Nahmias and
Olsen [168, Chapter 9] for a brief overview. To the best of our knowledge, the scheduling of a
multi-class make-to-stock manufacturing system was first studied by Zheng and Zipkin [224].
Zheng and Zipkin [224] showed that in the case of two symmetric products with exponential
production times, the policy that serves the longest queue outperforms the First-Come-
First-Served (FCFS) policy. Zipkin [225] extended the results to the case with multiple
products and general production times. Another early paper in this area and an important
antecedent of our work is Wein [213], that studies the dynamic scheduling of a multiclass
single-machine make-to-stock manufacturing system in heavy traffic. Wein [213] proposes
a scheduling policy to minimize the long-run average holding and backorder costs. We
build on Wein [213] by introducing dynamic pricing and outsourcing. These extra features
lead to a different workload formulation, where the analytical solution of the associated
Bellman equation dictates both a specific dynamic pricing policy and a novel discretionary
outsourcing threshold in addition to the scheduling policy that is similar to Wein [213]’s.

Ha [104] provides theoretical justification for some of the ideas proposed in Wein [213]. In
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particular, it shows that in a two-product system, it is optimal to produce the product with
the larger bu index if it backordered (independent of the inventory of the other product).

Typically, Brownian models fall short of providing complete scheduling prescriptions
under linear state costs. Rather they would reveal the cheapest buffers to keep the inventory
and backlog. The prioritization of the other buffers are done through safety stocks, which are
in turn determined by ad hoc methods such as simulation studies. Veatch and Wein [202]
seeks complete scheduling prescriptions that are effective and computationally tractable.
The authors limit their attention to index policies, where an index is dynamically calculated
for each product and the product with the smallest index is manufactured. Rubio and Wein
[182] considers a multi-product/multi-server model of make-to-stock manufacturing system
using a Jackson queueing network model. They focus on base-stock policies and show that
the optimal base-stock level of each product corresponds to a critical fractile of the steady
state distribution of the product’s total work-in-progress inventory. Then, using results from
product-form queueing networks, the authors derive closed-form expressions for the optimal
base-stock levels.

Véricourt et al. [203] focuses on the optimal scheduling of a two-product make-to-stock
manufacturing system. It characterizes the hedging point for a particular region of the
state space and shows that in this region, the monotone switching curve, that separates the
priority regions of the two products, is a straight line. Veatch and Véricourt [201] studies
the scheduling of a two-part-type single-product make-to-stock queue using the model of
Wein [213]. For the case with exponential inter-arrival and production times, it identifies
the necessary and sufficient conditions for a zero-inventory policy to be optimal. Sanajian
et al. [184] is another relevant paper in this literature that compares the performance of the
static FCFS, preemptive, and non-preemptive priority policies for a make-to-stock system
with general production times. It provides conditions under which it is optimal to produce
according to a make-to-order policy. Kim and Van Oyen [138] studies the scheduling of a

make-to-stock manufacturing system with setup and switching costs. Karaesmen et al. [137]
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studies a system with advance order information.

The second stream of literature studies the control of queueing systems; see Stidham
(190, 192] for surveys. Our work is closely related to the literature on the dynamic control
of queueing systems in heavy traffic, pioneered by Harrison [110, 113, 114]. In this stream of
literature, one approximates the queueing system with a Brownian system, which is simpler
to analyze. Early examples of this approach include Harrison and Wein [121], that studies
an optimal sequencing problem for a criss-cross network, and Harrison and Wein [122],
that studies a multiclass two-station closed queueing network. In both cases, the limiting
Brownian models admit pathwise optimal solutions that have straightforward interpretations
in the original problem. Harrison and Wein show that their policies perform well. Since then
many other researchers followed the heavy traffic approach to study manufacturing and
queueing systems; see for example Wein [211, 212, 214], Chevalier and Wein [72], Krichagina
and Wein [142], Reiman and Wein [178], Kumar [144], Bell and Williams [44], Plambeck
et al. [175], Markowitz and Wein [163], Maglaras and Zeevi [161, 162], Plambeck [176], Ward
and Kumar [208], Reed and Ward [177], Ata and Olsen [30], Tezcan and Dai [198], Dai and
Tezcan [80], and Ward and Armony [207].

The heavy traffic approximations often give rise to singular control problems. Harrison
and Taylor [119] considers the problem of minimizing the discounted cost of control plus
linear holding costs while ensuring that inventory stays non-negative. First, the authors
consider a singular control formulation and show that a single-barrier policy is optimal in
this case. The authors also consider a variation where the control is a step function and
a fixed cost is incurred each time the control is exercised. Harrison and Taylor show that
a control band policy is optimal in this case. Harrison et al. [117] consider the impulse
control problem where the system manager can increase (or decrease) the inventory by any
amount by incurring a fixed plus a proportional cost for displacement. The authors show
that a three-parameter control band policy is optimal. Harrison and Taksar [118] considers

a singular control problem that seeks to minimize discounted costs of control that are linear
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and convex holding costs. The authors establish the optimality of a two-sided barrier policy.
Taksar [195] extends the results to the average cost formulation. Dai and Yao [81, 82] extend
the literature by considering a general impulse (and singular) control problem under the
average and discounted cost objectives, respectively. They show that the impulse (singular)
control problem admits a four-parameter control band (two-sided barrier) policy. In a related
problem, Weerasinghe [210] considers a one-dimensional Brownian motion plus a process of
bounded variation, where the controller can control the drift and variance of the Brownian
motion as well as a bounded variation pushing process. The objective is to minimize the
long-run average holding cost plus linear cost of using the bounded variation process. It
is shown that the optimal solution results in a reflected Brownian motion on a bounded
interval.

Control of queueing systems often boils down to admission or service rate control, which
have been tackled either by heavy traffic approximations or Markov decision processes in the
literature. The heavy traffic approximations often result in drift rate control problems for
Brownian models, which we review next. Krichagina and Taksar [141] and Krichagina et al.
[140] study service rate control problems and establish the optimality of threshold-type poli-
cies. An important antecedent of our work is Ata et al. [26], that studies a (one-dimensional)
drift rate control problem of a reflected Brownian motion on a bounded interval. The formu-
lation of Ata et al. [26] is motivated by a service rate control problem in wireless communica-
tion. Under the average cost criterion, the authors derive a closed-form solution. Although
Ata et al. [26] is closely related to our work methodologically, it differs in important ways,
which render its solution technique incapable in our setting: First, its solution technique
hinges on the absence of state costs, whereas our formulation crucially has state costs, i.e,
holding and backlog costs. Second, Ata et al. [26] considers the drift rate control problem
on a bounded interval which simplifies the solution of the Bellman equation considerably. In
contrast, we consider the problem on the entire real line and part of our analysis involves

choosing the discretionary lower and upper reflecting barriers using the smooth pasting
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technique. Third, our problem requires combining the solutions on the negative and positive
parts of the state space in a smooth fashion while the problem studied in Ata et al. [26] does
not involve such intricacies. Ata [19] considers an admission control problem for a multiclass
single-server queueing system as a model of make-to-order production system with due date
leadtimes and builds on Ata et al. [26] methodologically. Its novel feature is that all but one
class are "thin”. Consequently, the admission control problem can be approximated by a
drift-rate control problem in the heavy traffic asymptotic regime. Solving this problem yields
a nested threshold policy as the optimal admission control policy. Another methodologically
relevant paper is Ghosh and Weerasinghe [99], that extends Ata et al. [26] by incorporating
holding costs and allowing the system manager to choose the upper barrier endogenously.
The authors establish that an optimal solution exists and that it can be characterized by
solving the Bellman equation. We build on Ghosh and Weerasinghe [99] by considering a
drift rate control problem on the entire real line and derive an explicit solution by solving
the Bellman equation in closed-form.

Ghosh and Weerasinghe [100] extends the earlier work Ghosh and Weerasinghe [99] by
introducing abandonments. Budhiraja et al. [57] studies the joint admission and service rate
control in a queueing network and constructs asymptotically optimal control policies. Ata
and Tongarlak [34] studies the dynamic scheduling in a multiclass queueing system with
abandonments and general costs of delay. It considers convex, concave, and convex-concave
costs of delay. Its solution to the Brownian control problem yields a non-greedy dynamic
index policy as the optimal scheduling policy. Rubino and Ata [181] and Ghamami and Ward
[98] both study a dynamic scheduling problem for a parallel-server system with abandon-
ments and derive the optimal policy by solving the Bellman equation for the approximating
Brownian control problem. Ghamami and Ward [98] also shows that its proposed policy
is asymptotically optimal for the original system. Cao and Yao [63] studies the joint drift
rate and impulse control for a one-dimensional diffusion process subject to the condition

that the diffusion process must remain non-negative. It shows that the optimal solution
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is a three-parameter control band policy with drift control. Weerasinghe [209] studies the
service rate control of a single class G/M/n + GI queue. The objective is to minimize the
discounted convex cost of service rate control plus linear delay and server idling costs and
linear abandonment cost. It is shown that the solution to the Brownian control problem
is of the feedback type. An asymptotically optimal policy is obtained by interpreting this
solution in the context of the original problem. Ata et al. [28] models the gleaning operation
as a novel queueing system and formulates an approximating drift rate control problem. The
authors derive a nested threshold policy as the optimal staffing policy.

As mentioned above, various authors tackled admission or service rate control problems
using Markov decision processes. Crabill [77] studies the control of an M/M/1 queueing
system with a finite number of service rates. Crabill [78] considers a machine repair problem
where a finite number of failure-prone machines require repair once they fail and the repair
facility can decide the speed of the repair. Stidham and Weber [193] considers the problem of
controlling the arrival and service rate of a queueing system with the objective of minimizing
the total expected cost to reach state zero and shows that the optimal policy is monotone
in the number of customers in the system. George and Harrison [97] studies the service rate
control of a Markovian single-server queue with the objective of minimizing the long-run
average holding cost plus cost-of-effort. It solves for the optimal state-dependent service
rate and shows that the service rate is increasing in the queue length. Ata [18] considers
a service rate control problem for a finite buffer Markovian queue motivated by a wireless
communication application. The objective is to minimize the average service rate cost subject
to an upper bound on the blocking probability. The author solves this problem explicitly,
deriving the optimal service rate in closed-form. Ata and Zachariadis [35] extends this
to multiple queues and channel fading, whereby the cost of service rate is modulated by
a Markov chain. The authors derive the optimal service rates for each buffer, explicitly.
Adusumilli and Hasenbein [7] studies the admission (through rejecting customers) and service

rate control in a single-server queueing system. The authors propose an algorithm to solve
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for the optimal policy that minimizes the long-run average holding cost, service control cost,
and customer rejection cost. Kumar et al. [143] studies the dynamic service rate control of a
single-server queue with a finite-state Markov-modulated Poisson arrival process. It is shown
that the optimal service rate is non-decreasing in the number of customers in the system.

The third stream of literature studies the revenue management and pricing of queueing
and manufacturing systems; see Elmaghraby and Keskinocak [85] and Gallego and Topaloglu
[93] for overviews of this literature. The revenue management of manufacturing systems has
been studied using various techniques. Caldentey and Wein [62] considers a single-product
make-to-stock queue that uses two alternative selling channels: long-term contracts and a
spot market of electronic orders. Under heavy traffic conditions, the problem is approximated
by a diffusion-control problem, and analytical approximations are used to derive an effective
policy. The closest paper to our work in this stream of literature is Celik and Maglaras
[67], that studies the problem of dynamic pricing, lead-time quotation, outsourcing, and
scheduling in a make-to-order manufacturing system. It approximates the original problem
with a drift rate control problem. The solution to the drift rate control problem is used to
propose an effective dynamic control policy. Ata and Olsen [31] is another related paper
that considers the problem of dynamically quoting price and leadtime menus for customers
in a system where two classes of customers compete for a given resource. Customers have
convex—concave delay costs. The authors derive a policy that is asymptotically optimal in
the heavy traffic limit.

Many papers, as done in this chapter, study the revenue management of manufacturing
and queueing systems by mapping them to admission and service rate control problems.
Stidham [191] is among the first papers in this literature. Yoon and Lewis [219] studies
congestion control in a non-stationary queueing system. It is shown that under the infinite
horizon discounted and average reward optimality criteria, for each fixed time, optimal pric-
ing and admission control strategies are non-decreasing in the number of customers in the

system. Vulcano [204] studies the problem of dynamic pricing in a single-class make-to-stock
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queue. The system manager can set the prices and a threshold for the admissible backlog.
For the linear demand model, Vulcano [204] obtains closed-form expressions for the optimal
demand rates, which are then used as an approximate solution to the original problem. An-
other related paper, Xu and Chao [216], studies the production rate control and pricing in a
single-product make-to-stock queueing system. The controller aims to maximize the long-run
average profit, which consists of the sales profit minus holding, backlog, and the linear cost of
production effort. The controller can dynamically choose between a high and a low price and
choose a production rate within a bounded interval. A closed-from solution for the prices is
obtained and an algorithm is proposed to compute the optimal state-dependent price and
production rates. A related paper to this stream of literature is Mendelson [164], that studies
the static pricing of a queueing system with the objective of maximizing social welfare. In a
related setting, Ata and Shneorson [33] studies the problem of dynamic arrival and service
rate control in a state-dependent M/M/1 queueing system with the objective of maximizing
social welfare. Mendelson and Whang [165] extends Mendelson [164] by considering a price
menu design problem where the objective of the controller is to design a mechanism that
is both (socially) optimal and incentive-compatible. Afeche [8] builds on this literature by
considering a price/delay menu design problem with the objective of revenue maximization
for a manufacturing system with two classes of customers. A novel problem formulation
and solution method that combines the achievable region approach with mechanism design
is developed. It is also shown that the work conserving cu rule, known to be delay cost
minimizing, incentive-compatible, and socially optimal, need not be revenue maximizing.
A strategic delay policy may be optimal. Necessary and sufficient conditions for optimal
strategic delay are also identified.

Other related papers in this literature include Ziya et al. [226, 227], Chao and Zhou [68],
Gayon and Dallery [95], and Afeche et al. [9]. Ziya et al. [226] considers the problem of setting
the optimal static price for a G/G/s/m queueing system. A lower bound on the optimal

price is proved and the optimal price expressions for M/M/1/m and M/GI/s/s systems are
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obtained. It is also shown that the optimal prices are monotone in the buffer size. Whether
the prices are increasing or decreasing depends on whether the offered load is above or below
a certain critical threshold. Ziya et al. [227] extends the results of Ziya et al. [226] to the
multiclass case. Gayon and Dallery [95] studies the pricing and production control in a
single-product make-to-stock manufacturing system with lost sales. Afeche et al. [9] studies
revenue-maximizing tariffs that depend on realized leadtimes for a provider serving multiple

time-sensitive customer types.

3.3 Model

This section advances a model of a make-to-stock manufacturing system selling K different
products to price-sensitive customers. We model the manufacturing system as a multiclass
single server queue. Class k products have a general production time distribution with mean
my, and squared coefficient of variation I/gk for k =1,..., K; we refer to p;. = mlgl as the
production rate of class k products. Define m = (my,) and let Si.(t) for k = 1,... K denote
the number of class k£ products manufactured until time ¢ if the system were to continuously
work on class k products up to time t. We model the demand over time as a non-homogeneous
Poisson process whose intensity depends on the prices the system manager charges. To be
specific, demand for product £ arrives according to a non-homogeneous Poisson process with
instantaneous rate \.(t) for t > 0 and k = 1,..., K. That is, the demand for product k up

to time t is

Nk(/ot )‘k<5)d3>7

where N} is a unit rate Poisson process. We assume that for £ = 1,..., K, the processes
Nj. and S}, are independent of each other. Letting A(t) = (Ar(t)) denote the instantaneous
demand rate vector at time ¢, we refer to A = {\(¢) : ¢ > 0} as the instantaneous demand

rate process.
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The system manager chooses the price vector p(t) = (pr(t)) € P for t > 0, where p(¢)

denotes the price of product k£ at time ¢ for K = 1,..., K and P C Rf denotes the set of

1

admissible price vectors." We refer to p = {p(t) : ¢ > 0} as the price process. The price-

sensitivity of demand is captured by a non-negative demand function A that maps the price

vector to an instantaneous demand rate vector. That is,

The set of admissible instantaneous demand rate vectors, denoted by L, is given as follows:
L = {A(p) for some p € P}.
Note that £ C Ri( because A is non-negative by definition. Following Celik and Maglaras

[67], we make the following regularity assumptions on the demand function.

Assumption 5. The demand function A satisfies the following:

(i) It is bounded and continuously differentiable on P.
(i) For each product k =1,..., K, A is strictly decreasing in py. for all p € P.
(iii) The set of admissible instantaneous demand rate vectors L is conved.

(iv) There exists a unique inverse demand function A™' : £ — P that maps each admissible

instantaneous demand rate vector to the price vector that induces it.

We denote the variable cost of manufacturing for product k by ¢ for k =1,..., K and
let 6 = (0;.) denote the associated cost rate vector. Then, we define the profit rate function

7 as follows:

m(z) = /(A1 (z) = §), zr € L.

1. We assume that prices can be changed instantaneously at no cost.
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For simplicity, we make the following regularity assumption on the profit rate function.

Assumption 6. The profit rate function m is twice continuously differentiable on L and has

a negative definite Hessian matriz.

An immediate consequence of Assumption 6 is that the profit rate function is strictly con-
cave. Many common demand functions satisfy Assumptions 5-6; see Talluri and Van Ryzin
[197, Section 7.3.3] for examples.

In what follows, we view the instantaneous demand rate process A\ as the system man-
ager’s control, from which the price process p can be inferred using the inverse demand
function A™1, ie., p(t) = ATL(A(t)) for t > 0. In order to avoid high backorder costs
(due to long wait times), the system manager may outsource (or reject) customer orders
when the backlog of work is judged excessive, thereby incurring outsourcing (or rejection)
costs. We denote the number of class k orders outsourced (or rejected) up to time ¢ by
Op(t) for k = 1,..., K. Then, letting O(t) = (O(t)), we define O = {O(t) : t > 0} to be
K-dimensional outsourcing process. In addition to pricing and outsourcing decisions, the sys-
tem manager makes dynamic scheduling decisions. We allow preemptive-resume scheduling
and focus on head-of-line scheduling policies. Letting 77 (¢) denote the cumulative amount
of time devoted to class k£ until time ¢, the system manager’s dynamic scheduling policy can
be described by a K-dimensional allocation process T' = (7}.). In summary, the dynamic
control policy is denoted by (O, T, \), where O is the outsourcing process, 1" is the allocation
process, and A is the instantaneous demand process.

We let Qp.(t) denote the (possibly negative) number of class k products in inventory
at time ¢. Letting Q(¢) = (Qx(t)), the process @ = {Q(t),t > 0} is called the inventory
process. Assuming the system is empty initially, under policy (O, T, A), the inventory process

Q@ evolves as follows: For k=1,..., K and t > 0,

t
Qu(t) = Su(T0) = Ne( [ As)as) + 0nto) (3.)
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The cumulative idleness process associated with scheduling policy 7" is defined as follows:

K
I(t) =t =Y Ty(t), t>0. (3.2)
k=1

The dynamic control policy (O, T, \) is said to be feasible if it is non-anticipating and

I,0,T are non-decreasing with 1(0) = O(0) = 7'(0) = 0, (3.3)
I,T are continuous, (3.4)
A(t) € L fort > 0. (3.5)

We define the state cost function g, : R — R4 that comprises of holding and backlogging

costs as follows: For k =1,..., K and z € R,

apx, x>0,
qr(z) =

—Brx, <0,

where o, > 0 and 8, > 0 are the per unit holding and backorder cost of class k products,
respectively. We denote the cost associated with outsourcing (or rejecting) a class k order
by v >0for k=1,...,K. Given 7, g, and v for k =1,..., K, we define the cumulative

2

profit process® associated with policy (O, T, ) as follows:

t K K
V() = /o m(A(s))ds — kz::l/o 0 (Qr(s))ds — kZ::leOk(t)a t>0. (3.6)

The first term on the right-hand side of (3.6) is a surrogate for the revenue (minus the
variable costs) obtained from selling the products. This term can be interpreted as the
expected revenue obtained from selling the products; see Plambeck et al. [175], Celik and

Maglaras [67], and Rubino and Ata [181] for similar treatments. The second term captures

2. Since the fixed cost of manufacturing does not depend on the policy, it is excluded from the profit
calculation.
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the holding cost associated with the unsold products and the backorder cost associated with
the unfulfilled orders. The third term is the cost associated with the outsourced orders.
Adopting the long-run average cost criterion, the system manager seeks to find the policy

(O,T, ) so as to

1
maximize liminf ;E[V(t)] subject to (3.1) — (3.5).

t—o00

Unfortunately, this formulation is not analytically tractable. Following Harrison [110,
114], Section 3.4 considers a sequence of closely related systems in the heavy-traffic regime
and formulates the approximating Brownian control problem, which is tractable analytically.

To facilitate the analysis to follow, ignoring the randomness in the system, consider the

following static planning problem: Find the instantaneous demand rate vector A so as to
maximize w(A) subject to A € L. (3.7)

This formulation seeks to maximize the profit rate subject to the constraint A\ € L that
ensures the instantaneous demand rate vector A is achievable. The following assumption is
crucial in deriving the approximating Brownian control problem and states that the profit

maximizing demand rate puts the system in heavy traffic.

Assumption 7 (Balanced Loading Assumption). The static planning problem (3.7) has a

unique optimal solution \* € interior(L). Moreover, Zle Ngmy, = 1.

Since £ C RE . it follows from Assumption 7 that )\Z >0 for k =1,..., K. We refer
to A* as the nominal instantaneous demand rate. This name reflects the fact that \* is
derived from an idealized planning problem in which stochastic variability is suppressed. In
the presence of such variability, it may be desirable for actual instantaneous demand rate to
vary around the nominal rates \* depending on system status, which is the topic of the next

section.
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3.4 Approximating Brownian Control Problem

In Brownian approximations, one considers a sequence of closely related systems indexed by
a parameter n, whose formal limit is the Brownian control problem. We attach a superscript
n to various quantities of interest corresponding to the n-th system in this sequence. The
asymptotic regime we focus on is the one where both the demand and system capacity grow

with n. To be specific, we assume that for all n € N and some 7 € RE.

A"(z) = nA(x), reP, (3.8)

pp = nu + o, k=1,... K. (3.9)
It is straightforward to show using (3.8) that for n € N and x € L,
(A (nz) = AN2) and 7"(nz) = nx(x). (3.10)

It is evident from (3.7) and (3.10) that if the system manager were to ignore the randomness
in the system, thus ignore all congestion-related and backlog-related costs, she would choose
the instantaneous demand rate of nA*. However, in response to the system state, she may
benefit from (dynamic) adjustments to the instantaneous demand rate. Moreover, the system
inventory is of second order relative to the system size in the heavy-traffic asymptotic regime.
Therefore, we focus our attention on instantaneous demand rate vectors of the following form:

For all n € N and some ( : [0,00) — RE,

N(t) = n\* + v/n((1), t>0; (3.11)

see Ata [19], Celik and Maglaras [67], and Ata et al. [28] for similar treatments.
In other words, we study a large balanced-flow system for large n. For such systems,
the inventory and outsourcing processes are expected to be of order y/n. Thus, we scale

them accordingly. To be specific, for ¢ > 0, we define the scaled inventory and outsourcing
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processes as follows:

Q"(t)
NG

and R"(t) = %ﬁf) (3.12)

Z"t) =

For k =1,..., K, let p, = A}/, denote the proportion of time the system should devote
to class k. We define the centered and scaled allocation and the scaled idleness processes for

product £k =1,..., K as follows:

YVii(t) = Vn(pt — T"(t)) and U"(t) = V/nI"(t), t>0. (3.13)

We assume that the outsourcing cost v}, holding cost o}, and backorder cost 3;’ vary with

n as follows: For k=1,... K,

b
\/ﬁ?

T hy,
v = —F=, o = —, and [ =

N N (3.14)

where 7y, hy, and by are given constants. It is then immediate from (3.14) that for k =

1,...,K and z € R,

(3.15)

where

hipx, x>0,
gr(z) =
—bpz, x<O.

Moreover, we define the cumulative cost process as the deviation of the cumulative profit

process V™ from that in the corresponding deterministic system, nw(A*)¢, which is an upper
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bound on system performance. That is,

() = ne(N)t — V" (¢), t>0. (3.16)

In a similar fashion to Harrison [110], Appendix C.2.1 formally derives the approximating
Brownian control problem as n gets large. In the approximating Brownian control problem,
the performance-related processes £, Z", Y™, U", and R" are replaced with their formal

limits &, Z, Y, U, and R, which jointly satisfy the following for ¢ > 0:

¢ K ¢ K
_ /0 C(s) H(s)ds + Z / ok (Zy(s))ds + erm (3.17)
=1
Z(t) = Xp(t) /ck ds — mYplt) + Bp(t),  k=1...K  (3.8)
_ ZYk(t)’ (3.19)
k=1

U, R are nondecreasing with U(0) = R(0) = 0, (3.20)

where H = —V27(\*)/2 and X, = {X},(t),t > 0} are independent Brownian motions with
infinitesimal drift p;n; and infinitesimal variance 0,% = A (1 + VSQk)
Hereafter, we refer to (3.18)-(3.20) as the Brownian formulation and call the adapted

control (R, Y, () admissible if the corresponding state process Z satisfies

Z(t
limsup ———— EllZl] = 0, (3.21)
t—00 t
where || - || denotes the Euclidean norm. The approximating Brownian Control Problem

(BCP) can now be stated as follows: Choose the adapted control (R,Y, () to

1
minimize limsup ;E[f(t)] subject to (3.17) — (3.21). (3.22)

t—00

As mentioned earlier, we consider a sequence of closely related systems indexed by n,
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whose formal limit is the Brownian control problem. The original control problem can
be viewed as a specific element of this sequence of problems, which is determined by the
particular choice of the system parameter n. Therefore, the final step in the Brownian ap-
proximation is to choose a system parameter n, which will be used to unscale the processes.
The underlying assumption of the Brownian approximation is that the production and in-
stantaneous demand rates (for the original problem of interest modeled in Section 3.3) are
large enough so that various (scaled) processes of the original system can be approximated
by the corresponding processes of the Brownian control problem. Eventually, one uses the
same system parameter to interpret the solution to the Brownian control problem in the
context of the original control problem.

We conclude this section by discussing the dynamic pricing policy prescribed by the
BCP (3.22). Recall from (3.11) that the instantancous demand rate A"(t) is of the form
A (t) = nA\* + /n(t). Tt follows from Equation (3.8) and the one-to-one correspondence
between the instantaneous demand rate process and the price process that the proposed
price process in the n-th system is equal to the nominal price vector, A'l()\*), plus a term

of order 1/y/n. To be specific, we have that

VAT (1)

p(E) = AT + Jn

t>0, (3.23)

where VA'l()\*) denotes the Jacobian of A™! evaluated at A*; see Appendix C.2.2 for a

derivation of (3.23).

3.5 Equivalent Workload Formulation

Although the Brownian control problem advanced in Section 3.4 is much simpler than the
original control problem it approximates, its solution is not easy since it is a multidimensional
control problem. This section develops a one-dimensional formulation that is equivalent to

the Brownian control problem and is considerably more tractable. To this end, we define
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the one-dimensional workload process W as follows:

K
W(t) =Y mpZy(t), t>0, (3.24)
k=1

which represents the total (scaled) inventory (or backlog) in the system at time ¢ measured

in hours of total work for the server. Pre-multiplying Equation (3.18) by m’ gives
t
W(t) = B(t) — / O(s)ds — U(t) + L(t), t>0,
0

that describes the evolution of the workload process, where for ¢t > 0,

K K K K
B(t) =Y mpXp(t), 0() =Y mpGe(t), Ut) =D Yi(t), L(t) =) mypRp(t). (3.25)
k=1 k=1 k=1 k=1

We refer to L = {L(t) : t > 0} as the effective outsourcing process and refer to 8 = {0(¢) :
t > 0} as the effective drift rate control process. One can interpret U(t) as the cumulative
(scaled) idleness by time ¢ and interpret L(t) as the cumulative (scaled) amount of work
outsourced by time ¢. Defining the indices j* and [* as

h b
j*:argmin{—k:kal,...,[(} and l*:argmin{—k:kzl,...,[(},
mp, mg

we let h* = hjx/mjx and b* = bjx/my» and define the effective holding cost function as
follows: For w € R,
h*w, w >0,
h(w) = (3.26)
—b*w, w < 0.
The effective holding cost function h can be interpreted as the state cost associated with the
following policy: If workload is positive, it is held as inventory of product j*, the cheapest

product to hold inventory per unit of work. If workload is negative, it is held as backordered
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requests of product [*, the cheapest product to have backordered requests per unit of work;
see Wein [213] for a similar interpretation. Also, define the effective outsourcing cost and

the corresponding class as follows:

T argmin{r—k:k‘zl,...,[(} and Kk =

(3.27)
mp,

The effective outsourcing cost « is the outsourcing cost associated with the greedy outsourc-
ing policy that only outsources product *, which is the cheapest product to outsource in the
sense that it has the minimal outsourcing cost per unit of work outsourced. Moreover, we
define the cost function ¢(x) associated with the effective drift rate = and the corresponding

optimal drift rate vector (*(z) as follows: For x € R,
. / R K * o . / R K
c(a:)—mln{CHC.m(—x,CER } and C(x)—argmm{CHC.mC—x,CER }

The next lemma provides closed-form expressions for ¢ and (*.

H'm

2 d c* _
x and (*(z) o

L 7. F R h that = —F—
emma or x € R, we have that c(x) -

The Equivalent Workload Formulation (EWF) is then formulated as follows: Choose the

adapted control (L, U, 0) to

N L ! !
minimize llgsolép ;E[/O c(0(s))ds + /0 h(W(s))ds + IiL(t)] (3.28)
subject to
t
W(t) = B(t) — /0 0(s)ds — U(t) + L(t), (3.29)
L,U are nondecreasing with L(0) = U(0) =0, (3.30)

where B is a Brownian motion with infinitesimal drift p = Zé(:l mpprMe and infinitesimal

variance o2 = Zé(:l m%az. We call the adapted control (L, U, #) admissible if it satisfies
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(3.29)-(3.30) and

s BV (O]
t—r00 t

= 0. (3.31)

We refer to W as the workload process associated with control (L,U,#). Proposition 5
establishes the equivalence of the EWF (3.28)-(3.30) and the BCP (3.22). As a preliminary

to Proposition 5, we define the optimal workload configuration (or, the lifting map) A : R —

RE by
mﬂk, if k= 4% and w > 0,
Ap(w) = g7, it k= 1* and w < 0, (3.32)
0, otherwise,
for k =1,..., K. The optimal workload configuration distributes the workload as follows:

If workload is positive, it is held as inventory of product j*, the cheapest product to hold
inventory per unit of work. If workload is negative, it is held as backordered requests of

product [*, the cheapest product to have backordered requests per unit of work.

Proposition 5. The EWF (3.28)-(5.30) is equivalent to the BCP (3.22) in the following
sense:

(i) Suppose that (R,Y,() is an admissible control for the BCP (3.22) with Brownian mo-
tion X and state process Z. Then (L, U, 0) defined by (3.19) and (3.25) is an admissible
control for the EWF (3.28)-(5.30) with Brownian motion B given by (3.25) and state
process W given by (3.24). Moreover, the cost of control (L,U,0) for the EWF (3.28)-
(3.30) is less than or equal to the cost of control (R,Y,() for the BCP (3.22).

(ii) Suppose that (L, U, 0) is an admissible control for the EWF (3.28)-(3.30) with Brownian
motion B and state process W. Then, there exists a Brownian motion X that satisfies
(3.25). Furthermore, there exists (R,Y,() that is an admissible control for the BCP

(8.22) with Brownian motion X and state process {A(W(t)) : t > 0}, where A is given
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by (3.32). These two policies have the same cost.

3.6 Solution to the Equivalent Workload Formulation

In this section, we propose an optimal solution to the EWF (3.28)-(3.30). To minimize
technical complexity, we restrict our attention to stationary Markov control policies. That
is, the (effective) drift rate 6(¢) chosen at any time ¢ is assumed to depend on past history
only through the workload W (t) at time ¢. To reflect this assumption, in what follows, we
write (W (t)) as opposed to 6(t). The optimal outsourcing and idling policies we derive can

be viewed as a barrier policy, which we define in Section 3.6.1.

3.6.1 Barrier Policies

Following Harrison [115, Section 7.7], we define a barrier policy as follows.

Definition 4 (Barrier Policy). Given policy parameters l,u € R with | < u, we call (L, U, 0)
a barrier policy if it is an admissible control for the EWF (3.28)-(3.30), and it satisfies
Wi(t) € [l,ul,

t t
/0 1y (s dL(s) = 0 and /0 L o)eaydU(s) = 0, £20. (3.3

Processes L and U enforce the lower and upper reflecting barriers at [ and u, respectively.
Let C?[l,u] denote the space of functions f : [,u] — R that are twice continuously differen-
tiable up to the boundary (i.e., f is twice continuously differentiable on the interior of the
interval, and its first and second derivatives both approach finite limits at the end points).

For a given real-valued function 6(-), define the differential operator Ij as follows:

Lf(w) = 502" (w) + uf (@) - 6w)f (W), w e (,u)
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Consider v € R and f € C?([l,u]) and assume that they jointly satisfy
L f(w) + ¢(0(w)) + h(w) =7, we (Lu), (3.34)
subject to the boundary conditions
f'()) = =k and f'(u) = 0. (3.35)

Proposition 6 provides a useful identity and will help motivate the Bellman equation; see

Appendix C.3 for its proof.

Proposition 6. Consider the barrier policy (L,U,0) with a lower barrier at | and an upper

barrier at u. If v € R and f € 02([l, ul) jointly satisfy (3.34)-(3.35), then

t—00

t t
lim 11@[ /0 c(O(W (s)))ds + /O h(W (s))ds + kL(t)| = .

3.6.2 Bellman Equation

Proposition 6 and the smooth pasting arguments (see e.g., Harrison [115, Section 7.7]) mo-

tivate the following Bellman equation: find [, u,v € R and f € 02([l, u]) that satisfy

min {302/ (w) + uf'(w) = af () + c(z) + hw)} = 7 welu),  (3.30)

subject to the boundary conditions
f'()= -k and f'(u) =0, (3.37)
and the smooth pasting conditions

f"()=0 and f"(u) = 0. (3.38)
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Motivated by Proposition 6, we interpret v as a guess at the minimum average cost and
interpret [ and u as the lower and upper reflecting barriers to be imposed on the workload
process. The unknown function f is often called the relative value function in average cost
dynamic programming.

The Bellman equation is introduced primarily to motivate our solution approach; the
properties of the Bellman equation that we require will be proved from first principles.
We shall develop an explicit solution (I, u,~, f) for this Bellman equation, and define the
candidate policy as the one that chooses in each state w the (effective) drift rate 0(w) equal
to the minimizer x in (3.36). Then, we will prove that this candidate policy is optimal.

As a preliminary to analyzing (3.36)-(3.38), following Ata et al. [26, Section 2|, define

the convex conjugate ¢ of ¢, and its derivative as follows:

¢(y) = sup {yz —c(z)} and (y) = argmax {yz —c(z)}, yeR. (3.39)
reR reR

The following lemma provides closed-form expressions for ¢ and .

Lemma 8. Fory € R, we have that

/H—I IH—I
d(y) :¥y2 and  Y(y) = %y (3.40)

Since Equation (3.36) does not involve the unknown function f itself, it is really a first-
order equation. Setting v(w) = f/(w) and recalling the definition (3.39), we can rewrite

(3.36) as
%a%'(w) + po(w) + h(w) = ¢(v(w)) = v, we (Lu). (3.41)

Then, using Lemma 8 and rearranging the terms in (3.41), we rewrite the Bellman equation
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as follows: find [,u,v € R and v € C’l[l, u] that satisfy®

m!' HYm 2(w) — 2—Mv(w) N 2(y — h(w))

v (w) = 52 g = . w € (lu), (3.42)

subject to the boundary conditions
v(l)=—k and wv(u) = 0, (3.43)

and the smooth pasting conditions
V(1) =0 and o'(u) = 0. (3.44)

Equation (3.42) is a Riccati equation; see Appendix C.1 for a brief overview of Riccati

equations.

3.6.3 Solution to the Bellman Equation

To solve the Bellman equation, we proceed in three steps. First, we use the boundary
and smooth pasting conditions (3.43)-(3.44) to express [, u in terms of v and show that
[ < 0 < u. Second, for each v, we solve Equation (3.42) on [l,0] and [0, u|, separately. This
step exploits the special structure of the Bellman equation, i.e., the solution of the Riccati
equation. Finally, we use the desired continuity of v(w) at w = 0 to pin down 7, which
completes the solution of the Bellman equation.

To this end, we substitute v(l) = —x and v/(I) = 0 into Equation (3.42) for w = [ to
obtain

m'H m
— K"

0 (3.45)

v =h(l) = px —

3. Note that C'[l,u] denotes the space of functions v : [I,u] — R that are continuously differentiable up
to the boundary (i.e., v is continuously differentiable on the interior of the interval, and its first derivative
approaches finite limits at the end points).

122



Similarly, substituting v(u) = v'(u) = 0 into Equation (3.42) for w = u gives
v = h(u). (3.46)

Combining (3.45) and (3.46) gives

h(u) = h(l) — pux — m}{%mz (3.47)

The next result uses Equations (3.45)-(3.47) to obtain useful structural insights.

Lemma 9. Assume l,u,y € R and v € CY([l,u)) jointly satisfy (3.42)-(3.44). Then, we
have that v > 0 and
-1 /H—]
l:b—*(7+pm+¥/{2)<0 and u:%>0. (3.48)
Next, we split the analysis of the Bellman equation (3.42)-(3.44) into two sub-intervals:
[1,0] and [0, u]. We fix 7 and solve the Bellman equation (3.42)-(3.44) on each sub-interval,
separately. Then, we use the continuity of v at zero to pin down ~. To do so, fix v > 0 and

define?

-1 /H—l
lyzb—*(’y+ﬂl€+%ﬁ2)<o and uyz%zo.

Substituting (3.45) into (3.42) and focusing on the interval (I, 0] yields the following:

2<h(lv) - h(w))
2 Y

v (w) = m;{% (v2(w) - n2) - i—'g(v(w) + k) +

w € (1,,0], (3.49)

g

4. Although Lemma 9 proves that the average cost parameter 7 that solves the Bellman equation (3.42)-
(3.44) is strictly positive, we do not assume this apriori and allow v > 0 for mathematical convenience.
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subject to the boundary condition

v(ly) = —k. (3.50)

It is straightforward to verify by substituting (3.50) into (3.49) for w = [ that the solution
to (3.49)-(3.50) satisfies the smooth pasting condition v/(ly) = 0.

Similarly, substituting (3.46) into (3.42) and focusing on the interval [0, u~) yields the fol-

lowing;:
"H1 2 2(h —h
o (w) = 02 w) - L) + (h{) . W) e 10, ) (3.51)
20 o o
subject to the boundary condition
v(uy) = 0. (3.52)

It is again straightforward to verify by substituting (3.52) into (3.51) for w = u, that the
solution to (3.51)-(3.52) satisfies the smooth pasting condition v'(u) = 0.

It is straightforward to show that (3.49)-(3.50) has a unique continuously differentiable
solution, denoted by vy : [ly,0] — R for each v > 0. Similarly, for v > 0, (3.51)-(3.52) has a
unique continuously differentiable solution, denoted by vf; 0, uy] — R.? Lemma 10 shows
that v (0) is strictly increasing in  and v3(0) is strictly decreasing in v; see Appendix C.3

for its proof.
Lemma 10. We have the following:

(i) v3(0) is continuous and strictly increasing in v with vy(0) < 0 and 7lgréo v5(0) = oo.

.. + . . . . . . + . . + _
(ii) v}(0) is continuous and strictly decreasing in v with vj(0) = 0 and 7lgréo v}(0) = —oo.

5. Equations (3.49)-(3.50) and (3.51)-(3.52) belong to a class of Riccati differential equations that admits
unique C* solutions; see e.g., Zaitsev and Polyanin [221, Section 1.2.2].
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The following corollary is immediate from Lemma 10 and the unique 7y characterized in
the corollary is illustrated in Figure 3.1. Corollary 3 is crucially used in solving the Bellman

equation (3.42)-(3.44).
Corollary 3. There ezists a unique v* such that U (0) = U:;*(O).

As mentioned earlier, Equations (3.49)-(3.50) and (3.51)-(3.52) both fall in the class of

Riccati differential equations; e.g., see Zaitsev and Polyanin [221, Section 1.2]. Next, we use

the structure of the Riccati differential equations to obtain closed-form expressions for vy

and v;. To facilitate our analysis, define Ai: R — R and Bi : R — R as

1 o0
Ai(w) = —/ cos(%x?’—i—xw)dx, w € R.
™ Jo
: I 13 (13
Bi(w) = —/ (cos(—ga” + zw) + sin(52° 4+ zw))dr, w € R.
m™Jo

Functions Ai and Bi are referred to as the Airy functions of the first and second kind,
respectively. The Airy functions of the first and second kind are depicted in Figure 3.2.

The Airy functions oscillate on (—oco,0) and are monotone on (0,00).5 As a preliminary to

6. The Airy functions can be expressed in terms of the Bessel functions and the modified Bessel functions
of order 1/3; see e.g., Abramowitz and Stegun [4, Section 10.4].
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discussing closed-form expressions for v5 and U , define the functions

zZ(w) = (m/H'lmb*02)_2/3 (,u2 —m/H'm (b'w + b1y + 7)), w e 0,1y

Z(w) = (m/H'lmh*UQ)_2/3 (pQ —m/H'mh*w), w € [0,u].

Similarly, define the constants

¢ _ Bi(2(0)) + Bi(2(0)) (m! H'mb*o?) =13 (3m! H'mk + p)
Ai(2(0))BY'(2(0)) — AT'(2(0))Bi(2(0))
¢, — TAVCE(0) = ACO) 0 B mbo?) 5 (Gl Hot s + )
Ai(2(0))BI'(2(0)) — AV(2(0))Bi(2(0))
&, = BIC(O) ~ BICO) (/B i) 1y
Ai(2(0))BY (2(0)) — AV(2(0))Bi(2(0))
&, = “ATEO) + AGO) (' H mive?)
Ai(2(0))BY(2(0)) — AT (2(0))Bi(2(0))

and define the functions

g(w) = Cy exp(—pw/a?) Ai(2(w)) + Cy exp(—pw/o?) Bi(2(w)), w € [0,~1y]

§(w) = Cyexp(uw/o?) Ai(2(w)) + Cyexp(pw/o?) Bi(2(w)), w € [0,u,].

Lemma 11 provides closed-form expressions for Uy and v; in terms of the Airy functions; see

Appendix C.3 for its proof.

Lemma 11. We have the following closed form solutions for v. and v;:

202 §'(w—1 ~)
vy(w) = m/Hm g(w w — ly)
20> ?Ql(u'y —w)

7 0 .

m'H"m (b — w)b‘} € 10,ur]

w e [Z’Yv O]

U;(’LU) =

The parameter v*, characterized in Corollary 3, can be computed using the closed-form

expressions for vy and v provided in Lemma 11. By Lemma 10, this computation can be
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done using a simple line search. Given ~*, we define

*(w), w € [Z’Y*’O]’

v(w) = (3.53)

=+ =21

vi(w),  w e (0,uqp].

Proposition 7 shows that (lv*,u,y*,fy*,v) is the unique solution to the Bellman equation

(3.42)-(3.44); see Appendix C.3 for its proof.

Proposition 7. The function v is non-positive, strictly increasing, and continuously dif-

ferentiable on [lyx, ux]. Moreover, (lyx,ux,v*,v) is the unique solution to (3.42)-(3.44).

To solve the Bellman equation (3.36)-(3.38), define
w
f(z) = / v(x)de, W E [l U], (3.54)
e
where v is given by (3.53). The following corollary provides the unique solution to the

Bellman equation (3.36)-(3.38).

Corollary 4. The function f is strictly decreasing, strictly convex, and twice continuously
differentiable. Moreover, (ly*,uv*,y*,f) solves the Bellman equation (3.36) subject to the
boundary condition (3.37) and the smooth pasting condition (3.38). Furthermore, f is unique

up to an additive constant.

3.6.4 Candidate Policy and Its Optimality for the Equivalent Workload

Formulation

Our candidate policy is the barrier policy with the lower barrier at [+, the upper barrier

at uyx, and the (effective) drift rate that is the minimizer of the left-hand side of Equation
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(3.36) at every w € [lyx, u,x], i.e.,
= —U(ZU), w e [lfy*,u,y*], (355)

where v is given by (3.53). The candidate policy is stationary and its (effective) drift rate
is non-positive, continuous, and strictly increasing in the workload. Under the candidate
policy, the workload process W evolves as a diffusion process with a strictly increasing
state-dependent drift rate and reflecting barriers at [y« and u.+. Theorem 2 shows that the

candidate policy is optimal for the EWF (3.28)-(3.30); see Appendix C.3 for its proof.

Theorem 2. The barrier policy with the lower barrier at lyx, the upper barrier at u,x, and
the (effective) drift rate control 0(-) given by (3.55) is optimal for the EWF (3.28)-(3.30)

and it has a long-run average cost of v*.

3.7 Proposed Policy and Its Performance

This section proposes a dynamic control policy for the problem introduced in Section 3.3
by interpreting the solution to the EWF (3.28)-(3.30) in the context of the original control
problem. The proposed policy has three components: pricing, outsourcing, and scheduling.
To describe the policy, recall that we consider a sequence of systems indexed by n, whose
formal limit is the BCP (3.22). The original control problem introduced in Section 3.3
is a specific element of this sequence of problems, which is determined by the particular
choice of n. Therefore, in order to describe the proposed policy, first, we need to choose the
system parameter n that will be used to unscale the processes of interest. Given n, define
W = {W(t) : t > 0} as the unscaled, or nominal, workload process associated with the

control problem introduced in Section 3.3. To be specific, W(t) = Zszl myQp(t) for t > 0.
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Pricing Policy. Given the nominal workload process W, we choose the price vector

VAT (\*) H'm

p(t) = AT + N 5 v (Ly*V ( NG Atiys)),

t>0, (3.56)

where v is given by (3.53) and VA1 (A*) denotes the Jacobian of A™! evaluated at \*.

This pricing policy follows from Theorem 2, Lemma 7, and Equation (3.23). The term
LV ((W(t)/y/n) Aunx), which projects W(t) /y/n onto [lyx, u+], enables us to prescribe a price
for any value of the nominal workload process. Note that although the workload process
W in the equivalent workload formulation lives in [l «, 1+, the scaled nominal workload
process W(t)/y/n in the original control problem may leave the interval [l «,u.¥, albeit
with vanishing likelihood as the system gets large. Recall that the optimal effective drift
rate control € is non-positive and strictly increasing in the workload. Thus, our proposed
pricing policy induces an effective demand rate Zl?:l A (t)my, that is strictly increasing in

the workload and less than or equal to Zé(:l Ay, = 1.

Outsourcing Policy. Outsource orders of product i* when the nominal workload W is
less than or equal to the outsourcing threshold I" = /nlx < 0.

The optimal solution to the EWF (3.28)-(3.30) imposes a lower barrier on the workload
process W at [y« using the effective outsourcing process L. We interpret this in the context
of the original control problem as stated above. The intuition behind this policy is that
when the backlog is so large that W < ", it is worthwhile to outsource orders as opposed
to letting the backlog grow further. Furthermore, the system manager only outsources the
”cheapest” product, i.e., product i*; see Equation (3.27).

The approximating Brownian control problem sets all but one of the inventory levels to
zero (whenever the total workload is positive). As articulated in Harrison [111], the zeros in
the Brownian control problem correspond to positive but small inventory levels, e.g., safety
stocks, for further details see Harrison [111, 112], Harrison and Loépez [116], Maglaras [160],
and Ata and Kumar [27]. Therefore, as is customary in the heavy traffic literature, we will
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put small safety stocks in various buffers. The safety stock for buffer k is denoted by sj. for

k=1,..., K, the values s; can be calibrated via simulation as done in Wein [213].

Scheduling Policy. Interpreting the solution to the equivalent workload formulation in the
context of the original control problem, we propose idling the server whenever the nominal
workload W exceeds the idling threshold u" = /nu,x and Q} > sp for k = 1,... K.
Whenever the server is working, it first prioritizes those products for which Q’Ig < s, le.,
the inventory is below the safety stock. Among such products, the system manager prioritizes
them in the descending order of by, /my,. Finally, if Q) > sj forallk =1,..., K and W < u",
i.e., the server is working, then the server focuses solely on product j*, i.e., the cheapest
product to hold in inventory.

Next, we consider an example that illustrates the effectiveness of the proposed policy.
Following Wein [213, Section 10], we consider a manufacturing system with K = 3 products.
We assume the production times are exponentially distributed with production rates pu; =
100, po = 100/2, and pug = 100/3; the production rates in our example are hundred times the
corresponding values in Wein [213]. Following Wein [213], we take the holding and backorder
costs to be a1 = ag = ag = 1 and 1 = fB9 = (3 = 2, respectively. We take the outsourcing
costs to be higher but in the same order as the holding and backorder costs. To be specific,
we take v; = 19 = v3 = 3. Following Celik and Maglaras [67], we use a multinomial logit
demand model. We assume customers arrive according to a Poisson process with rate 100

and choose to order product k with probability

exp(ay, — dipg(t))
1+ 53 expla; — dipi(t))

P(Ordering Product k) =

Y

where a; = 1.87, ap = 2.46, a3 = 0.13, d; = 1, do = 2, and d3 = 1/2. The nominal instan-
taneous demand rate under this demand model is A* = (30, 15,10) and the corresponding
average server utilization is 2%21 %/ = 0.9. Demand model primitives aj, and dj, are

chosen such that the nominal instantaneous demand rate \* is 100 times the demand rate
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in Wein [213].7

We take the system parameter to be n = 100. As done by Wein [213], for simplicity,
we focus on safety stock parameters of the form s = s9 = s3. Throughout the simulation
study, we observe that the optimal (common) safety stock parameter is s1 = s9 = s3 = 1.
Table 3.1 reports the simulation results. Our proposed policy is compared against two other
policies. The first policy is the optimal joint dynamic pricing, outsourcing, and scheduling
policy that is computed using the dynamic programming approach numerically. The second
policy, indicated by ”Static Policy”, uses the static price A'l()\*) alongside the outsourcing
and scheduling policies proposed in Section 3.7. Each policy is simulated 100 times for 106
time units starting from an initial inventory of zero. In order to assess the steady state
performance of the system, the initial 20% of each run is discarded. The values inside
the parenthesis in Table 3.1 indicate the 95% confidence interval. Table 3.1 shows that
the dynamic pricing policy is effective and has a small optimality gap. Moreover, the gap
between the static policy and the proposed policy (that uses dynamic prices) is substantial,
which highlights the value of dynamic pricing.

Table 3.1: Simulation output.

Profit (per unit of time) Optimality Gap

Utilization Static Policy Proposed Policy Optimal Policy Static Policy Proposed Policy

0.90 116.75 (£0.03)  120.66 (40.03) 122.72 4.86% 1.68%
0.95 114.04 (£0.03)  120.03 (+£0.03) 122.09 6.82% 1.69%
0.97 113.00 (£0.03)  119.74 (+£0.03) 121.82 7.24% 1.70%
0.99 112.14 (£0.03)  119.25 (+0.03) 121.54 7.73% 1.88%

Next, we decrease the production rates with the same factor to achieve server utilization
values of 0.95, 0.97, and 0.99. Table 3.1 shows that the gap between the static and proposed
policies grows with utilization, which shows that the value of dynamic pricing increases with

the utilization of the system.

7. These values of A} and py for k = 1,2,3 are consistent with Wein [213] in the heavy traffic limit,
because Wein [213] scales time by n = 100 to arrive at the approximating Brownian control problem whereas
we scale the instantaneous demand and service rates by n = 100.
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Finally, to gain a better understanding of the parameters impacting the optimality gap
of the static and proposed policies, we take the demand parameters d; = d, do = 2d, and
d3 = d/2, where d is a tunable parameter. Tables 3.2 and 3.3 depict the impact of d and
the (common) outsourcing cost on the optimality gap of the static and proposed policies,
respectively. In these simulations, server utilization is maintained at 0.90. We observe that
as the price sensitivity of demand increases the proposed policy significantly outperforms the
static one, although both their performances degrade relative to the optimal policy computed
numerically by dynamic programming. Moreover, the gap between the static and proposed
policies grows with the outsourcing cost, which shows that the dynamic pricing policy is
more effective when the outsourcing cost is higher since dynamic pricing can decrease the

chances of an outsourcing event by reducing the effective demand rate when backlog is high.

Table 3.2: Opt. gap of the static policy. Table 3.3: Opt. gap of the proposed policy.

Outsourcing Cost Outsourcing Cost
d 1 2 3 4 d 1 2 3 4
1 1.69% 3.32% 4.86%  6.01% 1 1.27% 1.64% 1.68% 1.69%
2 4.48% 10.19% 14.45% 16.31% 2 2.50% 3.12% 3.12% 3.13%
3 8.12% 18.19% 24.49% 24.98% 3 3.81% 4.30% 4.30% 4.30%

Table 3.4: Optimality gaps.

3.8 Concluding Remarks

This chapter studies the joint dynamic pricing, outsourcing, and scheduling of a multiclass
make-to-stock manufacturing system. By considering the manufacturing system under the
heavy traffic regime, an approximating Brownian control problem is obtained. It is shown
that the Brownian control problem is equivalent to a one-dimensional workload formulation,
whose state process, the workload process, represents the total (scaled) inventory (or backlog)

in the system measured in hours of total work for the manufacturing system. The optimal
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solution to the equivalent workload formulation is a two-sided barrier policy with state-
dependent drift rate. Outsourcing and idling processes are used to keep the workload process
between the lower and upper reflecting barriers. Between the two barriers, a state-dependent
drift rate is used to control the workload process. By interpreting this solution in the context
of the original problem, a dynamic pricing, outsourcing, and scheduling policy is proposed for
the manufacturing system. It is demonstrated through a simulation study that the proposed
policy performs well compared to the optimal control policy.

Although this chapter focuses on a make-to-stock manufacturing system with backlogged
orders, its solution technique can be easily adapted to the lost sales case by imposing an
exogenous lower reflecting barrier at zero on the workload process. Letting x denote the
(effective) lost sales cost in the workload formulation, the Bellman equation would be: find
u,y € R and f € C?([0,u]) that satisfy Equation (3.36) for w € (0,u) subject to the
boundary conditions f/(0) = —x and f’(u) = 0 and the smooth pasting condition f”(u) =
0.8 As done in Section 3.6.2, the Bellman equation can be equivalently written in terms of
u,y € R and v € CH0,u). Then, uy and vy : [0,u4] — R can be defined for each v > 0
as done in Section 3.6.3. It is straightforward to characterize v, as done in Lemma 11,
argue that 7* is the unique solution to v,«(0) = —#, and show that the optimal policy is
characterized by (u*,7*, v4*). This two-sided barrier policy with drift rate control can then
be interpreted in the context of the original control problem to obtain an effective dynamic
control policy for the manufacturing system with lost sales as done above for the backlog

case.

8. Note that since the lower reflecting barrier is exogenous, no smooth pasting condition is needed for it.
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APPENDIX A
APPENDIX OF CHAPTER 1

A.1 Node Definitions

This section discusses the procedure used to draw the boundaries of the nodes in Figure A.3.
We use the approach commonly referred to as regionalization/districting (e.g., see Duque
et al. [84]). In this approach, one starts with a set of small districts and aggregates them
to create nodes of appropriate size. We use 2010 census tracts! as districts in our analysis
and use a MIP (Mixed Integer Program) to aggregate the census tracts into nodes. Census
tracts are permanent statistical subdivisions of a county defined by the United States Census
Bureau and used in many statistical spatial analyses that require this level of granularity.
NYC consists of 2166 census tracts of various shapes and sizes.2 We limit our analysis to
the 488 census tracts that have a minimum of one customer per street mile per day and are
not isolated from the rest of the cluster (except for JFK airport). These census tracts cover

99.42% of the pick-ups in NYC between January 2010 and December 2013.

Objective. One of the assumptions used in the matching model introduced in Section 1.3
is that customers are uniformly distributed within the node. Therefore, we would like the
census tracts that are aggregated to create a node to share similar demand densities (we
use the number of pick-ups as a proxy for demand). We would also like the nodes to satisfy
certain spatial contiguity, shape, and demand constraints. Specifically, we would like to avoid
isolated census tracts in a node, avoid long and narrow nodes, and ensure a minimum number
of pick-ups in each node. Moreover, we would like the number of regions (the only notion of

node size in the matching model; see Section 1.3) in the nodes to show little variation across

1. Census tracts should not be confused with the regions discussed in Section 1.3. Regions are defined
in the matching section of this dissertation to model the search of taxi drivers for customers within a node.
Census tracts, however, are permanent subdivisions of a county defined by the US Census Bureau that
provide a stable set of geographic units for the presentation of statistical data.

2. See https://data.cityofnewyork.us/City- Government /2010- Census- Tracts /fxpg-c8ku/data.
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the city. This prevents the size of nodes from being a factor in the relocation decisions of
the taxi drivers. We aim to achieve this goal by ensuring that the street miles in a node are
such that it takes a taxi between ¢ and 7 hours to search all the streets in the node.? Due to
the significant spatial variation in the average traffic speed and density of pick-ups in NYC,
we divide the city into six zones; see Figure A.1 for the boundaries of the zones. These zones
correspond to i) downtown /lower Manhattan (south of 14th street), ii) midtown Manhattan
(14th street to 59th street), iii) central park area (59th street to about 110th street excluding
central park), iv) upper Manhattan (north of 110th street to Inwood),* v) Brooklyn, and vi)
Queens (excluding La Guardia and JFK airports). The average traffic speed and the density

of pick-ups in each zone are presented in Table A.1.

Formulation. Next, we discuss the formulation we use to aggregate the census tracts
in a fixed zone into nodes whilst satisfying the aforementioned conditions. We start by
introducing the notation. Then, we proceed to the formulation and discuss each constraint
in detail. This formulation is conceptually similar to the formulation used in Gentry et al.
[96]. Let (V¢ E€) denote the graph of the census tracts that we would like to aggregate into
nodes, where (i,7) ¢ £¢ and for ¢ # j, (i,7) € E° if census tracts ¢ and j share a border (of
positive length). Let A¢ denote the adjacency matrix of the graph, i.e, Afj =1if (4,j) € &°
and zero otherwise.

We would like the census tracts that will be aggregated into a node to be physically close
to each other, i.e., we would like to avoid long and narrow nodes if possible. Therefore, we
use an approach similar to Gentry et al. [96] and choose a census tract as the center of each

node and assign each census tract to the node whose center is physically closer to it. To

that end, let z; be a binary decision variable such that z; is equal to one if census tract ¢

3. The lower bound ensures that nodes are sufficiently large for computational tractability of the equilib-
rium. The upper bound helps avoid long travel times between adjacent nodes. Long travel times on adjacent
nodes create an unintended incentive for taxi drivers to stay in their current node and avoid relocation due
to the opportunity cost of long travels.

4. For further information on Manhattan zones, see https://www.nybits.com/manhattan.
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is chosen as the center of a node and zero otherwise. Let z;; be a binary variable that is
equal to one if census tract ¢ is assigned to the node whose center is census tract j and let
yj be a non-negative decision variable that denotes the maximum variation in the density
of pick-ups (pick-ups per mile) across the census tracts assigned to the node whose center is
census tract j. If census tract j is not the center of a node, y; = 0.

Denote the average number of pick-ups per period in census tract ¢ by D; and the street
miles of this census tract by ;. Similarly, denote the lower bound on the number of pick-
ups per period in a node by D and the lower and upper bounds on the street miles in a
node by S and S, respectively. Let 51']' denote the distance between the geometric centers
of census tracts ¢ and j and Sijk =1if &j < Szk and zero otherwise. Also, let § denote the
maximum allowable distance between the census tracts assigned to a node. We use a ¢ that

is equivalent to 10 minutes of travel in the zone.
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The optimal node definition is the solution to

minimize g Yj
T,Y,2

jeVe
subject to Z D;xij > Dz; for all j,
1e)°
Z S; Zij < ng for all j,
1eVe
Z S; Tij 2 §Zj for all j,
1eVe
5> 6, (xij + g — 1) for all 7, j, k,
Z A]cﬂ-xkj > xij for all ¢ 75 j,
keye
Z 5ZJk Zik S 1-— Zj fOI‘ all ’i,j,
keye
Z Tij =1 for all 4,
jeve
Tij < 25 for all 4, j,
Di Dy o
y~2‘———<x--+$k‘—1> for all 4, 5, k
J Si Sk 1 J
Tij, % € {0,1}, yj >0 for all 7, 5.

(POD)

(POc)

(POd)

(POe)

(PO)

(POL)
(POi)

(POj)

Problem (P0) minimizes the sum of the maximum variations in the density of pick-ups in

each node (a measure of the heterogeneity in the density of demand within the nodes). We

will show that in the optimal solution, if census tract j is not the center of a node, y; = 0.

The constraints of Problem (P0) can be categorized into three groups: constraints con-

cerning the demand and size of the nodes, constraints concerning the assignment of the

census tracts, and constraints concerning the definition of the decision variables. We start

with Constraints (P0a)-(P0d) that focus on the demand and size of the nodes. Constraint

(P0Oa) ensures that all nodes have a minimum of D pick-ups per period. Similarly, Con-

straints (POb)-(P0c) ensure that the street miles in each nodes fall between the lower bound
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of S and the upper bound of S. Constraint (POd) ensures that the census tracts in a node
are not more that ¢ miles apart. This constraint helps avoid long and narrow nodes. Note
that the right hand-side of (P0d) is less than or equal to zero unless both census tracts i and
k are assigned to the node whose center is census tract j, in which case the right-hand side
of (P0d) is equal to d;p.

Constraints (POe)-(P0g) focus on the assignment of the census tracts. Constraint (POe)
ensures that a census tract that is not the center of its node is connected to at least one other
census tract in that node. Because, if census tract 7 is assigned to the node whose center is
census tract j, the right-hand side of (P0e) is equal to one. Therefore, there must be at least
one census tract connected to census tract ¢ who is also assigned to the node whose center is
census tract j.> Constraint (POf) ensures that census tracts are assigned to the node whose
center is closest to them. Because, if census tract j is the center of a node, the right hand
side of (POf) is equal to zero. This ensures that zj,; = 0 for all nodes k in which Sijk =1.In
other words, if census tract j is the center of a node, census tract ¢ can not be assigned to a
node whose center is further from 7 than census tract j; see Gentry et al. [96] for a similar
treatment. Constraints (P0Og) ensures that all census tracts are assigned to a node.

Constraints (POh)-(P0j) focus on the consistency in the definition of the decision vari-
ables. Constraint (POh) ensures the consistency in the definitions of z;; and z;, i.e., if census
tract i is assigned to the node whose center is census tract j, then z; = 1. Constraint (P0i),
alongside the objective function, ensures that y; (at the optimal solution) is equal to the
maximum variation in the density of pick-ups among the census tracts assigned to the node
whose center is census tract j. Note that if census tract j is not the center of a node, the
right-hand side of (P0i) is less than or equal to zero and y; = 0 at the optimal solution.

Finally, Constraint (P0j) enforces that z;; and z; are binary decision variables and y; are

5. Note that Constraint (POe) does not enforce spatial contiguity, rather it ensures that no census tract
is isolated (unless it is the center of a node). One can enforce spatial contiguity by using the notion of
contiguity order (e.g., see Duque et al. [84]). Such constraints increase the size of the MIP significantly,
which has motivated Duque et al. [84] to propose an approximation algorithm to their problem. Motivated
by this observation, we do not introduce such constraints in Problem (P0).
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non-negative.

Inputs. In what follows, we attach a subscript [ to various quantities to indicate they
correspond to zone [. Note that S; = Average Traffic Speed in Zone | x t;, where S; de-
notes the lower bound on the total number of miles in nodes in zone [ and {; is the
minimum time a taxi has to spend to travel all streets in a node in zone [. Similarly,
S; = Average Traffic Speed in zone [ x 7;, where S; and #; are the analogous upper bounds.
Recall that D;/S; denotes the pick-up density of census tract i and Vi denotes the set of
census tracts in zone [ for [ = 1,..., L, where L denotes the number of zones. We observe
that {D;/S; : i € V[} exhibits significant variation for all zones; see the third column of

Table A.1 for their coefficient of variation. Define

Zier D;

PD;| = =————
Zievlc S

fori=1,...,L

as the average pick-up density for zone [. There is also substantial variation in {PD; : [ =
1,..., L}; see the second column of Table A.1. For example, the pick-up density in midtown
Manhattan is two orders of magnitude higher than pick-up density in Brooklyn. Therefore,
to avoid vacuous constraints in nodes with high pick-up density, we use a lower bound D;
(for zone [) on demand that is proportional to the average pick-up density of zone I. That

is, defining the overall pick-up density PD = %", D;/ > . S;, we set

PD; -
Ql:ﬁDa

where D is a tuning parameter that relates the lower bounds across zones. We use t; =
(1-0.25 CVl)f and ; = (1 + 0.25CV)) t, where ¢ is a tuning parameter common across
zones and CV; is the coefficient of variation of pick-up density in zone 1.5 Note that the

term 0.25 CV; is used to allow variation in the pick-up densities of various tracts in a node in

6. Sensitivity analysis displays that node definitions show little sensitivity to the choice of the coefficient
of CVl
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zone [ in Problem (P0); and it is equivalent to controlling the variation in pick-up densities
of the various tracts in zone I.
Let LT (£, D) denote the fraction of arcs in € (see Section 1.3) which take longer than one

period to traverse. That is,

‘{(Z,]) €& Tij > 1}|

LT({,D) = 5

We would like to choose ¢ and D such that this fraction is sufficiently small and that D is

sufficiently large to ensure considerable demand in all nodes. Next, for each fixed D, we

consider min LT (1, 13) As depicted in Figure A.2, this shows a steady increase for D < 5.9
t

and a sharp increase beyond D =509. Therefore, to accommodate both goals, we choose

D =5.9 and { = argmin LT(£,5.9) = 1.2.
t

Results. The solution to Problem (P0) for (£, D) = (1.2,5.9) is depicted in Figure A.3. In
particular, this node definition provides sufficient separation between the major hubs of the
city. In Figure A.3, the nodes that accommodate the major hubs of the city are highlighted.
JFK and La Guardia airports are colored in red and blue, respectively. The nodes accommo-
dating the major railroad terminals, Penn Station and Grand Central Terminal, are colored
in yellow and purple, respectively. The node accommodating the major bus terminal, Port

Authority Bus Terminal, is colored in green.

Table A.1: Parameters used in Problem (PO0).

Traffic  Average density CV of density Maximum distance

speed! of pick-ups? of pick-ups within a node (9)*
Lower Manhattan 11.8 2.36 0.8 2.0
Midtown Manhattan 8.6 6.92 0.8 1.4
Central Park Area 10.2 4.75 0.7 1.7
Upper Manhattan 11.8 0.16 1.7 2.0
Brooklyn 11.4 0.08 1.8 1.9
Queens 12.8 0.08 1.6 2.1

1 Miles per hour. 2 Pick-ups per period per mile. 3 Miles.
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Figure A.2: Minimum achievable fraction
Figure A.1: Boundaries of the zones used  of arcs between adjacent nodes with travel
in node generation. time longer than one period for given D.

A.2 Further Discussion on the Matching Model

This section compares our matching model with that of Buchholz [56]. Buchholz uses the
friction model introduced in Burdett et al. [59].” Burdett et al. [59] provides a formula for
friction in the following setting: Suppose that n buyers each want one unit of a good and m
sellers each have one unit. First, sellers are revealed to buyers, and then each buyer chooses
a seller. If more than one buyer chooses a seller, the seller can serve only one of the buyers.
Burdett et al. [59] refers to this phenomena as friction and calculates the expected number
of sales (matches between buyers and sellers) given n and m. Burdett et al. [59] does not
allow the buyers to search for sellers if they fail in their first attempt. It also assumes that
buyers know the number of sellers and their exact location (sellers are revealed to buyers).

Buchholz [56] tailors the imperfect matching model proposed in Burdett et al. [59] to the
taxi market. This imperfect matching model is equivalent to the following setting: First the
number of drivers and their locations are revealed to the customers. Then, each customer
chooses a taxi. When more than one customer chooses a taxi, only one of the customers is

served and the others leave the system unfulfilled. Therefore, given m taxis and A customers

7. This was initially formulated as an urn-ball problem in Hall [107], where n balls are randomly placed
in m urns. In this problem, a match (only) occurs for the first ball placed in any urn.
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Figure A.3: The boundaries of the seventy five nodes used in the analysis and the area under
consideration.

in a node, the expected number of matches (served customers) is m(1 — [1 — 1 /m]A); see
Burdett et al. [59] for the derivation. Buchholz introduces an efficiency parameter v and

models the expected number of matches as follows:

1
Expected Number of Matches = m(l — [1 — —}A)
ym

Lower values of v correspond to more efficient matching.

Figure A.4a depicts an example of matching under the model of Buchholz [56]. In this
example, Customers 1 and 2 choose Taxi 1 and Customer 3 chooses Taxi 3. Taxi 1 chooses
Customer 1 and Customer 2 is left without a taxi. He can not choose Taxi 2 although they
are very close to each other. Figure A.4b depicts the matches in the same example under
our matching model with three regions. In this case, after failure to obtain a taxi in the first
attempt, Customer 2 is allowed to re-choose among the remaining empty taxis in its region.
Customer 2 chooses Taxi 2 and there are no unfulfilled customers left.

Figure A.5 depicts the percentage increase in the number of matches under our matching

model with N = 10 and N = 20, respectively, compared to the matching model of Buchholz
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(a) Matching in the model of Buchholz [56]. (b) Matching in our model with three regions.

Figure A.4: An illustration of matching in our imperfect matching model and the model of
Buchholz [56].

[56] with v = 0.84 (as estimated by Buchholz for midtown Manhattan).® We observe that
for small number of taxis and customers, which is common in areas such as Brooklyn and
Queens, our matching model results in fewer matches. However, for large number of taxis

and customers, which is common in areas such as midtown Manhattan, our matching model

results in more matches.
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Figure A.5: Percentage change in the number of matches in our imperfect matching model
compared to the imperfect matching model of Buchholz [56].

8. We use N = 10 and 20 as the number of regions in the overwhelming majority of the nodes in Figure
A.3 fall between these numbers.
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A.3 Supplemental Material for Section 1.4

The histograms of the average trip duration and distance (for rides originating at each node)
are depicted in Figure A.6. Recall that a trip on average is 2.7 miles and 13.2 minutes long.
There is considerable spatial variation in the average trip duration and distance across the

city. Figure A.7 depicts the average trip duration and distance for rides originating at each

node.
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(a) Average trip durations (in five-min periods). (b) Average trip distances (in miles).

Figure A.6: Histograms of the average trip duration and distances across nodes.

A.4 Supplemental Material for Section 1.5

Table A.2 provides a summary of the model primitives. The estimation of these primitives
is carried out in three steps; see Section 1.5 for further detail.

Next, we discusses the calculation of the likelihood of taxi m observing the sequence of
drop-off and subsequent pick-ups on day d of month k that are no longer than two hours
apart. We start by introducing some notation. Then, we calculate the likelihood of taxi m
observing the entire sequence of drop-off and subsequent pick-ups on day d of month k. We
conclude this section by removing the drop-off and subsequent pick-up tuples that are longer

than two hours apart.
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(a) Average trip duration (min). (b) Average trip distances (in miles).

Figure A.7: Average trip duration and distance for rides originating at each node.

Let Ny, g denote the number of riders that taxi m served on day d of month k. We

. . . (1) () (Non,d k)
denote the pick-up periods of taxi m on day d of month k by tm,d,k e ’tm,d,k S ’tm,d,k ,
where superscript | denotes the number of the pick-up. Similarly, we denote the pick-up and
N,
drop-off nodes of taxi m on day d of month k by i’ETlL,)d,k . ’Z'gz),d,k - ,iﬁmg’]g’k) and jg?dk ,
N,
. jr(rll) Ak jT(n &n}f’k), respectively. Then, the likelihood of taxi m observing the entire

sequence of pick-ups on day d of month k is

md, k"' m.d k> Im.d k mdk O tmdk 0 Imidk

(I=1) (i-1) .(—1)
bond ke Ymd ke I d

IP{(t(l) (1) (1) ) (t(Nm,d,k) (Nm.d.k) .(Nm,d,k))}

Ytk oo a0
:[ 11 P{tm,d,k’im,d,k’jm,d,k

=2
1 (1) @ 0 .0
<Pty an tmd ke Imant < PE R a i b db md i} (A1)
Q1) 1) . 0 .
where the term P I{tm dk b d e Imd k} is the probability that the customer picked up
(1) (1) (1)

at period ¢ .. at node 7 ', for destination j -, is the first pick-up of the driver,

the term P F{tﬁz d,k’igrlz), 4k ]7(7?’ d,k} is the probability that the customer picked up at pe-
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Table A.2: Summary of the primitives.

Parameter Number of elements Estimation type

Q@ 1 Endogenous
I’ 1 Endogenous
o 1 Endogenous
Agj 120 x 75 x 75 Endogenous
Sij 75 X 75 Exogenous
Tij 75 x 75 Exogenous
dij 75 X 75 Exogenous
ml1 75 x 48 Exogenous
N; 75 Exogenous
M 48 Exogenous
c 48 Exogenous

(1) (1)

riod t() ik at node 1
P{? i i,

m.dk for destination j - Ak is the final pick-up of the driver, and

m,d,k’ “m,d,k’

;ll dll)g’ 17(711 dll)f’ jﬁb dll)c} is the probability that the driver picks up his
(1)

( ) ;. at node 'igl)’ dk for destination jm’ dk given that his previous
(1)

customer was picked up in period tfvlz_dll)c at node ¢, ;. for destination jr(rlL_dll)c‘ Note that

[-th customer in perlod t

7 7

the distribution of (¢ 7(n) 4k 'gl) 4k jr(rlz) 41) depends on all elements of (tﬁrlz_dll)c’ igb_dl;f, ]élz_dll)c)

(1-1) .(i-1) .(I-1)

Because, all three elements of (tm dk b d ko Im.d k) impact the period and node at which
the taxi drops its (I — 1)-th customer and starts the search for the /-th customer. Since it
takes 7; ; periods to transport a customer from node ¢ to node j, the term

O ) ) L1 (-1 (-1
P{tm,d,k’ Cnd e Ik | Emd e Fmd e Jm,d,k} (A.2)

U]

is equal to the probability that driver m picks up his next customer in period ¢

o () t

b d k for destination j

m.d.k at node

1
d])f—i-T(l 1) (-1 atnodej( dl)c

“md, kI m,d ok
We are interested in the likelihood of drop-off and subsequent pick-ups that are no longer

Ak if he starts empty in period ¢

than two hours apart. Therefore, we must omit drop-off and subsequent pick-up tuples that
take longer than two hours. To do so, let J(t2, 2 2‘151 1,] ) = ]P{t2,i2,j2|t1,i1,j1} if

22—t — Tilg2 > 24 and one otherwise. Define J; and Jp in a similar manner for the initial
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and final pick-up. Then, the likelihood of taxi m observing the sequence of drop-off and

subsequent pick-ups on day d of month £ that are no longer than two hours apart is

N d i
_ (1) (1) (1) (I-1) .(-1) .(I-1)
Lin,d k(o) = [ 11 ‘]<tm,d,k’2m,d,k’]m,d7k tm,d,k’zm,d,k’jm,d,k>]
no(n) (D) R (1)
x Jr (tm,d,k’lmd,k’jm,d,k) x Jp (tmd,k’zm,d,k’jm,d,k)' (A.3)

To compute (A.2), we transform the graph of the problem to an augmented graph, in
which all arcs have length one. This can be achieved by adding n — 1 auxiliary equi-spaced
nodes on each arc of length n (for all n). Movements of an empty taxi on the augmented
graph follow a non-homogeneous discrete time Markov Chain and (A.2) can be computed
from the transition matrix of this Markov chain. As discussed in Section 1.5, solving (P1)
using (A.3) gives an estimate of o = 1.4048; see Figure A.8 for log likelihood values in the
vicinity of the maximum likelihood estimate o = 1.4048.

—8.165x10%
—30000 4

—40000 4
—50000 4

= —60000

og Likelihood

—70000 4

L

—80000 4

—90000

T T T 1
1.37 1.38 1.39 1.40 1.41 1.42 1.43

Standard Deviation of Cost Shocks o

Figure A.8: Log likelihood values in the vicinity of the maximum likelihood estimate o =
1.4048.

Next, let us illustrates through an example how an augmented graph is created and used
to compute (A.2). Consider the graph in Figure A.9, where 719 = 791 = 1 and 13 = 739 =
2. The augmented graph is generated by placing node 4 on arc (2,3) and node 5 on arc

(3,2), such that 704 = 743 = 735 = 752 = 1 and nodes 4 and 5 do not have a loop. The
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augmented graph is depicted in Figure A.10. The relocation decisions of an empty taxi on

Figure A.9: Original graph. Figure A.10: Augmented graph.

the augmented graph correspond to the relocation decisions of the same taxi on the original
graph. Consequently, the (path-wise) relocations of an empty taxi on the augmented graph

are defined as follows:

1. If the taxi decides to relocate on an arc of unit length in the original graph, it relocates
on the same arc in the augmented graph. For example, a taxi relocating from node
1 to node 2 in the original graph relocates from node 1 to node 2 in the augmented

graph.

2. If the taxi decides to relocate on a long arc (arc of length longer than one period) in
the original graph, it relocates to the first node created as a replacement of the long
arc in the augmented graph. For example, a taxi relocating from node 2 to node 3 in

the original graph relocates from node 2 to node 4 in the augmented graph.

3. If the taxi is currently on an auxiliary node in the augmented graph (which corresponds
to a taxi relocating on a long arc in the original graph), it relocates on the only arc
originating from the auxiliary node. For example, a taxi on node 4 of the augmented
graph relocates to node 3 and a taxi on node 5 of the augmented graph relocates to

node 2.

Given the aforementioned relocation policy on the augmented graph, the transition matrix
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of the augmented graph in period t is

i gz 0 0 0

where qu are relocation probabilities on the original graph. Let B! be a matrix whose
(7, 7)-th element is given by
Moy At :
. (1_W)Qij for i <n,
Blj = 7

)t
ij

for 7> n,
and denotes the probability that an empty taxi at node ¢ does not pick up a customer in
period ¢ and relocates to node j. Following the numbering in Figure A.10, since n is the
number of nodes on the original graph, ¢ < n corresponds to a node common to the original
and the augmented graph and 7 > n corresponds to an auxiliary node on the augmented
graph.

Next, let us compute the probability that the taxi driver picks up his next customer in
period t1 at node 41 for destination j; if he starts empty in period ¢y at node jg, denoted by
lP{tl, il,jllto,jg}. Computing this probability is equivalent to computing (A.2).9 By the

definition of Bf, we have

t1
. . t1—1 i1t
P{t1,i1.j1]to. jo} = [HtLtOBt] T (FP). (A.5)
i=jo.j=i1 ™

i1

The first term on the right hand side is the probability that a taxi driver who starts empty

9. Note that (A.2) is equal to the probability that driver m picks up his next customer in period tﬁrll) dk

at node i;ll)d i for destination jg)d i if he starts empty in period tfrl;dli T Ta-n sa-n at node jff;dll)ﬁ.
e e & m,d, k> k @

m,d,
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at period tp in node jg unsuccessfully searches for customers until he arrives in period ¢; at
node 71. The second term on the right hand side is the probability that the driver picks up a
customer in period t; at node 71, and the third term is the probability that the destination
of the customer is node j;.

We conclude this section by discussing the details of the equilibrium calculations. Given

M, Mk, N;, ck le;, PZIE, ZC(F]ka), and /\gk7 for each o, we would like to solve for the
mean field equilibrium that satisfies Equations (1.4)-(1.9) and /\tk < mtk , with mz1 having
the same distribution as the first pick-up of the taxis in the first fifteen minutes of the day
shift. However, due to the potential misspecification of the initial distribution of taxis mll,

such an equilibrium may not exist (in some months). Consider the following formulation:

mmlmlze Z ‘m — m (A.6)

i

subject to (1.4)-(1.9) and /\g < mg (A.7)

In this formulation, mz1 denotes the initial distribution of empty taxis used in equilibrium
calculations and m} represents the desired (empirical) distribution (distribution of the first
pick-up of the taxis in the first fifteen minutes of the day shift). Problem (A.6) searches
among all mean-field equilibria (that satisfy constraints (A.7) given the estimated primitives)
for the equilibrium whose initial distribution is closest (in the L? sense) to the desired
(empirical) initial distribution. Numerical experiments show that the optimal objective
function value of Problem (A.6) is non-zero in less than a handful of months. In other
words, in the overwhelming majority of the months, there exists an equilibrium whose mZ1

has the desired distribution.
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A.5 DMonte Carlo Experiments

This section uses Monte Carlo experiments to evaluate the capability of the maximum likeli-
hood estimator described in Section 1.5 in identifying the true o. We generate 100 simulated
datasets (of pick-ups and drop-offs) assuming a true o and estimate new ¢’s from the sim-
ulated datasets. Then, we construct the 95% confidence interval and check whether the
assumed true value falls within the confidence interval.

Assuming the true value of ¢ = 0.7 and using the estimated values of M, Mk, N;, mzlk,
o, Fi]}‘., PZ-];-, Wff(F’f Pk), and )\gk from Section 1.5, we calculate the mean field equilibrium
for each month. For simplicity, the month index k is suppressed in the remainder of this
section. Using the mean field equilibria (for all months), we generate 100 simulated datasets
with the same size as the original dataset (same number of months/days/active taxi drivers).

To simulate the movements of the drivers, we use the following procedure for each active

taxi driver on each weekday of each month.

1. Set t = 1 and generate a discrete r.v. with distribution m! = {m]1 :1<j<n}. This

r.v. corresponds to the initial location of the taxi. Set i equal to this location.

2. For an empty taxi in period ¢ at node 7, generate a Bernoulli r.v. with success proba-

bility )\g / mg, to simulate the search of the taxi for customers.

(a) If the Bernoulli r.v. is equal to one (driver picking up a customer), generate r.v.

. . . . t t . .
X with distribution m; = {7TZ-J- 1 <j<n}

(b) If the Bernoulli r.v. is equal to zero (driver failing to pick up a customer), generate

r.v. X with distribution ¢} = {qlt-j 1j e A}
3. Update ¢ - X and add ¢ « t + 7.
4. If t < T, return to Step 2.

Estimating o from the simulated datasets results in the 95% confidence interval of (0.699, 0.702).
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We observe that the (assumed) true o falls within the confidence interval. This shows that

our estimator can recover the true structural parameter o from the data.

A.6 Cross-Validation

This section uses five-fold cross-validation to examine the ability of our model in predicting
the relocation decisions of the empty taxi drivers (Kohavi et al. [139]). We randomly split
the non-holiday weekdays in the dataset into five groups of roughly equal sizes. Keeping the
node definitions in Figure A.3, we hold out one of the groups and use the other groups to
estimate the primitives of the model (see Appendix A.4 for a summary of the primitives and
Section 1.5 for the estimation procedure). The goal is to use the estimated primitives from
the other groups to make predictions about the hold-out group and assess the accuracy of
the prediction. The relocation probabilities would be an ideal performance metric. However,
in the data, we do not observe the location of the empty taxis at all times. Therefore, we
use the distribution of the next pick-up location as a proxy.

Let ui.“tl denote the ex ante distribution of the next pick-up location for a taxi driver who
dropped off his customer at node ¢ in period t of a weekday in month k£ and group [. Let Vﬁl
denote the corresponding empirical quantity and wftl denote the number of drop-offs at node
i in period t of a weekday in month k& and group [. Furthermore, let D(-,-) be a measure of

similarity between two (spatial) distributions. We take

5 K T kl kl Kl
DDA D IR PR Y] wiy D(pgy, vi)
5 K T kl
D1 D k1 D1 =1 Wy

, (A.8)

the weighted averagel9 of the similarity between the ex ante and empirical distributions of

next pick-up location, as the performance metric for cross-validation. We consider three

10. We use the number of drop-offs in a period at a node as weights in the performance metric since p¥,
and vf describe the relocation behavior of a taxi driver who just dropped off his customer. Recall that we
only observe the sequence of pick-ups and drop-offs of the taxi drivers.
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different similarity measures. The first similarity measure is the total variation distance

Dy(pv) = max () —v(E)| = 5> _|n(0) —v(@)] € [0.1]

Total variation distance is the most well-known tool for quantifying the similarity between
two probability distributions. It captures the largest difference in the probability assigned

to sets £ C €. We also consider Bhattacharyya distance (Bhattacharyya [51])

n

Dp(u,v) = ~log (D Vul@iu(®)) € [0,]

1=1

that is commonly used in the information theory and pattern recognition literature; e.g.,
see Kailath [135], Basseville [43], and Aherne et al. [12]. Since the total variation and
Bhattacharyya distances do not take advantage of the spatial aspect of the problem, we also
consider earth mover’s distance (also referred to as Wasserstein distance). Earth mover’s
distance, that is commonly used in the transportation literature, is defined as the minimum
cost of turning one distribution (or pile of dirt) into the other, where the cost is assumed to
be the mass moved from one node/location to the other times the distance between them

(Carlsson et al. [64], Pele and Werman [173]). In other words,

Dg(p,v) =  inf ZZAU%J e [0 maXA”]
VEP(pv) i
J=
where P(u,v) denotes the collection of all probability measures on € x € with marginals
p and v, and [A;j]; ieg is a metric distance matrix. The distance matrix A must have
zero diagonal entries, positive off-diagonal entries, be symmetric, and satisfy the triangle

inequality. We use

(dij + dji)/Q for i # 7,

0 for i =7,

AZ] =
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that satisfies the necessary conditions of a metric distance and it is derived from the travel
distances (d;;,d;;) estimated from the data.

Table A.3 provides a summary of the cross-validation results. A performance metric
of 0.22 under total variation distance can be interpreted as a maximum deviation of 22%
between the ex ante and empirical distributions (in estimating the number of pick-ups in
any set of nodes/locations). A performance metric of 0.52 under earth mover’s distance can
be interpreted as an average deviation of 0.52 miles between the next pick-up location under
the ex ante and empirical distributions. This performance metric is particularly meaningful
when we compare it to the 2.26 miles average distance between (distinct) adjacent nodes or

the 1.41 miles average distance between (distinct) non-airport adjacent nodes.

Table A.3: Cross-validation results.

Performance Metric

Total variation distance 0.22
Bhattacharyya distance 0.08
Earth mover’s distance 0.52

A.7 Supplemental Material for Section 1.6

This section provides the mathematical formulation of the mechanisms discussed in Chapter

1 and a discussion on origin-destination spatial pricing.

A.7.1 Mathematical Formulations of the Mechanisms

This section discusses the mathematical formulation of the mechanisms introduced in Chap-
ter 1. The mathematical formulations are introduced in the order they appear in Chapter

1. For numerical results and discussions on each mechanism, see Section 1.6.
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Origin-Destination Pricing. Consider the following pricing formulation.

T

n n
ma)%lzljrnlze Z Z Z CSU Nij) (P3)

1=1j=11t=1

subject to (1.3)-(1.9) and
mij — 1 <7

(F’L]7P ) = nij (Pij, Pij)
n

Zm V(i,0) > > miV(i,0).

1=1

We call the solution {7;;}; jey to Problem (P3) the optimal origin-destination price multi-
pliers (or equivalently the optimal origin-destination prices) with a maximum price variation
of . Note that in Problem (P2), price-multipliers only depend on the origin of the ride while

in Problem (P3), price multipliers depend on the origin-destination pair.

Hybrid Mechanism. Let R denote the set of nodes in which less than 80% of customers
are served under the base prices and refer to them as under-served nodes. Consider the

following pricing formulation.

n

n T
maxumze Z Z Z CSZJ ;) (P4)

i=1j=1t=1

subject to (1.4)-(1.9) and

(1.3b) and |n; — 1] <7 VigR (P4a)
(1.3a) and n; =1 VieR (P4b)
(Fzy>p )= (Fz’ﬁﬁij)

n n
Zmll\/(z, 0) > Zm}V(z,O)
i=1 1=1
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We call the solution {n;};cy to Problem (P4) the optimal price multipliers for the hybrid
mechanism (with origin-only pricing). In Problem (P4), local search friction is removed
in under-served nodes and spatial pricing is used in well-served nodes. Constraint (P4a)
ensures that in well-served nodes, friction is present and spatial pricing is used. In contrast,
Constraint (P4b) ensures that in under-served nodes, friction is removed and spatial pricing

is not used. The remaining constraints are similar to the ones in Problem (P2) in Section

1.6.1.

Proposed Mechanism. Similar to Section A.7.1, let R denote the under-served nodes.

Consider the following pricing formulation.

maxmuze Z Z Z CSZJ n;) (P5)

i=1j=1t=1

subject to (1.4)-(1.9) and

(1.3a) and |np; — 1] <7 VigdR (P5a)
(1.3a) and n; =1 VieR (P5b)
(FW,P ) - ( Fj)

_]

n

Zm%V(i 0) Z
1=1 1=1

We call the solution {7;};cy to Problem (P5) the optimal price multipliers for the proposed
mechanism (with origin-only pricing). In Problem (P5), local search friction is removed in
all nodes while spatial pricing is limited to well-served nodes. Constraint (P5a) ensures
that in well-served nodes, both friction removal and spatial pricing are used. In contrast,
Constraint (P5b) ensures that in under-served nodes, friction is removed while spatial pricing

is not used. The remaining constraints are similar to the ones in Problem (P2) in Section

1.6.1.
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A.7.2  Further Discussion on Origin-Destination Pricing

Table A.4 presents the increase in consumer surplus for different maximum price variations
n when using the optimal origin-destination pricing scheme. Similar to origin-only pricing,
when using origin-destination pricing, larger values of 7j results in larger increases in consumer
surplus. However, there are diminishing returns to change in 7. Origin-destination pricing
with a maximum price variation of 50% results in a $0.79 increase in consumer surplus
per ride, which is 24.4% higher than the increase in consumer surplus from origin-only
pricing. The gap between origin-destination pricing and origin-only pricing is increasing in
the maximum price variation 77. Origin-destination pricing (with a maximum price variation
of 50%) also results in a 3.2% increase in the number of served customers and an 7.4%
increase in the miles traveled by customers.

Table A.4: Impact of maximum price variation when using origin-destination pricing on
various performance metrics (maximum price multiplier 7 = 5).

Maximum price variation (7)  10%  20%  50%
Consumer surplus
Total increase $69K  $112K  $168
Per ride $0.33  $0.53  $0.79
In terms of average fare 3.6% 58%  85%
Over origin-only pricing 11.3%  19.1% 24.4%
Number of served customers  1.3%  1.8%  3.2%
Miles traveled by customers  2.0%  3.9%  7.4%

A.7.8 Further Discussion on the Impact of Maximum price multiplier on
optimal spatial prices

The optimal origin-only price multipliers for the maximum price multipliers of 7 = 5 and
7 = 50 are depicted in Figure A.11. The pattern of prices is not sensitive to 7). Therefore,
in Chapter 1, we use maximum price multiplier 7) = 5, which is equivalent to assuming that
for a ride of $9, no customer is willing to pay more than $45. This is a conservative choice

for 7} considering its impact on consumer surplus (see Table 1.2).
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(a) Maximum price multiplier 7§ = 5 (b) Maximum price multiplier 7 = 50

Figure A.11: Optimal origin-only price multipliers for different maximum price multipliers
7 (maximum price variation 77 = 0.2).

A.8 Maximizing Drivers’ Profit

This section focuses on the spatial prices that maximize drivers’ profit. Consider the following

pricing formulation.

n
max%mize mz1 V(i,0) (P6)
' i=1

subject to (1.3)-(1.9) and

n n T
PIPIPBHINED BB BLe= i (P6a)

We call the solution {n;};c) to Problem (P6) the optimal origin-only price multipliers (or
equivalently the optimal origin-only prices) subject to minimum consumer surplus with a
maximum price variation of 77. Note that in Problem (P6), price multipliers only depend on

the origin of the ride. Constraint (P6a) ensures that the consumers surplus is not hurt by
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the new pricing scheme. The remaining constraints are similar to the ones in Problem (P2)
in Section 1.6.1.

The increase in drivers’ profit for four plausible values of maximum price multiplier 7 is
presented in Table A.5. As shown in Table A.5, using a origin-only pricing scheme with a
maximum variation of 20% results in an increase in driver’s profit of $64,000- $144, 000 on
every day shift on weekdays. This is equivalent to an increase in drivers’ profit of $0.30 -
$0.71 per ride (3.4%-7.9% of the average fare paid by the customers). Since similar to
Section 1.6.1, the pattern of the optimal origin-only prices is insensitive to the maximum
price multiplier 7, in the remainder of this section we use n = 5. This is a conservative choice
for 7 considering its impact on drivers’ profit (see Table A.5).11

Table A.5: Impact of origin-only prices on drivers’ profit (maximum price variation 77 = 0.2).

Maximum price multiplier (7)) 5 10 20 50
Total increase $64K $81K $105K $144K
Increase per ride $0.30 $0.39 $0.51  $0.71

Increase in terms of average fare 3.4% 4.3% 5.6%  7.9%

Table A.6 presents the increase in drivers’ profit for different maximum price variations
1. We observe that larger values of i results in larger increases in consumer surplus. Table
A.6 indicates that the optimal origin-only pricing scheme (for maximizing drivers’ profit) has
minimal impact on the the number of served customers and the miles traveled by customers.
This is not surprising since the objective function of Problem (P6) is drivers’ profit as opposed
to a measure of consumer welfare.

The optimal origin-only price multipliers (with a maximum price variation of 50%) for
maximizing consumer surplus and drivers’ profit are depicted in Figure A.12. The pattern of
the optimal prices are similar. In upper Manhattan, Brooklyn, and Queens, prices increase
since both customers and drivers benefit from the increase in prices. Higher prices in the high

demand/fare areas in downtown and midtown Manhattan as well as the airports generate

11. In a similar setting, Cohen et al. [76, Section 4] makes the conservative assumption that no customer
is willing to pay more than 4.9 times the base prices for an Uber ride.
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Table A.6: Impact of maximum price variation on drivers’ profit (maximum price multiplier
7 =>5).

Maximum price variation (77) 10%  20%  30%  40%  50%
Drivers’ profit
Total increase $43K  $64K $79K $91K $100K
Per ride $0.20 $0.30 $0.38 $0.43 $0.47
In terms of average fare 23% 3.4% 42% 4.8% 5.3%
Number of served customers -0.5% -0.6% -0.7% -0.8% -0.8%
Miles traveled by customers  0.3% 0.4% 0.4% 0.5%  0.5%

consumer surplus. This consumer surplus is then transformed into drivers’ profits through
higher prices in low demand/fare neighborhoods. In Figure A.12b, the increase in consumer
surplus from better serving the under-served neighborhoods is transformed into drivers’ profit

through (slightly) higher prices compared to Figure A.12a in the well-served neighborhoods.

=
Price Multiplier

(a) Maximizing consumer surplus. (b) Maximizing drivers’ profit.
Figure A.12: Comparison of the optimal origin-only price multipliers for maximizing con-

sumer surplus and drivers’ profit (maximum price variation 7 = 0.5 and maximum price
multiplier 7 = 5).
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A.9 Miscellaneous Proofs and Derivations

This section provides a collection of proofs and derivations for the propositions, theorems,
and equations discussed in Chapter 1. The proofs/derivations are discussed in the order they

appear in the chapter.

Derivation of (1.3b) We start by deriving G(A,m). Then, we discuss the non-monotonicity
of G(-,m) at small values of A and use a linear approximation to resolve this issue. Con-
sider node 7 in period t. Let us denote the de-normalized mass of empty taxis by m, the

de-normalized potential demand by A, and the de-normalized satisfied demand by A. Then,
m = Mm! A= MAYEP), X= M. (A.9)

Recall that the expected number of matches in nodeiis A = N; xE [ min (X, Y)} , where X ~

Binomial(m, %) and Y ~ Binomial(A, NL) By approximating the Binomial distributions

with Normal distributions, we obtain
A~ N; x E[min(X,Y)], (A.10)

where X ~ N (pm,om) and Y ~ N (pp, o) are independent random variables with

ppA = %, and 012\ = %(1— Niz)
By substituting (A.9) into (A.10), we obtain
A= % x N; x E[min(X,Y)], (A.11)
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where X ~ N (pm,om) and Y ~ N (up, o) are independent random variables with

Mm! 1
fm = Niz and o2 = pm (1 — E), (A.12)
MA! 5 1
U = Niz and ox = mp (1 - Nl) (A.13)
Using Fquation (2) of Clark [74], (A.11) simplifies to
Ni - Mm m - Mm
N = —M[—Mmq’<M) (LY o (At
A Om + 0% \/Om + 04 A/ Om + 04
N; KA — Hm Hon, — HA 9 o Hm — HA
= o AT ) (AT ) o2 g2 (AT EA Y| (A1)
M[ <\/U,2n+(7/2\> (\/J?,L—i-ai) <\/072n+a/2\)

where ®(-) and ¢(+) are the cumulative distribution function and probability density function
of the standard normal distribution. Then, by plugging v = (um — pp)/1/02, + 012\ into

(A.14), we obtain

N = () + a0 — \foh R o),
= T (d(0) + a2 - I g0, (A.15)
N, / Mml ATAL M, _ MA,
_ ﬁZ( FR(y) + ) - %gb(u)), (A.16)
b a(—r) + Ala@) - T g0, (A17)
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where (A.15) follows from the definition of v and (A.16) follows from (A.12)-(A.13). Next,

we rewrite v in terms of m’é and A’Z? as follows:

\ OF 0% \/(1 — ) (ki + 114)
(J\_Jmf _ J\_/[Ag)
- /I (A.19)
1 [Mml =~ MA!
l=m\V 7~
__ m(mi-AD
T /M [t At

where (A.18)-(A.19) follow from (A.12)-(A.13).

For small value of mg, (A.17) is not monotone in Ag for small values of Ag. This issue

follows from the inaccuracy of the normal approximation for the binomial distributions of

X and Y at small values of m’; and Ag. We use a linear approximation to resolve the issue.

In other words, we use

where G(A,m) = A®(v) + mP(—v) — mT_AqS(V

0: G(A,m) is strictly increasing on (A, co)}.

if A=A

otherwise,

) follows from (A.17) and A, = min {A>

Proof of Proposition 1 First, we derive the expected payoff of the driver in each state

from each action. Then, we derive the state transition matrix of the driver. We conclude
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the proof by writing out the Bellman equation and simplifying it. Consider the empty
infinitesimal driver at state s = (i,t, €). For readability and ease of notation, in the remainder
of this proof, we write () as e and €jj as €;. Assume that the driver chooses action j €
A(s) = {j : S;j > 0}. The driver picks up a customer with probability p(s) = ;\1—% and
relocates to node j with probability 1 — p(s). If the driver picks up a customer, his expzected
payoff will be 77" ; Wfl(F, P) (Fz'l + Pyd;; — Cil)a where ¢;; = cd;; + ¢ is the cost of traveling
from node i to node [ at state s = (i,t,¢). If the driver does not pick up a customer, he

will receive the payoff —c;; = —cd;; — ¢;. Therefore, the expected (immediate) payoff of the

driver at state s = (i,t,€) from action j € A(s) is

NE

uj(s) 2 p(s)| S0 mh(EP) (Fy+ Pudig — ca)| = [1 = p(s)]es

1

M=+

= p(s)» TY(FP) <Fil + Py dy —cdy — 61) — [1=p(s)] (cdij + €5)

l

Il
—_

and the state transition probabilities are

P(s' = (.t )|s = (i t.0), a = j) = P« = (1)

= (i,t), a=j) x g(€),
where

p(s) ﬂ—fZ’/(FaP) if ¢/ #jand t =t+d;;,
]P(Qf/ — (i/,t/)

:c:(i,t),a:j>: p(s)wt (F,P) + (1 —p(s)) if i’ = jand t =t + d;y,

0 otherwise.
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Let v(i,t, €) denote the value function of the driver at state s = (i,¢,€). Then, by Bellman’s

equation, the value function must satisfy

v(s) = jrenjé) {uj(s) + Eg [U(s/]s,a = j)] }

= ]renjx { Zﬂzl (E,P) (Fy + Pydy — cdyp — €¢1) — [1—p(s)] (Cdij + Ej)

+/ (p(S)ZWEZ(RP)U(LH%J) — [1—p(S)}v(t+T¢j,j7£’))g(€’)d€'}-
=1

Let V(i,t) = [v(i,t,€)de denote the integrated value function of the driver at (the observ-

able state) © = (i,t). Then,

V(i,t) = /U(i,t,e)g(e)de
max {uj(s) + Eg [v(s’|5,a = ])i| }g(e)de

/jGA(s)

jax {p(s) Eﬂfz(ﬂp) (Fi + Pydip — edyg — ) — [1—p(s)] (cdij +¢5)

n
p(s Z f FP)v(l,t+ 7€ )+ [1—p(s)}v(j,t+7‘ij,e/))

}

= /]renjx { Zﬂ-zl (E\P) (Fy + Pydy — cdy — El) — [1 — p(s)} (C dij + Ej)

/ Zﬂ'd (F,P)v(l,t+ 75, €)g()de

+/[1_p(S)]U(j,t+Tij,€/)g(€,)d6/}g(e)d67
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where in the last equality we have separated the integral over ¢ into two parts. Then, by

linearity of integration, we have

V(i t) = /jgljé) {p(s) ;Wfl(F,P) (Fi + Pydyp — edyg — 1) — [1—p(s)] (cdij +¢))
Z mh(F,P) / v(l,t + 715, )g(e)de
+ [1—p(s)] /v(j,t+Tij,el)g(e/)de/}g(e)de.

Next, using the definition of the integrated value function, we obtain

V(i t) = /jrenj(};) {p(s) gﬁfl(F,P) (Fil + Pyd; — cdy — el) — [1 — p(s)] (c dij + ej)

Z Ty (F,P)V(It+ 1) + [L—p(s)]V (it + Tij)}g(e)de.
The first term in the maximum does not depend on j. Therefore, we can take it out. Thus,

V(i ,t) = /(p(s) ZWZ(F,P) (Fiyy + Pydy — edyy — ) + max { — [1—=p(s)](cdij +€))

JEA(s)

Zﬂ'll (EP)V(Lt+7y) + [1 —p(s)}V(j,t—i-Tij)})g(e)de
/ Z Fy + Pydy — cdy — €;) g(e)de
+ / max { = [1=p(s)](cdij + ;)

JEA(s)

8) D m(EP)V (it +7p) + [L—p(s)|V (.t +7ij) }9<6>d6-

The expected value of the cost shocks is zero. Thus, we can simplify the first term of the
equation. Furthermore, the second term in the maximum does not depend on j and e.

Therefore, we can take it out of the maximization and integration. Combining these two
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steps gives

V(i,t) =p(s) Y _ 7 (FP) (Fy + Pydy — Z T (FP)V(I,t +73)
=1 =1
+ / max { — [1=p(s)] (cdij +€j) — [L—p(s)]V (4, t+ Tij)}g(e)de
JEA(s)
=p(s) Y _mh(F.P) (Fy + Pydy — cdy) Z V(l,t+ )
=1 =1
+ [1 —p(s)} /jglj(};) {V(j,t+7¢j) — cdjj — eé}g(e)de
:p(s)Zﬂ'fl(F,P) (Fil+Pldzl Cdzl Zﬂzl (E,P)YV (L t+ 1)
=1
Vij,t —cd
+ o[l —p(s)] log[ Z eXp( (4 +TZ) zy)]
JEA(s)

(deFP(dJr[ diy) + szlFP u+m))

+ 0[1 —p(s)} log [ Z exp (V(J,t+7w) — cdz])}7

g
JEA(s)

—_\¢ t
where p(s) = A;/m;, and

exp ([V(j,t—i—rij)—c dij} /U)
ij =\ 2leA(s) X ([V(lﬁrﬁl)*cdu}/U)

0 otherwise.

for j € A(s),

Proof of Theorem 1 First, we show that a mean field equilibrium is a solution (mg, V (4, t))
to Equations (1.6) and (1.8), where )\IZ?, My, f and qu are characterized by Equations (1.3),
(1.4), (1.5), and (1.9). Next, we use Brouwer’s Fixed Point Theorem to show that there exists
a solution (m!,V(i,t)) to Equations (1.6) and (1.8).

Assume that the problem primitives M, M, Nj;, c, Fij, Pijy Tijs dijy Sij, Azy’ oy, Bi,

1

k, o, and the initial distribution of (empty) cars m; are given. By Definition 1, a mean
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field equilibrium is a solution ()\t m mzj,f],qzj, (i,t)) to Equations (1.3)-(1.9). Given

(m’g, V (4, t)), the equilibrium values >‘i> fl i and qgj are uniquely determined by Equa-

zy’
tions (1.3), (1.4), (1.5), and (1.9). In fact, Equations (1.3), (1.4), (1.5), and (1.9), provide no
further information besides determining the values of /\g, M fl i and qlt-j given (mg, V (4, t))
Therefore, we can think of a mean field equilibrium as a solution (m’g, V (4, t)) to Equations

(1.6) and (1.8), where /\t ml and qu are characterized by Equations (1.3), (1.4), (1.5),

ij’ 1]’
and (1.9). Note that Equation (1.7) is satisfied by any solution to Equations (1.4)-(1.6) and

we need not worry about it.

Let

V= (V(z’,t):ie{l,...,n},te{l,...,T})
m = (m;f; ie{l,...,n},te{l,...,T}>

denote the n x T" dimensional vectors of the value function and the distribution of the empty

taxis. Furthermore, let

{V Vi, t)] < (I%?X{FZ] + P'LJdZJ} + log(n)) x (T — Z)}

Sm o= {m: ||m|ly <T,m >0}
Let G : Sy, x Sy — Sy be the continuous function on the right-hand side of (1.8), i.e

Gm,V)y = (Z% (F,P) ( + [Py — ] dij) + Zw;?j(RP)V(j,Hnj))
j=1

+ a(l — A—%) log [ Z exp (VU,tJrTij) _Cdij)].

ag
i JEA(D)

Similarly, let F : Sy, x Sy — Sy be (a continuous function) such that the (i,¢)-th element
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of F for t =1 is the initial condition, mzl, and (i,t)-th element of F for ¢t > 1 is given by

n
t—Ti; t—Ti; t—Ti; t—Ti; t—Tj
‘Fit(mav) = Z qji ! (m] / _)\] J) + Z/\j / ﬂ-ji / (RP)7
JeA() j=1
where )\g and qu are given by (1.3b) and (1.9). A mean field equilibrium is a solution
(mg, V(i,t)) to Equations (1.6) and (1.8), which is equivalent to a solution (m,V) to the

fixed point equation
(m,V) = (F(m,V),G(m,V)) (A.20)

given the initial distribution mZ1 and terminal value V'(i,t) = 0 for ¢ > T. Since F and G
are continuous mappings, (m,V) — (F(m,V),G(m,V)) is a continuous mapping from the
compact convex set Sy, x Sy onto itself. Therefore, by Brouwer’s Fixed Point Theorem (see
Royden and Fitzpatrick [180, Section 10.3]), there exists a solution to (A.20). Hence, there

exists a mean field equilibrium.

Proof of Proposition 2 Let H;; = F;; + P;;d;; denote the total fare paid for a ride from
node ¢ to node j. Following the notation introduced in Section 1.6, Fij denotes the fare
paid under the base prices (F@-j,FU-), and H;; denotes the fare paid under (P, Fj;). By
the definition of 7;;, it follows that H;; = nijﬁz’j for all 7, j. By Equation (1.1), the demand
for rides from i to j in period ¢ at fare level H;; is equal to A’g j(Hz‘j) = Af ;i H z?é Therefore,

the consumer surplus'? generated by all customers who want a ride from node i to node j

12. See Van Zandt [199, Page 59] for an introduction to consumer surplus.
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in period ¢ at fare level H;; < ﬁﬁij is equal to

~ ¢ 77sz t
Csltng) = [ ALy (A.21)

nH;j o .
= / AfiInH )" d(nH i) (A.22)

n —
- /1 AL O pa gy (A.23)

77(
1+«

a+1)}

(A.24)

Equation (A.21) follows from the definition of consumer surplus,'3 Equations (A.22)-(A.23)
use the change of variables h = Uﬁija and Equation (A.24) uses the definition of demand
curve and H;j;.

Since Al/AL(F, P) fraction of the customers who want a ride originating at node 4 in
period t are served, the consumer surplus generated by the served customers for rides from

node ¢ to node 7 in period ¢ is equal to

AL g
CSEi(nig) = WZP)CSU(%)
1 b
V4 A o [ﬁ(oHrl) _ 77(Oz+1)]
= —Ag(FZ;P)Aij(F,P) [Fij + Pijdij] T a

13. Consumer surplus is defined as the difference between the total amount that consumers are willing to
pay for a ride (indicated by the demand curve) and the total amount that they pay (fare).
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APPENDIX B
APPENDIX OF CHAPTER 2

B.1 Supplemental Material

B.1.1 Derivation of the Routing Process

This section provides a derivation for the routing process introduced in Section 2.3 to describe
the transition of jobs between buffers upon service completion. Let Cij (1) be a random variable

such that

10 {1 if the I-th job processed by dispatch activity j becomes a class i job next,
fi p—

0 otherwise.

Let ¢7(1) denote the g-vector with these components. Following Harrison [110, Section 4], we
call {¢7(1),¢7(2),...} the sequence of routing indicators for dispatch activity j. We assume
the routing indicators for a given class form an i.i.d sequence, and the service processes and
routing indicators of various activities are mutually independent. Letting ¢/ (1) = elld) —¢J (1),
where €’ is the g-vector with a one in the i-th component and zeros elsewhere, define the
partial sums ®7 (1) = ¢7 (1) + ...+ ¢/ (1), with ®J(0) = 0 (the g-vector of zeros). Then, gb‘Z(l)
is the decrease in the number of class i jobs as a result of the [-th job processed by dispatch
activity j and @7 (1) is the cumulative decrease in the number of class i jobs as a result of

the first [ jobs processed by dispatch activity j.

B.1.2  Additional Model Primitives for the Motiwating Fxample

This section provides additional model primitives for the NYC application introduced in
Section 2.1. We use the system parameter of r = 82002, which corresponds to the base
case discussed in Section 2.9, i.e., the case with A = Ay = 8200 cars; see Equation (2.65).

The service rates of the nine servers in the Brownian Control Problem (BCP) are as follows:
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p1 = 0.46, puo = 1.30, pug = 0.84, pg = 0.05, pus = 0.07, pg = 0.01, pu7 = 0.05, pug = 0.05, and
g = 0.03 jobs per year; see Equation (2.13). In the BCP, we set i = 1. The matrix R of
the BCP is as follows:

[0.29-0.170.20-0.04-0.04-0.04-0.00-0.02-0.00-0.00-0.00-0.01-0.00 1.10-0.20-0.00-0.00-0.00-0.01 |
-0.24 0.22 0.49 0.51-0.33-0.33-0.02-0.03-0.01-0.02-0.02-0.03-0.03-0.81-0.82-0.02-0.02-0.01-0.03
-0.03-0.03-0.21-0.42 0.42-0.42-0.02-0.00-0.00-0.01-0.01-0.01-0.00-0.21 1.10 0.03-0.01-0.00-0.01
-0.00-0.00-0.01-0.03-0.03 0.81 0.04-0.00-0.00-0.00-0.00-0.00-0.00-0.01-0.01-0.01-0.00-0.00-0.00
-0.01-0.01-0.01-0.00-0.00-0.00-0.00 0.05-0.00-0.00-0.00-0.00-0.00-0.01-0.01-0.00-0.00-0.00-0.00 | ;
-0.00-0.00-0.00-0.00-0.00-0.00-0.00-0.00 0.01-0.00-0.00-0.00-0.00-0.00-0.00-0.00 0.05-0.00-0.00
-0.00-0.00-0.01-0.00-0.00-0.00-0.00-0.00-0.00 0.03-0.02-0.00-0.00-0.01-0.01-0.00-0.02 0.01 0.05
-0.01-0.01-0.03-0.01-0.01-0.01-0.00-0.00-0.00-0.00 0.05 0.05-0.00-0.03-0.03-0.00-0.00-0.00-0.00
-0.00-0.00-0.02-0.01-0.01-0.01-0.00-0.00-0.00-0.00-0.00-0.00 0.03-0.02-0.02-0.00-0.00-0.00-0.00 |

see Equation (2.13). The capacity consumption matrix for the dispatch activities A is as

follows:

N
I
S O O O O o o o =
S O O O O o o o =
S O O O O o o = O
o O O O o o = o o
o O O O o o = o Oo
o O O O o o = O O
O O O O O = O O o
o O O O = O O O O©
o O O = O O o o o
S O R O O O O o O
S O B O O O O o o
S =B O O O O O o o
_ O O O O O O o O
S O O O O o o = O
S O O O O o o = O
O O O O O = O o o
S O R O O O O O O
o O O = O O o o o
S = O O O O O o o

Table B.1 provides a list of the seventy two relocation activities. The resulting 9 x 72

relocation activity input-output matrix R is defined as follows:

), i=1,...,72,
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Table B.1: The list of the relocation activities of the NYC application.

Number Origin Destination ‘ Number Origin Destination ‘ Number Origin Destination

1 1 ) 25 3 9 49 6 9
2 9 8 26 4 1 50 7 1
3 1 2 27 4 2 51 7 2
4 1 3 28 4 3 92 7 3
) 1 4 29 4 5 53 7 4
6 1 6 30 4 6 54 7 )
7 1 7 31 4 7 95 7 6
8 1 8 32 4 8 56 7 8
9 1 9 33 4 9 57 7 9
10 2 1 34 S 1 o8 8 1
11 2 3 35 5 2 99 8 2
12 2 4 36 5 3 60 8 3
13 2 5 37 5 4 61 8 4
14 2 6 38 5 6 62 8 )
15 2 7 39 ) 7 63 8 6
16 2 8 40 5 8 64 8 7
17 2 9 41 5 9 65 8 9
18 3 1 42 6 1 66 9 1
19 3 2 43 6 2 67 9 2
20 3 4 44 6 3 68 9 3
21 3 5 45 6 4 69 9 4
22 3 6 46 6 5 70 9 5
23 3 7 47 6 7 71 9 6
24 3 8 48 6 8 72 9 7

where R/ denotes the j-th column of R. The value vector for the dispatch activities is

v o= (2.1 1.7 1.7 1.5 1.7 14 25 33 27 2519 63 11.2 1.4 1.5 2.3 1.9 24 5.9)/

and the cost vector for the relocation activities is

c = (4.1 147 33 6.0 10.1 4.5 10.3 150 229 35 26 69 7.7 62 74
126 21.0 69 2.7 34 107 80 6.4 114 23.3 10.3 6.6 3.2 149 122
8.4 10.2 22.6 4.1 7.7 105 14.7 5.0 10.5 13.6 21.5 42 62 74 122
4.8 59 94 200 94 59 54 80 9.6 40 5.6 17.7 15.7 12.7 11.5
10.2 13.7 9.5 5.7 15.2 23.3 21.3 23.2 23.0 20.8 20.1 18.1 )/

The covariance matrix of the BCP is as follows:
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[ 0.57-0.43-0.07 0.00-0.03-0.01 0.00-0.02-0.01]
-0.43 1.16-0.54-0.03-0.03-0.01-0.02-0.07-0.03
-0.07-0.54 0.71-0.05-0.01 0.00-0.01-0.02-0.01
0.00-0.03-0.05 0.10 0.00 0.00 0.00 0.00 0.00
> = [-0.03-0.03-0.01 0.00 0.07 0.00 0.00 0.00 0.00
-0.01-0.01 0.00 0.00 0.00 0.02 0.00 0.00 0.00
0.00-0.02-0.01 0.00 0.00 0.00 0.04-0.01 0.00
-0.02-0.07-0.02 0.00 0.00 0.00-0.01 0.12 0.00
| -0.01-0.03-0.01 0.00 0.00 0.00 0.00 0.00 0.06

Matrix K the BCP is as follows:

S = O O O O O o o O
LOOOOOOO»—‘O

S O O O O o o o~ O

S O O O O O = O O O

o O O O = O O o o o o

o O O O O O O B, O O O o O
SO O O O O O = O O oo o o o o

0 0-10
00 0-1
000 0-1
0000 0-1
00000 0-1

I
=R I I I = I = I = I = I = A = =
o

SO O O O O O O O o o o o o o =
SO O O O O O O o o o o o o~ o
S O O O O O O O o o o o = o o
SO O O O O O oo oo o o - oo
S O O O O O O o o o o o = o o
O O O O O O oo oo o = o o o
S O O O O O O o o o+ o o o o
O O O O O O o o o = o o o o o
SO O O O O O O o, O o o oo o o
O O O O O O O O+, O O o o o o
O O O O O O o+ O oo o oo o o o

Next, we numerically verify that Assumption 2 holds for the NYC application, i.e.,

{Ry+Rj:Ky>0 jy<0 ycR" jeR"} =R

Since the left-hand side of (B.1) is a convex cone, it holds if

te' € {Ry+Ry:Ky>0,7y <0,y cR", jeR"},  i=1,...
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where e’ is the g-vector with a one in the i-th component and zeros elsewhere. We verify

(B.2) by numerically showing that there exists (y*, §') and (y2,3?) for i = 1..., ¢ such that!

Ry' + Ryt = —¢', Ky'>0, §y<0, y'eR", §'eR", (B.3)

Ry*> + Rj? = +¢!, Ky*>0, §2<0, y*cR", R (B.4)

The matrices G and G of the Reduced Brownian Control Problem (RBCP) are as follows:?

0.02 0.06 0.02 0.00 0.01-0.01-0.02-0.05-0.02 0.00 0.00 0.00 0.00 0.00 0.00
G = 10.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00-0.05 0.01 0.00
0.01-0.06-0.02 0.00 0.00 0.00 0.02 0.05 0.02 0.00 0.00 0.00 0.05-0.01 0.00

and G = [GF GE], where

[000-1-1-1-10 0 0 0-1-1-1-10 0 0 0-1-1-1-10 0 0 0-1-1-1-10 0 0 0|
GE=100010000000100000001000000010000000 ;
| 00001110000011100000111000001110020 0 |

[-1-1-1-11111100011111000111110001111100]
GR=11000-1-1-1-1-1-1-1-10 000 01 00000001 0000000 1 0
| 0r11r00000111-1-1-1-1-1-10 0-1-1-1-1-1-10 0-1-1-1-1-1-10 |

The vectors 7, k, and & of the RBCP are as follows:

7= (12,93 12.62 12.78 12.52 17.04 16.05 16.26 15.68 1.00)’,

K = (0.87 2.3 1.37 0.13 0.0 0.01 0.03 0.2 0.65 0.78 0.46 0.03 0.02 0.01 0.05),’

1. The existence of (y!,4") and (y?,3?) satisfying (B.3)-(B.4) can be numerically verified using a linear
program, where the objective is zero and the constraints are (B.3)-(B.4).

2. This is one particular choice of the matrix G. As discussed in Section 2.5, any solution to Equation
(2.35) is acceptable.
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Kk = (3.61 6.18 10.54 1.37 6.95 12.28 34.82 3.24 242 7.04 3.26 2.8 3.73 9.56
32.61 6.74 285 3.68 6.4 473 289 852 3505 9.9 647 2.96 10.41 8.69
4.71 7.07 34.12 820 12.16 14.75 19.24 5.95 11.26 14.98 37.53 7.33 9.63 10.7
15.74 3.78 5.72 9.79 35.06 12.69 9.53 8.9 11.71 882 4.19 6.13 32.98 18.4
15.75 14.4 13.38 12.34 9.13 5.12 29.87 11.36 9.65 11.41 11.47 4.76 5.08 2.83).’

B.1.3  No Opportunity for Arbitrage

Proposition 8 shows that there is no opportunity for arbitrage in the BCP (2.32). To be
specific, it states that the platform cannot reduce costs by deviating from the nominal plan
without creating a queue length displacement, idling servers, or taking part in non-basic

dispatch or relocation activities.

Proposition 8 (Harrison [114, Proposition 1]). There is no opportunity for arbitrage, i.e.,

minimize v’y — ¢'§ subject to Ry + Rj=0,Ky>0, and Uy <0 (B.5)
Y,y

has the unique optimal solution of y* = 0 and §* = 0.

To see the relationship between Problem (B.5) and the opportunity for arbitrage, assume
that there exists (y,7) such that Ry + Rj = 0, Ky > 0, 4, < 0, and v’y — ¢ < 0.
Consider a control (Y,Y) that has jumps Y(t) — Y(t7) = y and Y(t) — Y(t7) = ¢ at
some fixed time ¢ > 0. From Equation (2.22) and equality Ry + Rj = 0, we have that
Z(t)—Z(t)=RY(t)=Y(t")) + R(Y(t) — Y(t)) = 0, which means that the jumps in Y
and Y do not violate the state space constraint (2.26). Also, Equations (2.23)-(2.24) and
inequalities Ky > 0, and g, < 0 ensure that Equation (2.25) holds. Finally, inequality
v'y — ¢ < 0 states that the control jumps of Y and Y generate a strictly negative jump in
the cumulative cost so by considering arbitrarily large multiples of y and g as control jumps,

we can drive the cost to —oo.
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B.1.4 A Simplification of the Reduced Brownian Formulation

The reduced Brownian formulation introduced in Harrison and Williams [123] includes the
extra condition that U(t) € {Ky ty € R”} for t > 0. This condition is necessary for
ensuring that there exists an admissible control (Y,Y) to (2.22)-(2.27) whose extended state
process includes U. Lemma 12 shows that {Ky : y € R"} = R™+7=0 in our case. Therefore,
we can omit this condition; see Pesic and Williams [174, Lemma 3.1] for a similar result in
the context of parallel server systems. The crucial feature of our model that gives rise to

this property is the fact that each dispatch activity is associated with a unique server.
Lemma 12. We have that {Ky : y € R"} = Rm+1=b,

Proof. The proof resembles the proof of Pesic and Williams [174, Lemma 3.1]. For simplicity,
we use the notation Range(K) to denote {Ky : y € R"}. It is sufficient to show that el e
Range(K) forl =1,...,m+n—b. Weshow thisforl=1,... ,mandl=m+1,..., m+n—>b,
separately.

Case 1. Consider [ € {1,...,m}. By Assumption 1, Az* = e. Therefore, there exists a
basic dispatch activity j such that k(j) = [. Then, by Equations (2.3), (2.19), and (2.28),
we have KJ = ¢!, which gives e/ € Range(K).

Case 2. Consider [ € {m + 1,...,m + n — b} and the non-basic dispatch activity j =
I —m +b. It follows from Equations (2.3), (2.19), and (2.28) that K7 = eF()) — ¢!, Since

k(1) € Range(K), by Case 1, and K7 € Range(K), we have k(1) — K7 = ¢! € Range(K). O

B.1.5 FEquivalence of the BCP and the RBCP

Lemma 13 establishes an equivalence between the BCP (2.32) and the RBCP (2.42). In
particular, it shows that given the state Z(¢) in the BCP, one sets W (t) = M Z(t) to arrive
at the equivalent state descriptor in the RBCP. To go in the other direction, given the state
W(t) in the RBCP, one sets Z(t) = A(W(t)) to arrive at the equivalent state descriptor in

the BCP.
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Lemma 13 (Harrison and Williams [123, Theorem 6.1]). The RBCP (2.42) is equivalent to
the BCP (2.32) in the following sense: Fiz e > 0.

(i) Suppose that (Y,Y) is an e-optimal control for the BCP (2.32) with Brownian motion
X and extended state process (Z,U,U). Then (U,U) is an e-optimal control for the
RBCP (2.42) with Brownian motion X and state process W given by X(t) = MX(t)
and W(t) = MZ(t) fort>0.

(ii) Suppose that (U,U) is an e-optimal control for the RBCP (2.42) with Brownian motion
X and state process W. Then, there ezists a Brownian motion X such that M X (t) =
X(t) fort > 0. Furthermore, there exists a pair (Y,Y) that is an e-optimal control for
the BCP (2.32) with Brownian motion X and extended state process (Z,U, l~]), where
Z(t) = AW (t)) fort > 0.

B.1.6  The Value Function of a Region of Inaction Type Policy.

Consider a closed set B and let 9B, ..., 0B% be a partition of its boundary such that
pushing control [ is used for w € OB!. Given the initial workload w € W, consider the
following control policy, denoted by Uw: Exert no control in the interior of B and keep the
state process W in B by using pushing control [ on B minimally for [ = 1,...,d. Moreover,
if w ¢ B, move the state process W instantaneously from w to the point w’ € OB for which
the cost associated with this instantaneous move is the smallest; see Equations (2.57)-(2.59).
On the other hand, consider a function f € C2(W) and assume that it solves the following

PDE on B:
Lf(w)—af(w)+ h(w) =0, w € int(B) (B.6)
subject to the boundary condition

Viw) G+ i =0, wedB andl=1,...,d, (B.7)
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and that it is defined on W\B as follows:

fw) = wr/réigB {C(w, ") + f(u')}, w e W\B, (B.8)

where C' is given by (2.57)-(2.59). Next, we show that f(w) is the expected discounted cost

of policy U, that starts at state w. To this end, note that by Lemma 18, we have
> t ‘ > t T 1 Al a7
f(w) = —E[/O e (Lf(w) — of (w)) ] —E[Z/O O F( (1)) G, (1) (B9)
=1
for w € W. Substituting Equations (B.6)-(B.8) into Equation (B.9) gives the desired result:
o0 o . R
Flw) = E[ / e_o‘th(w)dt] + E[ / e_atd(/%’Uw)(t)], wew.
0 0

B.1.7 Numerical Solution of the Partial Differential Equation

This section develops a numerical method for solving the PDE discussed in Section 2.7. To
be specific, suppose we are given a closed convex set B C W, referred to as the region of
inaction, and a partition 9B, ... ,8Bd of its boundary, 0B, such that pushing control [ is

used for w € ABL. This section develops a numerical solution to the PDE
Lf(w)—af(w)+ h(w) =0, w € int(B) (B.10)
subject to the boundary condition
Vf(w)/él+/%l = 0, wedB andl=1,....d. (B.11)

This PDE falls under the category of second-order linear elliptic PDE with oblique derivative
boundary conditions; see Lieberman [156] and Gilbarg and Trudinger [101] for an overview.

One can use any numerical method of choice to solve Equations (B.10)-(B.11). The specific
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method used does not impact the algorithm discussed in Section 2.7. Following Kumar and
Muthuraman [145], we choose to adapt the Finite Element Method (FEM) for two reasons:
First, it provides an approximate solution with bounded error. Second, it can handle complex
and irregular boundaries in high dimensions. Note that since irregular regions of inaction
may arise in the algorithm discussed in Section 2.7, it is crucial to use a numerical method
that can handle irregular boundaries; see Hughes [132] and Larson and Bengzon [151] for
further details on FEM. For simplicity, in this section, we reuse some of the notation that
was already introduced.

FEM transforms Equations (B.10)-(B.11) into a variational form and uses the notion of
orthogonality in function spaces to obtain an approximate solution. To be specific, FEM

constructs an approximate solution of the form

M
fw) = > ™ (w),  weB, (B.12)
m=1

where 9" are real-valued functions commonly referred to as the basis function, M denotes
the number of (distinct) basis functions, and fy, are coefficients. The choice of the basis
functions will be discussed later and for the moment, it is assumed the basis functions are
given. FEM seeks to find the set of coefficients (,, for m = 1,..., M that minimize an
error criterion. We use the so-called Galerkin method, which uses a specific error criterion.

Letting 8 = (B,) denote the vector of coefficients, we define the residual function as
R(w,B) = Lf(w) = af(w)+ h(w) (B.13)

at all points w € int(B) in which the derivatives exist. Ideally, we would like to ensure that

Equation (B.10) holds, which is equivalent to ensuring that R(w, §) = 0 for all w € int(B).
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However, this need not be possible. The Galerkin method instead aims for the following:
/R(w,ﬁ) Pwydw =0, k=1,..., M. (B.14)
B

Loosely speaking, this is equivalent to requiring the error to be orthogonal to the basis
functions. Similarly, instead of requiring Equation (B.11) to hold for w € 9B, the Galerkin

method aims for

Z/m G' 4 )R w)ydw = 0, k=1,...,M. (B.15)

Lemma 14 provides an integration by parts result that is crucially used in the Galerkin
method; see Le Dret and Lucquin [154, Proposition 3.15 and Section 4.4] for further details.
As a preliminary to Lemma 14, let n(w) denote the normal unit exterior vector (the unit

vector normal to the boundary in the exterior direction) for w € 0B.

Lemma 14 (Green’s Formula). Suppose f,¢ € L*(B) such that 9;f, 8Z-jfEL2(B) and 0;¢ €
L*(B) fori,j=1,...,p—1. Then,

/ Z 0 0ij f(w / Z 0450 f (w) O (w)dw

i,j=1 7.71

/ Z 6:;0; £ ()i (w)(w)duw (B.16)

5,j=1

By substituting Equation (B.12) into Equation (B.14) and using Lemma 14 as well as

Equation (B.15), Lemma 15 obtains a set of linear equations. As a preliminary to stating
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Lemma 15, we introduce the following notation: Define Dy,,, and g as follows:

Z aw/ajw )0 (w dw+a/¢m o (w

,j=1

- d— ™(w) GlyF(w)dw, (B.17
leozg/ (wktwrdn = 3 [ vy @i, @10

where n;(w) denotes the i-th component of n(w) and

o = [ )ik dw+2/ Ayt (w (B.15)

for k,m = 1,..., M. Then, we define the M x M dimensional matrix D = [Dy,,,] and the

M-dimensional vector ¢ = (qy,).
Lemma 15. If the coefficient vector 5 satisfies (B.14)-(B.15), then DS = q.

Proof. First, we use Lemma 14 to write the left-hand side of (B.14) in terms of first order
derivatives. Then, we combine (B.14) and (B.15) to arrive at the desired result. It follows

from Equation (B.13) and the definition of operator £ that for k =1,..., M,

/BRW,W’“(w)dw = / L ()" (w)dw — / af (w) ¢ (w)dw + /B h(w) ¥ (w)duw
/ JZIUZJ VP (w)dw — /Bozf(w)@/]k(w)dw

k
+ /B h(w) ek (w)duw. (B.19)
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Substituting (B.16) into (B.19) gives

/Rwﬁ :——/Zamﬁf Op* (w)duw

Jl

g TL k
/GBZ 5450 F (w)ni (w) " (w)du

1,j=1

—/af(w)z/} (w)duw +/h(w)z/zk(w)dw, k=1, M. (B.20)
B B

Substituting (B.20) into (B.14) gives

__/Z%af ot wyn + 5 [ S o mw

1,7=1 ,j=1

_ / of ()" (w)dw + / hw)yok(w)ydw = 0, k=1,... M. (B21)
B B

Adding the left-hand side of (B.15) to the left-hand side of (B.21), the right-hand side of
(B.15) to the right-hand side of (B.21) gives

/Z%af oty + 5 [ $ 50 i)

i,j=1 1,7=1
—/ f(w) <>dw+/g<>w’f<>
+Z/ G+ i) P (wydw =0, k=1,...,M

183



Then, rearranging the terms gives

3. S syosiwata pw + [ af(w)e*(w)da

5,j=1

/ Zomé‘f wni(w) ek (wdw — 3 / w) Gk (w)dw

1,j=1 oB!

/ h(w)¥ (w dw+2//~q@/}k k=1,...,M. (B.22)

Substituting Equation (B.12) into Equation (B.22) gives

p—1
Z /%yﬁm ™ (w) 0 zwk )dw + Z/&5m¢m )@bk( )dw

,Jl

M d )
) Z Z / G Bm O™ (w)ng(w) Y™ (w)dw — Z Z/aB?mem(w)’Glz/}k(w)dw

m 14,5=1 =11=1

1M
72

/( ) (w dw+2/ﬁz¢k k=1,...,M. (B.23)

Finally, we write (B.23) as D = ¢ using the definitions of D and ¢; see Equations (B.17)-
(B.18). O

Motivated by Lemma 15, the Galerkin method seeks to find the coefficient vector g that
solves D = q. Before discussing the choice of the basis functions, let us show that the
approximation error of FEM is bounded. To do so, let F denote the space spanned by the

basis functions ¥1, ..., 9™ and define the symmetric bilinear form b(-,-) as follows:

Z %/aﬂz) An(w dw—I—a/w

,Jl

— Z a”/ dj1(w)n;(w dw— /6[35 (w)dw

i,j=1
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for ¢ and n that are twice continuously differentiable almost everywhere on W. This bilinear
form defines a seminorm on the space of functions that are twice continuously differentiable
almost everywhere on w3 Proposition 9, which extends Kumar and Muthuraman [145,
Proposition 5] to our case, shows that the function f characterized by the the solution to
DS = q is the "best approximation” to the solution to Equations (B.10)-(B.11) in the space

F as measured by the seminorm defined by b.

Proposition 9. Assume f satisfies (B.10)-(B.11) and f is characterized by the solution to
DB =q. Then,

~

b(f—f f—f) <b(f—o,f—4), eF (B.24)

Proof. The proof closely resembles the proof of Kumar and Muthuraman [145, Proposition
5]. First, we assume b(f — f , ) = 0 for ¢ € F and use the bilinearity of b to arrive at
(B.24). Then, we prove b(f — f,z/)) = 0 for v» € F. Assume we have b(f — f,@/}) = 0 for

1 € F. Then, by the bilinearity of b, for n € F, we have

o(f = f.f =),

v

where the equality follows from b(f — f ,n) = 0 and the inequality follows from the fact that
the bilinear form defines a seminorm. The result then follows form this and the fact that
any 1) € F can be written as f— n for some n € F.

It just remains to show that b(f — f, 1) = 0 for ¢ € F. We prove this in two steps. In the

3. The bilinear form b is said to be a seminorm if (i) b(v,n) < b(v,9) + b(n,n) and (ii) blay,ar)) =

lalb(ep, ) for a € R and 1, n that are twice continuously differentiable almost everywhere on W.
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first step, we show that

d

) = [ Mo + > | vtwyae,  ver (B.25)
In the second step, we show that
X d
bFo) = [ hw)(wyde + > | mvtwrie. ver, (B.26)

The desired equality, i.e., b(f — 1, ) =0 for ¢ € F, follows from (B.25)-(B.26).
Step 1. Since f satisfies (B.10)-(B.11), we have

[ (€5) = aftw) + hw))vwyte = @ 7 B.27
d
IZ;/(?BZ(W(W)'GZ + k) Y(w)dw = 0, ¢ e F. (B.28)

First, we use Lemma 14 to write (B.27) in terms of first order derivatives. Then, we combine
(B.27) and (B.28) to arrive at the desired result. By writing out the differential operator £
in (B.27), we obtain

p—1
%/IS’Z 6ij8ijf(w)¢(w)dw—/BOéf(w)1/1(w)dw+/Bh(w)¢(w)dw:07 v e F. (B.29)

1,5=1

Substituting (B.16) into (B.29) gives

o ] -1
_ 5/[527]2:1 Uijajf(w)ai¢(w)dw + 5/88 iJZ:1 Uz'j@jf(w)ni(w)z/;(w)dw
- [arwpt + [ i =0, ver B.30)
B B

Adding the left-hand side of (B.28) to the left-hand side of (B.30), the right-hand side of
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(B.28) to the right-hand side of (B.30) gives

__/Z%af O (w)dw + = / Zow@f w)ni(w)y(w)dw

i,j=1 i,j=1

- [arwwde+ [ nw dw+z/ G+ i) (w)dw =0, € F.

Then, by rearranging the terms, we obtain

/Zamaf Outp(w )dw+/af<> w——/%zow@f Y () (w)dw

1,j=1 1,7=1

_Z/aBl w) G ( )dw:/h( dw—|—2/ﬁl¢ beF

B

which concludes step 1.

Step 2. This step is almost identical to the first step with the exception that we use

(B.14)-(B.15) instead of (B.27)-(B.28). O
Next, we discuss the choice of the basis functions " for m = 1, ..., M. First, we choose
a finite number of closed sets T, ..., 7% such that their intersection has a Lebesgue measure

zero and their union is the region of inaction B. These sets will be used to decompose the
integrals over B into sums of integrals over 77, ..., TN . Such a partition of B is called a mesh
or triangulation on B. The sets 71, ... ,TN are called the elements and their vertices are
called nodes. For the NYC application, we use triangular elements. Triangular elements can
accommodate any polygonal B, which provides great flexibility for the algorithm discussed
in Section 2.7. Following Larson and Bengzon [151, Section 1.1.3|, we first discretize the
region of inaction B; see Figure B.2 for an illustration of the discretized region of inaction in
two dimensions. Then, we construct a mesh of the region of inaction B such that the nodes
coincide with the discretized points. We use the Delaunay triangulation algorithm of Barber

et al. [42] to construct the mesh. We denote the nodes by w" for m = 1,..., M and define
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Figure B.1: An example of a hat func- Figure B.2: An example of a mesh of W in
tion in two dimensions. The shaded area two dimensions, i.e., p = 3. Each triangle
depicts the support of the hat function. is an element.

the basis functions on the nodes as follows:

1 ifw=wm,
P (w) = (B.31)
0 ifw=uwll+#m.
The basis functions 1" can be defined in a variety of manners at points in B other than the
mesh points. For second-order PDEs, linear interpolation in each element 7" is the most
common approach. These (linearly interpolated) basis functions are referred to as the ”hat”
functions; see Figure B.1 for an illustration of the hat functions in two dimensions. Each hat
function corresponds to a node. The hat function is non-zero only on the elements for which
the corresponding node is a vertex. The elements on which the hat function is non-zero are
shaded in Figure B.1.
We conclude this section by providing closed-form expressions for matrix D and vector ¢
defined in Equations (B.17)-(B.18), in the two-dimensional case, which is the relevant case
for the NYC application. Our discussion closely follows Larson and Bengzon [151, Sections

3.5-3.6 and 4.6]. We first express the integrals over B and 0B as sums of integrals over the

188



elements 7" forn=1,..., N, ie.,

N

O™ (w) O (w)dw + oy [ W™ (w) " (w)duw

n=1JT"

N d
0™ (w)ng(w)F (w)dw >N " [ V™ (w) GlyF (w)dw (B.32)

n=14i,j=1 oBNT" n=11=1J0BnT"
and
N N d
g = [ hwyFw)dw + 33k [ vF(w)dw (B.33)
n=1JT" n=1[1=1 oBinT™
for k,m =1,..., M. Then, we use the following identities to compute the matrix D and the

vector ¢: For kkm=1,...,M andn=1,..., N, we have

/ W (w) o (w)duw
7'?7,

/h(w)wk(w)dw

mn

¥ (w)dw
TN

12

(

\
p

\
p

\

Area(7")/12 if w™ and w” are vertices of 7" and m # k,
Area(7")/6 if w™ and w” are vertices of 7" and m = k,

0 otherwise,

h(wF)Area(T™) /3 if w¥ is a vertex of T™,

0 otherwise,
Area(7™)/3 if w¥ is a vertex of T,
0 otherwise,

where a ~ b denotes a = b + 0(Area(T”)).4 Now, we fix n € {1,..., N} and let wh w? and

w3 denote be the vertices of 7". Then, 1 (w) = (a' + b'wy + clwy) /2Area(T") for i = 1,2,3

4. We can ensure that the sum (over n) of the error terms is negligible, i.e., converges to zero as n — oo,
by making sure that the mesh satisfies max,, Area(7") = O(1/n).
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and w € T", where

a = w%wg’ — wi)’w%, bl 2 3 1 8 2

:w2—w2, C :wl—wl
a? = w%w% —w%wg’, — wg’ —w%, A = w% —wi)’
ad = w%w% —w%w%, » = w% —w%, 3 = w% —w%,

and Vo' (w) = (b'/2Area(T™), ci/2Area(7’”)), for w e T".

B.1.8 Solving the Equivalent Workload Formulation using the Markov

Chain Approximation Method

This section describes the Markov chain approximation method that provides an approximate
numerical solution to the EWF (2.47)-(2.50). This method constructs a Markov chain and
an associated control problem whose value function approximates the value function of the
EWF (2.47)-(2.50) at a discrete subset of the states space, i.e., the state space of the Markov
chain. Then, it numerically solves the control problem and interprets its solution in the
context of the EWF (2.47)-(2.50) in order to obtain an approximate solution for the EWF
(2.47)-(2.50). This method was initially introduced in Kushner [146]; also see Kushner and
Martins [148] and Kushner and Dupuis [147]. We first discuss the intuition behind the
approximation method. Then, we describe the state space, the action space, and the state
transitions of the approximating Markov chain. In doing so, we focus on the two-dimensional
case as this is the relevant case for the NYC application. In the remainder of this section,
similar to Section 2.7, dummy variables w and w are used instead of w and 4.

The Markov chain approximation method takes advantage of the hypothesis that the

(optimal) value function of the EWF (2.47)-(2.50) is the unique solution of the following
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dynamic programming equation:

(Lo(w) — ad(w) + h(w)) A ”Gin”f_1 {qu(w)'éu +&'u} =0, weW. (B.34)

The Markov chain approximation method seeks a discrete-time, discrete state-space Markov
chain and an associated control problem, whose value function approximates the solution of

the dynamic programming equation (B.34).

State Space. Let ¢ denote the discretization step size and define the d-grid W and the

extended d-grid WT as follows:®
W = {(i6,76) € W:i,j € N}
and
W = {(i6 +4'6, j0 + j'6) : i, ' € {~=1,0,+1}, (i6, jo) € W}.

The extended grid is the super-set of W and includes the states that the approximating
Markov chain could transition to from w € W. The state space of the approximating Markov
chain is the extended grid WT. We define W' = WT\W and call it the reflecting
boundary. The grid W and the reflecting boundary OW™ for the NYC application are
depicted in Figure B.3; black dots represent the grid W and gray circles represent the
reflecting boundary OW™. The inclusion of this reflecting boundary in the state space
is essential for capturing the behavior of the Brownian motion X on the boundary of the
state space W of the EWF (2.47)-(2.50). Let ¢(w) denote the (optimal) value function of
the approximating Markov chain at state w € W7, i.e., the minimum achievable expected

discounted cost starting at w.

5. We choose § = 1/n € (0,1) so that 1/§ = n is an integer.
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Figure B.3: State space of the approxi-
mating Markov chain with § = 0.05 for
the NYC application. Black dots repre-
sent the grid W and gray circles repre-

Figure B.4: Two examples of con-
trols in the approximating Markov chain
method. Each control in the approximat-
ing Markov chain method results in a ran-

sents the reflecting boundary OW™T. dom transition to one of two neighboring

states.

Actions and Transitions on WW. At state w € W, we can take one of the following
actions: (i) exert no control, or (ii) exert control in some direction v. When we exert no
control, we want the value function of the Markov chain ¢ to locally approximate the solution

¢ to the PDE

Lop(w) — ap(w) + h(w) = 0. (B.35)

When we exert control, we want the value function of the Markov chain ¢ to locally approx-

imate the solution ¢ to

inf {Vo(w)Gu+ i#'u} = 0.

) (B.36)
[Gul=1

Equation (B.36) states that when control is exerted, the change in value function (as a result
of the control displacement) must cancel out the control cost.

Next, we discuss the transitions (for the approximating Markov chain) that give rise to this
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desired behavior.

The Case of No Control. In this case, we set the period length for the approximating
Markov chain as At = §2/Q, where

p—1 p—1
Q = Z&M— Z ‘&ij’/Q > 0.
1=1

ij=1
J#i

Also, we let the (immediate) cost to be

C'(w, No Control) = h(w) At.

Lastly, the transition probabilities are as follows:

265 — S0 i 1631/2Q i w' = w £ €5,
&;&/2@ if w' =w+ €6+ eld, i # 7,
P(w’ | w, No Control) = &;‘J,/QQ if w = w—eld —els, i £, (B.37)
0;1/2Q if W =w—e'd+eld, i # 7,
0 otherwise,

\

By replacing the differential operator £ in Equation (B.35) with finite difference ap-
proximations, Lemma 16 obtains a discrete approximation to Equation (B.35). Letting

T = max(x,0) and = = min(z,0), we next state the lemma.
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Lemma 16. The solution to (B.35) satisfies

9 p—1 p—1

) 1
o(w) = eXP<_O‘§> Z _Q 2‘721 Z |01]| (w+e 6)
J#z
2 k1 =
+ eXp(—CYa) Zl 20 (202'1 le |‘72j|> ?b(w - 626)
Jj#i
2 511 -
+ exp(—aa) Z @ i d(w + €6 + €)
a.]_
JFi
2 A+ e
+ exp(—aa) ijzl 207 o(w —e'd —eld)
J#i
2ok T
+ exp(—aa) MZ:1 Eoij dlw —e'd +¢0)
J#i
2 K1
- exp(—aa) Z.jz.:l @OU d(w + €'6 — e/ §)
J#i
5% 52 4
+ exp(—aa) ah(w) + O(57). (B.38)

Proof. Note that Equation (B.35) can be written more explicitly as follows:
i,
5 Z 6walj¢(w) — qub(w) + h(w) = 0.
ij=1
which we then rewrite as below.

p—1
53 Gudhio(w) + zz% 06w zzaw 01j(w) — ad(w) + hlw) = 0. (B.39)
1=1

1=1 j#i 1=1 j#i

6;>0 ;<0

Consider the following finite difference approximations (see e.g., Kushner and Martins [148,
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Equations (5.2)-(5.4)]): Ford,j =1,...,p—1,i# j, and 6;; > 0,

$(w + €'d) + p(w — €'6) — 2¢(w)

Oiip(w) = 52 + 0(5?),
Bi;9(w) = 20(w) + ¢(w + €' +2e§26) + d(w — €6 — el 0)
__Mw+é®+¢@Pﬁ%ggﬂw+d®+¢whwm)+O®%,i%ﬁ@jza
0y 6(w) = — 20(w) + ¢(w + €' _;;f) 4 d(w — €5 + el§)
+¢@”f%%+ﬂw—&ﬁgfwwwMy+Mw_@m)+O®%7i#%@j<0

Substituting these finite difference approximations into Equation (B.39) gives

p—1 .
%ZZ—Q(¢<w+e6>+¢< €i5) — 20(w))
i=1
% Z 2(52 w) + ¢ + '8 + €7 8) + p(w — €'d — e/9))
Lj=Lj#i
0;>0
1 25 , .
T3 2 g 5 (6w + €'0) + 6w — ') + plw + ¢I5) + dlw — ¢/6))
s
1 bl . . . .
~ 3 Z ﬁ(&zﬁ( w) + d(w + €' — e8) + p(w — €'6 + €79))
i.j=1,j#i
0;<0
1 p—1 &i' . . . .
+ 3 > ﬁ@(w—l—e@d)+¢(w—625)—|—¢(w—|—63(5)+¢>(w—ej(5))
ij=1,j#i
05<0
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Multiplying both sides by 62 and rearranging the terms gives

p—1 p—1 .
(20 "——ZZI%HW 0= (i~} 5 20173 0w+ ')
i=1 i=1 j#i i=1 j;éz

p—1
1 )
+§:@ﬁ—§§:WUDﬂw—é®
i=1

JF#i
p—1 1 . .
+ ZZ§6$ dlw+ €e'd + €’9)
i=1 j#i
=l 4 . :
+ ZZ?;; d(w — '8 — el §)
i=1 j#i
p—1 1 . .
+ 22561-; dlw —€'d +el0)
i=1 j#i
p—1 1
+ZZ§€T;¢ w4 €0 —eld)
i=1 j£i
+ 0%h(w) + O(6%). (B.40)
Dividing both sides of Equation (B.40) by @Q gives
ad? — 1 i
(1+—)¢( )= Z— 20 — Z\UZJ] d(w + €'9) —1—2 20” Z|am\ )
Q ~ 20 2Q
= J#i I
p—1 1
/\+ A_"_ . .
+ ZZ@ Fo(w+ €0+ els) + ZZ@ 5 o(w — els — 1)
1=1 j#i 1=1 j;éz
p—1 1
+ ZZ@@;QS( w— €8+ eld) + Zzﬁawgb (w+ €'6 — €/9)
1=1 j#i 1=1 j#i
52
+ ah(w) + 0(6%h). (B.41)

Then, substituting the approximation exp(ad?/Q) = 14 adé?/Q + O(5*) into Equation

(B.41) and multiplying both sides by exp(—ad?/Q) gives the result. O

We interpret Equation (B.38) as the Bellman equation of a discounted infinite horizon
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Markov chain with period length At = §%/Q, immediate cost C/(w, No Control) = h(w) At,
and transition probabilities given by (B.37); see Kushner and Dupuis [147, Section 5.3.1] for
further details.

As a preliminary to discussing the case where we exert control at direction v, let w’ denote
the intersection of the ray emanating from w in direction v with the grid lines surrounding
w as depicted in Figure B.4. Note that w’ is uniquely determined by the state w and the
direction v. If w’ € W, the Markov chain transitions with probability one to w’. However,
w’ need not belong to W, i.e., it need not be a grid point. To address this issue, we define
the states w’ m,w’ (2) € W as the two grid points that are neighboring w and closest to it

on either side on the grid line depicted in Figure B.4.

The Case of Exerting Control in Direction v. In this case, the Markov chain tran-
sitions from state w to w” € {w’ 1) W (2)} instantaneously with the following transition

probabilities:

W' —w' @5 it =W,
P(w” |w, Control v) = ¢ |’ — w/W|/5  if w" = w'(?), (B.42)

0 otherwise,

Since controls create an instantaneous displacement in the EWF (2.47)-(2.50), the (im-
mediate) cost of control is C(w,Control v) = C(w,w’), where C is defined in Equations
(2.57)-(2.59). Figure B.4 illustrates the transitions in this case. When we exert control at
direction v, the transition function of the approximating Markov chain is chosen by a ran-
domization between states w'(1) and w'() such that the mean increment is w’ — w. In other

words, P(w'() | w, Control v) and P(w'(?) | w, Control v) are chosen such that
(w/(l) —w) X P(w/(l) | w, Control v) + (w/(z) —w) X }P’(w/(Q) | w, Control v) = w’ — w,

i.e., mean increment is w’ — w, and P(w'() | w, Control v) + P(w'®) | w, Control v) = 1. This
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Figure B.5: The discretized control directions for the NYC application.

gives rise to the transition probabilities given in Equation (B.42). Note that w’ (1) and /(2
are introduced merely to address the problem that w’ need not belong to WW. The states w’ (1)
and w'(?) play no role in determining the (immediate) cost of control. The (immediate) cost
of control is derived directly from w’. To be more specific, the (immediate) cost of control
at direction v is C'(w, Control v) = C(w, w'); see Equations (2.57)-(2.59).

Kushner and Martins [148] and Kushner and Dupuis [147] assume that control has to
be exerted in one of finitely many directions. In our case, however, there are an infinite
number of directions available to the decision maker as the decision maker can use any linear
combination of the pushing controls to move the state process. We remedy this problem by
discretizing the set of control directions; see Figure B.5 for an illustration. For the NYC
application, we use a discretization step size of five degrees. Let C denote the set of discretized

control directions. The action set at w € W is

A(w) = {No Control} UC, w e W.

Actions and Transitions on OW™T. At w € OWT, the decision maker has to exert

control. However, only a limited set of control directions are feasible. The action set at
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w e IWT is

A(w) = {UEC:36>08uchthatw+6U€W}, we oW,

Given a feasible control direction v € A(w), the state transitions are the same as those given

by Equation (B.42).

Bellman Equation. The (optimal) value function of the approximating Markov chain

must satisfy

¢(w) = min {C’(w, a) + Z exp(—alty) P(w' |w, a) (E(w/)}, we Wt  (B.43)
acA(w) —
w'ewt
Note that when the decision maker does not exert control, At, = 62 /@ > 0. However,
when the decision exerts control (at any direction), we set At = 0 because the transition is
instantaneous.
Kushner and Martins [148, Theorem 7.1] shows that as § — 0, the (optimal) value

function of the control problem discussed above converges pointwise to the (optimal) value

function of the EWF (2.47)-(2.50), i.e., ¢(w) — ¢(w) for w € W.

Interpretation. We interpret the optimal solution to the control problem discussed above
as a control policy for the EWF (2.47)-(2.50) as follows: In the interior points of the state
space, i.e., w € int(W), we use the action prescribed by the Bellman equation (Equation
(B.43)) at the grid point w’ of the state space W of the Markov chain that is closest to w,

ie., w

= argmingyy, || —w||. Recall that W is the §-grid of W. At the boundary points of
the state space, i.e., w € 8W, we use the action prescribed by the Bellman equation at the
grid point w’ of the reflecting boundary OW™ of the Markov chain that is closest to w, i.e.,

w' = argming g+ [0 —w||. In both cases, ties are broken in favor of the smaller (pushing

control) indices.
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Figure B.6: The control policies derived by our computational method and the Markov chain
approximation method for the NYC application (6 = 0.01).

Table B.2: Pushing controls used under the control policy derived by the Markov chain
approximation method for the EWF (2.47)-(2.50) of the NYC application (6 = 0.01).

Pushing Control

State Number Action

Idle Server 5
Serve Buffer 7 with Server 6
Idle Server 6
Serve Buffer 6 with Server 7
Idle Server 7

{w:w; =0,0<we <1}

{w:we =0,w; <0.385}

{w : wy =0, w; > 0.385}

{w:w; +we =1,w; <0975}
{w:wy +wy =1, wp > 0.975, wy >0}

W = DN Ot

Comparison with Our Method. We conclude this section by comparing the perfor-
mances of the two policies: the policy derived by our computational method (presented
in Section 2.7) versus the one derived by the Markov chain approximation method. The
control policy derived by our computational method is depicted in Figure B.6a and fur-
ther explained in Table 2.1. The control policy derived by the Markov chain approxima-
tion method is depicted in Figure B.6b and further explained in Table B.2. Similar to the
policy derived by our computational method, the policy derived by the Markov chain ap-
proximation method is a region-of-inaction type policy. In fact, the two control policies
are quite similar. They only differ on two parts of the boundary OW. The first part is

{w : wy = 0,0.35 < wy < 0.385}. The policy derived by our computational method pre-
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Table B.3: The expected discounted cost of the control policies derived by our computational
method and the Markov chain approximation method for different discretization step sizes.

Our Computational Method Markov Chain Approximation

0  Cost (in millions) Percentage Difference Cost (in millions) Percentage Difference

0.04 4.389 1.64% 4.422 2.40%
0.02 4.337 0.43% 4.419 2.33%
0.01 4.318 0.00% 4.326 0.17%

scribes pushing control 2 for w € {w : wg = 0,0.35 < w; < 0.385} while the policy derived
by the Markov chain approximation method prescribes pushing control 5. The second part
is {w : wy; +wy =1,0.95 < wy < 0.975}. The policy derived by our computational method
prescribes pushing control 3 for w € {w : wy + wy = 1,0.95 < wy < 0.975} while the policy
derived by the Markov chain approximation method prescribes pushing control 4.

Table B.3 reports the expected discounted cost of the control policies derived by the two
methods for different discretization step sizes.® We take the control policy derived by our
computational method with § = 0.01 as reference. We observe that for all w € W, the value
function of the control policy derived by our computational method is lower than the value
function of the control policy derived by the Markov chain approximation method. Table
B.3 reports the minimal percentage difference between the value function of the control
policy derived by the Markov chain approximation method and the value function of the
control policy derived by our computational method. Table B.3 demonstrates that our
computational method, outperforms the Markov chain approximation method in terms of
the expected discounted cost.

We use the policy iteration algorithm to solve the Bellman equation (B.43). Our com-
putational method terminates in three steps for all discretization step sizes considered while
the Markov chain approximation method requires seven to nine (policy iteration) steps. This

demonstrates that our computational method is (considerably) more computationally effi-

6. Note that the expected discounted costs in Table B.3 are reported in thousands. Then, since
max, 3, f(w) — min, .z, f(w) << 1000 for the region-of-inaction type policies considered here, we have
not specified the initial workload.
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cient than the Markov chain approximation method. Recall that our computational method
takes advantage of the special structure of the EWF (2.47)-(2.50) while the Markov chain
approximation method is a general purpose method (used for solving many stochastic control
problems). Note that the steps of our computational method are no more computationally
expensive than the steps of the Markov chain approximation method. To see this, note that
the policy iteration algorithm solves a system of linear equations (in the policy evaluation
step) that has one variable for each state in the state space W7 of the Markov chain. Our
computational method solves a similar system of linear equations with a slightly smaller num-
ber of variables (one variable for each state in W); see Appendix B.1.7 for details. Moreover,
the Markov chain approximation method iterates over all states (in the policy improvement

step) while our computational method only iterates over the boundary points.

B.1.9 Policy Improvement

Lemma 17 shows that under certain assumptions, the control policy obtained in each step
of the computational method discussed in Section 2.7 is an improvement over the previous

control policy.

Lemma 17. Suppose in step k no boundary point w &€ OBk is moved outwards and the
(updated) region of inaction BEHL does not require convezification. Moreover, suppose the
PDEs solved in steps k and k+1 have twice continuously differentiable solutions denoted by fi.
and fri1, respectively. Furthermore, suppose there exists a region-of-inaction type control
policy associated with the region of inaction BEHL and the partition oBFtLL . oBktLd
of its boundary oBk+1, Then, B+l C Bk, i.e., the region of inaction has not expanded.

Moreover, fr11(w) < fr(w) for w € Bk+1,

Proof. Consider a step k+1 in which no boundary point w € dB* is moved outwards and the
(updated) region of inaction BE+L does not require convexification. Note that in this step,

the region of inaction has not expanded, i.e., B¥1 C B*. First, we show that g = Jree1— fx
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satisfies

Lg(w) — ag(w) =0, w € int(B*1), (B.44)

Vg(w) G! > 0, wedB M and 1 =1,...,d. (B.45)

Then, we use Lemma 18 to show that g(w) < 0 for w € B¥*1 which gives frr1(w) = fr(w) <
0 for w e BFF1L,

Step 1. Define g € C2(BF1) as follows: g(w) = fro1(w) — fr(w) for w € BFFL Tt
follows from the fact that fr and f;; satisfy (2.60) for w € int(BF+1) that ¢ satisfies
(B.44). It remains to show that ¢ satisfies (B.45). Consider a pushing control [ = 1,...,d
and a boundary point w € oBF Ll Since the region of inaction has not expanded, one of
the following updates has occurred in step k: (i) some boundary point w’ € OBl has been
moved inwards along pushing direction Gltow € 88k+1’l, (ii) the boundary point w has not
moved in the update, but the pushing control has been updated to [, or (iii) the boundary
point w has not moved in the update and the pushing control has not been updated.

Next, we show that Vg(w)' G! > 0 in all three cases. Since Vfi 1(w) Gl = —#&; by
Equation (2.61) and g = fj, 1 — fi, it suffices to show that V f;(w)'G! < —&;. In the first
case, V f1.(w)’ Gl < —ky as illustrated in Figure 2.10a. In the second case, since the pushing
control has been updated to [, we have ka(w)’@l < —ky as illustrated in Figures 2.10a
and 2.10b. In the third case, since the region of inaction has not expanded and the pushing
control has not been updated, we have ka(w)'él = —R].

Step 2. Fix w € BEH+L. Let U denote the region-of-inaction type control policy for initial
workload w, the region of inaction BFt!, and the partition aBFTLL ... aBF LA of its
boundary OBF 1 We will use the generalized Ito’s formula to show the desired result. Let

U°¢ denote the continuous part of U, AU denote its jumps, and D(U ) denote the set of its
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discontinuities. To be specific, for ¢t > 0,

AU(t) = Ut)-U{), DU)={t:AU®X)#0}, and U(t) = U(t) — Y_ AU(s).

s€DU),s<t

Moreover, let W denote state process associated with U. By Lemma 18, we have

o0 d o0
~g(w) = E| /0 e (Lg — ag) (W (1))de] + IE[ZZ; /0 eV g (1)) CaUf (1)

TE| > e gV () + GATW) - g(W ()] (B.46)
teD(U)

Since U is a region-of-inaction type control policy with region of inaction BF+1 and the initial
workload w € BF*1 we have W (t) € BF*! for ¢ > 0. Then, it follows from (B.44) that
the first term on the right-hand side of (B.46) is zero. Moreover, since the initial workload

w € B¥*1 the third term on the right-hand side of (B.46) is zero. Therefore,
d 00 A A
~g(w) = E[Y / eV (W (1)) Glal (). (B.47)
0
=1

Then, it follows from (B.45) and the fact that pushing control [ is only used when W (t) €

OBk L that g(w) <0 for w € Bk, O

B.1.10 Detailed Description of the Alternative Policies
In this section, we describe the alternative policies considered in Section 2.9 in more detail.

Static Policy. Under the static policy, when server k for k£ = 1,...,9 becomes available,
it engages in one of the basic dispatch activities available to it that serve a non-empty buffer,
e, {j:k(y) =k, Qi(j)(t) >0, j=1,...,13}, with probabilities proportional to the basic

activity rates x; If no such activity exists, the server idles. Moreover, the platform engages
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in basic relocation activities j = 1,2 at the rate :i;( as long as there are jobs available at the

origin to relocate, i.e., Qo(j)(t) > 0.

Closest-Driver Policy. Let d;;. denote the travel distance (in miles) from area i to area
k for i,k =1,...,9. Under the closest-driver policy, when server k for £k = 1,...,9 becomes
available, it undertakes the dispatch activity that serves the closest non-empty buffer, i.e.,
the dispatch activity j* = argmin{di(j)k L k(j) =k, Qi(j)(t) > 0,7 =1,...,19}. If no such

activity exists, the server idles.

MaxWeight Policy. Under the MaxWeight policy, when server k for k = 1,...,9 becomes
available, it engages in the dispatch activity that serves the buffer with the largest queue,
i.e., the dispatch activity j* = argmax{@i(j)(t)  k(j) = k, Qi(j)(t) >0,7=1,...,19}. In
case of a tie, the activity with the smallest distance di(j) i is undertaken i.e., ties are broken

in favor of proximity. If no such activity exists, the server idles.

Penalized MaxWeight Policy. Under the penalized MaxWeight policy, when server k for
k=1,...,9 becomes available, it engages in the dispatch activity that serves the buffer with
the largest queue minus a linear travel cost, i.e., the dispatch activity j7* = argmax{@i(j) (t)—
adijy < k() =k, Qi) > 0,5 =1,..., 19}, where a is a tuning parameter. In case of a
tie, the activity with the smallest distance di(j) i i1s undertaken i.e., ties are broken in favor

of proximity. If no such activity exists, the server idles.

Mirror Backpressure Policy. The mirror backpressure (MBP) policies are parameter-
ized by a congestion function n : (0,00) — R. Following Kanoria and Qian [136], we
consider the following congestion functions: (i) linear, i.e., n(x) = ax, (ii) logarithmic, i.e.,
n(z) = alog(x), and (iii) inverse square-root, i.e., n(z) = —a/y/x, where a > 0 is tuning
parameter that is calibrated via simulation. Letting Z;(t) = (Q;(t) + v/A)/(A + m\/A) de-
note the centered and normalized queue length at time ¢ in buffer ¢, the congestion cost of
buffer i at time ¢ is defined as n(Z;(t)) for i = 1,...,9 and ¢ > 0. Unlike the other policies

discussed above, the mirror backpressure policies require knowledge of the buffer the next
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job served by a server will transition into. That is, under mirror backpressure policies, when
server k for k = 1,...,9 becomes available, it knows the buffer its next job will transition
into (independent of the dispatch activity the server undertakes). In other words, the mirror
backpressure policies use the destination of the customers, whereas the other policies includ-
ing our proposed policy do not require the destination information. We use the notation [ to
denote a customer’s destination, which also corresponds to the next buffer for the car trans-
porting the customer. In order to decide the activity j*, that server k is to engage at time
t, the mirror backpressure policy ranks activities with respect to the index v; + n(Zi(j)(t)),
i.e., the value of service per job plus the congestion cost at the origin. In doing so, it only
considers the non-empty buffers for which the index v; + 77(22-( ;)(t)) is greater than or equal
to the congestion cost at the destination, i.e., 7(Z;(t)). That is, the dispatch activity j* =
argmasx{v; +0(Zigy(0) - KG) = by @y (0) > 0,05 +n(Ziggy (1) 2 n(Z4(0)),G = 1,....,19}

is undertaken. If no such activity exists, the server idles.

Modified Policies. Under the modified closest-driver policy, the modified MaxWeight
policy, the modified penalized MaxWeight policy, and the modified mirror backpressure
policy, in addition to the dispatch activities described above, the platform engages in basic
relocation activities j = 1,2 at the rate i; as long as there are jobs available at the origin

to relocate, i.e., Qo(j)(t) > 0.

B.1.11 Awuxiliary Simulation Results

This section reports the results of the simulation study discussed in Section 2.9. Tables
B.4-B.5 report the expected discounted cost of the various policies as defined in Section
2.4; see Equations (2.11), (2.21), (2.30), and (2.31). To be more specific, Tables B.4-B.5
report the unscaled expected discounted costs AJ, for each policy; see Equation (2.30) for
the definition of J,. Tables B.6-B.7 report the scaled expected discounted costs, i.e., J, or
the expected discounted cost per car. Tables B.8-B.9 report the percentage difference of the

various policies considered from the proposed policy. Tables B.10-B.11 report the demand
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dropping probabilities.

Table B.4: The expected discounted cost AJ, in millions of dollars under the proposed policy,
the static policy, and the original alternative policies (the values denoted in the parentheses
indicate the 95% confidence interval).

Excess Supply Original
Total Percentage Proposed Static Closest-Driver MaxWeight MaxWeight+ MBP
-4100 -50% 3642.5(£1.6) 3691.4 (+£1.6) 4026.3 (£0.1) 4107.0 (£0.1) 3937.7 (£0.1) 3363.0(£0.1)
-3280 -40% 2837.8(+1.4) 2908.4 (£2.2) 3393.7 (£0.1) 3518.3 (40.1) 3344.4(£0.1) 2613.3 (£0.1)
-2460 -30% 2050.7 (+0.8) 2157.8 (£0.3) 2748.3 (£0.1) 2928.5 (+0.1) 2759.2 (£0.1) 1869.0 (£0.1)
-1640 -20% 1300.3 (£0.4) 1432.5(+0.2) 2074.9 (£0.2) 2338.9 (+0.1) 2182.1 (+0.1) 1155.4(+0.1)
-820 -10% 610.2(£0.3) 723.6(+0.2) 1156.6 (+1.0) 1751.5(+0.1) 1607.3 (£0.1) 717.8(=£0.8)
-410 -5%  318.5(40.3) 399.5(+0.2) 659.6(£0.7) 1460.2 (+0.1) 1323.4(£0.1) 636.0(£1.4)
-246  -3%  218.3(£0.0) 289.3(£0.3) 513.2(£1.2) 1344.7(£0.1) 1211.1(40.1) 586.9 (+0.7)
-82 -1%  137.6(£0.3) 200.7 (£0.5) 466.3 (£1.8) 1230.2(£0.1) 1100.1(40.1) 537.4 (£0.8)
0 0% 106.6 (£0.4) 166.0 (£0.7) 462.5(£2.0) 1173.6(£0.1) 1045.0(£0.1) 526.1(£0.9)
82 1% 82.9(+0.5) 138.4(£0.6) 461.6(%+1.7) 1117.3(£0.1) 990.5(+0.1) 519.7(£1.0)
246 3%  51.9(+0.5) 99.2(£0.7) 460.2 (£2.0) 1007.3 (£0.1) 883.0(£0.1) 508.3(£1.4)
410 5% 34.9(£0.5) 75.6(+0.8) 457.2(+1.6) 903.8 (iO 2) 780.2(£0.2) 463.7(+1.2)
820 10% 17.4(+0.5) 45.6(£0.7) 451.9(£1.7) 761.7(£1.5) 601.6(£1.2) 352.3(%1.6)
1640  20% 7(£0.2) 24.8 (+£0.6) 440.8 (£1.9) 750.9(+1.4) 582.6(£1.5) 333.7(x0.2)
2460  30% 2(+0.2) 16.2(+0.4) 431.2(£1.6) 742.1(£1.5) 575.4(£1.3) 232.4(x0.2)
3280 40%  2.7(£0.2)  12.5(+0.4) 419.7(£1.8) 733.9(+£1.7) 568.6(+1.4) 198.9 (+0.3)
4100 50% 5(+0.3)  10.3(£0.3) 410.1(£1.8) 726.9(£1.6) 561.5(£1.3) 179.1(+0.3)
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Table B.5: The expected discounted cost AJ, in millions of dollars under the proposed policy,
the static policy, and the modified alternative policies (the values denoted in the parentheses
indicate the 95% confidence interval).

Excess Supply Modified
Total Percentage Proposed Static Closest-Driver MaxWeight MaxWeight+ MBP
-4100 -50% 3642.5(+1.6) 3691.4 (+1.6) 4081.1(+0.1) 4168.6 (+0.1) 4139.7 (£0.1) 3494.1(+0.1)
-3280 -40% 2837.8(£1.4) 2008.4 (£2.2) 3462.7 (£0.1) 3595.2 (+0.1) 3544.5 (+0.5) 2768.5 (+0.1)
-2460 -30% 2050.7 (£0.8) 2157.8 (+0.3) 2833.6 (£0.2) 3021.9 (+0.1) 2957.6 (£0.5) 2047.3 (£0.1)
-1640 -20% 1300.3 (40.4) 1432.5(+0.2) 2181.6 (£0.2) 2449.9 (+0.1) 2378.1 (£0.8) 1355.9 (£0.1)
-820 -10% 610.2(40.3) 723.6(£0.2) 1338.3(%1.2) 1881.1(+£0.1) 1802.7 (40.5) 1142.5(£1.1)
-410  -5%  318.5(40.3) 399.5(£0.2) 829.8(+£0.8) 1598.6 (+0.1) 1518.6 (+0.5) 982.1(+0.9)
=246  -3%  218.3(£0.0) 289.3(+0.3) 633.5(%0.9) 1486.3 (+£0.1) 1406.1 (+0.5) 969.0 (£1.3)
-82  -1%  137.6(%0.3) 200.7 (+0.5) 442.9 (4+0.9) 1374.7(+0.1) 1294.4 (+0.4) 964.8 (+1.4)
0 0% 106.6 (+£0.4) 166.0 (£0.7) 355.0(£0.8) 1318.9(+£0.1) 1239.4(+0.6) 911.1(+0.4)
82 1% 82.9(£0.5) 138.4(+£0.6) 276.3(+0.6) 1263.7(+0.1) 1183.9(£0.5) 863.9 (+0.3)
246 3% 51.9(£0.5) 99.2(£0.7) 162.6(+0.5) 1153.5(0.1) 1074.3(£0.5) 758.0(40.4)
410 5% 34.9(£0.5)  75.6(+0.8) 108.7(40.5) 1044.6 (£0.1) 965.8 (£0.4) 648.0(+0.3)
820  10%  17.4(£0.5) 45.6(£0.7) 73.2(£0.3) 782.1(%0.1) 707.2(40.6) 376.1(40.3)
1640  20% 4.7(£0.2) 24.8(+0.6)  70.4(40.2) 438.9(4+0.5) 338.2(£3.1) 36.9(+0.5)
2460  30% 3.2(£0.2) 16.2(+0.4) 70.5(£0.2) 405.0(+0.6) 280.4(£2.1) 17.1(£0.5)
3280  40% 2.7(£0.2) 12.5(+04) 70.1(£0.2) 398.3(£0.4) 267.4(£1.8) 10.7(£0.5)
4100  50% 2.5(£0.3) 10.3(£0.3)  70.0(£0.3) 395.6(£0.3) 265.7(£0.5) 7.7(£0.2)

Table B.6: The expected discounted cost per driver .J, in thousands of dollars under the
proposed policy, the static policy, and the original alternative policies (the values inside the
parentheses indicate the 95% confidence interval).

Excess Supply Original
Total Percentage Proposed Static Closest-Driver MaxWeight MaxWeight+ MBP
-4100 -50% 888.4(+0.4) 900.3(£0.4) 982.0(%0.0) 1001.7(40.0) 960.4 (+0.0) 820.2(+0.0)
-3280 -40% 576.8(+0.3) 591.1(+0.4) 689.8(+0.0) 715.1(£0.0) 679.8(4+0.0) 531.2(+£0.0)
-2460 -30% 357.3(£0.1) 375.9(4+0.1) 478.8(%0.0) 510.2(+£0.0) 480.7(+0.0) 325.6(=£0.0)
-1640 -20% 198.2(£0.1) 218.4(40.0) 316.3(%0.0) 356.5(£0.0) 332.6(+0.0) 176.1(=£0.0)
-820 -10%  82.7(£0.0) 98.0(x0.0) 156.7(£0.1) 237.3(£0.0) 217.8(£0.0) 97.3(£0.1)
-410 -5% 40.9(+0.0) 51.3(£0.0) 84.7(+0.1) 187.4(£0.0) 169.9(+0.0) 81.6(+0.2)
-246  -3%  27.4(£0.0) 36.4(£0.0) 64.5(x£0.1) 169.1(£0.0) 152.3(£0.0) 73.8(%0.1)
-82 -1% 17.0(£0.0)  24.7(£0.1) 57.4(4+0.2) 151.5(+£0.0) 135.5(+0.0) 66.2(40.1)
0 0% 13.0(£0.0) 20.2(£0.1) 56.4(£0.2) 143.1(£0.0) 127.4(£0.0) 64.2(+£0.1)
82 1% 10.0(+0.1)  16.7(£0.1)  55.7(£0.2) 134.9(£0.0) 119.6 (£0.0) 62.8(£0.1)
246 3% 6.1 (£0.1) 11.7(£0.1)  54.5(£0.2) 119.3(£0.0) 104.5(£0.0) 60.2(=£0.2)
410 5% 4.0 (£0.1) 8.8 (£0.1) 53.1(£0.2) 105.0(£0.0) 90.6 (£0.0)  53.9(+0.1)
820  10%  1.9(£0.1)  5.1(£0.1)  50.1(£0.2) 84.5(£0.2) 66.7(£0.1) 39.1(£0.2)
1640  20% 0.5 (£0.0) 2.5(+0.1) 44.8 (+£0.2)  76.3(£0.1) 59.2(£0.2)  33.9(+£0.0)
2460  30% 0.3 (£0.0) 1.5(£0.0) 404 (£0.2)  69.6(£0.1) 54.0(£0.1) 21.8(+£0.0)
3280  40% 0.2 (£0.0) 1.1(£0.0) 36.6 (£0.2) 63.9(+0.1) 49.5(£0.1) 17.3(+£0.0)
4100 50% 0.2 (£0.0) 0.8 (£0.0) 33.3(£0.1)  59.1(+0.1) 45.6(£0.1) 14.6 (+0.0)
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Table B.7: The expected discounted cost per driver .J, in thousands of dollars under the
proposed policy, the static policy, and the modified alternative policies (the values inside the
parentheses indicate the 95% confidence interval).

Excess Supply Modified
Total Percentage Proposed Static Closest-Driver MaxWeight MaxWeight+ MBP
-4100 -50% 888.4(+0.4) 900.3(+0.4) 995.4(+0.0) 1016.7 (+0.0) 1009.7 (£0.0) 852.2(=£0.0)
-3280 -40% 576.8(£0.3) 591.1(4+0.4) 703.8(£0.0) 730.7(£0.0) 720.4(4+0.1) 562.7(£0.0)
-2460 -30% 357.3(£0.1) 375.9(4£0.1) 493.7(£0.0) 526.5(£0.0) 515.3(£0.1) 356.7 (£0.0)
-1640 -20% 198.2(+0.1) 218.4(+0.0) 332.6(+0.0) 373.5(£0.0) 362.5(+0.1) 206.7 (+0.0)
-820 -10%  82.7(£0.0) 98.0(£0.0) 181.3(£0.2) 254.9(40.0) 244.3(40.1) 154.8(+0.1)
-410  -5%  40.9(£0.0) 51.3(£0.0) 106.5(£0.1) 205.2(£0.0) 194.9(+0.1) 126.1(40.1)
-246  -3% 27.4(£0.0) 36.4(£0.0) 79.7(£0.1) 186.9(£0.0) 176.8(£0.1) 121.8(40.2)
-82 -1% 17.0(£0.0) 24.7(£0.1) 54.6(£0.1) 169.3(£0.0) 159.5(£0.1) 118.8(40.2)
0 0% 13.0(£0.0) 20.2(£0.1) 43.3(£0.1) 160.8(£0.0) 151.2(£0.1) 111.1(40.1)
82 1% 10.0(£0.1)  16.7(£0.1) 33.4(+0.1) 152.6(£0.0) 143.0(£0.1) 104.3(=£0.0)
246 3%  6.1(+0.1) 11.7(£0.1) 19.2(£0.1) 136.6(£0.0) 127.2(£0.1) 89.8(+0.0)
410 5% 4.0(£0.1) 8.8 (+0.1) 12.6 (+£0.1) 121.3(+0.0) 112.2(4£0.0) 75.3(40.0)
820 10% 1.9(£0.1) 5.1(%0.1) 8.1 (+£0.0) 86.7(£0.0) 78.4(40.1) 41.7(£0.0)
1640  20% 0.5 (£0.0) 2.5(£0.1) 7.2 (£0.0) 44.6 (£0.0)  34.4(+£0.3) 7(£0.1)
2460  30% 0.3 (£0.0) 1.5(£0.0) 6.6 (£0.0) 38.0(£0.1)  26.3(%0.2) 1.6 (£0.0)
3280  40%  0.2(£0.0)  1.1(£0.0)  6.1(£0.0)  34.7(£0.0) 23.3(£0.2) 9 (£0.0)
4100 50% 0.2 (+0.0) 0.8 (+0.0) 5.7 (£0.0) 32.2(£0.0) 21.6(40.0) 6 (£0.0)

Table B.8: The expected discounted cost in millions of dollars under the proposed policy and
the percentage difference of the static policy as well as the original alternative policies from
the proposed policy (the values inside the parentheses indicate the 95% confidence interval).

Excess Supply Original
Total PercentageP Proposed Static Closest-Driver MaxWeight MaxWeight+ MBP
-4100 -50% 3642.5(£1.6) 1%(£0.1%) 10%(£0.0%) 12%(£0.0%) 8%(£0.0%) —7%(£0.0%)
-3280 -40% 2837.8 (£1.4) 2%(+0.2%) 19%(+0.1%) 23%(£0.1%) 17%(£0.1%) —7%(%0.0%)
-2460 -30% 2050.7 (£0.8) 5%(£0.1%)  34%(+0.1%) 42%(+0.1%) 34%(+0.1%) —8%(+0.0%)
-1640 -20% 1300.3 (£0.4)10%(£0.0%) 59%(£0.1%)  79%(£0.1%)  67%(£0.1%) —11%(%+0.0%)
-820 -10% 610.2(+0.3) 18%(+0.1%) 89%(+0.3%) 187%(+0.2%)  163%(40.1%) 17%(40.3%)
-410  -5% 318.5(%0.3) 25%(£0.2%) 107%(£0.5%) 358%(4+0.4%)  315%(10.4%) 99%(£0%)
-246  -3% 218.3(x0.0) 32%(£0.3%) 135%(+1%) 515%(£0.1%)  454%(+0.1%) 168%(£0%)
-82 -1% 137.6(£0.3) 45%(x£0%)  238%(+2%) 793%(£1%) 699%(+1%) 290%(+1%)
0 0%  106.6 (£0.4) 55%(+1%)  334%(£3%) 1001%(+3%) 880%(+3%) 393%(+2%)
82 1% 82.9(£0.5) 66%(£1%)  456%(+£5%) 1247%(+8%) 1094%(+7%) 526%(+4%)
246 3% 51.9(£0.5) 91%(£3%) 787%(£12%)  1842%(+20%) 1602%(+17%) 880%(+£11%)
410 5% 34.9(£0.5) 116%(£5%) 1211%(£21%) 2492%(£39%) 2138%(£33%) 1230%(+21%)
820 10%  17.4(£0.5) 161%(£11%) 2490%(£76%) 4266%(£125%) 3348%(+99%) 1919%(+£60%)
1640  20% 7(£0.2) 422%(+£33%) 9208%(+£415%) 15757%(£697%) 12203%(£542%) 6946%(+£308%)
2460  30% .2(£0.2) 399%(£+44%)13181%(+£979%) 22759% (+£1680% 1 7623%(+1303%)7059% (+525%)
3280  40% 2.7(£0.2) 355%(+47%)15247%(+£1302%26735% (£2268% 20691 % (£1757%) 7173%(+£614%)
4100  50% 5(£0.3) 303%(£51%)16000%(4-1838% 28439%(£3252%21943% (+£2512%)6933%(£+801%)
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Table B.9: The expected discounted cost in millions of dollars under the proposed policy and
the percentage difference of the static policy as well as the modified alternative policies from
the proposed policy (the values inside the parentheses indicate the 95% confidence interval).

Excess Supply Modified
Total PercentageProposed Static Closest-Driver MaxWeight MaxWeight+ MBP
-4100 -50% 3642.5(£1.6) 1%(+£0.1%) 12%(£0.0%) 14%(£0.0%) 13%(£0.0%) —4%(£0.0%)
-3280 -40% 2837.8(£1.4) 2%(+£0.2%) 22%(£0.1%) 26%(+0.1%) 24%(+0.1%) —2%(£0.0%)
-2460 -30% 2050.7 (£0.8) 5%(£0.1%) 38%(£0.1%) 47%(£0.1%) 44%(£0.1%) 0%(20.0%)
-1640 -20% 1300.3 (£0.4)10%(+0.0%) 67%(+0.1%) 88%(+0.1%) 82%(+0.1%) 4%(£0.0%)
-820 -10% 610.2(+0.3) 18%(40.1%) 119%(4+0.4%) 208%(40.2%)  195%(+0.2%)  87%(+0.4%)
-410  -5% 318.5(%0.3) 25%(£0.2%) 160%(+£0%) 401%(£0.5%) 376%(£0%) 208%(+0%)
-246  -3% 218.3(%0.0) 32%(£0.3%) 190%(+0%) 580%(+0.1%)  544%(+0.4%) 343%(+£1%)
-82 -1% 137.6 (£0.3) 45%(£0%) 221%(+1%) 898% (£2%) 840%(+£2%) 601%(£2%)
0 0%  106.6 (£0.4) 55%(x£1%)  233%(x1%) 1137%(+4%) 1063%(+4%) 754%(£3%)
82 1% 82.9(+0.5) 66%(£1%)  233%(+£2%) 1424%(+£9%) 1328%(+8%) 942%(+6%)
246 3% 51.9(£0.5) 91%(£3%)  213%(£3%) 2124%(£23%) 1971%(£21%) 1361%(+15%)
410 5% 34.9(£0.5) 116%(£5%) 211%(+£5%) 2896%(+£45%) 2670%(+£41%) 1758%(+28%)
820 10%  17.4(£0.5) 161%(£11%) 319%(£12%) 4383%(£127%) 3953%(+115%) 2055%(+61%)
1640  20% 7(£0.2) 422%(£33%) 1387%(£65%) 9169%(£406%) 7043%(£339%) 679%(+40%)
2460  30% 3.2(£0.2) 399%(+£44%) 2070%(£159%) 12374%(+£916%) 8538%(+647%) 426%(£50%)
3280  40% 7(£0.2) 355%(+£47%) 2464%(£217%) 14463%(+1229%)9678%(+835%)  292%(+£47%)
4100 50% 5(£0.3) 303%(+51%) 2649%(+£313%) 15433%(+£1768%)10330% (£1188%) 202%(+39%)

Table B.10: Percentage of the demand dropped under the proposed policy, the static policy,
and the original alternative policies (the standard deviation of all estimates is less than or

equal to 0.01%).

Excess Supply Modified

Total Percentage Proposed Static Closest-Driver MaxWeight MaxWeight+ MBP

-4100 -50% 50.25% 50.51% 54.94% 55.67% 55.39% 49.18%
=3280 -40% 39.19% 39.49% 46.02% 47.09% 46.83% 39.06%
-2460 -30% 28.60% 29.03% 37.05% 38.52% 38.46% 29.02%
-1640 -20% 18.51% 19.09% 27.87% 29.98% 30.22% 19.38%
-820 -10% 9.12%  9.53% 16.17% 21.50% 21.90% 13.25%
-410 -5% 483%  5.22% 9.87% 17.31% 17.77% 11.74%
-246 -3% 3.40%  3.76% 8.03% 15.65% 16.14% 10.57%
-82 -1% 213%  2.60% 7.45% 14.01% 14.51% 9.77%
0 0% 1.64%  2.14% 7.42% 13.19% 13.71% 9.63%
82 1% 1.26%  1.78% 7.42% 12.39% 12.91% 9.58%
246 3% 0.79% 1.27% 7.42% 10.82% 11.34% 9.42%
410 5% 0.54%  0.96% 7.41% 9.33% 9.84% 8.81%
820 10% 0.28%  0.58% 7.41% 7.33% 7.22% 717%
1640 20% 0.25%  0.30% 7.40% 7.30% 7.09% 2.21%
2460 30% 0.10%  0.21% 7.40% 7.29% 7.08% 1.41%
3280 40% 0.06%  0.16% 7.39% 7.28% 7.07% 1.30%
4100 50% 0.06%  0.12% 7.37% 7.27% 7.06% 1.27%
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Table B.11: Percentage of the demand dropped under the proposed policy, the static policy,
and the modified alternative policies (the standard deviation of all estimates is less than or

equal to 0.01%).

Excess Supply Modified

Total Percentage Proposed Static Closest-Driver MaxWeight MaxWeight+ MBP

-4100 -50% 50.25% 50.51% 55.06% 55.85% 56.22% 49.81%
=3280 -40% 39.19%  39.49% 46.18% 47.31% 47.67% 39.80%
-2460 -30% 28.60% 29.03% 37.26% 38.80% 39.27% 29.86%
-1640 -20% 18.51% 19.09% 28.18% 30.33% 30.98% 20.34%
-820 -10% 9.12%  9.53% 17.02% 21.92% 22.66% 17.44%
-410 -5% 4.83%  5.22% 10.42% 17.75% 18.52% 13.98%
-246 -3% 3.40%  3.76% 7.85% 16.10% 16.87% 13.84%
-82 -1% 2.13%  2.60% 5.38% 14.45% 15.24% 13.80%
0 0% 1.64%  2.14% 4.25% 13.63% 14.42% 12.61%
82 1% 1.26%  1.78% 3.26% 12.81% 13.61% 11.92%
246 3% 0.79%  1.27% 1.85% 11.19% 12.00% 10.39%
410 5% 0.54%  0.96% 1.20% 9.59% 10.41% 8.80%
820 10% 0.28%  0.58% 0.78% 5.73% 6.59% 4.89%
1640 20% 0.25%  0.30% 0.75% 0.70% 1.19% 0.49%
2460 30% 0.10%  0.21% 0.75% 0.20% 0.36% 0.22%
3280 40% 0.06%  0.16% 0.75% 0.11% 0.17% 0.13%
4100 50% 0.05%  0.12% 0.75% 0.08% 0.13% 0.09%
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B.2 Miscellaneous Proofs

Proof of Lemma 1. The proof closely follows the steps outlined in Bramson and Williams
[54, Theorem 6.1]. First, we show that dimR = b+ b—m. Then, using M = Rt, we arrive

at dimM =q— (b+ b— m), which concludes the proof. By definition,
R = {Hy, + Hijy : By, =0, y, € R?, j, € R} (B.48)
Next, we show that the dimension of R is equal to
dim{(y, 7) : By = 0, y € R?, §, € R’} = b+ b — Rank(B). (B.49)

It suffices to prove that Hy, + Hij, = 0 and By, = 0 only holds for (y,,7;) = 0. We prove
this by contradiction. Assume that Hy, + H{j, = 0 and By, = 0 for some (yg, ;) # 0.
Extend (y,J5) to (y,9), where y € R” and § € R™, by setting (yy,Jy) = 0. Then, since
yy = 0 and By = 0, we have Ay = 0. Similarly, since (yy,%y) = 0 and Hy, + f[ng =0,
we have Ry + Ry = 0. Since (z*,#*) is the optimal solution to the Static Planning Problem
(2.14)-(2.17), it satisfies % > 0, 7% > 0, Ra* + Ri* = 0, and Az* = e. Therefore, there
exists a small enough € > 0 such that (z,z) = (z* + ey, T* + €7) satisfies x > 0, T > 0,
Rz 4+ Rz = 0, and Az = e. This contradicts the uniqueness of the optimal solution; see
Assumption 1. Thus, such a (yg,75) # 0 does not exist and the dimension of R is equal to
b+ b — Rank(B).

Now, it remains to prove that Rank(B) = m. This follows from the fact that B has more

rows than columns and each column of B has exactly one non-zero component; see (2.3). O

Proof of Lemma 2. The proof consists of two steps. In the first step, we show that the
space of reversible displacements R is spanned by the vectors ef — ¢!’ for buffers i and i’ that
communicate directly. In the second step, we use the result from the first step and M = R+

to show that the rows of the matrix M defined in Lemma 2 form a basis for M.
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Step 1. Let

C = {(],]/) : j and j" are basic dispatch activities with k(j) = k:(j')},

C1 = {] : 7 is a basic relocation activity}.

Let ¢’ denote the unit vector (with appropriate dimension, which will be clear from the
context) with a one in its i-th component and zeros elsewhere. We define Co = {ej e

(4,5 € Cy,el € R”,ej/ € R"} and Cy = {ej . jeCel e Rﬁ}. Then,
Span(Cg) = {y Ay =0,yy =0,y € ]Rn} and Span(é’g) = {g cyy = 0,7 € Rﬁ}. (B.50)

To see the first equality, consider y € {y Ay =0,yy =0,y € ]R”}. By the definition of A
in Equation (2.3) and the fact that By, = 0, y can be written as a linear combination of the
vectors in Co. Similarly, since any linear combination of the vectors in Co satisfies By, = 0,
it belongs to {y Ay = 0,yy = 0,y € R”}. This proves the first equality in (B.50). The
second equality follows from the fact that Cs is a basis for {gj cyy = 0,7 € Rﬁ}. The space

of reversible displacements R can be written as

R = {Hy, + Hy, : By, = 0,y € R",j € R"}
= {Ry+Rj: Ay =0,yy =0,y =0,y € R",j € R"}

= {Ry: Ay=0,yy =0,y € R"} & {Rj: 5, = 0,5 € R"}. (B.51)
It follows from (B.50)-(B.51) that R = Span(C3 U C3), where

C3 = {Ry:yecCy} = {R(ej - ej,) (j,j) € Cy, el € R”,ejl eR"}

= {9 =€) (5,5 € €1, ') e RY, V) € R} (B.52)
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and

CNg = {Rﬂgéég}
= {Rej 0] €C~1,ej G]Rﬁ}

= {20) —U) ; j e ¢, eU) e RY, ) € RY}. (B.53)

Equation (B.52) follows from (2.1) and the fact that Py = Pj; for 4,5' = 1,...,n with
k(j) = k(j') and I = 1,...,q. The last equality in (B.53) follows from (2.5). Let

C = {ei — ¢ : buffers i and 7' communicate directly, ' € RY, ¢ e R7}. (B.54)

Since tg(j) > 0 for j =1,...,n and R = Span(C3 U C~3), it follows from Definition 2 that
R = Span(C).
Step 2. Let p denote the number of buffer pools and define ad eRlforl=1,... ,p to be

vectors such that for i = 1,...,q, we have

1 if buffer ¢ belongs to buffer pool [,
at = (B.55)
0 otherwise.
Note that al,..., aP are the rows of the matrix M defined in Lemma 2. If we show that
M = Span(al, ...,aP), it would follow from the linear independence of al, ..., aP that
al,..., aP form a basis for M. Moreover, the workload dimension would be equal to the

1 ... aP would be a

number of buffer pools, i.e., p = p and the matrix M whose rows are a
workload matrix. It just remains to show that M = Span(al,...,aP).
As a preliminary to showing that M = Span(al,...,aP), note that since M = R+ and

R = Span(C),

aEM & a-z=0 forall z€C. (B.56)
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It follows from (B.56) that if a € M, we have a; = ay for buffers i and ¢’ that communicate.
To see this, consider a € M. By (B.54) and (B.56), we have a; = ay for buffers i and ¢’ that
communicate directly. Then, it follows from Definition 2 that a; = ay for buffers i and i’ that
communicate, i.e., belong to the same buffer pool. Consequently, M C Span(al, ..., dP).
Next, we show that Span(al, ...,aP) € M. To prove this, it suffices to show that al e M for
I=1,...,p. By (B.54) and (B.56), this holds if and only if a - (e — ei/) =0forl=1,....,p
and buffers i and i’ that communicate directly. This trivially holds since for [ = 1,...,p, we
have

al . (el _ez’/) — aé _arlL,/ = 0’

where the second equality follows from (B.55) and the fact that buffers i and i’ belong to the

same buffer pool; see Definition 2. Combining M C Span(al, ...,aP) and Span(al, .aP) C

M, we arrive at the desired result, i.e., M = Span(al,. .., aP). O

Proof of Corollary 1. By the definition of W, we have
W = {Mz 1z € S}
= {w:wl = Zzz forl=1,...,p,7e= 1,26R2r}
1€Py

= {w:w'e: 1, w G]R]_D'_},

where the second equality follows from Lemma 2. O
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Proof of Lemma 4. By (2.39), for w € W, we have

g(w) = igf{om/z cMz=w,z €S}

= irzlf{cwr/z: Zzi:wl foril=1,...,p,2 >0} (B.57)
P 1€P;
= CVZWZ-*(Z) wy, (B.58)
=1
where (B.57) follows from Lemma 2 and (B.58) follows from (2.40). O

Proof of Lemma 5. We prove that L : W — W is one-to-one by contradiction. Assume
that L : W — W is not one-to-one. Then, there exist distinct w,w € VW such that Lw = Lw.
By the definition of L, since w # w and Lw = Lw, we must have wy # wp. This gives,

'e = w'e = 1. Therefore, the

w'e # W'e, which contradicts the fact that w,w € W, i.e., w
assumption that L : W — W is not one-to-one is incorrect. To see that L : W — W is onto,
consider an arbitrarily chosen w € W and let w = (wl, cy Wy, 1= Z]lg:_ll d)l). We observe

that w € W and Lw = w. O]

Proof of Lemma 6. Assume [ is a dominated pushing control and w € W is an arbitrarily
chosen initial workload. We want to show that for any control process Ul with U ll # 0 that
satisfies (2.48)-(2.50), there exists a control process U2 with Ulz = 0 that satisfies (2.48)-
(2.50) and J;;(U?) < J(UY). First, we introduce a candidate control process U2. Then, we
show that it satisfies Ul =0, (2.48)-(2.50), and J(U?) < Ju(UY).

Since [ is a dominated pushing control, By Definition 3, there exist a subset £ C {1,...,d}\{l}
of pushing controls and scalars 4, > 0 for & € £ that jointly satisfy Gl = Y kel ékﬂk and
Ry > > per Rrpug. For ease of notation, define @ € R% to be a vector such that its k-th com-

ponent is equal to the scalar 4, (discussed above) for & € £ and its remaining components
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are zero. Then,

G' = Ga and k> /.

Let W denote the state process associated with Ul and define

(B.59)

(B.60)

(B.61)

where the last equality follows from (B.59). By Equation (B.61), the control process U2

satisfies (2.48) and (2.50) with state process W, and by Equation (B.60) and the fact that

4> 0, it satisfies (2.49). It just remains to show that Jg(U2) < J;(U1). This follows from

J(0?%) =E| / - _O‘th(Wt)d: +E| / T et 02) ¢ )}

. o0
e~ h(Wy)dt| +E / —ot (U (t )}
- 0

= J

B 0
e h(Wy)dt| + E / atd/{Ule/i(u—e)Ul)()]
- 0

"
E? e~ O L (V) dt :+IE /OOO et q(+' T ()}—l—]E[/Oooe_O‘t(/f/ﬁ
b,

(B.62)

(B.63)

k) AU (1)

(B.64)

where (B.62) follows from (2.46), (B.63) follows from (B.60), and (B.64) follows from (B.59).
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Proof of Proposition 3. The proof resembles the proof of Fleming and Soner [90, Lemma
3.2] and Kumar and Muthuraman [145, Proposition 2]. Since W, the domain of the value
function, is a convex polyhedron, to prove the convexity of the optimal value function, it
suffices to show that for any two arbitrarily chosen initial workloads wl, w? e W and scalar

d € [0, 1], we have
P(ow! + (1 = 6w?) < dp(w') + (1 — 6)p(w?). (B.65)

We prove this in two steps. First, we show that for any U1 € A(w!) and U2 e A(w?), there
exists U € A(w), where w = dw' +(1—6)w?, such that J,(U) = 6 jw1(Ul)+(1—5) jw2((72)
Then, we use the definition of the optimal value function in (2.53) to arrive at (B.65).

Consider two arbitrarily chosen controls U! € A(w!) and U? € A(w?) and let W and W2

denote their respective state processes. For ¢ > 0, define
w = ow+(1—8)w?, W(t)=Wlt)+(1 —8W2(1), Ut) =00 t)+(1 —0)U>(t). (B.66)

By the convexity of W and (B.66), we have w € W and Wy € W for t > 0. Moreover, it
follows from (B.66) that U satisfies (2.48)-(2.51) with initial workload w and state process
W. Therefore, U € A(w). By Equation (2.43) and Lemma 4, the holding cost function h is

linear. Therefore,

h(EWE + (1 = O)WP) = sh(W) + (1 - 8)h(WP),  t>0. (B.67)
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Then, by (2.46), we have

~

Ju(0) = ]E[ /O - e—ath(Wt)dt} + E[ / - e—atd(ﬁ’ﬁ)(t)}

0
- ]E[/Ooo et h (oWl + (1 - 5)W,?)dt}
+ ]E[ /0 T et 50 1 /(1 — 5)U2>(t)}
_ ME[/OOO () + 1 —5)@{/000 (Rt

- 51E[/Oooe—afd(n’z71)(t)} +(1-90) E[/O

=0 J 1 (UY) + (1= 8) J (02,

e.¢]

e_atd(n/fﬂ)(t)]

where (B.68) follows from (B.66) and (B.69) follows from (B.67). Thus,

Sop(wl) + (1 =8 p(w?) =6 inf J 1 (UY) + (1-0) inf J »(U?)

Ulte A(wl)

= inf (8], (0N +(1—0)J,2(0%)
Ulte A(wt)
U%c A(w?)

= inf J,(6U' + (1 —6)U?)
Ule A(w?)
U2%e A(w?)

A

> inf Ju(U)

Ue A(w)

= ¢(w),

(B.683)

(B.69)

(B.70)

(B.71)

(B.72)

where (B.71) follows from (B.70) and (B.72) follows from the fact that {6U* + (1 — 6)U? :

Ul e A(wh),U?% € A(w?)} C A(w).

Proof of Proposition 4.

]

Step 1. The proof of Equation (2.56) resembles the proof of Kumar and Muthuraman [145,

Proposition 1]. Suppose the bounded f € C2(W) and e > 0 jointly satisfy Equations (2.54)-

(2.55). Consider an initial workload w € W and let U € A(w) be an optimal control for

the initial workload w. First, we use the generalized Ito’s formula to write Jy,(U) — f(w) in
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terms of the sum of a few integrals. Then, we use (2.54)-(2.55) and the optimality of U to

arrive at the desired result. By Lemma 18, we have

0.} d o0
~fw) = E| /0 LS — af) (W (1))dt] + E[; /O e (1 (1)) Gl (1)

TE| D e (V@) + GAT () - FV ()] (B.73)

teD(U)

where U°¢ denotes the continuous part of U , AU denotes its jumps, and D(U ) denotes the

set of its discontinuities. To be specific, for t > 0,

A

AU(t) = U@t)—U@E), DU)={t: AUt)#0}, and U(t) = Ut
SED(U)

Adding the left-hand side of Equation (2.46) to the left-hand side of Equation (B.73) and

the right-hand side of Equation (2.46) to the right-hand side of Equation (B.73) gives

A

Juw(U) = f(w) = E[/OOO LS — af + n)(V ()]
d (e.¢]
[Z/ e UV FIV () + r)dUf (1)

A

+ E[ e F(W () + GAU(t)) — FW () + /{'AU(t))]. (B.74)
teD(U)

Next, we provide a lower bound for the right-hand side of Equation (B.74). The lower bound

for the first two terms is straightforward and follows from (2.54)-(2.55). In particular,

E[/OOO e_at(ﬁf—af+h)(W(t))dt] > —E/OOO e~ dt (B.75)
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and
d 00 00
E[Z /0 e—at(w(mt))’él+nl)dﬁf(t)} > —E]E[ / A lTb|. (B.76)

=1 0

For the third term on the right-hand side of Equation (B.74), we have

B[ 3 e (f0V () + GAUW) - FOV(0) +#AT ()]

teD(U)
L [IAUON L AU s AU, AD()
=E e~ VFIWE ) +G—" ) G— K —— dz |, (B.77
L%(:U) /0 (VIW(E)+ HAU(t)H) HAU(?f)H+ HAU(t)H) } (B70)

where || - || denotes the Euclidean norm. Substituting (2.55) into (B.77) gives

E[ N e (FV () + GAT () — FOV () + /{’AU(IS))]

teD(U)
AU ()] )
> E[ Z et —€ A[{(t) z]
b A0
= E[— € Z e_ate/AU(t)] (B.78)
teD(U)

Substituting (B.75)-(B.76) and (B.78) into (B.74) and rearranging the terms gives the fol-

lowing bound:

fw) < Ju(U) + € /0 ¥ e—otgr 4 e]E[ /0 ooe_atd(e’f]c)(t) + Y e MIAUR)|. (B79)
teD(U)

221



Since U is an optimal control for the initial workload w, we have Jy, (U) = ¢(w). Substituting

this into Equation (B.79) gives

fw) <o(w) + E/OOO et + E]E[/ooeo‘td(e’f]c)(t) + Z e~ M AU(1)

0 .

teD(U)
=o(w) + e/ooe_o‘tdt + e]E[/
0 0

where the right-hand side is finite by (2.51). Defining

oo

e~ d( ) (t)} , (B.80)

n(w) = /0 "oty 4 E| /0 ooe—afd(e’m(t)]

and substituting it into (B.80) gives (2.56). O

B.3 Auxiliary Results

This section discusses an auxiliary result that is used multiple times in Appendices B.1-B.2.
As a preliminary to the result, consider an admissible control U to the EWF (2.47)-(2.50).
Let U¢ denote the continuous part of U, AU denote its jumps, and D(U ) denote the set of

its discontinuities. To be specific, for ¢ > 0,

~ A~

AUt)=U(t) - U(t"), DU)={t: AU(t) #0}, U(t)=0U(t) — > AU(s). (B.S8I)
SED(U),SSt

Lemma 18 extends Taksar [196, Lemma 7.1] to our setting.

Lemma 18. Let U be an admissible control to the EWF (2.47)-(2.50) and W denote the
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associated state process. Then, for f € 02(W) and w € W, we have

oo d o0
~f(w) = E| /0 =L — af) (W (1))dt] + E[; /0 e (1 (1)) Gl (1)

+E[ S e—at(f(W<t')+éA(7(t))—f(W(t-)))] (B.82)
teD(U)

Proof. First, we use generalized Ito’s formula to write f in terms of sum of a few integrals.
Then, we use the Martingale property of the stochastic integral to simplify the equation.
Finally, we take the limit as ¢ — oo and show that the various integrals converge to the
integrals in (B.82). By the generalized Ito’s formula (see e.g., Oksendal and Sulem [170,

Section 1.2]), we have

t

B[ 0V e)] - ) [ | VA () ais)] + B | eesier —anovias)
d t 7 I Al g77ce
4 E[; /O e f (W (5)) G (5)]

+E[Y () - fOV())], 120 (B83)

seD(U),s<t

Since f € C2(W) and W is a compact set, f, Vf, and Lf are bounded. Thus,

t
/O eOSY (I (s))dX (5)

is a square integrable Martingale. Therefore, its expectation, i.e., the first term on the
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right-hand side of (B.83), is zero. Substituting this into (B.83) gives

E|e ' f(W ()] - flw) = E| /O (L~ af) (T (5]

/ t e~ VY f(W(s))’élde(s)}
0

A

D1 W)~ S| 120 (Bs)

Then, substituting W (s) = W (s™) + GAU for s € D(U) into (B.84) gives

e g0 0)] - sw) = B[ [0 (es - apivioas
d b T 1 AL g7
+E[;/O eV f(W(s)) GLdU (s)}

+E[Z e (F(W(sT) + GAT(s)) — f(W(s‘)))] (B.85)

seD(U),s<t

for t > 0. It just remains to show that as ¢ — oo, the left-hand side of (B.85) converges to
the left-hand side of (B.82) and the right-hand side of (B.85) converges to the right-hand
side of (B.82). Since f is bounded, the first term on the left-had side of (B.85) converges
to zero. Similarly, since Lf — af is bounded, it follows from the dominated convergence
theorem that the first term on the right-hand side of (B.85) converges to the first term on

the right-hand side of (B.82). Finally, since V f is bounded, we can write

’i /Ote—O‘SVf(W(S))’Glde(S)‘ + ]Z e~ (f(W(s7) + GAU(s)) — f([f[/(s‘)))‘
=1 -

seD(U),s<t

d
< K‘ Z/ e~ YSdUf (s)
0
=1

< K) /O t e d('U)(s)

L t>0 (B.86)
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for some finite K. Then, it follows from (2.51), (B.86), and the dominated convergence
theorem that the second and third terms on the right-hand side of (B.85) converge to the

second and third terms on the right-hand side of (B.82). O
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APPENDIX C
APPENDIX OF CHAPTER 3

C.1 Riccati Equation

This section discusses a special case of the Riccati equation and its solution. First, we
introduce the Riccati equation. Then, we provide its general solution in terms of the Bessel
functions. Finally, we use this characterization and the relationship between the Bessel
functions and the Airy functions to write the solution in terms of the Airy functions. Fix

o, 1,2, ¢, yog € R such that co9 # 0 and consider the differential equation
y' (@) = e (@) + cry(e) + éx + ¢ (C.1)

for x € (0,00) subject to the boundary condition y(0) = yg. This equation falls in the class
of Riccati equations; see e.g., Zaitsev and Polyanin [221, Section 1.2.2.24]. The next lemma
provides a closed-form expression for the general solution to Equation (C.1) in terms of the
Bessel functions of order 1/3, i.e., J; /3 and Y] /3 As a preliminary to this lemma, let C}

and (9 be fixed constants and define

degeg — €2
dz) = o + 221
4¢co

ulw) = Crexp(S5) V(@) J1/3(3v/eeaz (@) + Coexp(9E) V(o) Y 5(3 Va2 ()
for z € [0, 00), where Jy /3 and Y} /3 are the order 1/3 Bessel functions of the first and second
kind.

Lemma 19. Zaitsev and Polyanin [221, Sections 1.2.1.2 and 2.1.2.12]. The (general) solu-

tion to the differential equation (C.1) is




Proof. First, we transform the Riccati equation into a second-order linear differential equa-
tion. Then, we write the solution to the second-order equation in terms of the Bessel functions

of order 1/3. Following Zaitsev and Polyanin [221, Section 1.2.1.2], we substitute
X
u(z) = exp ( - 02/ y(w)dw), x € [0,00) (C.2)
0
into Equation (C.1) to obtain
u”(z) — e (x) 4+ eoléa + co)u(z) = 0, 2z € (0,00). (C.3)

By Zaitsev and Polyanin [221, Section 2.1.2.12], the (general) solution to the differential

equation (C.3) is of the form

u( ) = eXp \/ J1/3 \/60223/2( ))—I—C’gexp /> Y1/3 2 00223/2( ))

for z € [0,00), where C and Cy are constants, .J; /3 and Y] /3 are the order 1/3 Bessel

functions of the first and second kind, respectively, and

degep — c%

Note that Equation (C.2) can be equivalently written as

This completes the proof. O

Next, we use the relationship between the Airy functions and the Bessel functions to write
the solution to the differential equation (C.1) subject to the boundary condition y(0) = yq in

terms of the Airy functions. The Airy function of the first kind Ai : R — R and the second
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kind Bi: R — R are defined as follows:

1 o0
Ai(x) = —/ COS(%Z?) +zx)dz, z€R
0

™

1 o
Bi(x) = —/ (cos(— éz —l—zm)#—sm(ézg—l—zx))dz z e R.
0

The Airy functions and the Bessel functions of order 1/3 can be expressed in terms of each
other; see e.g., Abramowitz and Stegun [4, Section 10.4]. The following lemma uses this
relationship to provide a closed-form solution for the differential equation (C.1) in terms of
the Airy functions. This result is crucially used in solving the Bellman equation in Section
3.6.3. In particular, Lemma 11 solves Equations (3.49)-(3.50) and (3.51)-(3.52) by showing
that they belong to the class of Riccati equations studied here. As a preliminary to the next

lemma, define the function

c% — 4deo(Ex + )
4(écg)?/?

, x€[0,00)

Z(x) =

define the constants

- )
b7 T AI(Z(0)BY(3(0)) — AV(2(0))Bi(2 <o>>
o —Ai'(2(0)) + Ai(2(0))(ée2) T3 (coyp + F)
’ Ai(2(0))BY'(2(0)) — AT(2(0))Bi(2(0))
and the function
i(x) = Cpexp(92) Ai(3(x)) + Coexp(22) Bi(3(z)), x € [0,00). (C.4)

Lemma 20. The (unique) solution to the differential equation (C.1) subject to the boundary
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condition y(0) = yq is

ylr) = —— , x€][0,00) (C.5)

where

u(r) =Cpexp(2L) /2 J1/3 3\/0022 /
+ Oy exp(<LE) /2 ) Yi/3(3 \/60223/ (x)), x€]0,00) (C.6)

the functions J; /3 and Y; /3 are the order 1/3 Bessel functions of the first and second kind,

respectively, and

2
degeg — ¢

2(z) = x + z € [0,00). (C.7)

4ccey

First, we use the relationship between the Bessel functions of the first and second kind
to write u solely in terms of the Bessel functions of the first kind. To do so, note that by
Abramowitz and Stegun [4, Equation (9.1.2)],

J13(@) cos(m/3) — J_q3(x)

Yy 3(x) = Sn(7/3) , z€R. (C.8)

It follows from Equations (C.6) and (C.8) that u can be written as

u(z) = C’lexp )RVE J1/3 7v/CCco% /2
+ Coexp(4E) \/z(z) J_ 1/3(3 60223/ (x)), z € [0,00) (C.9)
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for some C’l,ég € R. Next, we use the relationship between the Airy functions and the
Bessel functions to write u in terms of the Airy functions. By Abramowitz and Stegun [4,

Equation (10.4.22)],
Vidy 5(323%) = 3Ai(—2) ¥ PBi(-2), ZeR, (C.10)

where Ai and Bi are the Airy functions of the first and second kind, respectively. It follows

from Equations (C.9)-(C.10) and the change of variable 2 = {/écoz that u = @, where
i(x) = Cexp(41Z) Ai(3(x) + Cy exp(2L2) Bi(3(x)), (c.11)
for x € [0, 00), C and Cy are constants and for z € [0, 00),

ix) = —Yecaz(z)

3

)
= — 602(9U+40()62—Cl)

4¢co
A(écq)?/3 3/ degeg — c%
= ——=—— /¢ty (v + ——
4(ecy)?/3 ( 4écy )
c% — deo(Ex + )

i P (C.12)

Moreover, it follows from v = @, Equation (C.5), and boundary condition y(0) = yq that
@(0) =1 and  @(0) = —coyp. (C.13)

It follows from Equations (C.11) and (C.13) that the constants C1 and Cy must satisfy

<C’1Ai(2(x)) + C*QBi(z(x))>

<C’1Ai(2(x)) + égBi(%(x)))l
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which can be simplified to

C1Ai(2(0)) + CoBi(2(0)) = 1

CLAT (2(0)) + GBI (2(0)) = (éea) 3 (camo + 2.

2
Thus,
1] _ [ AiGE0) Bi(:(0) ]1 [ 1
(o A¥'(3(0)) B (2(0)) (éco) Yoo+ ) |
which gives
i Bi’(2(0)) —Bi(2(0)) 1
~ — 5 o~ . ~ _1/3 C
Cy —Ai’(2(0))  Ai(z(0)) (¢e) (coyo + 5)
_ [ Bi'(2(0)) — Bi(2(0))(éc) ™3 (coyo + G | c14)
| —AV(2(0)) + Ai(2(0)) (éc2) "3 (om0 + )
where
g 1

In conclusion,

where @ is given by Equation (C.11), % is given by Equation (C.12), and C; and Cy are given

by Equation (C.14). This completes the proof. O
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C.2 Derivations

C.2.1 Formal Derivation of the Approximating Brownian System

We start by writing the scaled inventory and the cumulative cost processes in terms of other
scaled processes. Then, we formally take the limit to obtain the approximating Brownian

system.

Scaled Inventory Process. By Equation (3.1), for k =1,..., K and ¢t > 0, we have

t
Q(t) = Spo) = N [ NiGs)as) + 0p)
= SPTRW) + [HRTR) — ipTEW)] + [ifert = 1ot
t t t
+ / N2 (s)ds — / Me()ds] — Vg / Ni(s)ds) + OF(t)  (C.19)
0 0 0
t
= [SPER®) = TR = wp ot - O] + 1ot — /0 i (s)ds
t t
—N"/)\nsds —/)\nsds + OF(t), C.16
V([ MGs)ds) = [ X Gs)ds] + O () (C.16)
where (C.15) is obtained by adding and subtracting the terms insides the brackets and (C.16)

is obtained by rearranging the terms. It follows from the functional strong approximations

(Ethier and Kurtz [86, Section 7.5]) that for ¢t > 0,

SP) = it + VATV + o) (1)
Nl (nt) = nt + V/nXp(t) + o(v/n), (C.18)

almost surely, where )ACZ and X}, are independent standard Brownian motions and the notation

f(n) = o(g(n)) denotes that f(n)/g(n) — 0 as n — oco. Plugging (C.17)-(C.18) into (C.16)
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gives

t
QL(t) = VTV (TE0) = k[ out = TEO] + it = [ Np(s)as

cn(l [t
- ﬁxz(ﬁ /0 x,g(s)ds) + OME) + o(y/m), t>0. (C.19)
Dividing all terms in (C.19) by /n and plugging in (3.9)-(3.13) gives

n t “n * !
Q\’;(ﬁ ) _ VivsiXe (T (1) — meYi' (8) + Vipgugt + prngt — VAt — /0 Ch(s)ds

v * 1 t n
- Xk( i+ %/O Ck(s)d$> + Ri(t) + o(1), t>0. (C.20)

Then, plugging pypuy, = A% into (C.20) gives

n t
Qj}i—f) = VIRvsi X (TR(0) — Y () + prngt — /0 Ck(s)ds

~ S (M /Ck RI1) + o(1), 10,

Next, using a straightforward application of the random time change theorem (on the fifth

term), we obtain
Qr (1) n
i vk X (TE(6) — Y (6) + prgt — Ck )ds — Xp(A\it) + RE(1) + o(1)
for t > 0. Finally, letting
Xp(t) = Vv X (TR (®)) + premet — Xi(Aft),
fork=1,..., K and t > 0, we arrive at

20 = X0 — w0 ~ [ Glelds + BED) + o)
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fork=1,...,K and t > 0.

Cost Process. By Equation (3.6), we have

t K K
Vi(t) = /0 T (NY(s))ds — kzl/o a(QR(s))ds — kzlu}gOg(t), t>0.

Let us start by focusing on the first term:

7" (A"(s)) = 7" (nX* +/nl(s)) = nw(A*+ %)%

where (C.22) follows from (3.10). By Taylor’s expansion, we have

w0+ ) — ) £ R + oG VRN + o

vn Vn 2n
= 7V + () THOTC(s) + of2).

where (C.23) follows the fact that Vrr(A*) = 0 by Assumption 7. Therefore,

t 1 t
/ 7" (\"(s))ds = w(N)nt + 3 / C(s)'V2r(A\)¢(s)ds + o(1), t>0.
0 0

Then, by (3.16), (C.21), and (C.24), we have for t > 0,

1t ' K K
&) = -5 / C(s) V(X C¢(s)ds + ) / gt (QR(9))ds + > virOR(t) + o(1)
0 =179 k=1

—_ 1 ! /V2 \* d > ! n d o R (¢ 1
ST AR s+k§/og,§( Fo)ds + 32 o)+ ol

where (C.25) follows from (3.12) and (3.14)-(3.15).
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Approximating Brownian System. So far, we have established that for £k =1,... K

and t > 0,
Zp(t) = Xp(t) — ppYi'(t) — ; Cp(s)ds + Ri(t) + o(1), (C.26)
where

XP() = imevsi X (TE(6) + prmit — X (Nt), ¢ > 0.

Moreover, for k=1,..., K and t > 0,

1t ' K K
£(t) = —5/0 C(s)'V W(A*)C(s)ds—i-Z/O g5 (Z]1(s))ds + > rpRi(t) +0(1).  (C.27)
k=1 k=1

The key step in the development of our Brownian approximation is the following claim: If n

is large, the only interesting allocation policies are those for which
T (t) ~ pit (C.28)

fork=1,..., K andt > 0. For a defense of this claim, let us first restrict attention to policies
that do not idle the manufacturing system as long as there are backordered requests. If n is
large and ¢ > 0 is moderate, it can be shown to follow from Assumption 7 and Equations (3.9)
and (3.11) that I"(t) ~ 0. Moreover, the relative amount of time the manufacturing system
manufactures different products over the interval [0, ¢] must be approximately equal to pj..
Thus, we conclude that the difference between T}'(¢) and pjt must be small, i.e., (C.28). The
same conclusion holds for policies that allow idleness while there are backordered requests
provided I™(t) ~ 0. Under plausible assumptions, it can be shown that no greater amount
of idleness could ever be desirable. The heart of the matter is that backorders of order n

result inevitably if I™(f) % 0 but can be otherwise avoided; see Harrison [110, Sections 5
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and 11] for a similar informal argument. Next, using a straightforward application of the

random time change theorem and Equation (C.28), we obtain
X! = X, (C.29)

for k =1,..., K, where Xq,..., Xk are independent Brownian motions with infinitesimal
drift ppmg, infinitesimal variance cr]% = A\ (1+ ugk), and initial value zero.

Motivated by (C.26), (C.27), and (C.29), we argue similar to Harrison [110] that as the
system gets large, the scaled processes defined above converge weakly to &, Z, Y, U, and R

that satisfy the following for ¢ > 0,

t K 4 K
() = /O C(s)' HC(s)ds + k; /O 96(Zy(s))ds + ;rmk(tx
t
Zelt) = Xelt) = () = [ s + Bele), k=1 K
K
Ut) = Y Yi(t),
k=1

U, R are nondecreasing with U(0) = R(0) = 0,

where H = —V?1()\*)/2 and X}, = {X.(t),t > 0} are independent (nkpk,a]%) Brownian

motions with initial value zero.

C.2.2  Derivation of Equation (3.23)

Recall that the instantaneous demand rate in the n-th system is of the form

A(t) = nN 4+ Vn(t), t>0.

236



It follows from the definition of the inverse demand function that for ¢ > 0,

p(E) = (A)THAM(D)
= (A (X" + V((t))
= AT + @), (C.30)

where (C.30) follows from (3.10). Then, by Taylor’s expansion, we have

VAT ¢(t) 1

\/ﬁ + 0(_>7

ph(t) = AT + 7

for t > 0, where VA™1(\*) denotes the Jocobian of A evaluated at \*.

C.3 Miscellaneous Proofs

Proof of Proposition 5. The proof is almost identical to the proof of Rubino and Ata
[181, Proposition 3] and closely follows the proof of Harrison and Van Mieghem [120, Propo-
sitions 3-4 and Theorem 2| using the approach outlined in the appendix of Harrison and
Van Mieghem [120]. The only minor modification needed is the generalization of the ar-
guments in Harrison and Van Mieghem [120] to allow a state-dependent drift term and an
outsourcing term. However, the analysis of Harrison and Van Mieghem [120] is not sensitive
to the drift term or the inclusion of an outsourcing process, and therefore, a state-dependent

drift term and an outsourcing term can be accommodated easily. O

Proof of Proposition 6. Consider the barrier policy (L,U,#) and assume v € R and
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f € C2%([l,u]) jointly satisfy (3.34)-(3.35). A routine application of Ito’s lemma gives

L v )] - s0vo) =&[ [ nrovisnas] +5[ [ v

—Eéfﬂwwﬂ%ﬂ

:]E[ /0 L f(W(s))ds} + JE[ /0 t—mdL(s)] (C.31)
=t — E /0 6OV ()))ds + /0 th(W(s))ds] ~E[xL()]. (C52)

where (C.31) follows from (3.33) and (3.35), and (C.32) follows from (3.34). Divide both
sides of (C.32) by t and take the limit as ¢ — oco. The first term on the left hand side
vanishes, because f’ is bounded and W (t) € [l,u] for t > 0. The second term on the left
hand side vanishes since W(0) = 0. Consequently, we arrive at

4 4
lim EE[/O c(O(W(s)))ds + /0 h(W(s))ds + KL(t)| = 7.

t—oo t

This completes the proof. n

Proof of Lemma 9. It is straightforward to write [ and u in terms of v using Equations
(3.45)-(3.46). Here, we prove that I < 0 and u > 0, from which v > 0 follows.

Lower barrier is negative. Recall that x is non-negative by definition, p is non-negative
since n > 0, and H is positive definite by Assumption 6. Plugging these into Equation
(3.47) gives h(u) < h(l). Next, we prove | < 0 by contradiction. Assume [ > 0. Since h
is strictly increasing on [0, 00), u > [ by definition, and h(u) < h(l), we must have [ = w.
This, however, contradicts v(l) = —x and v(u) = 0. Therefore, the assumption that { > 0 is
incorrect.

Upper barrier is positive. We prove u > 0 by contradiction. Assume u < 0. Since
v € CY([l,u]), the quadratic function is smooth, and h is continuously differentiable on

(1,u), it follows from (3.42) that v € C?([l,u]); i.e., v" is well-defined on [/, 0]. Therefore, we
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can differentiate both sides of (3.42) to get

m/'H ' m 2/ 2h! (w
v (w) = Tv(w) v (w) — pv/(w) - a<2 ), w e (I, u). (C.33)
Since v and v’ are continuous on [l,u], v(u) = v'(u) = 0, and I/ (w) = —b* < 0 for w € [I,u),

it follows from (C.33) that there exists wg € (I,u) such that v” > 0 on (wp,u). On the other
hand, since [,u < 0, by Lemma 22, v' > 0 on (I, u). Putting these two together, we arrive at

/

the following contradiction: v/, v” > 0 on (wp,u) imply v/(u) > 0 while we know v/(u) = 0

by (3.44). Therefore, the assumption that u < 0 is incorrect. This completes the proof. [

Proof of Lemma 10. Recall that v > 0.

Part 1A: v;(0) < 0. We prove v;(0) < 0 by contradiction. Assume that vy(0) > 0. It
follows from the continuity of vy, the fact that vy(ly) = —+ < 0, and the assumption that
vy(0) > 0 that there exists wg € [ly,0] such that vy(wp) = 0. By Equation (3.49) and the

continuity of v/, for w € (I4,0], we have

%06(“’0) - m/f% ((v9)*(wo) — #%) — i—’;(va(wo) 1 R) + 2(h(lv)a—2 h(wo))
_ _m’i;m 9 3—5"“ ) 2(h(zy)a_2h<w0)) o
- _mf% - i—’; Zha(?) (C.35)
-0 (C.36)

where (C.34) follows vg(wp) = 0, (C.35) follows from the non-negativity of h, and (C.36)
follows from (3.45). However, by Lemma 22, we must have dvg(w)/0w > 0 for w € (I, 0],
which contradicts (C.36). Therefore, the initial assumption that vy (0) > 0 is incorrect.

Part 1B: v5(0) is strictly increasing in 7 and v3(0) — oo as v — co. Consider the

differential equation

*

i m (@2(’60) - 52) — = (0(w) + k) + 0—b2w, w € (0,00) (C.37)

202

' (w) =



subject to the boundary condition 0(0) = —k. It is straightforward to see that

vy (w) =0(w —ly), w € [ly,0]. (C.38)
Then, it follows from Lemma 22 that o'(w) = 0v3(w + ly) /0w > 0 for w € (0,00). Thus,

for v > 0,

o o 1,
8_’}/1]7(0) = 6—77}(—[7) = b—*U (—lry) > 0, (C39)

where the second equality in (C.39) follows from (3.48). Thus, v3(0) is strictly increasing. It
remains to show that v3(0) — oo as v — oo. By (3.48) and (C.38), it suffices to show that

O(w) — oo as w — oo. First, we show that ©'(w) — oo as w — co. To see this, note that

1771
m H*'m ) 2 2,“ ~
T(U (Uj)—/{ ) — ﬁ(v(w)%—/{)
1
is lower bounded since m’ng > 0. Then, since %*w — 00 as w — 00, it follows from

(C.37) that v(w) — oo as w — oco. Then, by the fundamental theorem of calculus,
w
o(w) = / o' (w")dw' 4 6(0) — oo. (C.40)
0

Part 2: vj(0) = 0, v3(0) is strictly decreasing in v and v}(0) — —oc0 as v — oc.
The proof of Part 2 resembles the proof of Part 1. The equality va(()) = 0 follows from the
boundary condition (3.52). Consider the differential equation

m'H m 4
——

' (w) = — —0(w) — W, W € (0,00) (C.41)

202 o

v (w) = 0(uy —w), w € [0,uy]. (C.42)



By Lemma 23, 9,%" < 0 on (0,00). Therefore, for v > 0,

0 0 . 1
8_71);(0) = 8_70(167) = 50 (uy) < 0.
Thus, U:;(O) is strictly decreasing in . It remains to show that U:;(O) — —00 as 7 — 00. By

(C.42), it suffices to show that o(w) — —o0 as w — oco. Note that

m'H'm _ 20
—7 0 (w) + —50(w)
o o

is upper bounded and —%w — —o00 as w — oo. Thus, by (C.41), 9(w)" — —o0 as w — .

Therefore,
w
B(w) = / ¥ (w)dw' + 5(0) — —o0, (C.43)
0

This completes the proof. O

Proof of Lemma 11. We prove the statements for Uy

and v3, separately.

Part 1. We start by focusing on v5. Consider the differential equation

! r7-1 *
~ o m H™m ~2 ) 2u N 2b
v (w) = 952 (U (w) — kK ) - p(v (w) + /i) + ?w, w e (0, OO) (C.44)

subject to the boundary condition 9(0) = —k. It is straightforward to see that

vy (w) =0(w —1ly), w € [ly,0]. (C.45)

Equation (C.44) is a Riccati equation of the form (C.1) with

m'H'm 5 24 21 m'H'm 20
— 5 K — 5k Clz—pa cy = and ¢ = —.

)y = — _—
0 202 o 202 o2

The closed-form expression for v follows from Lemma 20 and the fact that by (3.45), ¢p =
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v 4 b*ly.

Part 2. Next, we focus on v;. Consider the differential equation

/H—l
P 2w) + Ll (w) — 5w, w e (0,00)

T/(w) - 202 o

vh(w) =0(uy —w), w € [0,uy].

Equation (C.46) is a Riccati equation of the form (C.1) with

241 m'H'm R 2h*
co=0, ¢ =—75 02:—?, and 02—7.

The closed-form expression for v; follows from Lemma 20.

Proof of Proposition 7. We prove the result in several steps.

(C.46)

(C.47)

Step 1: v satisfies (3.42) on (I,x,0) U (0,uqyx), v(lyx) = —k, and v(u,x) = 0. It follows

from the definition of Iy« and uyx, the fact that v7. solves (3.49)-(3.50), and the definition

of v in (3.53) that v satisfies (3.42) on (lyx,0) and v(lyx) = —k. Similarly, it follows from

the definition of v in (3.53) and the fact that U,;* satisfies (3.51)-(3.52) that v satisfies (3.42)

on (0,uyx) and v(uyx) = 0. To prove that (I x,u.x,7*,v) is a solution to (3.42)-(3.44) it

remains to show that v and v’ are continuous at the origin and v’ (Iyx) = v (%) = 0.

Step 2: v and v’ are continuous at the origin. The continuity of v at the origin follows

from Corollary 3 and the definition of v in (3.53). To show the continuity of v/, we calculate

the left and right limits of v/(w) at the origin and show that the two limits coincide. By
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(3.49)-(3.50) and (3.53),

J _ m' Hm ,, _ 21, _ 2h (1)
. / IRT _ 2 2 K 8
U}L%- v ('LU) = wlir)l(l)_ %U,y*(UJ) = W ((U’Y*) (0) — KR ) — ;(U’Y* (0) + li) + 0_2
(C.48)
Similarly, by (3.51)-(3.52) and (3.53),
0 m/H'm 2 2h(u~x)
. / BT + . + 32 Ko+ ol
wlgr(lrv (w) = wlg%+ a—wv,y*(w) = W(UV*) (w) — pU’Y*(O) + = (C.49)

Then, it follows from Corollary 3, Equations (C.48)-(C.49) and the definition of [« and u.

that

lim v (w) = lim o/ (w). (C.50)
w—07 w—0*

It follows from (C.50), the definition of v in (3.53), and the fact that v € Cl([lw*, 0]) and
(WIS CH([0,ux]) that v € CL([Lyx, ups]).

Step 3: V/(lyx) = v'(uyx) = 0. It follows from (3.49)-(3.50) that 8v;*(lv*)/8w = 0.
Similarly, it follows from (3.51)-(3.52) that OvJ.(lyx)/0w = 0. Plugging v .(lyx)/0w =
81},;*(l7*)/8w = 0 into the definition of v in (3.53) gives v'(lyx) = v/ (uyx) = 0.

Step 4: v is strictly increasing on [l x,u.«|. It follows from the definition of v in (3.53)
and Lemma 22 that v'(w) > 0 for w € (Iyx,0]. Moreover, note that v, (w) = 0(uyx —w) for

7y

w € [0, uy+], where 0 solves

m' H'm _ 210

' (w) = —

subject to the boundary condition #(0) = 0. Then, it follows from Lemma 23 that v'(w) > 0
for w € [0, uqx). By combining v'(w) > 0 for w € (L, 0] and v'(w) > 0 for w € [0, uyx), we
arrive at v'(w) > 0 for w € (L, uyx).

Step 5: The solution to (3.42)-(3.44) is unique. The uniqueness of the solution follows
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from Corollary 3 and the fact that v is uniquely determined given 7*. This completes the

proof. O]

Proof of Theorem 2. Consider v given by (3.53) and define f : R — R as follows:

K(lyx —w), w € (=00, ),
f(w) _ /lv* U(l’)dl’, w € [l,}/*,u,y*], (051)
/l“v* v(x)dr,  w € (Uyx, 00).

Note that (C.51) extends the domain of f in (3.54) from [y, u«] to the entire real line. In

Step 1, we show that —x < f/(w) < 0 for w € R and

;nelﬁ {%UQf”(w) + uf'(w) — zf'(w) + c(z) + h(w)} > 7%, w € R. (C.52)

Then, in Step 2, we show that the average cost of any arbitrarily chosen policy (L, U, #) is
greater than or equal to the average cost of our candidate policy.

Step 1. Since v is strictly increasing on (Ix, ux) (by Lemma 7), v(lyx) = —k, and v(uyx) =
0, we have —x < v(w) < 0 for w € [lyx,uyx], which gives —x < f'(w) < 0 for w € R.
Moreover, by Corollary 4, (Iyx, uyx, v*, f) solves (3.36)-(3.37). Equation (C.52), then, follows
from (3.36) and the fact that h is strictly decreasing on (—o00,l,«) and strictly increasing on
(Uryx, 00).

Step 2. Let (L, U, #) be an arbitrary admissible policy and denote its state process with W.

A routine application of Ito’s lemma gives

t t 4
ELOVO)] - 107 0) =E[ [ 3o v (syds+ [ vispas = [ o) 07 )as]

0

+E[ /0 t f’(W(s))dL(s)} —E[ /0 t f’(W(s))dU(s)] (C.53)
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for > 0. The second term on the right hand side of (C.53) can be written out as

B [ Fovsa / P (5))dL s

(f(W( DHALE) - fW))] (5

s<t

where L€ denotes the continuous part of L and AL denotes its jumps. To be specific, for

t >0,

AL(t) = L(t) = L(t") and L°(t) = L(t) — Y AL(#).

Plugging f/(w) > —« for w € R into (C.54) gives

E[/Ot f’(W(s))dL(s)} > —E[/Otﬁch(s)jLZ/{AL(s)}

= —skE[L(®)], t>0. (C.55)
Using a similar argument, we obtain

t
E[ / FW(s)du(s)| <0, t>o. (C.56)
0

Moreover, by (C.52),

307 f" (W (0) + uf (W () = 6 f (W () + ¢(0(t) + h(W(t)) = 7%, 20, (C57)
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It follows from (C.57) that for ¢t > 0,

E[ /Ot%UQf”(W(S))dSJr / (W (5))ds / 0(6) W (5))ds| 27t — B / " e(0(s))as]
—E[/Ot h(W(s))ds] (C.58)

Plugging (C.55)-(C.56) and (C.58) into (C.53) gives

t t
BLAOV@)] ~ V) =" = E[ [ clo(onas = [ nwisnas - nze]  (€59)

for ¢ > 0. Divide both sides of (C.59) by ¢ and take the liminf as ¢ — oo. The first term on
the left hand side vanishes, because f’ is bounded and W satisfies (3.31). The second term

on the left hand side vanishes since W (0) = 0. Consequently, we arrive at

liminft%oo%E[/ot c(6(s))ds + /Ot h(W(s))ds + mL(t)] >

This completes the proof. O

C.4 Auxiliary Results

This sections discusses a number of auxiliary results that are crucially used in proving various

lemmas and propositions in Appendix C.3.

Lemma 21. Given l <0, let v e C([1,0]) be the solution to

m/H'm

v'(w) - 202 o

we (1,0) (C.60)

subject to the boundary condition v(l) = —k. Then, v(w) > —k for w € [1,0].

Proof. We prove the lemma by contradiction. Assume that there exists wqy € (I, 0] such that

v(wg) < —k. Then, it follows from the continuity of v and v that there exists wy € (I, wyg)
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such that v(wi) < —k and v/(wy) < 0. Plugging v(wy) < —x into (C.60) gives

2(h(1) — h(w1))

Ul(wl) > D)

> 0, (C.61)

g

which contradicts v'(wq) < 0. Therefore, the assumption that there exists wg € (I, 0] with

v(wp) < —k is incorrect. This completes the proof. O

Lemma 22. Given | <0, let v e CY([1,0]) be the solution to

;o m'H'm
v (w) N 202 o2 o2 ’

we (1,0) (C.62)

subject to the boundary condition v(l) = —k. Then, v'(w) > 0 for w € (I,0].

Proof. Since v € C1([1,0]), the quadratic function is smooth, and A is continuously differ-
entiable on [1,0], it follows from (C.62) that v € C2([1,0)), i.e., v" is well-define on [1,0].
Therefore, we can differentiate both sides of (C.62) to get

m/' H'm

v (w) = ———v(w) v (w) — 2—”1/(11)) — _2h’(w)

o2

., we (1,0). (C.63)

By continuous differentiability of v, Equation (C.62), and boundary condition v(l) = —k, we
have v/(l) = 0. Then, since v and v’ are continuous on [/, 0], v/(I) = 0, and b/ (w) = —b* < 0
for w € [1,0], it follows from (C.63) that there exists wg € (I,0] such that v"(w) > 0 for
w € (I,wg). Then, since v/(1) = 0, we conclude that v'(w) > 0 for w € (I,wp]. It remains to

show that v/(w) > 0 for w € (wp,0]. To do so, let

wyp = inf {w € (1,0) :v(w) = 21 } (C.64)

m'Hlm

Without loss of generality, we assume wg < wy. We prove v'(w) > 0 for w € (wg,wq) and

[wy, 0], separately.
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Case 1: w € (wg,wq). By (C.63), if v"(w) < 0,

"H 2 2h/
uv(w) v (w) — —gv/(w) — (2/(1)) <0,
o o o
which is equivalent to
20" < (2p —m'H'mo(w)) o' (w). (C.65)

By (C.64), the fact that w < wq, v(l) = —k < 0, and the continuity of v, we have 2 —
m/ H mv(w) > 0. Thus, dividing both sides of (C.65) by 2u — m/ H'mv(w) gives

20*
2u —m/'H'mu(w)

v (w) >

(C.66)

It follows from (C.66) and the fact that v(w) > —& (by Lemma 21) that if v"(w) < 0,

() > 2 (C.67)
v (w : :
2u+m/H'mk
In other words, letting
2b*
= >0 C.68
2 2u+m'H'mk =~ (C-68)

if v'(w) < a9, we have v(w) > 0. Then, since a; = v'(wg) > 0, we conclude that v'(w) >
min(ay,a9) > 0 for w € (wg, wy).

Case 2: w € [wy,0]. It follows from (C.63) that v”(wy) > 0. Then, by the continuity
of v and the fact that v/(w) > min(aq,as) > 0 for w € (a,w), we have ag = v'(wy) >
min(ay,as) > 0. It remains to show that v'(w) > 0 for w € (wy,0]. We prove this by
contradiction. Assume that there exists wo € (w1, 0] such that v/(wy) < 0. Since v/(w1) >0
and v'(w9) < 0, there exists w3 € (w1, ws) such that v'(w3) > 0 and v (w3) < 0. Without

loss of generality, assume ws is the smallest such number, i.e., v/(w) > 0 for w € (wy,ws).
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Then, it follows from v(w1) = 0 (by (C.64)) and v'(w) > 0 for w € (wy,w3] that v(w) >
2u/(m' H m). Plugging this into (C.63) gives v (w3) > 0. This, however, contradicts the
assumption that v”(w3) < 0. Therefore, the initial assumption that there exists w9 € (w1, 0]

such that v/(w9) < 0 is incorrect. This completes the proof. O

Lemma 23. Let v € C1([0,00)) be the solution to

/H—I 2
u02(w) + —Zv(w) - —w, we (0,00) (C.69)

v'(w) - 202 o o

subject to the boundary condition v(0) = 0. Then, v,v" <0 on (0,00).

Proof. Since v € C1([0,00)) and the quadratic function is smooth, it follows from (C.69)
that v € C2([0,00)), i.e., v" is well-define on [0, 00). Therefore, we can differentiate both
sides of (C.69) to get

m/i’# i—gv'(w) _ ii; we(0,00).  (C.70)
By continuous differentiability of v, Equation (C.69), and boundary condition v(0) = 0, we
have v/(0) = 0. Then, since v and v’ are continuous on [0, 00), v/(0) = 0, and —2h* /o2 < 0,
it follows from (C.70) that there exists wy € (0,00) such that v (w) < 0 for w € (0, wy).
Then, since v(0) = 0, we have v/(w) < 0 for w € (0, wy).

Next, we show that v'(w) < 0 for w € (wg,o0). Let us prove this statement by contra-
diction. Assume that there exists wy € (wg,o0) such that v(wy) > 0. Then, there must
exist wog € (wg,wy) such that v’ (wy) > 0. Without loss of generality, assume that wy is the
smallest value such that v”(wg) > 0. Then, by plugging v(wq),v'(wy) < 0 into (C.70), we
arrive at the contradiction v”(w9) < 0. Thus, the assumption that there exists wy € (wg, 00)
such that v(wq) > 0 is incorrect, i.e., v’ < 0 on (0,00). Consequently, v < 0 on (0,00). This

completes the proof. n
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