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ABSTRACT 

 Exposure to natural environments over urban ones has beneficial effects on 

human psychological functioning, particularly in improving affective state and 

providing cognitive restoration. Because nature is so highly preferred, it has been 

difficult to disentangle what effects result from nature itself and what are simply 

due to exposure to a highly preferred stimulus. In this dissertation, I examine 

whether the aesthetic preference for nature accounts for any, some, or all of its 

cognitive and affective benefits. In Chapter 1, I investigate whether the highly 

documented nature preferences observed in adults are also found in 4- to 11-year-

old children. I found that, compared to adults, children show stronger preferences 

for urban environments, though this urban preference lessens with age. Further, 

though children do not like nature as much as adults, children with more nearby 

nature had lower parent-reported inattentiveness, suggesting this benefit is not 

dependent upon liking nature. In Chapter 2, I tested whether natural environments 

have some additional positive effect on mood, above and beyond what can be 

attributed to preference. The results of this set of studies supported an 

overwhelmingly preference-based account of nature’s short-term affective benefits. 

In Chapters 3 and 4, I examine whether cognitive restoration is elicited by images or 

videos of nature when compared to equally preferred urban environments. 

Unfortunately, these studies did not provide evidence for either a strong role of 

preference or environment type in predicting cognitive restoration. To examine 



 

xiv 
 

whether neural indices of cognitive restoration could be found in natural over urban 

environments, Chapter 4 also used functional near-infrared spectroscopy (fNIRS) to 

measure changes in prefrontal and parietal cortical activation during cognitive tasks 

and virtual environmental exposure. While no effects of environment type were 

found in fNIRS activity during the post-video cognitive task, fNIRS activity did, 

overall, reliably map on to cognitive load and performance. Taken together, these 

studies suggest that nature preferences are not universal across ages, and that 

preference matters more for the affective than for the cognitive benefits of nature 

exposure.
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GENERAL INTRODUCTION 

The documented effects of interactions with natural environments are robust 

and span many domains. Visible nearby nature is related to improved physical 

health (Kardan et al., 2015; Parsons, Tassinary, Ulrich, Hebl, & Grossman-Alexander, 

1998; Ulrich et al., 1991) and emotional well-being (MacKerron & Mourato, 2013; 

Ulrich, 1983; Vujcic et al., 2017). Brief walks in natural environments or exposure to 

nature photos or sounds have improved performance on cognitive tasks (Berman, 

Jonides, & Kaplan, 2008; Berto, 2005; Van Hedger et al., 2018) and have been linked 

to prosocial behaviors (Guéguen & Stefan, 2014; Zhang, Piff, Iyer, Koleva, & Keltner, 

2014). 

 Several theories attempt to explain why nature is beneficial. The most widely 

used frameworks are that of Attention Restoration Theory (Kaplan, 1995), Stress 

Reduction Theory (Ulrich et al., 1991), the Perceptual Fluency Account (Joye & van 

den Berg, 2011), and Biophilia (Kellert & Wilson, 1995). Biophilia proposes that 

humans have evolved in natural settings and thus have an innate affinity for 

biological things rather than those that are built. Biophilia cites this innate 

preference for nature as an explanation for why nature has positive health and 

affective benefits. Stress Reduction Theory (SRT) also uses an evolutionary account 

of nature preferences and puts forth that an improvement in mood and a reduction 

in stress are the cause for the observed cognitive benefits. Perceptual Fluency (PFA) 

states that certain features of natural environments, such as fractality or self-

https://paperpile.com/c/6BND1n/Tk61
https://paperpile.com/c/6BND1n/Tk61
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similarity, are more easily or fluently processed by our brains. This ease of 

processing is less cognitively demanding, which improves mood, which in turn, frees 

up attention resources. Thus, in PFA and SRT, nature primarily improves state affect 

and this has a downstream effect on cognitive performance, suggesting that the 

cognitive benefits arise from the affective ones. Attention Restoration Theory (ART) 

focuses on the cognitive benefits, suggesting that natural environments (compared 

to urban ones) place minimal demands on effortful, directed attention and have 

features that gently capture bottom-up, involuntary attention. Because endogenous 

directed attention is thought to be a finite resource that can be depleted, a natural 

environment that is engaging but does not require effortful attention is well suited 

to restore attention and improve cognition. It is noteworthy that these theories do 

not all converge on whether there is a significant role of preference in emotional or 

cognitive changes obtained through nature interactions, and there is disagreement 

as to whether the emotional and cognitive benefits are connected. 

 Because nature is so highly preferred (Kaplan & Kaplan, 1989), the effects of 

nature itself are typically confounded with the effects of exposure to something that 

an individual likes. Therefore, the goal of this dissertation was to identify the role of 

preference in the cognitive and affective benefits of nature. Four major studies were 

conducted to answer this question. Study 1 (Chapter 1: The Gradual Development of 

the Preference for Natural Environments) examines the question of whether the 

highly documented nature preferences observed in adults are also found in young 
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children. This work tests the universality of nature preferences by studying a 

previously unexamined subset of the population, and examines how children’s 

preferences relate to age, nature exposure, and parental preferences. This study also 

tests whether children’s environmental preferences relate to any of the cognitive or 

affective benefits of nature exposure.  

 Study 2 (Chapter 2: The Affective Benefits of Nature Exposure: What’s Nature 

Got to Do with It?) tests whether nature improves state affect when preference is 

accounted for. A set of studies examining the mood-boosting effects of nature 

images and equally preferred images of other categories were conducted to answer 

whether nature scenes contribute some unique benefit to improved affect above and 

beyond it being a highly preferred environment.  

 Study 3 (Chapter 3: Preference and the Cognitive Benefits of Nature 

Exposure) tests the effects of preference (high and low) and of environment type 

(nature and urban) in predicting change in performance in a cognitively demanding 

dual n-back task. The relationships between preference, affect change, and dual n-

back accuracy change are examined to see whether preference and/or affect play a 

role in cognitive restoration.  

 Study 4 (Chapter 4: Neural Correlates of Cognitive Effort and Restoration 

from Equally Preferred Nature and Urban Environments: an fNIRS Investigation) 

examines whether cognitive restoration, measured by behavior or neural activation, 

can be elicited by preference-equated nature and urban videos. This study had the 



 

4 
 

additional aim of performing a robust validation of functional near-infrared 

spectroscopy (fNIRS) as a tool for future neuroimaging work in realistic natural and 

urban environments.  
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CHAPTER 1:   The Gradual Development of the Preference for Natural 

Environments 

A version of this chapter was published in the Journal of Environmental Psychology, 

65, 101328 (2019). 

Co-authors: Cecilia U. D. Stenfors, Jaime Young, Elliot A. Layden, Kathryn E. Schertz, 

Omid Kardan, Jean Decety, & Marc G. Berman 

 

Abstract 

Adults demonstrate aesthetic preferences for natural environments over 

urban ones. This preference has influenced theories like Biophilia to explain why 

nature is beneficial. While both adults and children show cognitive and affective 

benefits after nature exposure, it is unknown whether children demonstrate nature 

preferences. In the current study, 4-to-11-year-old children and their parents rated 

their preferences for images of nature and urban scenes. Parents’ preferences 

matched those of a normative adult sample. However, children demonstrated robust 

preferences for urban over natural environments, and those urban preferences 

significantly decreased with age. Nature exposure around the home and nature-

related activities, as reported by parents, did not predict children’s preferences. 

Children with more nearby nature, however, had lower reported inattentiveness, 

but interestingly, this was unrelated to children’s preferences for nature. These 

results provide an important step into future research on the role of preference in 

how children and adults benefit from nature.   
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1. Introduction 

Humans have an incredibly strong preference for natural environments. 

People’s preferences for natural environments over urban environments have been 

extensively documented (Ibarra et al., 2017; R. Kaplan et al., 1989; van den Berg et 

al., 2007).  In fact, nature preferences are so strong that researchers have found that 

the distributions of adults’ preference ratings for many kinds of nature and urban 

photos barely overlap (Berman, Hout, et al., 2014; S. Kaplan et al., 1972; Kardan, 

Demiralp, et al., 2015). These preferences are also observed with real world 

dependent measures such as property values, as home buyers pay a premium for 

homes near nature (Crompton, 2001) and vacationers pay extra for rooms with 

natural sea views (Fleischer, 2012). These nature preferences are fairly universal as 

adults’ preferences for nature are found cross culturally (Kaplan & Yang, 1990; 

Ulrich, 1993).  In fact, nature preferences are so strong that even within completely 

built structures, building interiors and exteriors that are perceived to be more 

natural are rated higher on aesthetic preference (Coburn et al., 2019). 

Some theoretical accounts, such as Biophilia (Kellert & Wilson, 1995) and 

Stress Reduction Theory (SRT) (Ulrich et al., 1991), suggest that these preferences 

for nature arise from humans evolving in natural environments. Though there is 

disagreement on how this might occur—whether this innate affinity is genetically 

programmed or works through a form of biologically-prepared learning—a common 

explanation for why nature is preferred is that only a tiny fraction of evolutionary 

https://paperpile.com/c/6BND1n/dO50+wvNn+1rko
https://paperpile.com/c/6BND1n/dO50+wvNn+1rko
https://paperpile.com/c/6BND1n/gYCx+8Qkz+QW2p
https://paperpile.com/c/6BND1n/gYCx+8Qkz+QW2p
https://paperpile.com/c/6BND1n/82TZ
https://paperpile.com/c/6BND1n/wuKS
https://paperpile.com/c/6BND1n/V0LT+brR4
https://paperpile.com/c/6BND1n/V0LT+brR4
https://paperpile.com/c/6BND1n/sXzr
https://paperpile.com/c/6BND1n/2oCz
https://paperpile.com/c/6BND1n/JkiX
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history has occurred within our current urban environments, and the remainder in 

more natural environments. 

In recent years, theories that suggest nature preferences arise from humans’ 

evolutionary history have been called into question. Some critics of Biophilia and 

SRT emphasize the lack of strong empirical data to support such evolutionary 

accounts (Joye & De Block, 2011; Y. Joye & van den Berg, 2018), and propose that 

positive feelings of restoration in nature are a byproduct of the ease with which 

humans are able to process features of the natural world (Joye et al., 2016). This 

idea, referred to as the Perceptual Fluency Account (PFA), suggests that it is this 

lessened cognitive processing of stimuli in the natural world which underlies many 

of the observed benefits of nature (Joye & van den Berg, 2011).  While it can be 

argued why humans prefer nature, the persistent preferences for natural 

environments found in adults are well-established.  

Though adults’ preferences are well researched, very few studies have 

attempted to examine whether these preferences exist in children. One study 

conducted on this topic involved asking 9- to 12-year-old children to make a map or 

drawing of their favorite places. They found that the vast majority of the 

illustrations were outdoors, featuring lawns, playgrounds, and parks (Moore, 1986), 

suggesting that older children may display an affinity for nature that mirrors adult 

preferences. Those results, while highly informative, cannot speak to preferences 

for children under 9 years of age. In addition, from those results it is difficult to 

https://paperpile.com/c/6BND1n/sZsd+lJdg
https://paperpile.com/c/6BND1n/jlrl
https://paperpile.com/c/6BND1n/Tk61
https://paperpile.com/c/6BND1n/LeBE
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determine whether the children’s preferences for natural spaces were indeed an 

indication of an affinity for nature, or a more general preference for areas associated 

with recreation. Other related research has addressed children’s environmental 

reasoning, and found that elementary school children believe nature has intrinsic 

value and that preserving nature is important (Kahn, 1997). Children also seem to 

show visual preferences for certain types of natural environments (e.g., savannas 

and evergreen forests) over others (e.g., rainforests and deserts)(Balling & Falk, 

1982). Overall, while there is some preliminary evidence that children may 

appreciate and enjoy nature, no empirical work has directly examined natural 

versus urban preferences in children across a broad age range and across a varied 

stimulus set.   

Knowing whether children do indeed prefer natural environments can inform 

two outstanding questions related to environmental preferences. First, examining 

children’s preferences and their consistency (or lack thereof) during development 

can inform current debates about whether there is an innateness to nature 

preferences. This study may speak to whether nature preferences are genetically 

programmed and result from our evolutionary history (i.e. Kellert, 1993) or are 

learned through experience. Evidence for the latter hypothesis comes from recent 

research demonstrating that certain sounds and sound features are not preferred 

when the source of the sound is completely artificial (e.g., computer generated 

sounds) or obscured through scrambling, but become preferred when the sound is 

https://paperpile.com/c/6BND1n/jPaUr
https://paperpile.com/c/6BND1n/jyDJ
https://paperpile.com/c/6BND1n/jyDJ
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thought to be generated from a natural source, e.g., bird song (Van Hedger et al., 

2019). Thus, there may not be anything intrinsically preferred about the features 

(visual, acoustic, tactile, etc.) of natural environments, and humans’ preferences for 

nature may be heavily influenced by learned expectations. 

Second, the present study can inform current theories about the role of 

nature preferences in the observed benefits of interacting with natural 

environments. In adults, these benefits include improvements in mood(Bratman, 

Hamilton, et al., 2015; Hartig et al., 2003), positive physical health outcomes 

(Kardan, Gozdyra, et al., 2015; Nielsen & Hansen, 2007), and improved executive 

functioning (Berman et al., 2008, 2012; Berto, 2005; Van Hedger et al., 2018). 

Though generally not as well studied, many of these same positive effects of nature 

are also found in children. Nature interventions have been shown to 1) decrease 

children’s levels of stress, 2) reduce attention deficit hyperactivity disorder (ADHD) 

symptoms and 3) decrease levels of inattentiveness (Amoly et al., 2014; Corraliza et 

al., 2012; Faber Taylor & Kuo, 2009; Mårtensson et al., 2009; Wells & Evans, 2003). 

Importantly, theories for how and why nature provides psychological benefits 

differ in the extent to which they believe nature preferences are required or 

relevant. Proponents of SRT argue that this preference for nature can explain some 

of the reduced stress and improved mood after interactions with natural 

environments, and this, in turn, can improve cognitive performance. Conversely, 

Perceptual Fluency theorists suggests that a positive response to and preference for 

https://paperpile.com/c/6BND1n/aFJL
https://paperpile.com/c/6BND1n/aFJL
https://paperpile.com/c/6BND1n/Cq3p+MMXK
https://paperpile.com/c/6BND1n/Cq3p+MMXK
https://paperpile.com/c/6BND1n/ld9Be+uB4y7
https://paperpile.com/c/6BND1n/9dgB+Nzs7+eYOQ+nPFN
https://paperpile.com/c/6BND1n/NwL1+Ljf3+Rivp+ZVrb+dIpv
https://paperpile.com/c/6BND1n/NwL1+Ljf3+Rivp+ZVrb+dIpv
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nature is a consequence of the fluent processing of natural features rather than a 

cause of restoration (Joye & van den Berg, 2011). Attention Restoration Theory 

(ART) ( Kaplan, 1995; Kaplan & Berman, 2010) does not require that natural 

environments be preferred to obtain the cognitive benefits. ART proposes that the 

cognitive improvements seen after nature interactions are not driven by mood or 

preference, but rather result from resting top-down directed-attention 

resources.  Given that nature has been found salubrious for psychological 

functioning for both adults and children, if children do not prefer natural 

environments to the same extent as adults, this can inform extant theoretical 

accounts about the role of preference in obtaining cognitive benefits.  Previous 

research on adults has suggested that preference and subsequent mood 

improvements may not be necessary to obtain the cognitive benefits (Berman et al., 

2008; Stenfors et al., 2019), but results from this study would test whether 

preference is an important factor to obtain cognitive benefits in children. 

The primary goal of the current study was to examine whether this 

preference for natural environments exists in children, and whether children's 

preferences are consistent across development. To test whether children overall 

prefer natural or urban environments, we compared adults' and children's 

preferences for environments that varied on a spectrum of naturalness and 

preference. As adults' preference ratings for nature images are usually much higher 

than those for urban images, aesthetic preference and environment type are almost 

https://paperpile.com/c/6BND1n/Tk61
https://paperpile.com/c/6BND1n/oGMf+TWzK
https://paperpile.com/c/6BND1n/9dgB+9nqb
https://paperpile.com/c/6BND1n/9dgB+9nqb
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always confounded in studies using nature and urban stimuli (see Appendix A). 

Therefore, the current study used nature and urban images that were equated on 

aesthetic preference from a separate study, to unconfound aesthetics (high vs. low 

preference) and environment type (nature vs. urban). This is critical to ensure that 

children's environmental preferences are not simply a result of a difference in 

general aesthetic preferences that have nothing to do with natural or urban 

environments per se. In other words, if preference and environment type are 

confounded, as they are in most studies because adults prefer nature, it would be 

impossible to know if any child preference differences were due to liking nature less 

or due to a non-specific difference in preference that has nothing to do with nature 

or urban environments. In our experiment, we can separate out these two 

possibilities. 

If children do not show the same preference for nature as adults, this would 

suggest that there is not an innate, present-from-birth affinity for natural 

environments. This result would also imply that children's nature preferences may 

not be necessary to reap the cognitive benefits of interacting with the natural world. 

Similarly, if the preference for nature is due to learning, children's preferences for 

natural environments may develop over time. If children's preferences look very 

similar to those of adults', this would be a compelling case for a truly innate nature 

preference, consistent with a strong interpretation of the Biophilia Hypothesis 

(Kellert, 1993). 

https://paperpile.com/c/6BND1n/U2sx
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We also examined the developmental trajectory of environmental 

preferences to test the question of whether an affinity for nature is learned. If 

preferences change over time to look more similar to those of adults or increasingly 

relate to nature exposure with age, this would be evidence for a learned account. To 

directly test this question, analyses were conducted investigating children's 

preferences as a function of the naturalness of their home, school, and play 

environments, as well as parental preferences, and the interaction of these variables 

with age.  

A final aim was to directly examine whether some of the observed cognitive 

benefits of nature related to nature preferences in the current sample. To test this, 

measures of emotional, social, and cognitive functioning (using the Strengths & 

Difficulties Questionnaire) were collected and related to the amount of nature 

exposure and environmental preferences of the children. Overall, the current study 

sought to examine 1) whether children have environmental preferences that match 

those of adults, 2) whether these preferences are stable or change over time, 3) 

what factors may relate to individual differences and the development of 

environmental preferences, and 4) whether preferences relate to any observed 

cognitive/social/emotional benefits of nature in our sample. In addition to the 

fundamental importance of systematically testing nature preferences in a broad age-

range of children and across a wide range of environments, this study will provide 
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novel insights into current theories of nature preferences and the potential 

mechanisms of nature’s psychological benefits.  

 

2. Method 

2.1 Participants 

2.1.1. Sample Information 

Data from 251 children and 187 parents or guardians were collected. Twelve 

children were excluded from analysis due experimenter note that the child had clear 

difficulty understanding the task or failed to complete all trials of the task. The final 

sample included 239 children between the ages of 4 and 11 years and 182 adults 

(162 parents and 16 grandparents/other non-parent guardians). Gender split of the 

children in the final sample was relatively even (112 male, 127 female). Of the 239 

usable children, 61 were siblings of another child participant. All study procedures 

were approved by the University of Chicago Institutional Review Board. 

2.1.2. Sample Size and Age Range 

The lower limit of the age range was selected based on a short pilot study 

previously conducted with 3- to 6-year-olds, which showed that children under 4 

years of age had a very difficult time understanding the task. Our goal was to collect 

usable data from at least twenty children per one-year age bin, and we stopped data 

collection when we reached this goal. This number was determined from a quasi-

power analysis using results from previous stimulus validation studies in our lab. 
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These studies have found that obtaining preference ratings from about twenty adult 

participants is sufficient to gain reliable estimates of image preference (Kotabe et al., 

2017). Though the extent to which children would be similarly consistent in 

evaluating the images in this experiment were unknown, all planned analyses were 

to be conducted using the full sample of children from 4 to 11 years old, rather than 

analyzing within a certain year of age. As such, the problem of insufficient statistical 

power did not seem likely with a minimum of 20 children per year of age. Additional 

sample information by age bin can be found in Table 1.1.  

Table 1.1. Child participant breakdown by age and gender 

Age Bin N (% of total) # F (# M) 

4 years 21 (8.8%) 11 (10) 

5 years 29 (12.1%) 16 (13) 

6 years 42 (17.6%) 16 (26) 

7 years 34 (14.2%) 15 (19) 

8 years 30 (12.6%) 18 (12) 

9 years 27 (11.3%) 15 (12) 

10 years 30 (12.6%) 19 (11) 

11 years 26 (10.9%) 17 (9) 

Total 239 127 (112) 

 

https://paperpile.com/c/6BND1n/6NQh
https://paperpile.com/c/6BND1n/6NQh
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2.1.3. Participant Geography and Nature Exposure 

As much of our recruitment occurred in a museum in Chicago which draws 

many tourists, the children in our study came from incredibly varied geographic 

locations. Of those who reported location either via zip code or city name (N = 213), 

42 children came from Chicago, 52 from other parts of Illinois, 108 from other 

places in the US (across 23 other states), and 11 from other English-speaking 

countries (UK, Canada, Switzerland, Australia, and New Zealand).  

Additionally, child participants came from locations that varied greatly on the 

extent to which they were urban or rural. Using National Land Cover Database data 

taken from US zip code, percentage of developed land was estimated for each zip 

code and used as a proxy for more versus less urbanized zip codes. A histogram of 

this data for all children who provided a zip code is found in Figure 1.1. The values 

for percentage developed range from 3% to 80%, where zip codes with 3% 

developed land are primarily located in small, mostly rural towns (populations of < 

2,000 people) and those with over 60% are primarily zip codes in major US cities. 
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Figure 1.1. Level of urbanization for children’s homes based on US zip code 
Percentage of developed land is used as a proxy of urbanization, where lower values 
indicate less urbanized/developed zip codes and higher percentages indicate more 
urbanized/developed land. In blue are all children in the sample with US zip code 
information. In green, family-level data are presented which exclude redundancy of 
information due to possible siblings.  
 

2.1.4. Siblings in the Sample 

A number of children in our study were the sibling of another child in the 

study, leading to non-independence of these data points. Consequently, we also 

conducted analyses on a subset of our sample which did not include siblings. To 

create this subset, we pseudo-randomly selected one child out of all instances of 

siblings. We attempted to keep at least 22 children in each age bin by choosing more 



 

17 
 

siblings in the outer age bins (which were typically sparser than the middle ages) 

and filling in other gaps as needed. Table 1.2 displays the breakdown of children by 

age included those analyses: i) without any siblings (all included), ii) in the sibling 

subset (1 child chosen for age balance), iii) the new non-correlated sample (non-

siblings + sibling subset), and iv) the original total sample (including siblings). 

Table 1.2. Breakdown of all children and independent (non-correlated) subset 

Age i) No siblings 

ii) Sibling 

subset 

iii) Non-correlated  

sample total 

iv) Original 

sample 

4 y 13 7 20 21 

5 y 20 2 22 29 

6 y 24 0 24 42 

7 y 15 7 22 34 

8 y 11 11 22 30 

9 y 11 11 22 27 

10 y 13 9 22 30 

11 y 12 10 22 26 

All 119 57 176 239 

 

2.2. Procedure 

2.2.1. Instructions  

Data collection occurred in lab and at a nearby museum. In the museum, 

experimenters directly approached families that appeared to have children in the 

correct age range to invite them to participate in a short research study. In both 
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cases, parents (or guardians) provided informed consent for their child’s 

participation before any additional study procedures occurred. Once parental 

consent and child assent were obtained, the child went through the picture sorting 

task procedure with an experimenter while another experimenter ran through the 

same task with the parent. The instructions for the task were as follows: “You are 

about to see sets of four pictures, and you will be asked to put them in order based 

on how much you like them. On the one end you will see a frowny face, and on the 

other you will see a smiley face. I want you to move these pictures around so that 

the pictures are in order of the one you like the least by the frowny face to the one 

you like the most by the smiley face. When you’ve put the photos in order of your 

least to your most favorite, you can press the green button to go onto the next set of 

pictures.” All child participants had these basic instructions explained to them (and 

additional information and clarification added with 4- to 6-year old children), then 

completed four practice trials with the experimenter where they were asked to sort 

images of children’s bedrooms before continuing onto the real task. To ensure that 

children understood the task, the researchers took the children through these 

practice trials very deliberately and carefully, asking children to verbally indicate 

their preference for the images as they moved them along the frowny-to-happy-face 

scale. Child participants who struggled with comprehending the task were still run 

through full procedures, but their lack of understanding was noted, and they were 
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subsequently excluded from analysis. Adults were provided with the same general 

instructions but did not complete the practice trials. 

2.2.2. Stimuli Selection: Ratings from Validation Study  

The specific stimuli used were taken from an image set which was rated on 

several attributes (including aesthetic preference and naturalness) in a previous 

validation study.  In this validation study, adult participants rated a set of over 300 

nature and urban images on a 1-7 Likert scale (1 = strongly dislike to 7 = strongly 

like). The preference ratings from this validation study were used to select the 

particular stimuli for the current study. Our goal was to find sets of nature and 

urban images which were rated very similarly on aesthetic preference to ensure 

that we’d be able to examine environmental preferences in children and any 

observed effects would not be attributable simply to differences in aesthetics.  Full 

sized versions of all stimuli can be found here: 

https://osf.io/axn9q/?view_only=fa88e665f5a74885bd857d79f5a7ce4a, and a 

detailed explanation of the stimuli ratings, rationale for specific stimuli selection, 

and smaller versions of all images used can be found in Appendix A. 

2.2.3. Stimulus Conditions 

There were two different image sets used in this experiment (parents and 

children always completed the task with the same image set). In each set, there were 

6 categories of images based on previous normative adult evaluations of their 

aesthetic value from the validation study described above. These categories were 
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high aesthetic value nature (two images), low aesthetic value nature (two images), 

high aesthetic value urban (two images), low aesthetic value urban (two images), 

very high aesthetic value nature (one image), and very low aesthetic value urban 

(one image). Images in the high aesthetic value nature and high aesthetic value 

urban categories were matched on preference, as were those in low aesthetic value 

nature and urban (see Table 1.3 for ratings of the current study stimuli from the 

validation study). The unmatched images (very high aesthetic value nature and very 

low aesthetic value urban) were included based on research in our lab that finds 

these images reliably elicit more extreme ratings in an adult sample. We have been 

unable to find sufficiently highly preferred urban images to match the very high 

aesthetic value nature (and nature to match the very low aesthetic value urban) 

which inevitably leads to a design in which conditions are not completely crossed. 

However, we chose to include these images as an additional, separate test of 

whether children’s preferences map onto the preferences we see in adults.  

 

 

 

 

 



 

21 
 

Table 1.3. Average image aesthetic value pre-ratings 
Ratings on a 1-7 scale (1 = strongly dislike, 7 = strongly like) for images in each 

picture set. These ratings were gathered from a separate validation study with a 

normative adult sample. The images in each picture set were chosen with the goal of 

ensuring that the nature and urban images in the same aesthetic value category (i.e. 

High Aesthetic Value) were very closely matched on preference.  

 Very High 
Aesthetic 

Value 
Image 

High 
Aesthetic 

Value 
Image #1 

High 
Aesthetic 

Value 
Image #2 

Low 
Aesthetic 

Value 
Image #1 

Low 
Aesthetic 

Value 
Image #2 

Very Low 
Aesthetic 

Value 
Image 

Picture Set 1 

Nature 6.31 5.30 5.12 3.28 3.12  

Urban  5.29 5.11 3.28 3.06 2.09 

Picture Set 2 

Nature 6.19 5.02 4.86 3.30 3.22  

Urban  5.04 4.88 3.30 3.22 1.77 

 

2.2.4. Task  

The task was completed on a touch-screen tablet, which allowed participants 

to drag the images left and right to put them in the preferred order. Using this 

comparison approach rather than a Likert scale rating on single images was decided 

based on data from a pilot study. This pilot study showed that the use of Likert-type 

response scales on singular images for children in the lower end of our age range 

tended to result in a more binary decision (choosing the anchors of happy vs. 

frowny face) rather than along a continuum. The task included 10 trials where four 

images were shown at a time. The presentation of images was randomized across 
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trials and across starting positions within a trial. Because of this randomization, any 

set of four images from the 10 image set could appear in a trial, but the task used an 

algorithm to ensure that each of the 10 images were compared to every other image 

in the set at least once (see Figure 1.2 for a display of the task).  

 
Figure 1.2. Task Design  
Upper panel depicts a trial from the practice rounds. Lower panel depicts a sample 

trial from the actual experiment, which contains images in the following conditions 

(from left to right): high aesthetic value nature, high aesthetic value urban, low 

aesthetic value urban, low aesthetic value nature. 
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2.2.5. Additional Measures  

Parents were also asked to complete a number of optional questionnaires 

about their child. Standard demographic measures were collected (birthdate, 

gender, ethnicity, household income, parental education) as well as zip code, which 

was used to calculate objective greenspace/land cover types from the 2011 National 

Land Cover Database (NLCD). From the NLCD data, we calculated amount of natural 

features nearby (summed coverage of values for water, deciduous forest, evergreen 

forest, mixed forest, shrub, grassland, pasture, cultivated land, woody wetlands, and 

herbaceous wetlands) as well as a ratio of low to high developed land, calculated by 

taking the amount of open-to-low developed land and dividing by the amount of 

medium-to-high developed land.   

We also collected parent-reported natural features near the child’s home (and 

school or daycare if applicable). This questionnaire (adapted from Tilt et al., 2007), 

asks about the presence of nine types of natural features within an approximate half 

mile distance from home or school. The total number of features near home (or the 

average of home and school/daycare if both included) was used to calculate parent-

reported nearby natural features.  

Additionally, the types of children’s play environments outside of school and 

daycare hours and during school/daycare hours (if applicable) were assessed. The 

play environments questionnaire (adapted from Amoly et al., 2014; Faber Taylor & 

Kuo, 2011) asked parents to indicate the environments that their child typically 

https://paperpile.com/c/6BND1n/qsfhz
https://paperpile.com/c/6BND1n/q1qJ+dIpv
https://paperpile.com/c/6BND1n/q1qJ+dIpv
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plays in most of the time during a warm week in autumn or spring. Play in more 

natural versus more built spaces was calculated by taking the number of natural 

play environments (big trees and grass, open grass, “wild” places, waterfronts, 

deserts, and farms) and subtracting the number of built or indoor environments 

(deep indoors, indoors with windows, paved or built places, public indoors 

Lastly, we asked parents to fill out the Strengths & Difficulties Questionnaire 

(Goodman et al., 2010), which assesses peer problems, conduct problems, emotional 

problems, hyperactivity/ inattentiveness, and prosocial behaviors.  

Not all parents provided full questionnaire data during the study. Of the 

usable sample of 239 children, age and gender were collected for all 239 

participants, 235 have basic demographic information (ethnicity, income, parental 

education), 195 provided their home zip code, 200 completed the parent-reported 

nearby natural features questionnaire, 171 completed the typical play environments 

questionnaire, and 151 completed the Strengths and Difficulties Questionnaire.  

 

2.3. Data Analysis 

2.3.1. Data Structure and Cleaning 

 The output from the picture sorting task was 10 trials of pictures ranked from 

1 (least preferred in trial) to 4 (most preferred in trial). Occasionally, participants 

accidentally hit the advance button twice in a row, skipping the trial. To account for 

this, trials that had a duration less than 1 second were removed from the data.  

https://paperpile.com/c/6BND1n/Njphp
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The average rating used for demonstration purposes and data visualization 

(in Figure 1.3) was calculated by taking the average position of each photo across 

the 4 trials in which it occurred, resulting in a value between 1 (always chosen as 

least preferred) and 4 (always chosen as most preferred) for each picture. For 

subsequent statistical analyses, these average ratings were sorted from highest to 

lowest to create a full 1 to 10 ranking of all images in the set. In the case where 

multiple images had the same average rating, the higher ranking was given to the 

image that was more preferred in the trial(s) that included both images. Because the 

statistical analysis procedures used (described in the Statistical Analysis section) 

are not easily graphed, these average ratings were used to visualize the pattern of 

results. 

A subset of adult participants (15 out of 182) were excluded from analysis 

after being identified as likely completing the task in reverse. This assessment was 

based on having both exceptionally low ratings (1 to 1.75 out of 4) of the very high 

aesthetic value nature images and high ratings (3.25 to 4) of the very low aesthetic 

value urban images. The very high aesthetic value nature images and very low 

aesthetic value urban images received very reliable ratings in previous stimulus 

validation studies and across the rest of the adult sample in the current study.  Given 

that the adults were given the instructions but did not do any practice trials with an 

experimenter, and on a few occasions parents realized they were doing the task in 

reverse and told the experimenter this was the case, we felt confident that these 
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adults were likely not paying close attention to the frown/smile anchors and simply 

made their rankings backwards.  

2.3.2. Statistical Analysis of Task Data 

As the task data were ordinal and included repeated measures, we conducted 

regression analyses using a proportional odds mixed model (McCullagh, 1980), fit 

using the “ordinal” package (Christensen, 2018) in R 3.5.1 (R Foundation for 

Statistical Computing, www.rproject.org). This analysis models the effect of 

predictors across the “cut-points” between categories of the ordinal criterion 

variable. In the case of our data, there were 10 categories (ranks 1 through 10) 

resulting in nine cut-points. The proportional odds model predicts the log odds of a 

given response being below each cut-point, under the assumption that a predictor’s 

effects do not significantly differ across cut-points (i.e., the proportional odds 

assumption). If the proportional odds assumption is met, the model yields 

cumulative odds ratios that do not depend on the specific cut-points used. To test 

the proportional odds assumption, we modelled predictor separately as nominal 

effect and as an ordinal effect, and the model fits were compared via likelihood-ratio 

test. In all cases, the model fits did not significantly differ, indicating that the 

proportional odds assumption was met (i.e., the effect of predictors did not differ 

across cut-points). Maximum likelihood parameter estimates were obtained using 

an adaptive Gauss-Hermite quadrature approximation using 11 quadrature points 

(Lesaffre & Spiessens, 2001), implemented through the nlminb function in R. 

https://paperpile.com/c/6BND1n/RESU2
https://paperpile.com/c/6BND1n/N0FdB
http://www.rproject.org/
http://www.rproject.org/
https://paperpile.com/c/6BND1n/adgeA
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Participant was included as a random intercept in our analyses to account for 

repeated measures. To specifically analyze age-related changes in the very high 

aesthetic value nature and very low aesthetic value urban categories, proportional 

odds modelling was conducted using the lrm function in the R package ‘rms’ 

(Harrell, 2018). 

2.3.3. Analysis of Environmental Exposure and SDQ variables 

To examine the relation between individual differences in children’s nature 

exposure and cognitive functioning as measured by the Strengths & Difficulties 

Questionnaire, a multiple imputation procedure (Rubin, 1987) was first employed 

to handle participants with varying amounts of missing questionnaire data. Multiple 

imputation was performed using the “mice” package in R (van Buuren & Groothuis-

Oudshoorn, 2010). Results with and without multiple imputation were very similar, 

and as such, the results reported in the manuscript are those from the raw (not 

imputed) data. Results including imputation to account for data missingness can be 

found in Appendix B.   

2.3.4. Analysis of Parent-Child Similarity of Preference.  

To analyze whether children’s preferences reflect those of their parents, the 

Euclidean distance between children’s rankings of images and their parents’ 

rankings were calculated and compared to non-parents. For this analysis, the subset 

of data was used which only included independent parent-child pairs, as the 

inclusion of multiple siblings with a single parent would directly violate the 

https://paperpile.com/c/6BND1n/vSfO9
https://paperpile.com/c/6BND1n/CL3Vq
https://paperpile.com/c/6BND1n/ODSN
https://paperpile.com/c/6BND1n/ODSN
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assumption of independent samples in subsequent analyses. A standard distance 

calculation was performed, using the image ranks for all 10 images for kids and 

parents:  

√(img1rankchild-img1rankparent)
2
+(img2rankchild-img2rankparent)

2
+ … +(img10rankchild-img10rankparent)

2 

This calculation was also performed on each child and every adult other than the 

child’s parent in the same picture set. These calculations were then averaged, to 

create a value of the average distance of the child and the n other adults. That is, ( 

√(img1rankchild-img1rankadult 1)
2
+(img2rankchild-img2rankadult 1)

2
+ … +(img10rankchild-img10rankadult 1)

2 

+ …     +  

√(img1rankchild-img1rankadult n)
2
+(img2rankchild-img2rankadult n)

2
+ ... +(img10rankchild-img10rankadult n)

2 

) divided by n. 

2.3.5. Supplementary Analyses 

 A series of additional analyses were conducted to promote transparency and 

to ensure the reliability of our results. These results are reported in Appendix B, and 

any discrepancies between original results and these analyses are described in the 

results section.  For analyses that involved the adult participants (section 3.1), we 

also conducted the same statistical tests including those 15 adult participants that 

were excluded from our sample. All analyses involving child participants were 

conducted using only the non-correlated subset (described in 2.2 Participants) 
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which excludes siblings. Any analyses that involved our multiple imputation 

procedure (section 3.3) are also reported in this supplement.  

 

3. Results 

3.1. Environmental Preferences differ between Children and Adults 

To test for preference differences between adults (i.e., parents and guardians 

in the current study) and children, a proportional odds mixed model was conducted 

using rank (1-10) as an outcome variable, environment type (nature/urban) and 

aesthetic value (high/low) as within-subject predictors, categorical age 

(adult/child) as a between-subjects predictor, and participant as a random variable. 

The model using the full interaction of predictor variables did not yield a significant 

3-way interaction, and did not differ in goodness of fit from the model including only 

2-way interactions, so the results of the more parsimonious model are reported.  

A significant interaction of categorical age and environment type was found 

(B = 1.44, Z = 11.45, OR = 0.27, 95% CI [0.18, 0.30], p < 0.001), where children 

showed a greater preference for urban images compared to adults. Adults and 

children also differed in their preference for images based on aesthetic value (B = 

0.16, Z = 2.90, OR = 0.70, 95% CI [0.54, 0.89], p = 0.003). Specifically, adults 

preferred the high aesthetic value images (compared to low aesthetic value ones) to 

a greater extent than did children (see Figure 1.3). When the 15 adults previously 
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excluded (due to probable reversed responding) were included in this analysis, the 

interaction between categorical age and aesthetic value was no longer significant 

(p.s. = 0.3) but the interaction with environment was unaffected.  

3.2. Children’s Environmental Preferences 

 To test for children’s preferences and how they may be influenced by age, a 

proportional odds mixed model was again employed using rank (1-10) as an 

outcome variable, environment type (nature/urban) and aesthetic value (high/low) 

as within-subject factors, child age as a continuous predictor, and subject as a 

random variable.  

3.2.1. Group Effects 

Results of this analysis showed a main effect of environment, where children 

generally preferred the urban environments compared to natural ones (B = -0.83, Z 

= -7.10, OR = 0.44, 95% CI [0.35, 0.55], p < 0.001).  There was also a main effect of 

aesthetic value where children exhibited greater preferences for high aesthetic 

value images (B = 1.73, Z = 14.5, OR = 5.65, 95% CI [4.47, 7.14], p < 0.001). A 

significant interaction of environment and aesthetic value was also found (B = 0.70, 

Z = 4.31, OR = 0.50, 95% CI [0.36, 0.68], p < 0.001) where children exhibited a larger 

ranking difference between high and low aesthetic value nature images compared to 

urban images (see Figure 1.3). (Group effect analyses for adults can be found in 

Appendix B). 
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Figure 1.3. Preference for Environment Types in Adults and Children 
Plotted are the average ratings for each image type (VHA_N = Very High Aesthetic 
value Nature, HA_N = High Aesthetic value Nature, LA_N = Low Aesthetic value 
Nature, HA_U = High Aesthetic value Urban, LA_U = Low Aesthetic value Urban, 
VLA_U = Very Low Aesthetic value Urban) in the adult and child samples. The boxes 
represent the four conditions that are completely crossed for statistical analysis. In 
this chart, higher ratings (closer to 4) represent more favored image types and 
lower ratings (closer to 1) represent less liked image types. Error bars indicate +/- 
SEM. 

 

3.2.2. Age-Dependent Preferences 

Importantly, both children’s preference for environment type and aesthetic 

value showed significant interactions with age. With increasing age, children 

showed a lessened preference for urban environments over natural ones (B = 0.32, Z 

= 4.30, OR = 1.39, 95% CI [1.18, 1.63], p < 0.001). Additionally, children preferred 

images of high over low aesthetic value to a greater degree with increasing age (B = 

0.27, Z = 3.31, OR = 1.31, 95% CI [1.11, 1.53], p < 0.001; Figure 1.4).  
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Age related changes in the very high aesthetic value nature images and very 

low aesthetic value urban images were examined in separate proportional odds 

regressions, predicting the rank of the image (1 to 10) by child age. A significant 

effect of age was found on rankings of very high aesthetic value nature images (B = -

0.43, Z = -3.62, OR = 0.65, 95% CI [0.51, 0.82], p < 0.001), where higher preference 

rankings were associated with increasing child age. There was also a significant 

effect of age on ranking of very low aesthetic value urban images (B = 0.68, Z = 5.59, 

OR = 1.98, 95% CI [1.56, 2.52], p < 0.001). For this category, as age increased, 

children’s preferences for these images decreased (Figure 1.4).  In summary, as 

children aged, their preferences began to look more similar to those of adults. 
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Figure 1.4. Developmental Changes in Environmental and Aesthetic Value 
Preference 
The top panels represent differences calculated from average ratings, plotted across 
age groups. The environment preference measure (“Nature - Urban”) displayed in 
the upper left panel was calculated by subtracting the average of the high and low 
aesthetic value Urban categories from the average of the high and low aesthetic 
value Nature categories. Similarly, the aesthetic value measure (“High - Low 
Aesthetic Value”) displayed in the upper right panel was calculated by subtracting 
the average of ratings for Low Aesthetic value Nature and Urban images from the 
High Aesthetic value Nature and Urban images. The bottom panels represent 
average ratings for the Very High Aesthetic value Nature category (lower left) and 
Very Low Aesthetic value Urban category (lower right), divided across age bins. 
Error bars represent +/- SEM.  
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3.3. Relations between nature exposure, nature preference, and children’s 

behavior 

 A goal of this study was to examine whether any of the observed benefits of 

nature exposure on children’s cognitive, social, and emotional functioning could be 

explained by individual differences in children’s nature preferences. Another aim 

was to see if nature exposure was linked to preference.  

3.3.1. Nearby Nature Predicts Children’s Attention 

Based on extensive prior research that looked at the effects of nature 

exposure on children’s attentional functioning, a confirmatory analysis was 

conducted examining the effects of nearby nature and play in nature on the parent-

reported hyperactivity/ inattentiveness subscale from the SDQ. As predicted, 

greater parent-reported nearby natural features were correlated with lower scores 

on the SDQ hyperactivity/ inattentiveness (r = -0.21, 95% CI [-0.36, -0.05], p = 

0.009). However, income was also negatively correlated with hyperactivity/ 

inattentiveness (r = -0.21, 95% CI [-0.36, -0.04], p = 0.015). Thus, separate analyses 

were run to see whether natural features were still predictive when income was 

included in the model.  Results from a linear regression indicated that both greater 

parent-reported natural features and higher income were significant independent 

predictors of children’s inattentiveness/hyperactivity (Natural features: B = -0.31, p 

= 0.015; ηp2 = 0.04; Income: B = -0.31, p = 0.023, ηp2 = 0.04).  When this analysis was 
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conducted on the non-correlated subset of the data which reduced our sample size 

for this analysis, this effect became non-significant (p = 0.1). Surprisingly, play in 

more natural environments was not significantly related to this SDQ measure (ps = 

0.2). 

3.3.2. Other Nature-Behavior Relations 

An exploratory analysis was conducted to examine whether parent-reported 

interactions with nearby nature (natural features near home/school), parent-

reported play in natural over built environments, or objective measures of nearby 

nature (zip code based NLCD measures of natural features and high versus low 

developed space) were correlated with any of the other SDQ subscales: conduct 

problems, emotional problems, peer problems, and prosociality.  

Results of the full correlation matrix can be found in Table 1.4. As expected, 

there were strong correlations between NLCD natural features and parent-reported 

nearby natural features (r = 0.44, 95% CI [0.32, 0.55], p < 0.001), as well as NLCD 

natural features and play in natural environments (r = 0.32, 95% CI [0.18, 0.44], p < 

0.001). 

More parent-reported nearby natural features were modestly correlated with 

lower scores on the SDQ conduct problems subscale (r = -0.15, 95% CI [-0.3, 0.01], p 

= 0.077), but was not related to any other SDQ subscales. Play in natural 
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environments and nearby natural features calculated from zip-code based national 

land cover data (NLCD) were not related to any SDQ measures (all p > 0.13). 

Table 1.4. Correlation matrix of nearby nature, SDQ, demographics, and child 
environmental preference 
Correlation coefficients are listed for all correlations between parent-reported and 
objective nature, SDQ subscales, SES measures, and children’s environmental 
preferences. Coefficients with ** indicate a p-value of less than 0.01, and those with * 
indicate p < 0.05.  

 PR 
Nat 
Play 

NLCD 
Nat 
Feat 

NLCD 
Dev 

SDQ 
Emot 

SDQ 
Cond 

SDQ 
Inatt/ 
Hyper 

SDQ 
Peer 

SDQ 
Prosoc 

Inco
me 

Mom 
Ed 

Child 
Env 
Pref 

PR Nat 
Feat 

.37** .44** .32** .00 -.15 -.21** -.04 .15 .14 .01 -.02 

PR Nat 
Play 

 .32** .19** -.07 -.09 -.11 -.08 .13 .02 .14 .00 

NLCD 
Nat Feat 

  .56** -.13 -.09 -.12 -.1 .14 -.06 .01 -.07 

NLCD 
Dev 

   -.08 -.08 -.1 .02 .14 .05 .06 -.01 

SDQ 
Emot  

    .31** .36** .34** .26** -.24** -.04 .00 

SDQ 
Cond 

     .49** .08 -.43** -.14 -.09 -.13 

SDQ 
Inatt 

      .16 -.34** -.21* -.19* -.05 

SDQ 
Peer 

       -.12 -.15 -.02 .05 

SDQ 
Pros 

        .05 .05 -.03 

Income          .45** -.13 

Mom Ed           -.08 

[Legend: PR Nat Feat = Parent-reported nearby natural features, PR Nat Play = 
Parent-reported measure of child’s play in nature over built space, NLCD Nat Feat = 
natural features calculated from zip-code level NCLD data, NLCD Dev = ratio of 
open/low to medium/high developed space from zip-code level NLCD data, SDQ 
Emot = Emotional problems subscale, SDQ Conduct = Conduct problems subscale, 
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SDQ Inatt = Inattentive/Hyperactive subscale, SDQ Peer = Peer problems subscale, 
SDQ Pros = Prosocial behavior subscale, Income = family household income, Mom 
Ed = Maternal Education, Child Env Pref = Child’s preference for natural over urban 
environments] 

 

3.4. Children’s Nature Preferences and Environmental Exposure  

To examine whether individual differences in nature preferences related to 

their nearby nature exposure, a metric of nature versus urban preference was also 

examined in the correlations. This metric was calculated by taking the average rank 

for the four nature images and subtracting the average rank of the four urban 

images.  

3.4.1. Preference and Exposure Across All Children 

The results of these correlations indicated no significant correlations between 

children's environmental preferences and any of the nearby nature exposure or 

behavioral measures (see Table 1.4).  

3.4.2. Interaction of Nature Preference, Environmental Exposure, and Age 

 A proportional odds mixed model was conducted to examine the relationship 

between nearby natural features, preference for natural environments, and age. 

Results of this analysis showed a significant 3-way interaction of child age, 

environmental preference, and parent-reported nearby natural features (B = 0.39, Z 

= 4.6, OR = 1.49, 95% CI [1.26, 1.76], p < 0.001). To unpack this interaction, follow 

up proportional odds mixed models were performed separately on each of the 

datasets include 4-5 year-olds, 6-7 year-olds, 8-9 year-olds, and 10-11 year-olds. 
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None of the interactions between nearby natural features and preferences reached 

significance in the 4-to-5, 6-to-7, or 8-to-9-year old children. However, in the 10-to-

11-year old group, this interaction was significant (B = 0.68, Z = 3.45, OR = 1.96, 95% 

CI = [1.33, 2.89], p < 0.001). The results of this analysis suggested that with the older 

children, nearby natural features were positively related to a greater preference for 

natural over urban images, but this was not the case for children under 10. 

3.5. Parental Influences on Children’s Preferences 

 Results of a repeated measures ANOVA comparing child-parent distance and 

child-nonparent average distance indicated that the distance between a child and 

their parent (M = 9.96, SD = 3.17) was smaller than that between the child and the 

average non-parent (M = 13.8, SD = 1.0; F(1,143) = 152.9, p < 0.001, η2 = 0.4). This 

shorter distance indicates that, overall, children demonstrated more similar 

preferences to those of their own parent relative to parents of other children 

viewing the same images.  

To see whether parent-child similarity was affected by child age, a mixed 

model ANOVA was run predicting distance from child-parent pairs versus child-non-

parent pairs and child year of age, with a random effect for subject.  This analysis 

yielded a significant interaction of age and parent vs. non-parent similarity 

(F(7,136) = 2.83, p = 0.009, η2 = 0.08; Figure 1.5), where children’s preferences 

were more similar to those of their parent over other adults with increasing age.  
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Figure 1.5. Age effects for Parent-Child Preference Similarity 
Boxplot depicting the distance between preferences of children and their parents 
(purple) and children with the average parent rating the same picture set (green) 
plotted separately by year of age.  

 

4. Discussion 

         Whether the pervasive preferences that adults show for nature (R. Kaplan & 

Kaplan, 1989) also exist in young children is an important, unanswered question. 

This study attempted to address this outstanding issue, and to understand how and 

when such preferences develop. Unexpectedly, this study found that children (4 to 

11 years) have robust urban preferences, counter to adult preferences. However, 

this preference for urban environments decreased, almost linearly, with children’s 

https://paperpile.com/c/6BND1n/JCroA
https://paperpile.com/c/6BND1n/JCroA
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age. This key finding (among others) from the current study provide greater support 

for a learned affinity for nature, rather than an affinity that has been genetically 

programmed and present from birth. If an innate, biophilic response is indeed 

responsible for the preference for nature observed in adults, this developmental 

trajectory fits most readily with a biologically prepared learning account. This 

account has also been previously proposed in cross-cultural studies of rural vs. 

urban environmental effects on attention over development (Kardan et al., 2017). 

Young children in our study exhibited a considerable urban preference, but 

this counterintuitive finding does not appear to have an obvious cause. One feature 

that strongly relates to children’s preferences is stimulus novelty(Cantor & Cantor, 

1964). A novelty account would make the argument that children find the urban 

images more interesting because the scenes are less familiar. This is an unlikely 

explanation for our results as overall, parent-reported and objective measures of 

nature near children’s homes or schools were not related to their preferences (i.e. a 

more urban home environment did not predict preference for nature and vice 

versa).  

The current study also found that children’s preferences looked more similar 

to their parent’s with increasing age, which suggests that with more time with one’s 

parents/caregivers, child and parent preferences converge as compared to more 

divergence at younger child ages.  Note, this is not just due to older kids exhibiting 

preferences more like adults in general, as these effects were specific to similarities 

https://paperpile.com/c/6BND1n/h220
https://paperpile.com/c/6BND1n/0gZWd
https://paperpile.com/c/6BND1n/0gZWd


 

41 
 

in preference with one’s own parents/caregivers vs. the other adults in the study 

(i.e., a difference score). Thus, it appears that parental preferences may be a key 

influence on what children prefer, but this influence seems to manifest later in 

development. This study has identified that environmental factors such as nearby 

natural features and parental preferences affect older child environmental 

preferences more than younger child environmental preferences, but our data 

cannot speak to any additional mechanisms or identify what specific factors might 

impact the preferences of young children.  The observed effects do, however, 

provide an exciting avenue for additional research to identify what underlying 

mechanisms drive these preferences. 

This study also provides support for the idea that children need not prefer 

natural environments to reap the cognitive benefits from interacting with natural 

environments. We identified a significant correlation between having greater 

nearby nature in children’s home and school environments and reduced child 

inattentiveness and hyperactivity, but these effects were not related to children’s 

preferences. This pattern is consistent with Attention Restoration Theory(S. Kaplan 

& Berman, 2010), which suggests that nature exposure improves cognitive 

functioning through replenished attentional capacity, and not through preference-

driven mood changes. Additionally, if young children do not generally prefer nature, 

then it is possible that the cognitive benefits observed for children after nature 

exposure from other studies may also not be due to preference(Dadvand et al., 

https://paperpile.com/c/6BND1n/TWzK
https://paperpile.com/c/6BND1n/TWzK
https://paperpile.com/c/6BND1n/Fz5a+ZVrb+q1qJ+GtmR
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2015; Faber Taylor & Kuo, 2009, 2011; Wells, 2000). However, as this study does 

not involve directly manipulating nature exposure for these children, these data do 

not lend themselves to strong conclusions on the role of preference on cognitive 

effects. To directly test this, future empirical studies that utilize nature interventions 

on children’s cognitive functioning should consider including a measure of 

children’s environmental preferences, but that is careful to use stimuli that decouple 

preference from environment type. 

Like all studies, our study is not without limitations. First, though we are 

using the same anchors and verbal descriptions of preference in both adults and 

children (i.e., “like”, “favorite”), it is impossible to tell with the current design 

whether we are tapping into the same psychological construct. For example, it could 

be that children and adults differentially weight the desire to be in a given 

environment when making a preference evaluation. Again, future research would be 

required to rule out this explanation. Another limitation relates to the age range 

chosen. Though a pilot study indicated that we would have difficulty collecting data 

from children under 4 years of age with this paradigm, there are potentially 

fascinating and important developmental effects in infants and younger children 

that require investigation with age-appropriate experimental procedures. Our 11-

year old participants did not display preference patterns identical to those of adults, 

and as such, extending this work into older ages would be required to fully examine 

the complete developmental trajectory. This is particularly important as previous 

https://paperpile.com/c/6BND1n/Fz5a+ZVrb+q1qJ+GtmR
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research has shown that environmental preferences during the adolescent years 

may be quite different from those displayed in adulthood (Balling & Falk, 1982; R. 

Kaplan & Kaplan, 2002). Lastly, though the effect we observed relating attentional 

problems to less nearby nature has been found in other studies (Amoly et al., 2014; 

Dadvand et al., 2015; Faber Taylor & Kuo, 2009, 2011; M. Kuo et al., 2019), it is still 

correlational and uses subjective, parent reported inattentiveness, which is a 

limitation of this survey-based data.  

Importantly, our study decoupled image preference from environment type 

and used multiple picture sets to allow for generalizing above a particular set of 

images.  It would be beneficial to implement this paradigm with a wider array of 

images to ensure that these results can be generalized further, though it may be 

difficult to increase the image corpus much, as young children only have the 

attention span to perform the task for a few minutes. It was therefore outside the 

scope of the current study to include additional image sets that may not be 

preference-equated but chosen to represent more variety in nature (i.e. lakes, 

forests, deserts) or urban (i.e. houses, cityscapes) scenes. However, future research 

on this topic which includes a wider array of image types would be a valuable 

addition to the current results. 

In summary, these data provide the first step in a broader series of studies 

that can attempt to understand why children and adults differ in their 

environmental preferences, what drives age-dependent changes in preference, and 

https://paperpile.com/c/6BND1n/jyDJ+xsmm
https://paperpile.com/c/6BND1n/jyDJ+xsmm
https://paperpile.com/c/6BND1n/ZVrb+q1qJ+Fz5a+dIpv+jxNs
https://paperpile.com/c/6BND1n/ZVrb+q1qJ+Fz5a+dIpv+jxNs
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whether nature preferences are necessary for all, some, or none of the observed 

cognitive, emotional and health benefits of nature exposure in children. 
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CHAPTER 2: The Affective Benefits of Nature Exposure – What’s Nature Got to 

Do with It? 

 

Abstract 

Nature interactions have been demonstrated to produce reliable affective 

benefits. While adults demonstrate strong preferences for natural environments 

over urban ones, it is not clear whether these affective benefits result from exposure 

to nature stimuli per se, or result from viewing a highly preferred stimulus. In one 

set of studies (Study 1 and 2), state affect before and after image viewing was 

examined as a function of both preference level (high, low, very high, or very low 

aesthetic value) and environment type (nature or urban). When aesthetic value was 

matched, no differences in affect change were found between environments. 

However, affect change was predicted by individual participants’ ratings for the 

images. The largest affective benefits occurred after viewing very high aesthetic 

nature images, but Study 2 lacked an equivalently preferred urban image set. In a 

second set of studies (Study 3 and 4), new sets of very highly preferred images in 

categories other than nature scenes (urban scenes and animals) were employed. As 

before, individual differences in preference for the images (but not image category) 

was predictive of changes in affect. In a final study (Study 5), the nature and urban 

images from Study 1 and 2 were rated on beauty to assess whether the stimuli’s 

preference ratings were capturing anything other than simple aesthetics. Results 

from study 5 showed that beauty/aesthetics and preference (‘liking’) were nearly 
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identical. Together, these results suggest that nature improves affective state 

because it is such a highly preferred environment.  

 

Introduction 

In the field of environmental psychology, a substantial body of research 

documents the relationships between the physical environment and human 

psychological functioning. One particular focus has been the link between nature 

exposure and emotional well-being. This link has been demonstrated using a variety 

of study designs, exposure types, and outcome measures (Bowler et al., 2010; 

McMahan & Estes, 2015). Frequently, such studies have employed controlled 

experimental designs in which the effects of nature interventions are compared 

with that of control interventions (often urban environment exposures). 

Short-term effects of nature exposure have been examined using nature 

interventions that have varied in type and duration, but the observed benefits are 

consistent. Brief walks in natural settings have been shown to increase positive 

affect and decrease negative affect compared to urban walks, and the effects have 

been found in both healthy and clinical populations (Berman et al., 2012; Bratman, 

Daily, et al., 2015; Fuegen & Breitenbecher, 2018; Hartig et al., 2003; Johansson et 

al., 2011; Mayer et al., 2009). Passively viewing a natural environment (e.g. sitting in 

a forested area) improves self-reported and physiological measures of affect 

compared to spending the same time viewing a built environment (e.g. sitting in a 

https://paperpile.com/c/6BND1n/sLM9+F4EQn
https://paperpile.com/c/6BND1n/sLM9+F4EQn
https://paperpile.com/c/6BND1n/Nzs7+lh74p+xbhsw+wZkuM+avVsq+MMXK
https://paperpile.com/c/6BND1n/Nzs7+lh74p+xbhsw+wZkuM+avVsq+MMXK
https://paperpile.com/c/6BND1n/Nzs7+lh74p+xbhsw+wZkuM+avVsq+MMXK
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parking lot) (Lee et al., 2009; Tsunetsugu et al., 2013). Simulated nature in the form 

of videos, image slideshows, and virtual reality (VR) elicit improvements in 

emotional state as well (Beute & de Kort, 2014; T. Hartig et al., 1996; Mayer et al., 

2009; Valtchanov et al., 2010; van den Berg et al., 2003), though the effects are 

somewhat smaller than those of actual nature exposure (McMahan & Estes, 2015).  

 Benefits of nature exposure have also been examined longitudinally in 

epidemiological (e.g. White et al. 2013) and experience sampling studies. The latter 

combine regular assessments of emotional state (and other measures) with GPS 

location data from a mobile device. These studies find that being in an outdoor 

natural environment is related to more positive affect than being in other types of 

environments (e.g., indoors at home, outdoor urban environments, in transit, etc.) 

even when accounting for other relevant variables such as weather, daylight, or 

physical activity (Beute & de Kort, 2018; Glasgow et al., 2019; MacKerron & 

Mourato, 2013; Ryan et al., 2010).   

 While studies documenting benefits of nature exposure on emotional well-

being are abundant, it is unclear whether these effects are the result of exposure to 

nature per se, or whether these effects are the result of viewing preferred stimuli. 

Research on adult environmental preferences has demonstrated that 

overwhelmingly, nature scenes are preferred over their urban counterparts (Kaplan 

& Herbert, 1987; Kaplan & Kaplan, 1989; Kaplan et al., 1972; Ulrich, 1979, 1983). 

Despite work identifying preference as an influence in the emotional benefits of 

https://paperpile.com/c/6BND1n/3s90W+kMT9B
https://paperpile.com/c/6BND1n/6qVk+wZkuM+UCOC1+baHJl+9ruS2
https://paperpile.com/c/6BND1n/6qVk+wZkuM+UCOC1+baHJl+9ruS2
https://paperpile.com/c/6BND1n/sLM9
https://paperpile.com/c/6BND1n/Df4yM+SI2lV+1FsBP+e1n8B
https://paperpile.com/c/6BND1n/Df4yM+SI2lV+1FsBP+e1n8B
https://paperpile.com/c/6BND1n/JCroA+WjpM+gD51x+gYCx+z41wD
https://paperpile.com/c/6BND1n/JCroA+WjpM+gD51x+gYCx+z41wD
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nature exposure (Beute & de Kort, 2014; Browning et al., 2019; Mayer et al., 2009; 

White et al., 2010), many studies linking nature contact to psychological well-being 

do not assess preference for these environments, or examine how affect change 

relates to preference (Lee et al., 2009; Tsunetsugu et al., 2013; Valtchanov et al., 

2010). 

Those studies which have directly linked preference for natural environments 

to affective benefits have approached the question in different ways. Beute and de 

Kort (2014) showed participants an image slideshow and measured state affect and 

preference for the slideshows. The nature slideshow was preferred over the urban 

one, and a subsequent mediation analysis showed that positive affect change 

(operationalized as “hedonic tone”) was mediated by preference for the slideshow. 

A different approach was taken by White et al. (2010), who did not employ the 

standard pre/post study design. Instead, they had participants rate a series of 

scenes on aesthetics (i.e “how attractive is the scene?”), behavioral preference (i.e. 

“how willing would you be to visit this scene?”), and their affective response to each 

image (i.e. “how does this photo make you feel?”), and then examined how these 

attributes related to each other and to the image types (i.e. fully built environments, 

green nature, nature with water, built environments with water, etc.). They found 

that images which were rated most highly on preference were also highly rated on 

positive affective responses. Additionally, they found that by incorporating bodies of 

water in images of built environments, these environments were also rated more 

https://paperpile.com/c/6BND1n/wZkuM+UCOC1+9xKRC+JUrEK
https://paperpile.com/c/6BND1n/wZkuM+UCOC1+9xKRC+JUrEK
https://paperpile.com/c/6BND1n/3s90W+baHJl+kMT9B
https://paperpile.com/c/6BND1n/3s90W+baHJl+kMT9B
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favorably on both preference and affect measures, compared to urban images 

without water. Another approach measured affective restoration using videos of a 

built environment with water elements (dockland) and contrasting it with a video of 

a nature reserve (Karmanov & Hamel, 2008). Here, the nature video was rated as 

more attractive than the urban one, and the nature video caused relatively larger 

affective restoration, again suggesting that there is a potentially important role of 

aesthetic preferences. 

These findings suggest an important question, namely whether there is 

something unique or special about visual exposure to nature itself (other than that it 

is preferred over other environments) which leads to affect change. For example, 

the theory of Biophilia (Kellert & Wilson, 1995) emphasizes nature’s evolutionary 

significance and suggests that our emotional responses to nature result from our 

affinity towards natural things, though not necessarily aesthetically beautiful things. 

Other researchers have suggested that nature may be endogenously visually 

rewarding due to the distribution of visual spatial frequency information in nature 

scenes (Valtchanov & Ellard, 2015). Thus, two explanatory possibilities for the 

affective benefits of nature are that 1) exposure to natural scenery induces positive 

emotions, regardless of how they are aesthetically preferred, and that 2) nature 

scenes induce positive emotions because we have an aesthetic preference for such 

environments. However, unless participants are exposed to different types of 

environments that are equally preferred, it is hard to evaluate whether there is 

https://paperpile.com/c/6BND1n/0FAnh
https://paperpile.com/c/6BND1n/2oCz
https://paperpile.com/c/6BND1n/QYXFA
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something unique about nature independent of preference. The current set of 

studies were designed to answer this outstanding question.  

The aim of this research was to test the effects of environment type (nature 

vs. urban) and aesthetic value (preference level) on changes in affect from pre to 

post viewing of image sets. It should also be noted here that in each of these studies, 

nature is operationalized as scenes or environments with primarily natural (non-

built) elements, rather than anything that is non-built or organic in nature. Study 1 

was conducted to generate the preference-equated sets of natural and urban scenes. 

We reasoned that if nature has a positive effect on affective state that is not simply 

due to its status as a preferred environment, then exposure to natural environments 

should elicit larger positive affective changes than preference-equated urban 

environments. Conversely, if environment-type is less important than aesthetic 

preferences, then differences in affect should be observed primarily between image 

sets that vary on aesthetic value, but not on environment-type.  Alternatively, both 

preference and environment type could have interactive effects on affect. All of 

these possibilities were tested in Study 2.       

 

Study 1: Original Image Validation 

1.1. Study Intro 

Study 1 was conducted to find preference-equated sets of natural and urban 

scene images to be used in Study 2, which then examined how exposure to images of 
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different environments across multiple levels of aesthetic value (preference) altered 

state affect.    

 

1.2. Method 

1.2.1. Participants 

 401 US-based adults (195 male, 201 female, 4 other, 1 no response) were 

recruited from Amazon Mechanical Turk. The age of participants ranged from 19 to 

73 years (M = 36.0, SD = 11.0). The full study procedures were expected to take 

approximately 15 minutes and participants were compensated $1.50 for 

participating. Informed consent was administered by the University of Chicago 

Institutional Review Board (IRB).  

1.2.2. Stimuli & Procedure 

 Participants were randomly assigned to rate 100 images out of a total of 375 

potential images on a 1-7 Likert scale evaluating either their preference for the 

images (anchors of 1 = “strongly dislike” and 7 = “strongly like”; n = 200) or the 

naturalness of the image (anchors of 1 = “very man-made” and 7 = “very natural”; n 

= 201). The 375 images were taken from the SUN database (Xiao et al., 2010) as well 

as an online image search for non-copyrighted scene images. Criteria for image 

inclusion were that the images: 1) Do not contain people or animals, 2) Have 

sufficiently high resolution for clear viewing, 3) Have minimal trees/natural 

elements in the urban images and minimal man-made elements in the nature 

https://paperpile.com/c/6BND1n/E39Ty
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images, and 4) Have minimal text, signs, or graffiti. Additionally, images were 

selected containing a variety of viewpoints (horizons, slanted towards the ground, 

slanting upwards, etc.) and varied urban or natural forms (different types of nature, 

varied buildings or cities). The 100 images that participants saw were selected 

pseudorandomly, to show a relatively equal number of natural and urban images as 

well as images that varied on aesthetic value. Based on this pseudorandomization 

each image received a minimum of 33 preference ratings, with an average of 

roughly 51 ratings per image, and a minimum of 37 naturalness ratings, with an 

average of 53 ratings per image. 

 

1.3. Results 

From the 375 images examined, six sets of 45 images each were able to be 

created. Aesthetic preference ratings for the 45 images in each condition are 

presented in Table 2.1. Two pairs of preference-matched nature and urban image 

sets were created - High Aesthetic Value Nature (HA-Nat) and Urban (HA-Urb), and 

Low Aesthetic Value Nature (LA-Nat) and Urban (LA-Urb) conditions. The High and 

Low Aesthetic Value image sets had an average preference rating of 4.6 and 3.8, 

respectively. Unfortunately, there were very few strongly liked urban images or 

strongly disliked nature images. As such, there were not enough urban images to 

match the Very High Aesthetic Value Nature (VHA-Nat) images, nor were there 

enough disliked nature images to match those in the Very Low Aesthetic Value 
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Urban (VLA-Urb) condition.  Though we were not able to equate these stimuli, we 

did not want to throw them out as we could still examine differences in preference 

within environment type.   

 Across all Aesthetic Value levels, images in the Nature conditions and Urban 

conditions were rated very differently on naturalness. Average naturalness ratings 

for VHA, HA, and LA-Nat were 6.72, 6.66, and 6.64, respectively.  Average 

naturalness ratings for HA, LA, and VLA-Urb were 1.42, 1.44, and 1.39, respectively.  

 

Table 2.1. Study 1 Aesthetic Value Ratings of Images in Each Condition 
Ratings of all images in each condition from a previous validation study. Aesthetic 

value ratings are on a 1-7 scale (1 = strongly dislike, 7 = strongly like).  

 Nature Conditions  Urban Conditions 

Aesthetic Value 
Condition 

M (SD)  Range  
[Min, Max] 

 M (SD)  Range  
[Min, Max] 

Very High 
Aesthetic Value 

6.34 (0.13) [6.19, 6.62]    

High Aesthetic 
Value 

4.59 (0.17) [4.28, 4.86]  4.58 (0.29) [4.15, 5.29] 

Low Aesthetic 
Value  

3.78 (0.35) [2.90, 4.21]  3.78 (0.23) [3.30, 4.12] 

Very Low 
Aesthetic Value 

   2.64 (0.31) [1.77, 3.08] 
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Study 2: Examining Affect Change as a Function of Environment and Aesthetic 

Value 

2.1. Study Intro 

 The primary question for Study 2 was whether changes in affect are due to 

naturalness, whether they are purely due to preference, or result from a 

combination of the two. All three of these possibilities were examined, using the 

image sets obtained from Study 1. A visual depiction of the hypotheses for Study 2, 

as well as the analyses chosen to address each hypothesis, are presented in Figure 

2.1.  

2.2. Method 

Study 2 was preregistered on OSF prior to data collection: https://osf.io/tuezg  

2.2.1. Participants 

615 US-based adults (287 male, 324 female, 4 other) were recruited from 

Amazon Mechanical Turk. Age of the participants ranged from 20 to 76 years (M = 

37.0, SD = 10.9). The full study procedures (including additional tasks after 

collecting the data for this study) were expected to take approximately 30 minutes 

and participants were compensated $3.00 for participating. Informed consent was 

administered by the University of Chicago Institutional Review Board (IRB). Sample 

size was decided prior to data collection and specified in the pre-registration. Each 

of the image conditions presented below was also broken into two groups in 

https://osf.io/tuezg
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subsequent tasks (unreported, see study preregistration for more details: 

https://osf.io/tuezg), so the sample was based on power for these subsequent tasks. 

2.2.2. Experimental Conditions & Stimuli  

Participants were randomly assigned to one of 6 image conditions based on 

Study 1: Very High Aesthetic Value Nature (VHA-Nat; n = 103), High Aesthetic Value 

Nature (HA-Nat; n = 103), High Aesthetic Value Urban (HA-Urb; n = 104), Low 

Aesthetic Value Nature (LA-Nat; n = 103), Low Aesthetic Value Urban (LA-Urb; n = 

100), and Very Low Aesthetic Value Urban (VLA-Urb; n = 102). The full image sets 

and ratings (validated in Study 1) can be accessed at this link: https://osf.io/ehtk9/  

2.2.3. State Affect Measures 

To assess changes in state affect, two primary measures were used. The first 

consisted of a 6-item version of the State Trait Anxiety Inventory (STAI) (Marteau & 

Bekker, 1992) with 3 negative items (upset, tense, worried), and 3 positive low-

arousal items (calm, relaxed, content). The presentation order of the 6 items in this 

scale was randomized across time points and participants. The second was a visual 

analog scale (VAS) for 4 emotion labels: happy, sad, inspired, and angry. The scale 

spanned from 1 to 100 at 1 unit intervals, and the order of the emotion labels was 

also randomized across time points and participants.  

The composite STAI measures (STAI-Pos and STAI-Neg) were used in all 

reported analyses. A principal component analysis was also employed which 

allowed inclusion of all affect measures, and demonstrated very similar effects to 

https://osf.io/tuezg
https://osf.io/ehtk9/
https://paperpile.com/c/6BND1n/Z3qf4
https://paperpile.com/c/6BND1n/Z3qf4
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the results of the STAI results reported. However, the data required standardization 

prior to performing the PCA, which affected the interpretability of changes in 

principal component values, so these analyses and results are detailed in the 

supplementary materials (Appendix C).  

2.2.4. Procedure 

Participants were randomly assigned to one of the 6 conditions (i.e., VHA-

Nature, HA-Nature, LA-Nature, HA-Urban, LA-Urban, and VLA-Urban). After 

providing informed consent, participants filled out baseline measures of their 

affective state (T1). Subsequently, they viewed a series of 45 images and gave 

ratings of their aesthetic preference for the images on a 1-7 scale (1 = strongly 

dislike, 7 = strongly like). Each image was on the screen for a minimum of 7 seconds, 

and the next image would appear after a rating for the image was selected. After the 

image rating task, participants completed the same measures of their affective state 

a second time (T2).  

2.2.5. Analysis 

 A visual depiction of the hypotheses for this study as well as the analyses 

chosen to address each hypothesis are presented in Figure 2.1. Before comparing 

affect change as a function of condition, preliminary analyses were conducted to 

examine whether the image sets used in the study elicited significant changes in 

emotional state. To this end, one sample t-tests were conducted on change scores 

for STAI-Pos and STAI-Neg, testing the null hypothesis that there was no change 
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between T1 (pre) and T2 (post). This was performed separately for each condition 

(Analysis 1).  

 

Figure 2.1. Hypotheses & Analyses Overview for Study 2 
 

To test whether changes in affect are due to naturalness (Hypothesis A: 

Nature is unique), whether they are purely due to preference (Hypothesis B: 

Aesthetic preference is what matters), or a combination of the two (Hypothesis C: 

Both are important), four analytical approaches were employed. In those conditions 

which were completely crossed (i.e., HA-Nat and HA-Urb, LA-Nat and LA-Urb), both 

an ANOVA (Analysis 2: testing aesthetic preference conditions and environment 

type) and a linear regression (Analysis 3: using individual differences in preference 
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and environment type) were conducted. In these completely crossed conditions, 

both main effects of environment and aesthetic preference could be examined, as 

could the interaction of the two. To accommodate the conditions that were not 

completely crossed, ANOVAs examining different aesthetic value conditions within 

an environment type were conducted (Analysis 4). Additionally, to analyze the role 

of individual differences in preference for the images, a linear regression predicting 

change in affect by participants’ average preference rating (ignoring condition) was 

conducted (Analysis 5).  

All statistical analyses were conducted in R v. 3.5.1 (R Core Team, 2019). 

ANOVAs were conducted using package ‘ez’ (v4.4-0, Lawrence, 2016), and post hoc 

comparisons were conducted using Tukey HSD multiple comparisons correction 

with a 95% family-wise confidence level. All between-subjects ANOVAs were first 

tested for significant heteroscedasticity using the Breush-Pagan test (function 

bptest in package ‘lmtest’ ; Zeleis & Hothorn, 2002). If identified, the ezANOVA 

option “white.adjust” was set to true, which uses a heteroscedasticity-corrected 

coefficient covariance matrix (‘hccm’ in package ‘car’; Fox & Weisberg, 2019). Partial 

eta-squared effect size and 95% CIs were calculated using ‘eta_sq’ in package 

‘sjstats’ (v0.17.6, Lüdecke, 2019). Cohen’s d effect size and 95% CIs for comparison 

of group means were calculated using the ‘apa.d.table’ in package ‘apaTables’ 

(v.2.0.5, Stanley, 2018). Linear regressions were conducted using the ‘lm’ command 

in the ‘stats’ package (R Core Team, 2019).  
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Participants’ preference for the images they viewed were determined by 

taking the average of their ratings for all 45 images they viewed. The average and 

standard deviation for each picture condition across all participants in that 

condition are presented in Table 2.2. As in Study 1, the average preference ratings 

for the equated image sets (HA-Nat and HA-Urb, LA-Nat and LA-Urb) were not 

significantly different from one another.  

Table 2.2. Study 2 Aesthetic Value Ratings of Images in Each Condition 
Ratings of all images in each condition from participants in Study 2. Aesthetic value 

ratings are on a 1-7 scale (1 = strongly dislike, 7 = strongly like).  

Aesthetic Value Condition Nature 
Conditions 

Urban 
Conditions 

 M (SD)  M (SD)  

Very High Aesthetic Value 5.65 (0.84)  

High Aesthetic Value 4.78 (0.96) 4.55 (0.90) 

Low Aesthetic Value  4.14 (1.18) 4.07 (0.79) 

Very Low Aesthetic Value  3.26 (0.92) 

 

2.3. Results 

2.3.1. Analysis 1: Preliminary Tests for Significant Affect Change by Condition 

 The results of these preliminary tests can be found in Table 2.3.  Overall, the 

VHA-Nat, HA-Nat, HA-Urb, and VLA-Urb elicited a significant change in positive and 

negative state affect. However, this was not generally true for the LA images, with 

the exception of a modest increase in STAI-Pos in LA-Nat. All changes were in a 
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positive direction (affect improvement) with the exception of the VLA-Urban 

images, which had a deleterious effect on affective state. 

Table 2.3. STAI Results: Change in affective state relative to baseline 
Results of 1-sample t-tests comparing STAI positive and negative change to zero in 

each of the 6 conditions. **Significant p-value with Bonferroni family-wise multiple 

comparisons correction (ɑ = 0.008) *Significant p-value uncorrected (ɑ = 0.05) 

  STAI-Positive STAI-Negative 

Condition n t-statistic p-value Cohen’s d t-statistic p-value Cohen’s 
d 

VHA-Nat 103 5.46** <0.001 0.54 -4.28** <0.001 0.42 

HA-Nat 103 4.22** <0.001 0.41 -3.90** <0.001 0.38 

HA-Urb 104 2.42* 0.017 0.24 -2.83** 0.006 0.28 

LA-Nat 103 2.54* 0.012 0.25 -0.70 0.486 0.07 

LA-Urb  100 1.86 0.065 0.19 -1.84 0.069 0.18 

VLA-Urb 102 -2.14* 0.034 0.21 2.41* 0.018 0.24 

 

2.3.2. Analysis 2: Affect Change in Completely Crossed Data Subset (Aesthetic 

Value as Factor)  

 This analysis was conducted using only those conditions which were 

completely crossed (HA-Nat, HA-Urb, LA-Nat, LA-Urb), excluding the VHA-Nat and 

VLA-Urb conditions. To test the effect of environment and aesthetic value on affect 

change, 2 (Nat vs. Urb) x 2 (High vs. Low Aesthetic Value) factorial ANOVAs were 

conducted on change scores (T2 minus T1) for STAI positive and STAI negative 

scores. Results of these analyses did not yield significant effects of environment, 
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aesthetic value condition, or the interaction for either STAI-Pos or STAI-Neg (all p > 

0.1) [Figure 2.2].   

 

 

Figure 2.2. Study 2 Change in Affect by Image Condition 
Average change in STAI-Pos (Left Panel) and STAI-Neg (Right Panel) between 
baseline (pre/T1) and after image viewing (post/T2) for each of the 6 image 
conditions. Error bars represent SEM.  
 

2.3.3. Analysis 3: Affect Change in Completely Crossed Data Subset (Aesthetic 

Value as Individual Difference Measure) 

Analysis 3 was also conducted using only the data with completely crossed 

conditions, but using participants’ own average ratings for the images they viewed, 

rather than treating aesthetic value as a factor. To do this, two multiple regressions 

were performed predicting STAI-Pos and STAI-Neg by environment type, average 

image rating, and their interaction.  
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 For STAI-Pos the overall model was not significant (R2 = 0.015, F(3,406) = 

2.07, ps = 0.10), though participants’ average preference ratings were significantly 

predictive of change in STAI-Pos (B = 0.07, 95% CI [0.01, 0.14], p = 0.03). However, 

neither environment type nor the interaction of environment and individual 

preference ratings were significant (all p > 0.41). For STAI-Neg, the overall model 

was also not significant (R2 = 0.005, F(3,406) = 0.70, ps = 0.55) and none of the 

predictors had a significant effect on the outcome variable (all p > 0.49).  

2.3.4. Analysis 4: Affect Change between Aesthetic Value Conditions within an 

Environment 

 To handle the conditions which were not completely crossed in our design 

(VHA-Nat and VLA-Urb), separate factorial ANOVAs were conducted on each of the 

three aesthetic value levels for nature and urban images.  

Nature Conditions 

A one-way ANOVA with the 3 aesthetic value levels (Very High, High, Low) in 

the nature condition was performed for change in STAI-Pos and STAI-Neg. Results of 

this ANOVA for STAI-Pos yielded a trending effect of aesthetic value level F(2, 306) = 

2.88, p = 0.057, ηp2 = 0.018, 95% CI [0.0, 0.054]. The partial eta-squared indicates a 

small effect size. Post hoc comparisons were conducted and family-wise error 

corrected using Tukey’s HSD, which showed a significant difference between the 

VHA-Nat (M = 0.29, SD = 0.54) and LA-Nat conditions (M = 0.12, SD = 0.52, p = 0.045, 

d = 0.34, 95% CI [0.06, 0.61]), indicating a greater increase in STAI-Pos for those in 
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the VHA-Nat condition relative to those in the LA-Nat condition. However, there 

were no differences between VHA-Nat and HA-Nat (M = 0.22, SD = 0.48, ps = 0.55) or 

between HA-Nat and LA-Nat (ps = 0.37). 

Results of this analysis for STAI-Neg showed a significant effect of aesthetic 

value, F(2,306) = 3.27, p = 0.039, ηp2 = 0.021, 95% CI [0.0, 0.058]. The partial eta-

squared indicates a small effect size. Post hoc comparisons showed a significant 

difference between VHA-Nat (M = -0.16, SD = 0.38) and LA-Nat (M = -0.03, SD = 0.42, 

p = 0.036, d = 0.32, 95% CI [0.05, 0.60]). This difference indicates a greater 

reduction in STAI-Neg for participants in the VHA-Nat condition relative to LA-Nat. 

No significant difference was found between VHA-Nat and HA-Nat (M = -0.12, SD = 

0.32, ps = 0.77) or between HA-Nat and LA-Nat (ps = 0.17) [Figure 2.2]. 

Urban Conditions 

For the urban images, a one-way ANOVA with the 3 aesthetic values (High, 

Low, Very Low) was also performed for change in STAI-Pos and STAI-Neg. Results of 

the first ANOVA indicated a significant effect of aesthetic value level on STAI-Pos, 

F(2, 303) = 6.08, p = 0.003, ηp2 = 0.039, 95% CI [0.005, 0.086]. Here, the value of the 

partial eta-squared indicated a small-to-medium effect size. Post hoc comparisons 

were conducted and family-wise error corrected using Tukey’s HSD, which showed 

a significant difference between the VLA-Urb (M = -0.12, SD = 0.59) and LA-Urb 

conditions (M = 0.12, SD = 0.63, p = 0.007, d = 0.40, 95% CI [0.12, 0.68]) as well as 

between VLA-Urb and HA-Urb (M = 0.11, SD = 0.47, p = 0.008, d = 0.44, 95% CI [0.17, 
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0.72]), indicating that participants in the VLA-Urb condition showed less of an 

improvement in STAI-Pos compared to HA-Urb or LA-Urb. No difference was found 

for STAI-Pos change between HA-Urb and LA-Urb (ps = 0.99).   

Results of this analysis for STAI-Neg also showed a significant effect of 

aesthetic value, F(2,303) = 8.37, p < 0.001, ηp2 = 0.052, 95% CI [0.012, 0.104]. The 

partial eta-squared indicates a medium effect size. Post hoc comparisons yielded a 

significant difference between VLA-Urb (M = 0.14, SD = 0.59) and LA-Urb (M = -0.08, 

SD = 0.42, p = 0.003, d = 0.42, 95% CI [0.15, 0.7]), as well as between VLA-Urb and 

HA-Urb (M = -0.11, SD = 0.39, p < 0.001, d = 0.5, 95% CI [0.22, 0.78]), but not 

between LA-Urb and HA-Urb (ps = 0.88). These results suggest a larger reduction in 

STAI-Neg for participants in the HA-Urb and LA-Urb conditions compared to those 

in the VLA-Urb condition. [Figure 2.2] 

2.3.5. Analysis 5: Affect Change as Predicted by Individual Preference Ratings 

in full Dataset 

To examine whether individual differences in participants’ preference ratings 

for the images were related to changes in affect, two linear regressions were 

conducted to predict change in STAI-Pos and STAI-Neg by individuals’ average 

preference rating.  

Analyses conducted on the full dataset (not only on the completely-crossed 

conditions) showed that average image preference rating explained 5.5% of the 

variance in STAI-Pos change (R2 = 0.055, F(1,613) = 35.92, p < 0.001). In this case, a 
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higher average preference rating for the images viewed significantly predicted a 

greater increase in STAI-Pos (ꞵ = 0.24, 95% CI [0.16, 0.31], p < 0.001).  Additionally, 

average image preference explained 2.4% of the variance in STAI-Neg change (R2 = 

0.024, F(1,613) = 14.76, p < 0.001). Here, higher preference ratings significantly 

predicted a greater decrease in STAI-Neg (ꞵ = -0.15, 95% CI [-0.23, -0.07], p < 0.001).  

 

2.4. Discussion 

Study 2 failed to demonstrate a significant effect of environment type on 

changes in either positive (STAI-Pos) or negative (STAI-Neg) affect for stimuli 

where preference was equated. That is, the HA-Nat and HA-Urb were not 

significantly different from one another, nor were the LA-Nat and LA-Urb (Analysis 

2). There was modest evidence for individuals’ own preference ratings as a 

predictor of positive but not negative affect change in these completely crossed 

conditions (Analysis 3). However, the overall experimental design included 

conditions which were not completely crossed (i.e. VHA-Nat and VLA-Urb). When 

examining differences in aesthetic value within an environment type, these more 

extreme aesthetic value conditions (VHA and VLA) yielded significantly larger 

changes in affective state compared to the HA or LA conditions. Specifically, VHA-

Nat lead to greater improvements in both positive and negative affect relative to LA-

Nat, and VLA-Urb lead to worsened positive and negative affect relative to both LA-

Urb and HA-Urb (Analysis 4). Furthermore, participants’ own preference ratings of 
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the images were significantly predictive of change in both the positive and negative 

affect change when analyzed in the full dataset (Analysis 5).  

While the greatest positive affect changes due to image condition were found 

in the VHA-Nat condition, Study 1 did not yield a sample of urban images that were 

as highly preferred as these nature stimuli to create a comparable condition in Study 

2. Studies 3 and 4 were designed to address this problem by finding other image 

types that were as preferred as the VHA-Nat condition, but qualitatively different in 

context from the nature scenes.  

 

Study 3: Very High Aesthetic Images Validation 

3.1. Study Intro 

To examine whether the significant changes in state affect found for the Very 

High Aesthetic value Nature condition (VHA-Nat) were due to the images being very 

highly preferred or due to something else specific to nature (over and above 

aesthetic preference), additional image sets were required that would include 

multiple categories of images also rated very highly. Study 3 was conducted to 

generate the stimulus sets needed to compare against the VHA-Nat condition. 

Another environmental condition (i.e. very high aesthetic urban) was the most 

relevant category, but highly preferred images in other, qualitatively different 

contexts were also examined in Study 3: Animals, Space, and Abstract Art.  
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3.2. Method 

3.2.1. Participants 

409 US-based adults (202 male, 206 female, 1 not reported) were recruited 

from Amazon Mechanical Turk. Age of the participants ranged from 19 to 74 years 

(M = 36.9, SD = 10.7). The full study procedures were expected to take 

approximately 15 minutes and participants were compensated $1.50 for 

participating. Informed consent was administered by the University of Chicago 

Institutional Review Board (IRB). 

3.2.2. Procedure 

 Participants were randomly assigned to rate 75 images on a 1-7 Likert scale 

evaluating each photo on preference (anchors of 1 = “strongly dislike” and 7 = 

“strongly like”; n = 206) or naturalness (anchors of 1 = “very man-made” and 7 = 

“very natural”; n = 203). Each participant saw 15 images across five categories of 

images: animals, space, abstract patterns, natural environments, and urban 

environments. Images were pulled randomly, and each image received a minimum 

of 25 ratings on each attribute with an average of roughly 40 ratings per image.  

3.3. Results 

 Average preference ratings for the 75 images in each category are plotted in 

Figure 2.3 (Panel A). Based on these ratings, only two categories of images 

(Animals and Urban) had sufficiently overlapping distributions to extract 

preference-matched image sets with the VHA-Nat images. The images sets used for 



 

68 
 

Study 4 involved 30 images each of nature, urban, and animal images with similar 

average preference ratings and standard deviations (Figure 2.3; Table 2.4).  

 
 

Figure 2.3. Image preference results from Study 3 
Top Panel. Boxplots of preference-equated image sets (30 images each) in the 
Nature, Urban, and Animal image categories. Abstract images and images of space 
were significantly lower in preference and did not yield enough preference-equated 
images to create another stimulus set. 
Bottom Panel. Boxplots of preference ratings for all 75 images in each category 
examined. 
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Table 2.4. Study 3 Ratings for the Preference-equated Image Sets 
Based on the participants' ratings in Study 3, three categories of preference-equated 
images were used in Study 4. Average preference and naturalness ratings for these 
image sets (30 images each), presented below.  
 

 Nature  Urban Animals 

Preference M (SD) 5.41 (0.18) 5.39 (0.16) 5.39 (0.26) 

Naturalness M (SD) 6.52 (0.21) 2.73 (0.36) 6.47 (0.23) 

 

Study 4: Examining Affect Change in Very Highly Preferred Stimuli 

4.1. Study Intro 

 Study 4 sought to determine whether very highly preferred nature images 

would cause the same improvement in state affect as equally preferred images from 

other categories. That is, Study 4 tested whether the nature category itself was an 

additional source of affective benefit above and beyond aesthetic preference. It’s 

worth clarifying that though animals are ‘natural’, the previous literature examining 

nature’s cognitive and affective benefits focuses on natural environments/scenes, 

and therefore animals (that are not part of a natural scene) are categorically 

different from the types of nature of interest here.  

In addition, Study 4 employed a negative mood induction procedure (MIP) in 

half of the participants to examine if baseline mood might impact how effective the 

VHA images are at improving affective state. For example, it might have been the 

case that as participants did not have high baseline negative affect in Study 2, they 

may have been less affected by the stimuli. In Study 2, the average STAI-Neg rating 
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at baseline was 1.3 (on a 1-4 scale), the baseline average score for VAS Sad was 11, 

and for VAS Angry it was 6 (both on a 1-100 scale). Positive affect also started out 

relatively high in Study 2 (average STAI-Pos was 3.0, average VAS Happy was 62, 

and average VAS Inspired was 45). As such, in Study 4, the Negative MIP was 

included to ensure that any effects (or lack thereof) were not simply due to 

ceiling/floor effects of baseline affect. 

 Two empirical questions were examined in Study 4. The main question was 

whether the improvement in affect found for VHA-Nat in Study 2 was due to nature 

itself or simply due to preference. The secondary question was whether or not 

baseline affect influenced whether nature had an additional emotional benefit above 

and beyond preference. A visual depiction of the hypotheses for this study as well as 

the analyses chosen to address each hypothesis are presented in Figure 2.5.  

 

4.2. Method 

Study 4 was pre-registered on OSF prior to data collection: 

https://osf.io/u5r4c. The pre-registration included a PCA for data reduction (results 

of which can be found in Supplementary materials in Appendix C), but due to 

lessened interpretability of this approach (as in Study 2), the analyses presented 

diverge from the pre-registered ones. The full data for Study 4 are publicly available 

at: https://osf.io/ehtk9/. 

https://osf.io/u5r4c
https://osf.io/ehtk9/


 

71 
 

4.2.1. Participants 

602 US-based adults (271 male, 327 female, 1 other, 3 not reported) were 

recruited from Amazon Mechanical Turk. Age of the participants ranged from 19 to 

69 years (M = 37.5, SD = 11.0). The full study procedures were expected to take 

approximately 15 minutes and participants were compensated $1.50 for 

participating. Informed consent was administered by the University of Chicago 

Institutional Review Board (IRB). The sample size was determined prior to data 

collection (see pre-registration) and was partially based on recreating the 

conditions of Study 2.   

4.2.2. Experimental Conditions 

 Participants were randomly assigned to one of 3 image conditions based on 

the results of Study 3 (Anim, Nat, Urb) and one of 2 mood induction procedure 

groups (Negative, Neutral). The study design was fully between subjects with 6 

conditions: Anim-Negative (n = 99), Anim-Neutral (n = 102), Nat-Negative (n = 102), 

Nat-Neutral (n = 103), Urb-Negative (n = 97), Urb-Neutral (n = 99). The full image 

sets and ratings (validated in Study 3) can be accessed at this link: 

https://osf.io/ehtk9/ 

4.2.3. Procedure 

 After informed consent was obtained, participants first completed the mood 

induction procedure (MIP). Participants were provided with a brief description 

prior to reading a short story: “In this study we would like to examine how different 

https://osf.io/ehtk9/
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types of storytelling influence, thoughts, feelings, and judgments. On the next page 

we have a short story for you to read. The story will be on screen for a minimum of 2 

minutes. Please try to minimize distraction and take your time reading the story 

completely before continuing.” The negative story was taken from a report of a 

young woman whose father died after suffering from Alzheimer’s dementia, and the 

neutral story was a short excerpt from the introductory chapter of A Brief History of 

Time (Hawking, 1988). The two stories were validated in a previous study 

evaluating the efficacy of several text-based online mood inductions (Verheyen & 

Göritz, 2009). 

 Following the MIP, participants filled out baseline measures of their affective 

state (T1). The measures used were identical to those collected in Study 2. 

Participants then viewed a series of 30 images and gave ratings of their aesthetic 

preference for the images on a 1-7 scale (1 = strongly dislike, 7 = strongly like). Each 

image was on the screen for a minimum of 7 seconds, and the next image would 

appear after a rating for the image was selected. After the image rating task, 

participants completed the same measures of their affective state a second time 

(T2). [See Figure  2.4 for study design] 

 

 

 

 

https://paperpile.com/c/6BND1n/p9uYR
https://paperpile.com/c/6BND1n/p9uYR
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Figure 2.4. Study 4 design 
Mood induction type (negative vs. neutral) and Image category condition (animals, 
nature, or urban) were between-subjects factors.  
 

4.2.4. Analysis 

A visual depiction of the analytic approach for this study is presented in 

Figure 2.5. The main question of Study 4 was whether the improvement in affect 

found for VHA-Nat in Study 2 was due to nature itself (Hypothesis A: Nature is 

unique) or simply due to preference (Hypothesis B: Aesthetic Preference is what 

matters). The secondary question was whether baseline affect influenced whether 

nature has an additional emotional benefit above and beyond preference 

(Hypothesis A: Baseline mood matters) or isn’t important (Hypothesis B: Baseline 

mood is irrelevant). The secondary question examined an interaction between 

preference-equated categories and mood induction. However, in Study 4, 
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participants’ ratings diverged somewhat from 3, resulting in significantly different 

preference ratings between categories (described below, see Table 2.5 and Figure 

2.6). This issue prevented a strong test of the main effect of preference-equated 

category, as well as the interaction between MIP and image category in the ANOVA 

used in Analysis 1. Therefore, linear regression (Analysis 2) which tested the 

independent predictive value of mood induction procedure, image category, and 

participants’ own preference ratings was conducted as well. The same analysis tools 

in ‘R’ and relevant statistical procedures used in Study 2 were also employed in 

Study 4. 

Figure 2.5. Hypotheses & Analyses Overview for Study 4 
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Participants’ preferences for the images they viewed were determined by 

taking the average of their ratings for all 30 images they viewed. The average and 

standard deviation for each picture condition across all participants in that 

condition are presented in Table 2.5. Ratings from participants in this study (Study 

4) were somewhat different from those in image validation Study 3 [Figure 2.6], 

and our image categories were no longer fully equated on preference.  

 

Table 2.5. Study 4 participants’ preference ratings. 
Mean & SD by picture condition, collapsed across MIP conditions.  
 

 Nature  Urban Animals 

Preference M (SD) 5.69 (0.85) 5.16 (0.96) 5.89 (0.88) 

 

Figure 2.6. Average preference ratings by category for Study 3 and 4 
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4.3. Results 

4.3.1. Analysis 1: Affect Change by Image Condition and MIP 

To test the effect of image category and mood induction on affect change, a 

factorial ANOVA with VHA Image Category (Nature, Urban, Animal) and Mood 

Induction (Negative, Neutral) as between-subjects variable were conducted on 

change (T2 minus T1) for STAI-Neg and STAI-Pos.  

Results of this ANOVA for STAI-Pos yielded a main effect of Mood Induction 

F(1,596) = 152.6 p < 0.001, ηp2 = 0.21, 95% CI [0.15, 0.26]. The partial eta-squared 

indicates a large effect of MIP Condition. Participants who were first inducted into a 

negative mood showed a larger increase in STAI-Pos (M = 0.85, SD = 0.81) relative to 

those in the neutral MIP (M = 0.16, SD = 0.51). There was not a significant effect of 

VHA Image Category (ps = 0.34) or an interaction of VHA Image Category and MIP 

(ps = 0.9). 

Similar results were found for STAI-Neg. A main effect of MIP was found 

(F(1,596) = 246.0, p < 0.001, ηp2 = 0.30, 95% CI [0.24, 0.35], where again, 

participants first induced into a negative affective state showed a greater reduction 

in negative affect (M = -0.81, SD = 0.76) relative to those in the neutral mood 

induction (M = -0.04, SD = 0.37). The partial eta-squared indicates a large effect of 

mood induction type on change in STAI-Neg. No significant effect of VHA Image 

Category (ps = 0.87) or interaction of VHA Image Category and MIP (ps = 0.39) was 

found.  
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4.3.2. Analysis 2: Affect Change as Predicted by Image Condition, Mood 

Induction, & Individual Preference Ratings 

To see whether individual differences in participants’ preference ratings 

influenced change in affect, multiple regressions were conducted. With STAI-Pos 

and STAI-Neg as outcome variables, the regression analyses examined the 

respective contributions of mood induction procedure, VHA image category, and 

individuals’ average preference ratings.  

 Results of this analysis on STAI-Pos are presented in Table 2.6 (Panel A). 

The overall model was significant and explained 23.6% of the variance in change in 

positive affect (R2 = 0.236, F(4,597) = 46.11, p < 0.001). In this case, a higher average 

preference rating for the images viewed significantly predicted a greater increase in 

STAI-Pos (B = 0.14, 95% CI [0.08, 0.20], p < 0.001). Being induced into a negative 

mood was also a significant predictor (B = -0.67, 95% CI [-0.78, -0.56], p < 0.001), 

but image category did not significantly contribute to positive affect change [Figure 

2.7].  

Results of this analysis on STAI-Neg are presented in Table 2.6 (Panel B). As 

in positive affect, the overall model was significant and explained 30.8% of the 

variance in STAI-Neg change (R2 = 0.308, F(4,597) = 66.36, p < 0.001). A higher 

average preference rating for the images viewed significantly predicted a greater 

reduction negative affect (B = -0.09, 95% CI [-0.14, -0.03], p = 0.001), as did being in 

the negative mood induction group (B = 0.77, 95% CI [0.67, 0.86], p < 0.001). 
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Importantly, image category did not significantly contribute to change in STAI-Neg 

[Figure 2.7]. 

Table 2.6. STAI change regressions 
Panel A. Regression results using STAI-Pos Change as the criterion 

Predictor b b 
95% CI 
[LL, UL] 

sr2 sr2 

95% CI 
[LL, UL] 

Fit 

(Intercept) 0.05 [-0.32, 0.42]       

Avg_Pic_Rate 0.14** [0.08, 0.20] .03 [.00, .05]   

Pic_Con_Nat -0.02 [-0.15, 0.11] .00 [-.00, .00]   

Pic_Con_Urb 0.01 [-0.13, 0.14] .00 [-.00, .00]   

MIP_Con  -0.67** [-0.78, -0.56] .19 [.14, .25]   

  
        

R2   = .236** 
95% CI [0.18, 0.29] 

 
Panel B. Regression results using STAI-Neg Change as the criterion 

Predictor b b 
95% CI 
[LL, UL] 

sr2 sr2 

95% CI 
[LL, UL] 

Fit 

(Intercept) -0.29 [-0.62, 0.04]       

Avg_Pic_Rate -0.09** [-0.14, -0.03] .01 [.00, .03]   

Pic_Con_Nat -0.03 [-0.14, 0.09] .00 [-.00, .00]   

Pic_Con_Urb -0.09 [-0.22, 0.03] .00 [-.00, .01]   

MIP_Con  0.77** [0.67, 0.86] .29 [.23, .35]   

  
        

R2   = .308** 
95% CI [0.26, 0.36] 

A significant b-weight indicates the semi-partial correlation is also significant. b 
represents unstandardized regression weights. sr2 represents the semi-partial 
correlation squared. LL and UL indicate the lower and upper limits of a confidence 
interval, respectively. 
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Figure 2.7. Multiple Regression Plots for Affect Change 
Regression plots predicting change in STAI-Pos (A) and STAI-Neg (B) by VHA Image 
Category + Participants’ Average Image Rating + Mood Induction (MIP) Condition 
 

4.4. Discussion 

 The results of Study 4 were consistent with those of Study 2. Study 4 found 

that the very highly preferred image category (in this case, nature, urban, or 
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animals) did not have a differential impact on affect change, i.e., they all improved 

affect to the same degree. Individual differences in how much participants liked the 

images they saw did predict improvement in both STAI-Pos and STAI-Neg which 

was also found in Study 2. Participants who were first induced into a negative mood 

showed larger changes in affect but this did not interact with VHA image category. 

Thus, the results of both studies provide support for a preference-based account of 

mood change rather than the effects being specific to nature stimuli (i.e., nature-

based mood effects do not differ from other very highly preferred stimulus 

categories).  

 

Study 5: Examining the Relationship between Beauty and Affinity  

5.1. Study Intro 

In Studies 2 and 4, affect change was driven by differences in preference 

rather than environment/category. In each of these studies, participants had 

evaluated preference on a scale that assesses affinity for the images (i.e., how much 

do you like/dislike the image). Up to this point, we have been assuming that 

preference (affinity) and aesthetics (beauty) are the same construct. Indeed, the 

terms aesthetics, affinity, and preference, are often used interchangeably (Staats et 

al., 2003; Ulrich, 1983; van den Berg et al., 2003). However, it is still possible that 

there is something special (i.e., rewarding, pleasing, or affinity-inducing) about 

natural environments above and beyond aesthetics (beauty) that causes them to be 

https://paperpile.com/c/6BND1n/6qVk+t7vkm+WjpM
https://paperpile.com/c/6BND1n/6qVk+t7vkm+WjpM
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preferred (liked). For example, Valtchanov and Ellard (2014) propose that natural 

stimuli are endogenously visually rewarding. If this is the case, ratings of beauty and 

ratings of affinity (liking) may not be identical overall or may be different when 

examined in nature scenes versus in urban scenes. To test this, all 375 images rated 

on affinity (Study 1) were also rated on aesthetics/beauty in a new sample (Study 

5). If the affinity and beauty ratings are not identical in these images, this would 

suggest that participants’ affinity ratings in Study 1 are due to something other than 

aesthetics (i.e. endogenous visual reward not captured by perceived beauty). 

Further, if the nature images and urban images differ in how correlated affinity and 

beauty are, this might suggest something categorically different in how participants 

evaluate nature images and urban images. However, if the two are highly correlated 

across all images and within category (nature vs. urban) this would suggest that the 

preference ratings are primarily evaluations of aesthetics.   

 

5.2. Method 

Study 5 was pre-registered on OSF prior to data collection: 

https://osf.io/u2e6n,   though the analyses reported in this paper were not initially 

detailed in this pre-registration. The full data for Study 5 are publicly available at: 

https://osf.io/ehtk9/ 

https://osf.io/u2e6n
https://osf.io/ehtk9/
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5.2.1. Participants 

194 US-based adults (94 male, 100 female) were recruited from Amazon 

Mechanical Turk. This sample does not include 9 workers who provided feedback to 

indicate they encountered technical problems or were distracted during the study, 

or showed no variation in responding (i.e., gave the same rating to every image). Age 

of the participants ranged from 19 to 72 years (M = 38.3, SD = 12.4). The full study 

procedures (including additional tasks after collecting the data for this study) were 

expected to take approximately 15 minutes and participants were compensated 

$1.50 for participating. Informed consent was administered by the University of 

Chicago Institutional Review Board (IRB).  

5.2.2. Procedure 

 Study 5 was designed to match the conditions of the original image rating 

procedure in Study 1 as closely as possible. Therefore, all 375 images from Study 1 

were used in Study 5. Each image in Study 1 was rated on preference (affinity, i.e. 

”How much do you like or dislike this image?”) by roughly 51 individuals, and each 

participant saw 100 images in a session. As in Study 1, participants in Study 5 saw 

100 images pulled pseudorandomly, attempting to show a relatively equal number 

of natural and urban images as well as images that varied on aesthetic value. In this 

study, each image received a minimum of 35 beauty ratings (i.e., “How ugly or 

beautiful is this image?”) with an average of roughly 51 ratings per image.  
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5.2.3. Analysis  

 
 To test whether participants’ ratings of aesthetics (beauty) in Study 5 were 

similar to affinity ratings from Study 1, correlations between images’ average beauty 

ratings (Study 5) and affinity ratings (Study 1) were conducted using the ‘cor’ 

function in R. The analyses specified in the pre-registration (testing for differences 

in beauty in image sets that were matched on preference) were also conducted 

initially and are reported in the supplementary materials, but ultimately the 

correlation analyses in the full image dataset were more informative, so they are the 

primary results reported.  

5.3. Results 

 When examined across all 375 images, the correlation between beauty 

ratings and affinity ratings was r = 0.97 [Figure 2.8]. Additionally, when examined 

within environment type, the correlations were similar in magnitude. For nature 

images this correlation was r = 0.96 and for urban images the correlation was r = 

0.95.  
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Figure 2.8. Correlation between preference and aesthetics 
 

5.4. Discussion 

 The results of Study 5 failed to find support for the hypothesis that there is 

something special, unique, or “rewarding” (Valtchanov & Ellard, 2015) about the 

nature scenes in our study which make them preferred (liked) above and beyond 

aesthetics. These results demonstrated a near perfect correlation between affinity 

and aesthetics for the full sample of images, as well as when broken up by 

environment type. Therefore, our data do not suggest that there is some missing 

factor that is specific to natural environments which makes them preferred (liked) 

in our study.  

https://paperpile.com/c/6BND1n/QYXFA
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General Discussion 

 Nature interactions reliably elicit positive changes in affect (Berman et al., 

2012; Bratman, Daily, et al., 2015; MacKerron & Mourato, 2013; McMahan & Estes, 

2015), however, the underlying mechanism remains unknown. Though many 

researchers have demonstrated the robust impact of nature on emotions, much of 

this previous work has not controlled for preference when examining mood effects. 

The goal of the present project was to clarify whether there is something unique 

about the affective benefits of nature stimuli over and above individuals’ preference 

for these stimuli. Across several studies, consistent evidence for a preference-based 

account of affect change was found. That is, nature seems to have a positive effect on 

emotional state because it is highly preferred. If nature is sufficiently low on 

aesthetics or compared to an equally preferred urban image, there is no additional 

benefit of nature on affective state. Additionally, even nature very high on aesthetics 

does not elicit larger emotional responses than other equally preferred stimuli, 

suggesting there is not an additional benefit to affective state of viewing natural 

scenery per se.  

Study 2 demonstrated that, once equated on preference, there were no 

significant differences in affect change between nature and urban environments. 

However, aesthetic value, as measured by participants’ own ratings or by pre-

established conditions within an environment type, did predict the extent to which 

https://paperpile.com/c/6BND1n/sLM9+Df4yM+Nzs7+lh74p
https://paperpile.com/c/6BND1n/sLM9+Df4yM+Nzs7+lh74p
https://paperpile.com/c/6BND1n/sLM9+Df4yM+Nzs7+lh74p
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participants’ affective state improved post-picture viewing. In Study 2, the largest 

condition-level effects were found for images in the most extreme aesthetic value 

conditions (VHA-Nat and VLA-Urb), which were not completely crossed with 

environment type.  

To overcome this, Study 4 used very high aesthetic value images in categories 

other than natural environments, and tested whether the improved effect on affect 

after VHA-Nat in Study 2 was due to the high aesthetic value or to the environment 

category nature itself. For these purposes, urban scenes and animal images with 

very high preference ratings were utilized. When comparing change in affect before 

and after image viewing, very high aesthetic nature did not have a larger effect than 

the animal or urban images. This finding was unaffected by whether participants 

had been induced to a negative mood state at baseline. Further, the results of 

multiple regression analyses, which examined both participants’ average preference 

ratings and image category, showed that while rating the images as more highly 

preferred was significantly predictive of affect change, image category did not have 

a significant effect.  

Lastly, Study 5 was conducted to address the possibility that the preference 

measure used in Study 1 and 2 (affinity) captured something unique about nature 

above and beyond aesthetic preferences in our stimuli. This idea was not supported 

by the data, as explicit ratings of beauty were almost perfectly correlated with 

affinity ratings across all images.  
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 The focus of the present research was to address whether there is something 

unique about natural environments that can lead to changes in affect even when 

preference is taken into account. Interestingly, the results of this research do not 

support that viewing nature scenes has an acute effect on affect that can be 

attributable to something beyond preference. However, it is important to note that 

the current study does not shed light on why, in general, natural environments are 

so highly preferred to begin with.  

Decades of research have spawned theoretical accounts of the origins of 

nature preferences. These include evolutionary theories such as Biophilia (Kellert & 

Wilson, 1995), and Stress Reduction Theory (Ulrich et al., 1991), which propose that 

because our evolutionary history took place in predominantly natural 

environments, humans therefore feel an innate affinity towards nature. Other 

theories propose that the ease of processing visual features often found in natural 

environments (e.g., fractalness) causes nature to be preferred and causes a positive 

affective response (Perceptual Fluency Account; Joye et al., 2016). Still others 

propose that we prefer natural environments due to their potential restorative 

value (Hartig & Staats, 2006).  

The current research cannot address why people have a preference for nature 

stimuli over other types of stimuli. Indeed, this preference might be a vital part of 

why nature is viewed as unique. From the image preference ratings obtained in 

Study 1, it was challenging to find urban environments that were as preferred as the 

https://paperpile.com/c/6BND1n/2oCz
https://paperpile.com/c/6BND1n/2oCz
https://paperpile.com/c/6BND1n/JkiX
https://paperpile.com/c/6BND1n/jlrl
https://paperpile.com/c/6BND1n/xDK7k


 

88 
 

high aesthetic nature images (HA-Nat) to be used in Study 2, and was not possible to 

find urban images to match the very high aesthetic (VHA) nature stimuli. Similarly, 

in Study 3, only two (animals, urban scenes) of four other categories examined 

yielded sufficiently overlapping preference distributions to use in Study 4. 

Additionally, it’s noteworthy that though the content of the animal images are quite 

different from nature scenery, this category is indeed comprised of natural things. It 

is likely that, because of this lack of preference overlap, many studies examining the 

effects of nature interventions have used images or videos that were not similarly 

preferred. For example, in the 2008 study conducted by Berman and colleagues 

(Berman, Jonides, & Kaplan, 2008), the average preference rating for the nature 

images used (on a 1-7 Likert scale) was approximately 5.5, whereas for urban 

images it was approximately 2.8. Therefore, it is worth noting that though the 

current data suggest that the affective benefits are only due to preference and not 

due to anything unique to nature scenes, in some sense, nature is a “special” kind of 

stimulus due to it being so overwhelmingly preferred (at least among adults, please 

see Meidenbauer et al., 2019 for research examining environmental preferences in 

children).  

The primacy of aesthetics in nature-elicited affect change has a number of 

notable implications. Perhaps one of the most important relates to the ongoing 

debate of the role of nature preferences in cognitive restoration. In particular, SRT 

(Ulrich et al., 1991) posits that the cognitive benefits of nature interactions occur 

https://paperpile.com/c/6BND1n/JkiX
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due to changes in affective state and reductions in stress. The SRT framework would 

therefore predict that if one experienced natural and urban environments which 

were equally preferred, superior changes in cognitive performance would not be 

expected after nature exposure. In comparison, Attention Restoration Theory, or 

ART (Kaplan, 1995; Kaplan & Berman, 2010), does not assume that restoration 

relates to affect in any way. ART theorists instead focus on features of natural 

environments which restore directed attention resources while softly capturing 

involuntary attention, and do not propose that the extent to which a natural 

environment is preferred matters. Support for this comes from recent evidence that 

affective and cognitive benefits of nature are dissociable (Stenfors et al., 2019). 

Though this study demonstrates the difficulty in finding preference-equated 

environments that match nature preferences, a strong test of whether preference 

plays a role in the cognitive benefits of nature would be to compare objective 

performance on cognitive tasks before and after exposure to preference-equated 

nature and urban images, videos, or walks. 

Another implication relates to the use of biophilic design in architecture and 

urban planning (Joye, 2007). Though the idea of designing buildings to contain 

nature-like features is not new (Alexander, 2002; Kellert, 2012; Salingaros, 1998), 

recent research has generated compelling evidence for the overlap between 

architectural aesthetics and naturalness (Coburn et al., 2019). Broadly speaking, 

there are many visual features common in natural environments which are also 

https://paperpile.com/c/6BND1n/TWzK+oGMf
https://paperpile.com/c/6BND1n/9nqb
https://paperpile.com/c/6BND1n/Tvtrp
https://paperpile.com/c/6BND1n/9QzEv+Hf7bW+NmUqb
https://paperpile.com/c/6BND1n/sXzr
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highly aesthetically preferred, such as fractalness or recursive complexity (Van den 

Berg et al., 2016), density of curved edges (Berman, Hout, et al., 2014), or color-

related properties such as blue-green hue and high saturation diversity (Kardan, 

Demiralp, et al., 2015). The results of this study would suggest that, if one goal of 

biophilic architecture is to promote positive affective responses, design ought to 

prioritize inclusion of natural features which provide the most aesthetic value over 

those which may appear natural but not highly predictive of beauty, such as visual 

disorder (Kotabe et al., 2017). Furthermore, from an urban planning perspective, 

this research suggests one clear way to improve city residents’ affective well-being 

is through the incorporation of aesthetically pleasing urban green infrastructure 

(UGI). Implementing beautiful UGI would be a more feasible way to improve the 

aesthetic value of currently developed spaces.  In addition, nature exposure is 

associated with improved attentional resources (Berman et al., 2008; Schertz & 

Berman, 2019), improved mental health (Bratman et al., 2019), reduced crime ( Kuo 

& Sullivan, 2001a, 2001b; Schertz et al., 2019) and greater neighborhood social 

cohesion (de Vries et al., 2013; Kuo et al., 1998). Therefore, it is likely that the 

benefits obtained from this UGI would not be limited to residents’ emotional 

functioning.  

This study contains a few notable limitations. Though changes in affect have 

been documented across both real and simulated nature interventions (McMahan & 

Estes, 2015), these data do not directly speak to whether the results would be 

https://paperpile.com/c/6BND1n/6lDCx
https://paperpile.com/c/6BND1n/6lDCx
https://paperpile.com/c/6BND1n/QW2p
https://paperpile.com/c/6BND1n/8Qkz
https://paperpile.com/c/6BND1n/8Qkz
https://paperpile.com/c/6BND1n/6NQh
https://paperpile.com/c/6BND1n/k7WP+9dgB
https://paperpile.com/c/6BND1n/k7WP+9dgB
https://paperpile.com/c/6BND1n/3hnFt+783UD+hsnvv
https://paperpile.com/c/6BND1n/3hnFt+783UD+hsnvv
https://paperpile.com/c/6BND1n/rBOEY+rUXPT
https://paperpile.com/c/6BND1n/sLM9
https://paperpile.com/c/6BND1n/sLM9
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different after real life environmental experiences. Given the difficulty in finding 

urban images that were sufficiently preferred to be able to perform this research, 

conducting a similar study in preference-equated real environments would likely be 

very challenging, if not altogether impossible. However, we cannot rule out the 

possibility that there are qualities of natural environments which contribute to 

affect change that cannot be captured in images (including additional sensory 

stimuli), or that the results would not be different with longer term exposures. 

Another limitation is that we have focused this work primarily on nature’s benefits 

rather than examining the detriments related to urban environments. There is some 

evidence for a preference effect here as well. In Study 2 the very low aesthetic value 

urban images were the only category to induce negative affective responses, and in 

Study 4 very highly preferred urban images elicited a positive affective response. 

However, Study 2 did not have an equally ‘un-preferred’ nature condition, so this is 

still an open question.  

In summary, the present research suggests that there is nothing unique about 

nature beyond preference when it comes to improving affective state, and that 

viewing anything that a person prefers will have a positive effect. Yet it remains 

important to emphasize the difficulty in finding stimuli that were as highly 

preferred as nature scenes. Thus, while there may not be anything unique about 

nature for affect change above and beyond aesthetics, the observation that natural 

environments, as well as scenes containing nature-related stimuli, are preferred 
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remains a significant one. Overall, the results of this research contain not only 

important implications for the research of other environmental psychologists, but 

also provide insights which may be useful in domains such as architecture, urban 

design, and nature-based clinical interventions to improve the well-being of 

residents.      
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CHAPTER 3: Preference and the Cognitive Benefits of Nature Exposure 

 

Abstract 

 Research on the psychological benefits of natural environments over urban 

ones routinely shows that spending time in nature or viewing natural images can 

improve cognitive functioning, restore attention, and improve mood. While there is 

evidence that the cognitive and mood benefits are independent effects (i.e., you can 

see the cognitive benefits without the mood benefits, and one does not always 

predict the other), there is the additional factor of nature preference that makes 

dissociating these two effects difficult. Generally, adults prefer natural 

environments to urban ones, and highly preferred stimuli are also related to mood 

improvements. The current study, through using preference matched nature and 

urban stimuli across two levels of aesthetic value, attempts to separate what we 

propose are the cognitive effects of nature and the mood effects of preference. To 

this end, 300 participants completed a two-session study online via Amazon's 

Mechanical Turk, where they performed the dual n-back task and reported their 

mood before and after an image intervention (nature, urban, or control). 

Participants always saw images of the same aesthetic value (high, low, or control) 

but environment type was counterbalanced between sessions within a participant. 

Neither environment type nor aesthetic value had a significant influence on change 

in cognitive performance (operationalized by d’ on the DNB task). State affect was 
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influenced by aesthetic preference, but affect was unrelated to cognitive 

performance.  

 

 

1. Introduction 

The benefits of nature exposure on cognitive processes have been 

documented extensively in empirical and observational research, across multiple 

modalities of nature exposure (Bratman et al., 2012; Ohly et al., 2016; Schertz & 

Berman, 2019; Stevenson et al., 2018). Recent meta-analyses (Ohly et al., 2016; 

Stevenson et al., 2018) have shown that the effects of nature interventions are 

strongest on attention tasks that place high demands on working memory, such as 

the backwards digit span task (BDS; Berman et al., 2008, 2012; Jung et al., 2017; Van 

Hedger et al., 2018) and tasks requiring cognitive flexibility, such as the trail-making 

task B (Cimprich & Ronis, 2003; Jung et al., 2017; Shin et al., 2011). Less consistent 

effects have also been documented in tasks requiring sustained attention and 

concentration (Berto, 2005; Hartig et al., 2003; Tennessen & Cimprich, 1995).  

These results have been situated in a variety of theoretical accounts of 

nature’s cognitive benefits, such as Attention Restoration Theory (ART; Kaplan, 

1995; Kaplan & Berman, 2010), Stress Reduction Theory (SRT; Ulrich et al., 1991), 

and the Perceptual Fluency Account (PFA; Joye et al., 2016; Joye & van den Berg, 

https://paperpile.com/c/6BND1n/hFN6+QXFT+4agA+k7WP
https://paperpile.com/c/6BND1n/hFN6+QXFT+4agA+k7WP
https://paperpile.com/c/6BND1n/4agA+QXFT
https://paperpile.com/c/6BND1n/4agA+QXFT
https://paperpile.com/c/6BND1n/9dgB+nPFN+Sv5W+Nzs7
https://paperpile.com/c/6BND1n/9dgB+nPFN+Sv5W+Nzs7
https://paperpile.com/c/6BND1n/TePQ+Sv5W+Fax6
https://paperpile.com/c/6BND1n/eYOQ+MMXK+UEx2
https://paperpile.com/c/6BND1n/TWzK+oGMf
https://paperpile.com/c/6BND1n/TWzK+oGMf
https://paperpile.com/c/6BND1n/JkiX
https://paperpile.com/c/6BND1n/jlrl+Tk61
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2011). Though the ultimate benefits for cognitive function after a nature experience 

is similarly construed across these theoretical frameworks, the underlying 

mechanisms differ substantially.  

Attention restoration theory suggests that natural environments are one type 

of environment that can place low demands on directed (voluntary) attention and 

also gently capture involuntary attention, a concept referred to as ‘soft fascination’ 

(Kaplan, 1995). As described by ART, nature is a place where finite directed 

attention resources can replenish. Three other attributes of an attention-restoring-

environment suggested by Kaplan (1995) are 1) providing a sense of ‘being away’ 

from a place or mindset where directed attention demands are high, 2) having 

enough detail or scope to engage the mind, and 3) being compatible with the current 

goals of the individual. Thus, for the purpose of nature’s benefits according to ART, 

whether an environment is preferred or improves mood is unrelated to the 

mechanisms underlying nature’s cognitive benefits. In contrast, stress reduction 

theory proposes that the mechanism for nature’s salubrious effect on cognition is 

through nature-elicited increases in positive affect, which subsequently reduces 

stress and frees up mental resources (Ulrich, 1983; Ulrich et al., 1991). Lastly, the 

perceptual fluency account suggests that natural environments are more readily 

processed by our visual systems, due in part to features such as increased self-

similarity, or fractalness (Joye & van den Berg, 2011). According to PFA, effortless 

processing improves affect, which in turn, improves cognition. 

https://paperpile.com/c/6BND1n/jlrl+Tk61
https://paperpile.com/c/6BND1n/oGMf
https://paperpile.com/c/6BND1n/JkiX+WjpM
https://paperpile.com/c/6BND1n/Tk61
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As nature preferences are linked to mood improvements (see Chapter 2; van 

den Berg et al., 2003; White et al., 2017), and decades of research have documented 

the link between nature exposure and improved affect (see McMahan & Estes, 2015 

for a meta-analysis), it’s difficult to know what benefits are simply due to nature 

itself or result from experiencing a preferred environment. Though there is some 

evidence that the affective and cognitive benefits of nature exposure are 

independent (Stenfors et al., 2019), examination of the cognitive effects of 

preference-equated nature and urban environments has thus far been lacking.  

This study was designed to test whether cognitive restoration after nature 

exposure was due to nature itself (in line with Attention Restoration Theory), due to 

differences in the Aesthetic Value of an environment (which may or may not occur 

as a result of improved affect, potentially in line with Stress Reduction Theory and 

Perceptual Fluency), or due to the interaction of each. To this end, participants 

completed a cognitive task before and after exposure to natural and urban 

environments equated on aesthetic value across two sessions approximately 1 week 

apart. If the previously documented cognitive restoration effects post-nature 

exposure are the result of nature and not preference/aesthetic value, then 

participants’ performance on the cognitive task should improve to a greater degree 

after viewing nature images compared to preference-equated urban images. 

However, if the results are not due to nature and instead, result from the typically 

confounded factor of aesthetic value, then participants’ change in performance on 

https://paperpile.com/c/6BND1n/6qVk+fizI
https://paperpile.com/c/6BND1n/6qVk+fizI
https://paperpile.com/c/6BND1n/sLM9
https://paperpile.com/c/6BND1n/9nqb
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the cognitive task should be overall greater in those who viewed higher aesthetic 

value images than participants who viewed lower aesthetic value images. If both 

factors are important, then an interaction would be expected, whereby the greatest 

improvement in cognitive performance will occur for those viewing highly preferred 

nature images and the worst for those viewing less preferred urban images. All of 

these possibilities were tested. Lastly, as the three presented theories differ on the 

importance placed on nature’s effects on positive affect, this study will test whether 

cognitive and affective changes are independent or related.  

 

2. Method 

2.1. Participants 

308 US-based adults (133 male, 174 female, 1 other) were recruited from 

Amazon Mechanical Turk for a two-part study. Age of the participants ranged from 

19 to 71 years (M = 36.0, SD = 11.0). Six participants in session one encountered 

technical difficulties, and their data were not analyzed. Of the 302 participants 

asked to participate in session two, 275 completed the full study procedures for the 

second session. The full study procedures for session one were expected to take 

approximately 30 minutes and participants were compensated $3.00 for 

participating. The full study procedures for session two were also expected to take 

30 minutes, and participants were compensated $6.00 for participating. Informed 

consent was administered by the University of Chicago Institutional Review Board 
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(IRB). Sample size was decided prior to data collection and specified in the pre-

registration (https://osf.io/vn4sh).  

2.2. Experimental Design 

 The main experimental design included both within- and between-subjects 

factors. The between-subjects independent variables are Aesthetic Value (High vs. 

Low) and order (Nature or Urban session first), and the within-subjects 

independent variable is Environment Type (Nature vs. Urban). In addition, a control 

condition was employed to examine the effect of practice alone. Participants in the 

control condition also completed two sessions, but were shown half of the neutral 

images in each session.   

2.3. Conditions & Stimuli 

 Participants were randomly assigned to one of the 4 experimental conditions 

at session 1: High Aesthetic Value-Nature (HA-Nat; n = 49), High Aesthetic Value-

Urban (HA-Urb; n = 55), Low Aesthetic Value-Nature (LA-Nat; n = 51), Low 

Aesthetic Value-Urban (LA-Urb; n = 46), or were assigned to the control condition 

(Con; n = 101). For session 2, participants in experimental groups were exposed to 

the opposite Environment Type and matched Aesthetic Value level from session 1 

(i.e., participants who were assigned to HA-Nat in session 1 were assigned to HA-

Urb in session 2).  

https://osf.io/vn4sh
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The HA- and LA- Nature and Urban images were the same 45 image sets used 

in Chapters 1 and 2 (see Table 3.1 for preference ratings). The control images used 

were primarily pictures of household items in indoor settings, such as a desk, hand 

towels, headphones, light fixtures, etc. These 90 images were chosen based on a 

separate image validation study conducted on Mturk and had an average aesthetic 

value rating of 4.0.  

Table 3.1. Aesthetic Value Ratings of Images in Each Condition 
Ratings of all images in each condition from a previous validation study. Aesthetic 
value ratings are on a 1-7 scale (1 = strongly dislike, 7 = strongly like). 

  Nature Conditions   Urban Conditions 

Aesthetic Value 
Condition 

M (SD) Range 
[Min, Max] 

  M (SD) Range 
[Min, Max] 

High Aesthetic 
Value 

4.59 (0.17) [4.28, 4.86]   4.58 (0.29) [4.15, 5.29] 

Low Aesthetic 
Value 

3.78 (0.35) [2.90, 4.21]   3.78 (0.23) [3.30, 4.12] 

 

2.4. Image Rating Task 

  In each session, participants completed an image rating task (IRT) as part of 

the picture intervention. Each IRT involved 45 images which were presented on the 

screen for a minimum of 7 seconds. For each image, participants rated their 

preference for the image on a 7-point Likert scale (anchors: 1 = Strongly Dislike, 7 = 

Strongly Like). The next image appeared after 7 seconds or after participants made 

their responses if longer than 7 seconds. Average preference for each of the image 

sets was calculated by taking the mean of all 45 image ratings.  
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2.5. Affect Measures 

 To examine changes in state affect, the short form of the Positive and 

Negative Affect Schedule (PANAS; (Watson et al., 1988) was employed. The 

shortened PANAS is comprised of  10 positive and 10 negative adjectives, and 

participants are asked to rate to what extent they feel this way at the moment on a 

5-point Likert scale (anchors: 1 = Very Slightly or Not at All, 5 = Extremely). 

Composite positive (PA) and negative affect (NA) scores were calculated by adding 

all of the PA and NA items together.  

2.6. Cognitive Measures 

 To examine changes in directed attention, the dual n-back (DNB) task was 

used. Though a large number of studies examining Attention Restoration Theory 

primarily use the backwards digit span (BDS) task, recent research looked at the 

DNB task and found a larger effect of intervention on DNB performance relative to 

BDS (Van Hedger et al., 2018). The DNB task places large demands on directed 

attention and working memory (Lilienthal et al., 2013), making it well suited to 

examine the changes expected according to ART. In this study, participants 

performed 2 blocks of dual 2-back and 2 blocks of dual 3-back at each assessment 

time point. As in Van Hedger et al. (2018), the dual n-back consisted of an auditory 

(spoken letter) and a visuospatial (square moving around a 3x3 grid) component. 

Participants were told to press “A” if the spoken letter matched the letter located n 

trials back (i.e. 2 or 3 trials back, depending on n-back level). At the same time, 

https://paperpile.com/c/6BND1n/22vY
https://paperpile.com/c/6BND1n/nPFN
https://paperpile.com/c/6BND1n/u9Dd
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participants were asked to press the “L” key if the square was in the same location 

presented n trials back. If both square and letter matched, participants were asked 

to press both the “A” and “L” keys, and if neither matched, participants did not need 

to press any key (see Figure 3.1).  

 

Figure 3.1. Dual N-back Task. 
Dual N-back overview (Top) and Dual 2-back example (Bottom) 
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 At the first time point in each session, participants were taken through the 

full instructions for completing the DNB task, followed by a practice round of dual 2-

back with trial-by-trial accuracy feedback, then two blocks of scored dual 2-back 

without trial-level feedback. They were then taken through a practice round of dual 

3-back and two blocks of scored dual 3-back. In each case, practice rounds consisted 

of 10+n trials and scored rounds consisted of 20+n trials. For each round, there was 

a fixed ratio of trial types: 50% of trials were no match, 20% were auditory match 

only, 20% were visuospatial match only, and 10% were both auditory and 

visuospatial matches. For each participant, a d’ score was calculated for each n-back 

level (Macmillan & Creelman, 2004) at each assessment time. d’ for each DNB level 

was defined as the z-scored Hit rate - the z-scored False Alarm rate across both main 

blocks of task.  

 At the second assessment within a session (post-image viewing), an abridged 

version of the instructions was used, but the same sequence of tasks (practice dual 

2-back, main dual 2-back, practice dual 3-back, main dual 3-back) was used.  

2.7. Statistical Analysis 

 As outlined in the pre-registration, our confirmatory analyses were to 

conduct 2 (within-subjects factor: Environment Type) x 2 (between-subjects factor: 

Aesthetic Value Level) x 2 (between-subjects factor: Order) mixed model ANOVAS 

on each of the outcome measures: change in dual n-back performance, change in 

positive affect (PA), and change in negative affect (NA). All analyses were conducted 

https://paperpile.com/c/6BND1n/VitA
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in R v. 3.5.1 (R Core Team, 2019). ANOVAs were conducted using package ‘ez’ (v4.4-

0, Lawrence, 2016), and post hoc comparisons were conducted using Tukey HSD 

multiple comparisons correction with a 95% family-wise confidence level.  

 

3. Results 

3.1. Quality Check/Participant Attrition Information 

 Based on Mturk worker feedback (email or comment in survey) regarding 

technical issues, 6 participants were excluded from session 1 and 4 were excluded 

from session 2, yielding an initial sample of 302 participants for session 1 and 271 

participants with both session 1 and 2 data. Of the 271 subjects with data for both 

sessions, 54 participants were excluded due to bad DNB data. Bad DNB data was 

defined as meeting either of the following conditions: 1) Worse than chance 

performance (d’ < 0) on more than half of the dual 2-back and 3-back blocks, 2) Too 

many key presses (more responses than there were trials), or 3) Too few key 

presses (responded only a couple times per block). Additionally, 15 participants 

were excluded due to Mturk worker feedback indicating they were distracted by 

something during the study that prevented them from focusing on the task. Another 

56 participants were excluded due to questionable timing in the study, defined as 

either 1) long RTs during the image rating task or a long duration of the IRT, 

indicating lack of attention or interruption during the IRT or 2) long delays between 

important parts of the study (between image intervention and the second round of 
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DNB, in particular). After removal of these participants, 158 participants remained. 

Attrition by condition is presented in Table 3.2. (Note: a small number of 

participants fit into one or more of these categories, and therefore the total number 

of removed participants is not equal to the sum of the categories).   

 

 

Table 3.2. Usable Participants  
Participants with usable DNB data in bold out of total participants (in parentheses) 

Condition N for both orders   N for Nature 1st, 
Urban 2nd order 

N for Urban 1st, 
Nature 2nd  order 

High Aesthetic 
Value 

57 (94) 25 (44) 32 (50) 

Low Aesthetic 
Value 

50 (89) 26 (48) 24 (41) 

Control 51 (88) N/A N/A 

TOTAL 158 (271)   

3.2. Confirmatory Analyses on Cognitive Restoration Change 

 To analyze changes in Dual n-back performance as a function of Environment 

type, Aesthetic Value Level, and Environment order, 2x2x2 mixed-effects ANOVAs 

were performed separately on d’ change in dual 2-back, in dual 3-back, and in a 

composite of both dual 2- and 3-back. None of the main effects or interactions in 

these omnibus ANOVAs reached statistical significance (all p > 0.11) [Figure 3.2].  
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Figure 3.2. Change in d’ by Environment Type 
Shown separately by Aesthetic Value Level Group and Control Group, for dual 2-
back (2B), dual 3-back (3B), or a composite of dual 2 and 3 back (2+3B) 
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Figure 3.2, continued. 

 

3.3. Exploratory Analyses on Cognitive Restoration Change 

3.3.1. Analyses within Aesthetic Value Level 

 As previous research has demonstrated that cognitive restoration after 

nature is strongest when a within-subjects design is employed, exploratory analyses 

looking only at the within-subjects effects were conducted. As Environment type 

was a within-subject manipulation and Aesthetic Value Level was a between-

subjects manipulation, analyses of the effect of Environment type within an 

Aesthetic Value Level were conducted. Results of these 2 (Environment type) x 2 

(Order) ANOVAs for each dual n-back level in each Aesthetic Value Level yielded no 

significant main effects or interactions (all uncorrected p > 0.08).  
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3.3.2. Analyses Incorporating Individual Differences in Image Preference 

Ratings 

 Though there were no effects due to Aesthetic Value Level in the omnibus 

ANOVA, it remained possible that aesthetic value at the level of individual 

differences may have a greater impact than at the level of pre-specified Aesthetic 

Value condition. As this was the case in Chapter 2, ANCOVAs and regressions were 

conducted on each level of dual n-back.  

In this analysis, 2 (Environment Type) x 2 (Order) mixed-model ANCOVAs 

were used with participants’ average preference ratings for the images in each 

environment as covariates.  The results of these ANCOVAs on change in dual n-back 

were not significant (all uncorrected p > 0.14).  

In the regressions, average image preference rating was used to predict 

change in dual n-back performance, irrespective of condition. The results of this 

regression did not yield any significant relationships between d’ change and average 

preference rating (all p > 0.25). Together these results suggest that image 

preference did not relate to change in cognitive performance. 

3.4. Confirmatory Analyses on Affect Change 

To analyze changes in affect as a function of Environment type, Aesthetic 

Value Level, and Environment Order, 2x2x2 mixed-effects ANOVAs were performed 

separately on change in positive affect (PA) and negative affect (NA).  
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The results of this analysis on PA elicited a main effect of Environment Type, 

F(1,103) = 4.0, p = 0.005, ηp2 = 0.032, 95% CI [0.0, 0.12], whereby participants had a 

larger decrease in PA after viewing the natural environments (M = -0.18, SD = 0.38) 

compared to the urban ones (M = -0.08, SD = 0.47). No other main effects or 

interactions were found for positive affect (all p > 0.09). For NA, the omnibus 

ANOVA did not yield any significant effects or interactions (all p > 0.05). [Figure 

3.3]  

 

 

Figure 3.3. Positive (PA) and Negative Affect (NA) at T1 (pre) and T2 (post) 
Shown separately by Aesthetic Value Level Group 
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3.5. Exploratory Analyses on Affect Change 

3.5.1. Analyses Incorporating Individual Differences in Image Preference 

Ratings 

To examine whether individual differences in preference ratings had an effect 

on affect change (as in Chapter 2), ANCOVAs using individual differences in 

preference ratings were analyzed. In these analyses, 2 (Environment Type) x 2 

(Order) mixed-model ANCOVAs were used with participants’ average preference 

ratings for the images in each environment as covariates. Indeed, upon examination 

of the average preference ratings for each of the image types, it became apparent 

that while the nature and urban images in the High Aesthetic Value category were 

equated (ps = 0.5), the images in the Low Aesthetic Value category were not (p = 

0.02) [See Figure 2.4]. 

Though there was a significant effect of Environment type on positive affect in 

the confirmatory analyses, once individual differences in preference were included 

as covariates, this effect of environment was no longer significant (ps = 0.17). No 

significant effects were found in this ANCOVA for PA. When conducted on change in 

negative affect, the ANCOVA yielded no significant effects (all p > 0.09).  

Lastly, as with change in cognitive performance, regressions were conducted 

to examine whether average image preference was significantly related to change in 

affect, irrespective of condition. The results of these regressions showed a marginal 
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effect of image preference on positive affect (R2 = 0.01, F(1,212) = 3.4, p = 0.067), 

where higher preference was associated with more positive affect change. This 

analysis was not significant for negative affect (ps = 0.6).  

 

Figure 3.4. Average Image Preference Ratings by Condition 
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4. Discussion 

The primarily null results of this study did not provide much evidence for a 

nature-based or preference-based account of nature’s effects on cognitive 

restoration. Change in dual n-back performance was not affected by aesthetic value 

level, environment type, order, nor any interaction of these three factors. They were 

also not predicted by individual differences in how much participants preferred the 

images they saw. Consistent with the results of Chapter 2, state affect was impacted 

by individuals’ own preference ratings and not affected by environment type once 

individual differences in aesthetic value were accounted for.  

Unfortunately, with these null results gathered from an online platform 

where participant compliance and distractions cannot be fully accounted for, it is 

difficult to say whether these results reflect a ‘true’ null effect or are impacted by 

extraneous factors. One possibility regarding these results is that the image 

interventions were not potent enough to elicit meaningful changes in cognitive 

restoration. As the effect sizes for virtual nature exposure are generally smaller than 

those obtained with real nature exposure (i.e. nature walks), it is entirely possible 

that the intervention used here was not immersive enough or long enough to have 

an actual effect. However, given the questionable quality of the collected data, it is 

also very possible that in a more controlled setting where noise/distractions can be 

minimized, the interventions may have an effect. As a consequence, in chapter 4, an 

in-lab experiment using a 10-minute video intervention was used.  
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 CHAPTER 4: Neural Correlates of Cognitive Effort and Restoration from 

Equally Preferred Nature and Urban Environments: an fNIRS Investigation 

 

Abstract 

 Though behavioral research on the cognitive benefits of nature exposure is 

abundant, work examining the neural underpinnings of nature’s salubrious effects is 

relatively scarce. Technical limitations of functional MRI prevent the investigation of 

how the brain may differentially process real natural and urban environments, but 

advances in functional near infrared spectroscopy (fNIRS) have demonstrated its 

potential for the monitoring of cortical hemodynamics outside of the laboratory. The 

current study was designed with two aims: 1) to validate the efficacy of fNIRS as a 

measure of cognitive effort using a standard n-back task, large sample size, and 

more robust statistical analysis, and 2) to measure whether behavioral or fNIRS 

measures of cognitive restoration can be elicited from preference-equated videos of 

natural vs. urban environments. fNIRS and behavioral data from 70 participants 

were collected and analyzed. No differences in cognitive restoration (behaviorally or 

via fNIRS activation) were found between the two video types. However, results 

from the fNIRS validation showed reliably greater neural activity for the 2-back task 

relative to the 1-back task, suggesting frontal and parietal fNIRS measurements are 

sensitive to differences in cognitive load. Multivariate analyses (PLS) demonstrated 

differences in the relation between performance (accuracy) and change in the 

deoxyhemoglobin fNIRS signal as a function of n-back level. Future studies to 
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examine the outstanding questions of the role of virtual nature exposure vs. 

preference and fNIRS measurements during virtual and real environmental 

exposures are discussed. 

 

1. Introduction 

 Though behavioral research on the cognitive benefits of natural 

environments is abundant (Ohly et al., 2016; Schertz & Berman, 2019; Stenfors et al., 

2019; Stevenson et al., 2018), very few studies have examined the direct effect of 

natural environments on the neurobiological processes which underlie behavioral 

changes. Several studies using psychophysiological metrics (e.g., heart-rate, blood 

pressure, cortisol, skin conductance) have tested responses before, during, and after 

exposure to different environments and typically, related them to a behavior of 

interest (Beute & de Kort, 2014; Brown et al., 2013; Kondo et al., 2018; Laumann et 

al., 2003; Ulrich et al., 1991). These peripheral nervous system measures provide 

useful information about physiological states, particularly as they relate to stress 

and arousal, but provide a limited proxy for the neural activation elicited by natural 

or urban environments. To gain direct insight into the neural mechanisms which 

allow for cognitive restoration after nature exposure, neuroimaging techniques 

must be used.  

https://paperpile.com/c/6BND1n/k7WP+QXFT+4agA+9nqb
https://paperpile.com/c/6BND1n/k7WP+QXFT+4agA+9nqb
https://paperpile.com/c/6BND1n/JkiX+93bu+kIZm+vfVr+UCOC1
https://paperpile.com/c/6BND1n/JkiX+93bu+kIZm+vfVr+UCOC1
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 A handful of research studies using functional magnetic resonance imaging 

(fMRI) and electroencephalography (EEG) have been conducted in recent years to 

address this question. Due to the physical constraints of the method, most fMRI 

studies have related nature exposure outside the scanner to functional brain activity 

collected in a separate fMRI session. For example, Bratman and colleagues collected 

resting state fMRI from participants before and after a 90-minute nature and urban 

walk, and found decreases in self-reported rumination and subgenual prefrontal 

cortex activation for the nature walk but not the urban one (Bratman, Hamilton, et 

al., 2015). Similarly, a recent study (Tost et al., 2019) gathered ecological 

momentary assessments and geolocation data to measure nature exposure and 

emotional well-being over one week, then related this to neural activity during an 

emotion regulation task. This study found that increased exposure to greenspace as 

assessed by GPS data was related to reduced activity in the dorsolateral prefrontal 

cortex (DLPFC) when participants were asked to down-regulate negative emotions.  

 Additionally, a few recent neuroimaging studies have looked at cognitive 

changes and neural responses after viewing virtual natural environments, and found 

some evidence for reduced attention demands in processing certain types of natural 

environments over urban ones. Both electrophysiological measures (i.e. alpha 

power from EEG; Grassini et al., 2019) and metabolic measures (fMRI activation in 

posterior cingulate cortex; Tang et al., 2017) were found to differ between nature 

and urban environments. However, none of these studies established a relationship 

https://paperpile.com/c/6BND1n/Cq3p
https://paperpile.com/c/6BND1n/Cq3p
https://paperpile.com/c/6BND1n/ZyoX
https://paperpile.com/c/6BND1n/Bg6f
https://paperpile.com/c/6BND1n/LqKU
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between measures of behavior and brain activity, and neural activity was not 

measured during exposure to real natural environments.  

Advancements in mobile EEG technology are creating opportunities to study 

neural activity in realistic, outdoor environments (Debener et al., 2012; Piñeyro 

Salvidegoitia et al., 2019). While this a promising avenue of research, there are still 

some shortcomings of this approach with regards to data quality, ability to access 

raw data, and difficulty disentangling the effects of physical movement from the EEG 

components of interest (Ries et al., 2014; Zink et al., 2016). Importantly, another 

neuroimaging modality that has gained traction in recent years, functional near-

infrared spectroscopy (fNIRS), is very well-suited to studying brain activity in 

realistic natural environments. Compared to EEG and fMRI, fNIRS is robust to 

motion artifacts and environmental noise, making it an increasingly popular method 

for studying neural activity outside of standard laboratory experimentation (Pinti, 

Tachtsidis, et al., 2018; Yücel et al., 2017). 

fNIRS uses light spectroscopy at near-infrared wavelengths to measure the 

same cerebral metabolic changes that are measured using functional MRI (Buxton, 

2010; Huppert et al., 2006). In both methods, the measurements taken are 

metabolic proxies for neuronal activity. When neural activity increases, so does the 

metabolic demand, leading to increased blood flow in the surrounding vasculature. 

This blood flow causes an increase in concentrations of oxygenated hemoglobin and 

a decrease in concentrations of deoxygenated hemoglobin (Buxton, 2013; Huppert 

https://paperpile.com/c/6BND1n/iwRb+lunK
https://paperpile.com/c/6BND1n/iwRb+lunK
https://paperpile.com/c/6BND1n/E85G+AKQU
https://paperpile.com/c/6BND1n/nBt5+qKpn
https://paperpile.com/c/6BND1n/nBt5+qKpn
https://paperpile.com/c/6BND1n/AvgE+DZvp
https://paperpile.com/c/6BND1n/AvgE+DZvp
https://paperpile.com/c/6BND1n/ulb8+AvgE
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et al., 2006). A key difference between the two methods is that the biological signal 

of interest in fMRI (the BOLD, or blood oxygenation level dependent response) 

specifically measures change in deoxyhemoglobin, which has paramagnetic 

properties that distort the magnetic field (Pauling & Coryell, 1936). In contrast, 

fNIRS measures concentration changes in both oxyhemoglobin (HbO) and 

deoxyhemoglobin (HbR) by shining light into superficial cerebral cortex, and taking 

advantage of the difference in light absorbing properties between oxy- and deoxy-

hemoglobin at different optical wavelengths. Specifically, HbO absorbs NIR light 

better at wavelengths < 800 nm, and HbR absorbs light better for wavelengths > 800 

nm. fNIRS sources emit NIR light at two wavelengths and nearby detectors measure 

the amount of light that remains after it has traveled through cortical tissue. This 

change in light intensity from source to detector at each wavelength is eventually 

converted into HbO and HbR concentration changes using the modified Beer-

Lambert law (Jacques, 2013). 

Though the same basic biological signal is measured in fMRI and fNIRS, there 

are a few key differences between the two. While the temporal resolution of BOLD 

response and changes in hemoglobin changes are still relatively slow, peaking 

around 5-6 seconds post-stimulus onset, the acquisition rate for fNIRS (anywhere 

from 4-500 Hz) is much higher than that for fMRI (usually 0.3-0.5 Hz), allowing for a 

more complete temporal modeling of the hemodynamic response (Huppert et al., 

2006). However, while fMRI benefits from precise spatial resolution (1-3 mm) and 

https://paperpile.com/c/6BND1n/ulb8+AvgE
https://paperpile.com/c/6BND1n/pBmg
https://paperpile.com/c/6BND1n/AvgE
https://paperpile.com/c/6BND1n/AvgE
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whole brain coverage, fNIRS resolution is typically on the scale of 1.5 to 3 cm and 

can only measure activity in superficial neural cortex, at a depth of approximately 5-

8 mm (Huppert, 2016).  

Empirical work showing that BOLD signal change is driven by changes in 

deoxyhemoglobin (HbR)(Buxton et al., 1998) lead to the theoretical assertion that 

HbR concentration changes in fNIRS are more tightly coupled with the BOLD 

response than are HbO concentrations. Studies involving simultaneous fNIRS-fMRI 

recordings have provided empirical evidence for this theoretical link, demonstrating 

higher temporal correlation between HbR and BOLD relative to HbO and BOLD 

(Huppert et al., 2006; Kleinschmidt et al., 1996; Schroeter et al., 2006). However, the 

signal-to-noise ratio (SNR) of HbO is generally higher than that of HbR in fNIRS, and 

HbO still correlates highly with BOLD signal despite being a faster response (i.e., 

peaking at ~4 seconds) (Huppert et al., 2006; Strangman et al., 2002). Due to the 

improved SNR, many studies focus analyses of interest on changes in HbO, or total 

Hb (HbT = HbO - HbR). Ultimately, while the underlying neurobiological changes 

measured in fNIRS is the same as fMRI, there are some discrepancies between the 

signals of BOLD, HbO, and HbR that result primarily from differences in acquisition 

and analysis.  

 Historically, many of the typical fNIRS analysis techniques mirrored those of 

task-based fMRI. The vast majority of existing fNIRS studies involved initial data 

preprocessing (i.e., downsampling, bandpass or wavelet filtering, motion 

https://paperpile.com/c/6BND1n/9b1G
https://paperpile.com/c/6BND1n/AvgE+UyU2+Clbx
https://paperpile.com/c/6BND1n/RKgZ+AvgE
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correction), conversion into HbO and HbR concentrations, and a general linear 

model to compare Hb changes between task conditions or between task and rest 

(Cooper et al., 2012; Pinti, Scholkmann, et al., 2018; Scholkmann et al., 2014). 

However, it was recently demonstrated that these typical approaches overall fail to 

account for specific statistical properties of the fNIRS signal, and in doing so, inflate 

the false positive rate of reported results (Barker et al., 2013; Huppert, 2016).  

Specifically, due to the sampling rate of fNIRS being much faster than the 

physiological signals measured (0.01 to 0.1 Hz), the physiological noise is colored 

(i.e., has specific temporal or spatial frequencies in the noise spectrum) and contains 

high serial correlations.1 This colored noise leads to correlations in the error terms 

of the linear model and violates the assumption of independent sample points. This 

lack of independence of measurement is further affected by high correlation 

between nearby source-detector pairs and between the HbO and HbR signals.  

Additionally, the noise in fNIRS exhibits temporal heteroscedasticity when 

motion artifacts occur, and spatial heteroscedasticity when there are channels 

(source-detector pairs) with highly varied SNR. This latter point is particularly 

applicable when comparing SNR across channels that are partially obstructed by 

hair (with poor data quality) versus those which make direct contact with the scalp 

 
1 Though the noise in fMRI is also colored (due to a sampling rate of 0.5 Hz vs signal 
of 0.1 Hz), the effect is much smaller than fNIRS and the overall SNR in fMRI is better 
than fNIRS so the noise has much less of an effect on the fMRI signal. 

https://paperpile.com/c/6BND1n/Vj1Z+x6qb+J3bq
https://paperpile.com/c/6BND1n/N1mc+FIfZ
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such as the forehead (with much higher data quality). This can also occur when 

conducting group-level analyses where there may be substantial SNR differences 

between participants (Huppert, 2016).  

 Due to these issues, new analysis methods have been developed to account 

for these specific statistical properties of fNIRS. By applying pre-whitening to the 

linear model to reduce noise correlations and using robust regression to down-

weight statistical outliers, these methods perform better on sensitivity-specificity 

analyses and show better control of type-I errors (Barker et al., 2013; Huppert, 

2016; Santosa et al., 2018). With proper statistical analysis to account for these 

unique noise properties, fNIRS provides an increasingly rigorous method of portable 

and versatile neuroimaging.  

 An ultimate goal of the portable fNIRS system to measure the neural 

processing of real, outdoor natural and urban environments, and relate this to 

performance on cognitive tasks. Before applying fNIRS to this relatively complex 

situation, a necessary first step is to validate its efficacy in measuring cognitive 

effort and restoration in a controlled laboratory setting. To ensure that the results 

are not affected by the inflated false positive rate which can occur from standard 

GLM analysis, this study used the Brain AnalyzIR Toolbox (Santosa et al., 2018), a 

toolbox designed to provide solutions to the statistical issues mentioned above. This 

study also employed a well-validated working memory paradigm, the N-back task, 

to test for the expected increase in frontal and parietal neural activity with 

https://paperpile.com/c/6BND1n/N1mc
https://paperpile.com/c/6BND1n/FIfZ+GnBp+N1mc
https://paperpile.com/c/6BND1n/FIfZ+GnBp+N1mc
https://paperpile.com/c/6BND1n/GnBp


 

120 
 

increasing cognitive load (Owen et al., 2005). Importantly, this study also examines 

exposure to videos of preference-equated natural and urban environments, and 

tests for behavioral changes in cognitive restoration between the two videos.  

 There were three primary aims of the current study. The first aim was to 

examine whether the nature video (a longer and more immersive intervention than 

the pictures used in Chapter 3) elicited greater cognitive restoration compared to a 

preference-equated urban video, as measured by behavioral performance (accuracy 

on the 3-back task). It was hypothesized that delta performance on the 3-back task 

would be greater for those who watched the nature video than for those who 

watched the urban video. (This aim was a pre-registered confirmatory analysis: 

https://osf.io/73evf) 

A second, more fundamental aim was to validate the efficacy of fNIRS as a 

measure of cognitive effort to allow future investigation in both laboratory and 

more realistic environments (i.e., during nature walks). Cognitive effort here is 

quantified by load-dependent increases in oxygenated hemoglobin (HbO) and 

decreases in deoxygenated hemoglobin (HbR). It was hypothesized that during the 

initial n-back task, prefrontal and parietal cortical activity would be largest for the 

3-back task (highest cognitive load), lessened for the 2-back task, and smallest for 

the 1-back task (lowest cognitive load). Additionally, to test whether fNIRS activity 

is dependent upon both task demands and performance, an exploratory behavioral 

partial least squares (PLS) analysis was conducted to examine the relationship 

https://paperpile.com/c/6BND1n/ALBD
https://osf.io/73evf
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between accuracy and neural activity as a function of n-back level.  

 Lastly, it is possible that there are indicators of cognitive effort in neural 

activity that are not visible in performance on the cognitive task. For example, with 

adequate practice, an individual might be able to achieve a consistent level of 

accuracy on a task, but the amount of mental effort required to achieve the same 

performance could vary depending on the conditions (Murata et al., 2015). As such, 

a final goal was to examine whether neural activation, quantified by changes in oxy- 

or deoxy-hemoglobin, would show condition-level (environment intervention type) 

differences in cognitive restoration that are not visible in performance alone. To test 

this, activation in the post-video 3-back task will be compared across video 

conditions. It was hypothesized that if the nature video had a restorative effect but 

change in performance was similar across groups, then participants who viewed the 

nature video would have lessened prefrontal and parietal activity (lower HbO and 

higher HbR) during the post-video 3-back block relative to those who viewed the 

urban video. This result would suggest that, though performance is similar across 

groups, those who had greater cognitive restoration after the nature video needed 

to exert less effort on the post-video 3-back task to achieve equivalent performance 

to those who viewed the urban video (Neubauer & Fink, 2009).  (This third aim was 

a pre-registered exploratory analysis: https://osf.io/73evf). 

https://paperpile.com/c/6BND1n/MBrE
https://paperpile.com/c/6BND1n/E8ap
https://osf.io/73evf
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2. Method 

This study was pre-registered on OSF prior to data collection: https://osf.io/73evf 

but not all planned analyses are included in the chapter.  

2.1. Participants 

Seventy adults participated in this study. All participants had normal or 

corrected-to-normal visual acuity. Participants gave written informed consent 

before participation and experimental procedures were approved by the University 

of Chicago’s Committee for Institutional Review Board (IRB). Participants were 

compensated at a rate of $26 or 2 units of course credit, plus a performance-based 

bonus of up to $10. The full study procedures typically took 75-90 minutes.  

Two participants were excluded from all data analysis due to participant non-

compliance with the study procedures. Six additional participants were excluded 

from fNIRS analysis due to technical issues (2 participants) or low quality fNIRS 

data (4 participants), leaving a final sample of 62 participants. Of the 62 participants 

with usable fNIRS data, 28 were male and 34 were female, and the mean age was 

23.6 years (SD = 6.3 years).  

Behavioral analysis of the n-back task was conducted on the total dataset (N = 

68) and in a dataset excluding a subset of participants with overall poor 

performance (n = 47), defined by less than an average accuracy of 60% on any given 

n-back level.  

https://osf.io/73evf
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2.2. Procedure 

After providing informed consent, experimenters measured the participants’ 

head to determine cap size and placement, then began to set up the cap while 

participants were taken through task instructions and given an opportunity to 

practice the n-back task. After the first round of practice, the cap was placed on the 

participants’ head, alignment was checked based on the location of Cz relative to 

nasion and inion, then hair was moved as needed to provide clear access to the scalp 

for the sources and detectors. fNIRS data were then calibrated and checked for 

quality before proceeding. If any channels were not displaying sufficiently high 

quality data, placement and hair-clearing were performed again before continuing. 

Next, participants completed a short round of additional practice, and then filled out 

the baseline affect measures before continuing on to the main round of n-back task. 

Subsequently, participants viewed a 10-minute video of either a natural or urban 

environment. The videos were preference-matched based on a separate validation 

study. After the video ended, participants filled out the same affect questions as 

before, then completed an additional 6 blocks of the 3-back task. After this, the cap 

was removed and participants completed a demographics questionnaire and a post-

study survey. All experimental procedures were coded and presented using 

PsychoPy.  
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2.3. N-back Task 

The experimenter took participants through step-by-step instructions of the 

n-back task before participants began practice. Participants were told “In this task, 

you will see a sequence of short words, such as AXE and BOX, separated by brief 

fixations. Every 2 seconds, a word will be presented. Every time a word appears, you 

will need to indicate whether it matches the same word that was presented N trials 

ago. In this study, N will be 1, 2, or 3. If you are asked to do a 1-back task, you will 

have to press the “m” key every time the current word is the same as the one 

presented previously (1 trial back) in the sequence. Selecting “m” means that the 

current word matches the one presented 1 trial back. If the current word does not 

match the one presented 1 trial back, you will press the “n” key for non-match. In a 

2-back task, you will compare the current word to the word 2 trials back and in a 3-

back task you will compare the current word to the word 3 trials back.” [Figure 4.1] 
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Figure 4.1. N-back Task  
Example of 1-back task (Top) and 3-back (Bottom). 2-back task not shown. 

 

After the experimenter took participants through the n-back instructions 

participants performed the first round of n-back practice, consisting of 9 blocks. In 

this first round, accuracy feedback was provided on a trial-by-trial level as well as at 



 

126 
 

the end of each block. Participants completed 3 blocks of 1-back, 3 blocks of 2-back, 

then 3 blocks of 3-back. After the fNIRS cap was set up, participants began the 

second round of practice: a single block of 1-back, then 2-back, then 3-back, without 

trial-by-trial feedback.  

 The main N-back task involved 18 blocks, with 6 blocks of each n-back level, 

pseudorandomly presented. Each block began by displaying the n-back level and a 

fixation cross (5 seconds). Each task block contained 15 words, presented for 2 

seconds each for a total of 30 seconds, followed by 20 seconds of rest. Therefore, the 

length of each block was 55 seconds, and a total of 16.5 minutes to complete the full 

main n-back round. Participants received a performance-based bonus during this 

round of n-back task, wherein performance > 90% on a block earned an additional 

40 cents per block, > 80% earned an additional 30 cents per block, and > 60% 

earned an additional 20 cents per block. Performance under 60% did not yield a 

cash bonus in this study. The post-video 3-back task involved 6 sequential blocks of 

3-back, with the same timing as the main n-back round and the same performance-

based bonus. 

2.4. Affect Measures 

 State affect was measured using a visual analog scale (1-7) for 5 items: happy, 

sad, angry, calm, and inspired. Items were presented randomly.   
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2.5. fNIRS Data Acquisition 

fNIRS data were collected from a continuous-wave NIRSport2 device (NIRx 

Medical Technologies, LLC). The wavelengths of emitted light (LED sources) in this 

system were 760 nm and 850 nm, corresponding to oxygenated hemoglobin and 

deoxygenated hemoglobin concentrations, respectively. The data were collected at a 

sampling rate of 4.5 Hz using the NIRx acquisition software, Aurora fNIRS. The fNIRS 

cap contained a total of 16 sources and 16 detectors creating 43 total channels 

covering bilateral frontal cortex (33 channels) and right parietal cortex (10 

channels).  

2.6. fNIRS Optode Locations (Montage) 

The montage was created using fOLD (fNIRS Optodes’ Location Decider; 

Morais et al., 2018), which allows placement of optodes in the international 10-10 

system to maximally cover anatomical regions of interest, as specified by one of 5 

parcellation atlases. The AAL2 (Automated Anatomical Labeling; Rolls et al., 2015) 

parcellation was used to generate the montage, which was designed to gain as much 

coverage of the prefrontal cortex (PFC) as possible, covering bilateral superior and 

inferior frontal gyri. This emphasis on frontal cortical areas was decided based on 

evidence from other n-back studies using fMRI (see Owen et al., 2005 for a meta-

analysis) and fNIRS, which have demonstrated that load-dependent changes in HbO 

and HbR are found across areas of the PFC (Ayaz et al., 2012; Fishburn et al., 2014; 

Herff et al., 2014; Sato et al., 2013). Additionally, PFC activity is associated with 

https://paperpile.com/c/6BND1n/wMVR
https://paperpile.com/c/6BND1n/eFRB
https://paperpile.com/c/6BND1n/ALBD
https://paperpile.com/c/6BND1n/6m0v+OhNV+FJzQ+tvNM
https://paperpile.com/c/6BND1n/6m0v+OhNV+FJzQ+tvNM
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tasks requiring sustained attention (Bunce et al., 2011; Shimizu et al., 2009), which 

is necessary in successfully performing the n-back task and is relevant for 

hypotheses related to attention restoration after nature exposure (Kaplan & 

Berman, 2010; Schertz & Berman, 2019). 

The right parietal region was selected as an additional ROI for this task due to 

evidence that parietal cortical regions are engaged during attention-demanding 

tasks in fNIRS (Hosseini et al., 2017; Murata et al., 2015) and for the purpose of 

measuring functional connectivity across the frontoparietal attention network, 

which we hypothesized to increase with n-back load and with practice (Fishburn et 

al., 2014; Thompson et al., 2016)2. As parietal data quality is usually less consistent 

than channels unobstructed by hair (such as the forehead), the majority of optodes 

(12 sources and 12 detectors) were focused on prefrontal regions, leaving only 4 

sources and 4 detectors to cover parietal areas. Rather than sparsely covering 

bilateral parietal cortex, better coverage of right parietal cortex was examined in the 

current study. Though verbal working memory storage and rehearsal are more 

associated with left-lateralized regions of parietal cortex (Awh et al., 1996; Ravizza 

et al., 2004), meta-analyses demonstrate bilateral parietal activation across verbal 

and non-verbal n-back tasks (Mencarelli et al., 2019; Owen et al., 2005). Right 

parietal was chosen as participants would be required to use their right hand to 

respond during the task and our parietal montage overlapped with the standard 

 
2 Functional connectivity analyses are planned but have not yet been conducted 

https://paperpile.com/c/6BND1n/9ZUD+mjSQ
https://paperpile.com/c/6BND1n/TWzK+k7WP
https://paperpile.com/c/6BND1n/TWzK+k7WP
https://paperpile.com/c/6BND1n/MBrE+uSWn
https://paperpile.com/c/6BND1n/6m0v+Dq97
https://paperpile.com/c/6BND1n/6m0v+Dq97
https://paperpile.com/c/6BND1n/oyYP+J3gj
https://paperpile.com/c/6BND1n/oyYP+J3gj
https://paperpile.com/c/6BND1n/ALBD+imyv
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sensorimotor fNIRS montage. As we did not want to have the more anterior 

channels in our parietal montage to be affected by differences in contralateral 

sensory or motor-evoked activity (i.e. due to less or more responding based on task 

difficulty), we opted to focus on right parietal coverage. [Figure 4.2] 

 
Figure 4.2. fNIRS Montage in international 10-10 coordinate space 
 

Gross ROIs from the montage (used in subsequent figures) were defined 

based on the Brain AnalyzIR Toolbox’s depth map function (Santosa et al., 2018). 

Depth maps show the distance from each fNIRS optode to the superficial cortex of 

https://paperpile.com/c/6BND1n/GnBp
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several AAL2 labeled regions of the Colin27 atlas, which can be used to determine 

coverage of an ROI based on the montage used. As a topological fNIRS layout cannot 

access depths greater than approximately 30 mm, the channels (lines) projected 

over yellow or orange regions in Figure 4.3 (representing depths > 30 mm) are 

ones that do not reach the specified ROI, whereas channels covering green or blue 

areas are within range of the nearest cortical point within the ROI. 

 
Figure 4.3. Gross ROI depth maps with superimposed montage 
fNIRS montage (registered to Colin27 atlas) and depth map for 6 ROIs taken from 
the AAL2 parcellation: Left and Right Inferior Frontal Gyrus, Medial Superior Frontal 
Gyrus, Medial Orbitofrontal Cortex, Right Superior Parietal Gyrus, Right Inferior 
Parietal Gyrus, Middle Occipital Gyrus. 
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2.7. Analysis 

2.7.1. Behavioral Analysis 

 Accuracy on the n-back task was calculated by taking the average accuracy 

over the 6 blocks of each n-back level (main round 1-back, 2-back, and 3-back, and 

post-video 3-back). Accuracy-level differences between levels of the main n-back 

task were analyzed using repeated measures ANOVAs (function ‘ezANOVA’ in 

package ‘ez’(Lawrence & Lawrence, 2016), and post-hoc contrasts were conducted 

using paired t-tests in the ‘stats’ package in R. Analyses examining change in 3-back 

as a function of video condition were run using a mixed-effects ANOVA with time as 

a within-subjects effect and video as a between-subjects effect, again using 

ezANOVA.  

 A separate set of behavioral analyses were conducted on participants who 

scored higher than 60% on all n-back levels. Forty-seven of the 68 participants met 

this criterion and were included in the analysis. 

 To analyze change in affect, the average of VAS scores for “happy” and “calm” 

were used to create a measure of positive affect at baseline (after fNIRS setup and 

before the main n-back round) and after video viewing. The average of “sad” and 

“angry” was taken to make a composite measure of negative affect. Change in affect 

was analyzed as a mixed-effects ANOVA with time as a within-subjects effect and 

video as a between-subjects effect, also using ezANOVA.  

https://paperpile.com/c/6BND1n/aWZc
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2.7.2. fNIRS Data Analysis: Quality Check 

fNIRS data were first loaded into the HOMER2 software package (Theodore J. 

Huppert et al., 2009) for visual inspection and segmentation into the main n-back 

task, video, and post-video 3-back task blocks. Visual inspection was done to 

examine overall data quality (at the level of the participant) and to assess the quality 

of the parietal data, which was much noisier and more variable than the frontal data. 

Visual inspection was performed by examining the power spectral density plots for 

all channels to identify the presence of a cardiac oscillation, which is typically 

around 1 Hz (Tong et al., 2011). The presence of this cardiac signal is a good 

indicator that the optical density signals are successfully coupled with a 

physiological hemodynamic response (Hocke et al., 2018). [See Figure 4.4] This 

method was used to do a first pass evaluation. Based on this visual inspection, 4 

participants with unusable data (defined as 5 or fewer clean channels) were 

identified and excluded in further analysis. Parietal data quality was also examined 

and logged to determine whether analysis of this region would be fruitful. Of the 62 

kept participants, 17 had fully usable parietal data, 20 had mostly usable parietal 

https://paperpile.com/c/6BND1n/A94p
https://paperpile.com/c/6BND1n/A94p
https://paperpile.com/c/6BND1n/7ptU
https://paperpile.com/c/6BND1n/HjcH
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data (at least half of channels showing good physiological coupling), and 25 had 

unusable parietal data (only a few usable channels or none). 

 

 

Figure 4.4. Power spectral density plots 
Example of channels with good physiological coupling (top) and bad coupling 
(bottom). 
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2.7.3. fNIRS Data Analysis: Pre-processing Pipeline and Task-Based Activation  

fNIRS data were then analyzed using the NIRS Brain AnalyzIR Toolbox 

(Santosa et al., 2018). Using this toolbox, the .nirs data (raw light intensity) were 

loaded into the program, converted into optical density, then converted to 

oxygenated (HbO) and deoxygenated (HbR) hemoglobin concentrations using the 

modified Beer-Lambert law (Jacques, 2013).  

Once the data were in the form of HbO and HbR concentrations, first level 

(subject-level) statistics were calculated. As alluded to previously, fNIRS data have 

unique statistical properties that are not accounted for by typical fMRI-based 

analysis, and can inflate the type-I error rate (Huppert, 2016). In particular, unlike 

fMRI, fNIRS suffers from serially-correlated errors (due to a higher sampling rate 

than the physiological signal of interest) and heavy-tailed noise distributions (due to 

motion-related artifacts and often, large differences in SNR between channels and 

between participants; Huppert, 2016). To correct for these issues, the first level 

general linear model run on individual participants’ data uses an autoregressive, 

iteratively reweighted least-squares model (AR-IRLS). The AR-IRLS model employs 

an auto-regressive filter (pre-whitening) to deal with the serially correlated errors 

and uses robust weighted regression to iteratively down-weight outliers due to 

motion artifacts (Barker et al., 2013). This model saves both the subject level 

regression coefficients and their error-covariance matrices to be used in statistical 

https://paperpile.com/c/6BND1n/GnBp
https://paperpile.com/c/6BND1n/T5uM
https://paperpile.com/c/6BND1n/N1mc
https://paperpile.com/c/6BND1n/FIfZ
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tests and contrasts for each subject, and eventually, for use in second-level (group-

level) analyses.  

In this first-level AR-IRLS model, a hemodynamic response function (HRF) 

basis set (e.g., canonical HRF, boxcar, full deconvolution) must be specified. Based 

on research investigating the sensitivity-specificity of basis sets in fNIRS as a 

function of signal quality and task period (Santosa et al., 2019), a canonical HRF 

basis was selected for this analysis. Work by Santosa et al. (2019) found that for 

tasks of sufficiently long durations (> 10 seconds, as in the current study), the 

canonical HRF performs best in a sensitivity-specificity (ROC) analysis. The 

canonical model has lower degrees of freedom than a full deconvolution of the raw 

hemodynamic response (finite impulse response, or FIR model), which improves 

performance on ROC analysis. This is true at durations of more than 10 seconds, 

even though there may be a mismatch between the shape of the canonical HRF and 

the actual hemodynamic response (Santosa et al., 2019).       

Based on the output of the first level statistical models, subject-level leverage 

for the group analyses were calculated and outlier participants (those which 

contribute significant leverage towards the group results, defined by subject-level 

leverage of p < 0.05) were removed from group-level analyses3. Next, second-level 

 
3 In the main n-back analysis, 3 of the 62 participants with usable main n-back data 
were removed (#s P42, P67, and P70), yielding a final n of 59. In the main 3-back vs. 
post-video 3-back analysis, 2 of the 62 participants were removed (#s P67 and P70). 

https://paperpile.com/c/6BND1n/CoT6
https://paperpile.com/c/6BND1n/CoT6
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statistical models were calculated, which use the full covariance from the first-level 

models to perform a weighted least-squares regression. Robust regression was also 

applied to the second-level model to down-weight outliers at the group-level. The 

results of this analysis were used for group-level contrasts between N-back levels at 

each channel.   

Group activation results are reported as statistical maps using Benjamini-

Hochberg false-discovery rate-corrected p-values (e.g., q-values (Benjamini & 

Hochberg, 1995). This FDR correction is applied to all data in the second-level 

analysis, including 43 channels, oxy- and deoxy-hemoglobin, and 3 conditions, 

making the correction very conservative over all tests. The same correction is 

applied separately for group-level contrasts.   

2.7.4. fNIRS Data: Behavioral PLS Analyses 

 Behavioral PLS analysis (Berman, Misic, et al., 2014; McIntosh & Lobaugh, 

2004) https://www.rotman-baycrest.on.ca/index.php?%20section=84) was 

conducted to identify significant relationships between fNIRS activity and task 

performance as a function of n-back level. PLS (partial least squares) is a 

multivariate, data-driven approach often used to examine brain-behavior 

associations in neuroimaging research by relating two sets or “blocks'' of data to one 

another (Krishnan et al., 2011). In this study, the fNIRS data block consisted of the 

regression coefficients (ꞵ) from the first-level statistical model (AR-IRLS), 

corresponding to changes in HbO or HbR for each n-back level relative to baseline 

https://paperpile.com/c/6BND1n/Nzwr
https://paperpile.com/c/6BND1n/Nzwr
https://paperpile.com/c/6BND1n/LAT5+ofoC
https://paperpile.com/c/6BND1n/LAT5+ofoC
https://www.rotman-baycrest.on.ca/index.php?%20section=84
https://paperpile.com/c/6BND1n/MJHR
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for each participant. The behavioral block consisted of average accuracy for each n-

back level across blocks of the main n-back task for each participant. Thus, for each 

PLS (HbO or HbR), each participant had 129 values for the brain activity block 

(activation betas for each of 3 n-back levels for 43 channels) and 3 values for the 

behavioral block (average accuracy for each of 3 n-back levels). The goal of this 

analysis is to find weighted patterns of the input variables, referred to as latent 

variables or LVs, that maximally co-vary with each other. Therefore, in this 

behavioral PLS, the LVs represent a specific pattern of the brain-performance 

relationship, as well as the spatial pattern of activity across all channels that support 

the particular brain-behavior pattern.  

 Before running the PLS, histograms of fNIRS beta values were plotted to 

examine whether the brain data block contained any extreme outliers that may bias 

the PLS and would be removed in the AnalyzIR Toolbox’s robust regression 

(Theodore J. Huppert, 2016). One participant contained extreme outliers at channel 

29 (i.e. beta values < -100 and > 100), and was therefore excluded from PLS 

analysis.4 Ten thousand permutation tests were performed to obtain p-values for 

each latent variable (LV) and 10,000 bootstrap samples with replacement were 

created to generate the 95% confidence intervals for mean correlation between 

fNIRS activity and performance for each channel. The bootstrap ratios 

(salience[weights]/SE[reliability]) measure the reliability of the brain-behavior 

 
4 Direction and significance of results did not change if this participant was included 

https://paperpile.com/c/6BND1n/N1mc
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relationship at each channel, and a larger bootstrap ratio indicates a strong 

contribution to the LV. In this study, channels with bootstrap ratios larger than +3 

or smaller than -3 were determined to be statistically significant.  

 

3. Results 

3.1. Behavioral Results 

3.1.1. Main N-back performance 

 Results of the repeated measures ANOVA examining accuracy as a function of 

n-back level in the main task yielded a significant effect of n-back level on accuracy, 

F(2,134) = 93.4, p < 0.001, ηp2 = 0.58, 95% CI [0.47 0.66]. As expected, accuracy for 

the 1-back task (M = 0.90, SD = 0.11) was significantly better than accuracy for the 

2-back task (M = 0.77, SD = 0.17, p < 0.001) and for the 3-back task (M = 0.71, SD = 

0.17, p < 0.001). Accuracy for the 2-back task was also significantly higher than for 

the 3-back task (p < 0.001) [Figure 4.5]. 
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Figure 4.5. Average accuracy in Main N-back Round 
 

 

The same analysis was run after removing participants who did not reach an 

average accuracy of 60% on any given n-back level. The results of this analysis did 

not diverge from those on all participants’ data. (Details can be found in Appendix 

D).  

3.1.2. Change in N-back Performance 

 Results of the ANOVA testing for an effect of environment type (nature/urban 

video) on change in 3-back performance over time (main round/post-video) yielded 

a significant main effect of time, F(1,66) = 17.7, p < 0.001, ηp2 = 0.21, 95% CI [0.06 

0.37], where participants performed significantly better in the post-video 3-back 

blocks (M = 0.76, SD = 0.19) relative to the pre-video 3-back blocks (M = 0.71, SD = 

0.17). No main effect of video or an interaction of video and time was found (all p > 
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0.25) [Figure 4.6]. When examined as a change score (post-video 3-back — main 3-

back), controlling for main 3-back performance, the results were the same (p = 

0.85).  

Figure 4.6. Main 3-back (Pre) and Post-Video 3-back Performance by Video 
Condition 

 

When participants with poor performance (average accuracy for any n-back 

level < 60%) were removed, the results did not change. (See Appendix D for details 

of this analysis). 

3.1.3. Affect Change 

The ANOVA testing the effect of environment (nature/urban video) on change 

in positive affect over time (baseline/post-video) yielded a main effect of time, 

F(1,66) = 8.64, p = 0.004, ηp2 = 0.11, 95% CI [0.01 0.26], with positive affect 
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improving between first assessment (M = 4.6, SD = 1.12) and post-video viewing (M 

= 4.9, SD = 0.99). No effect of video condition or interaction between video and time 

was found (all p > 0.46). No effects were found for change in negative affect (all p > 

0.46).  

3.1.4. Video Preference  

 Though the videos used were preference-equated in a separate study, average 

preference ratings for the videos (collected at the very end of the study) were not 

fully equated in this sample. On average, video preference for participants who 

viewed the nature video (M = 4.76, SD = 1.48) was higher than those who viewed the 

urban video (M = 3.66, SD = 1.49; d = 0.74, p = 0.003).  

3.1.5. Relationships between Video Preference, Affect, and Cognitive 

Performance  

 Correlation analyses were run to see whether individual differences in video 

preference were predictive of change in cognitive performance and in state positive 

and negative affect, as well as whether the changes in positive and/or negative 

affect and cognition were related. Video preference was negatively correlated with 

change in negative affect: r = -0.28, p = 0.026, but this relationship was not 

significant when correcting for the number of correlations examined (α = 0.05/5 = 

0.01). Video preference was not correlated with change in positive affect (ps = 0.78) 

or with change in 3-back performance (ps = 0.96). Counter to previous work, 

decrease in negative affect was correlated with improvement in 3-back 
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performance, r = -0.28, p = 0.022, though this effect did not survive with the 

corrected alpha of 0.01. Positive affect change was not correlated with change in 

performance (ps = 0.18).  

3.1.6. Interim Summary: Behavioral Results 

 Behavioral results showed significant differences in accuracy as a function of 

n-back level (1-back > 2-back > 3-back) and a significant improvement in accuracy 

for the post-video 3-back relative to the main blocks of 3-back. Unfortunately, the 

hypotheses regarding cognitive restoration by environment type were not 

supported, and change in 3-back accuracy before and after the video intervention 

was not different between those who watched the nature video versus the urban 

video. 

 Overall, participants’ positive affect improved between baseline (before the 

main n-back task) and after video viewing, regardless of which video they watched. 

However, the videos were not fully equated for participants in this study, and 

preference for the nature video was higher than the urban video. Consistent with 

the results of other chapters, individual differences in participants’ preference for 

the video predicted change in affect (specifically, negative affect) but did not relate 

to change in cognitive performance. In contrast to other work (Berman et al., 2008; 

Stenfors et al., 2019), we did find a relationship between affect change and cognitive 

change. However, both of these correlations failed to be significant once adjusting 

for the number of tests conducted.  

https://paperpile.com/c/6BND1n/9nqb+9dgB
https://paperpile.com/c/6BND1n/9nqb+9dgB
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3.2. fNIRS Results 

3.2.1. Main N-back Task 

 Relative to baseline, significant increases in oxygenated hemoglobin (HbO) 

were found for 1 channel (medial SFG) for the 1-back task and for 5 frontal channels 

and 1 parietal channel for the 2-back task. No channels showed significant increases 

in HbO concentrations for the 3-back task. [Table 4.1] No channels showed 

significant decreases in HbR for any n-back level. 

Table 4.1. Significant Activation by Channel & ROI for each n-back level.  
Significant channels identified as FDR-corrected q < 0.05. ROI defined by maximal 
coverage of AAL2 parcellation ROI. p-value listed is before FDR correction. Power 
listed is the estimated type-II power for that entry (calculated by computing the 
minimum detectable change). 

 S D ROI t-
stat 

p q power 

1-back 
HbO 

1 2 L Medial Superior 
Frontal Gyrus 

3.24 0.001 0.041 0.77 

2-back 
HbO 

2 1 R Superior Frontal 
Gyrus 

3.48 0.001 0.032 0.83 

 4 2 L Superior Frontal Gyrus 3.28 0.001 0.042 0.78 

 4 3 L Superior Frontal Gyrus 3.66 < 0.001 0.023 0.88 

 2 10 R Middle Frontal Gyrus 3.3 0.001 0.042 0.79 

 11 10 R Inferior Frontal Gyrus 3.86 < 0.001 0.017 0.91 

 15 15 R Angular Gyrus 4.41 < 0.001 0.004 0.97 

3-back 
HbO  

-  - - - -   

 



 

144 
 

3.2.2. Main N-back Task Contrasts 

2-back vs. 1-back  

For HbO, 18 channels in bilateral frontal and right parietal cortex showed 

significantly larger (q < 0.05) increases during the 2-back task relative to the 1-back 

task. No channels yielded larger HbO increases for the 1-back task relative to 2-back.  

For HbR, 7 channels, primarily in bilateral IFG, displayed larger decreases for 

2-back over 1-back. Additionally, 5 channels, primarily in the right middle occipital 

gyrus, yielded larger decreases in HbR for 1-back relative to 2-back. [Figure 4.7, 

Top Panel] 

3-back vs. 1-back 

 For HbO, 8 channels, primarily in left and right IFG, yielded significantly 

larger increases for 3-back relative to 1-back. Larger HbO increases for 1-back over 

3-back were found in 7 channels, primarily located in right inferior parietal cortex 

and left SFG.  

For HbR, 5 channels (4 prefrontal, 1 inferior parietal), demonstrated larger 

deactivation in the 3-back task compared to 1-back. Eight channels (4 frontal and 4 

occipito-parietal) showed the opposite pattern. [Figure 4.7, Middle Panel] 

3-back vs. 2-back 
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 For HbO, 22 channels showed significantly larger increases during the 2-back 

task compared to the 3-back task. These channels covered bilateral frontal and right 

parietal areas. Only one frontal channel was greater for the 3-back relative to the 2-

back task.  

For HbR, 9 channels distributed across bilateral frontal and right parietal 

cortex showed larger decreases for the 2-back task relative to the 3-back, and 4 

channels (2 in medial SFG and 2 in inferior parietal cortex) showed the inverse 

pattern. [Figure 4.7 Bottom Panel] 

Figure 4.7. N-back level contrasts for HbO (left) and HbR (right).  
Only significant channels (q < 0.05) are shown. Channels are displayed on top of 10-
20 coordinates and depth maps for left and right Inferior Frontal Gyri, medial 
Superior Frontal Gyri, and right Superior and Inferior Parietal Gyri. For HbO 
contrasts, positive t-values (red) correspond to relatively larger activity for the first 
term in the contrast, and negative t-values (blue) correspond to larger activity for 
the second term. The opposite pattern applies to HbR contrasts. 
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Figure 4.7, continued
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3.2.3. Main 3-back vs. Post-video 3-back Task Contrasts 

 Analyzed across all participants (regardless of video condition), significantly 

larger increases in HbO were found for post-video 3-back relative to main round 3-

back in 9 channels, primarily in left IFG and SFG and right parietal cortex. No 

channels yielded significantly larger HbO concentration changes for main 3-back 

relative to post-video 3-back. For HbR, two left IFG channels showed larger 

decreases for post-video 3-back relative to main 3-back. No channels showed the 

inverse pattern. [Figure 4.8] 

Figure 4.8. Main 3-back vs. Post-video 3-back contrasts for HbO (left) and HbR 
(right).  
Only significant channels (q < 0.05) are shown.  
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3.2.4. fNIRS Activation: Interim Summary 

In summary, group level activation maps and contrasts between n-back 

conditions showed the most consistent results in the 2-back task relative to baseline 

and comparing activity during the 2-back task relative to the 1-back task. The 

consistently higher HbO and lower HbR concentration changes during the 2-back 

task, but not 3-back task, suggest that a minimum level of accuracy may be needed 

to elicit reliable activation in the fronto-parietal cortical regions examined. 

Participants overall performed relatively poorly on the main 3-back task. For the 59 

participants used in group-level analysis of the main n-back task5, the average 

accuracy was 73.6% for the 3-back task. In comparison, average accuracy for these 

59 participants was 80% for the 2-back task and 92.3% for the 1-back task.  

Further evidence that there is a performance threshold required before 

significant, reliable activity can be detected by fNIRS activation in these regions 

comes from the results of the main 3-back task relative to the post-video 3-back 

task. For the 60 participants included in this analysis6, accuracy in the post-video 3-

back task was significantly higher (78.5%) than the main round 3-back (73.2%). 

Thus, while our initial hypothesis regarding load-dependent activation (i.e., 3-back > 

 
5 Three of the 62 usable fNIRS participants (#s P42, P67, and P70) were removed 
due to undue group-level leverage, see section on fNIRS Data Analysis: Pre-
processing Pipeline and Task-Based Activation. 
6 Two of the 62 usable fNIRS participants (#s P67 and P70) were removed due to 
undue group-level leverage, see section on fNIRS Data Analysis: Pre-processing 
Pipeline and Task-Based Activation. 
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2-back > 1-back) was not fully supported, it appears that this effect is dependent 

upon participants’ abilities to perform well on the task. 

3.3. Behavioral PLS Analysis - fNIRS Activity ~ Task Performance  

 Separate behavioral PLS analyses were run to relate performance to 

concentration changes in HbO and HbR. Though no statistically significant LVs were 

found for oxyhemoglobin (HbO), the first latent variable from the analysis with 

deoxyhemoglobin concentrations (HbR) was significant and explained 51% of the 

crossblock covariance (p = 0.024). Four SFG channels (#4, #8, #12, and #25) 

showed n-back level dependent changes in HbR as a function of task accuracy 

[Table 4.2]. All of these significant channels had bootstrap ratios < -3 (none were > 

3), indicating the direction of the brain-behavior relationship was the same across 

all four channels. Specifically, for these channels, a larger reduction in HbR 

(equivalent to increased neural activity) was positively associated with better 

performance on the 3-back task, unrelated to activity on the 2-back task, and 

negatively related to performance on the 1-back task. This pattern of results 

suggests that the neural computations required for high levels of accuracy vary as a 

consequence of task difficulty/cognitive load. [Figure 4.9]  
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Table 4.2. Significant Channels for LV 1 

Channel 

# 

S D ROI Bootstrap 

Ratio 

4 2 1 R Superior Frontal Gyrus -3.3 

25 9 1 R Middle/Superior Frontal Gyrus -4.3 

8 3 2 Medial Superior Frontal Gyrus -3.8 

12 4 2 L Superior Frontal Gyrus -3.5 

 
Figure 4.9. Results from first latent variable for HbR 
LV 1 demonstrated an n-back load-dependent relationship between changes in 
deoxyhemoglobin concentrations (HbR) and performance. (A) The left panel shows 
correlation between accuracy and HbR concentration change separately by N-back 
level. Error bars are 95% confidence intervals around the mean correlation. The 
right panel shows significant channels (labeled by number), which had bootstrap 
ratios (BSR) < -3. (B) Scatterplots showing the correlation between HbR (ꞵ for task-
evoked change from baseline) and performance (accuracy) at each channel, 
separated by n-back level.  
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Figure 4.9 continued 

 

3.4. fNIRS differences by Environment Intervention 

 As there were no behavioral differences between those who viewed the 

nature video versus those who viewed the urban video, it was hypothesized that 

there still may be differences in fronto-parietal neural activity between the two 

groups during the post-video 3-back task. Using the same significance threshold (q < 

0.05), no baseline differences (main 3-back) were found between the two groups. 
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Unfortunately, no differences were found in the post 3-back contrast in either HbO 

or HbR concentration changes7.  

4. Discussion 

4.1. Cognitive Restoration in Preference-Matched Environments 

 This study was designed, in part, to test whether preference-equated nature 

and urban videos would have distinctive effects on cognitive restoration, as 

measured by either change in performance on a 3-back task or by hemodynamic 

signal changes in frontal and parietal neural cortex. Unfortunately, none of the 

hypotheses regarding cognitive restoration due to nature exposure were supported 

by the current study.  

 There are several possibilities as to why the nature exposure did not improve 

performance to a greater extent than the urban one. One possibility is tied to the 

virtual nature of the intervention. Though this study used 10 minute videos, which 

were presumably more immersive environmental exposures than pictures, it is 

possible that this intervention was still too short or dissimilar to realistic nature 

interventions (e.g., a nature walk), which more reliably show these cognitive 

benefits (Berman et al., 2008, 2012; Bratman, Daily, et al., 2015). Though some 

 
7 The AnalyzIR toolbox does not allow for contrasts of contrasts (i.e., does not enable 
simple subtraction so comparing difference scores is not possible), so the (Post-
Main:Nature) - (Post-Main:Urban) contrast was not calculated. However, to examine 
this, the contrast betas from Post - Main for each condition were included in a Task 
PLS. This Task PLS was not significant for either HbO or HbR. 

https://paperpile.com/c/6BND1n/9dgB+Nzs7+lh74p
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studies do elicit cognitive restoration with virtual environmental exposure, the 

results are usually weaker and less consistent  than real nature (Stenfors et al., 

2019). Thus, one possibility is simply that the intervention “dose” wasn’t potent 

enough to elicit such effects.  

Another possibility relates to the features of the chosen video stimuli in the 

framework of Attention Restoration Theory (Kaplan, 1995). In particular, as both 

videos primarily involved wide, spanning shots of nature or cities and neither video 

contained any audio, it is plausible that neither video placed significant demands on 

directed attention resources. In the context of ART, one reason for urban 

environments’ deleterious effects on cognition is that voluntary attention must be 

employed to a larger degree in cities (i.e. avoiding traffic and passersby, ignoring 

advertisements and other irrelevant stimuli) than in unthreatening natural 

environments (Kaplan & Berman, 2010). Another key element of ART is that for an 

environment to be restorative, it must have elements that softly capture involuntary 

attention without overwhelming it. Though the nature video contained many of the 

elements that are typically thought of as fulfilling this ‘softly fascinating’ criterion, 

such as waterfalls, trees, and streams, it is possible that some of the elements in our 

urban video were similarly softly fascinating. For example, the urban video 

contained several scenes involving churches, town squares, or castles in European 

cities, which might be interesting or novel enough to gently capture this involuntary 

attention without being too attention demanding. It remains an open question 

https://paperpile.com/c/6BND1n/9nqb
https://paperpile.com/c/6BND1n/9nqb
https://paperpile.com/c/6BND1n/oGMf
https://paperpile.com/c/6BND1n/TWzK
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whether the environments used in this study are sufficiently dissimilar in the 

features needed to elicit the effects that would be proposed by Attention 

Restoration Theory. 

A third, complementary possibility for these results, relates to the importance 

of preference in virtual nature exposure. As it is exceptionally difficult to find real 

preference-equated nature and urban environments, the closest approach that could 

be taken here was by using virtual exposures (e.g. photos and videos) that separate 

samples of participants rated on aesthetic preference. However, as some studies 

using virtual nature exposure with non-preference-equated environments have 

found improvements in cognitive performance (Berman et al., 2008; Bourrier et al., 

2018; Van Hedger et al., 2018), it might simply be that preference is a meaningful 

ingredient to achieve the benefits of simulated nature exposure. This too remains an 

open question that demands future investigation.  

4.2. The Utility of Functional Near-Infrared Spectroscopy as a Measure of 

Cognitive Effort 

The other key aim of this study was to validate the use of fNIRS for measuring 

cognitive effort in a laboratory setting, with the ultimate goal of using the device in 

more ecologically valid, naturalistic environments (e.g., outdoors in nature or cities). 

Though a number of previous fNIRS studies have examined prefrontal activity using 

attention demanding working memory tasks such as the N-back (Aghajani et al., 

2017; Ayaz et al., 2012; Fishburn et al., 2014; Kuruvilla et al., 2013; Sato et al., 2013), 

https://paperpile.com/c/6BND1n/9dgB+nPFN+yVJq
https://paperpile.com/c/6BND1n/9dgB+nPFN+yVJq
https://paperpile.com/c/6BND1n/v1Vv+FJzQ+GxiG+tvNM+6m0v
https://paperpile.com/c/6BND1n/v1Vv+FJzQ+GxiG+tvNM+6m0v
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recent work has demonstrated that due to the unique statistical properties of fNIRS, 

the standard analysis approach (based on fMRI) can severely inflate the false 

positive rate (Huppert, 2016). Therefore, to provide convergent evidence for 

previous studies examining load-dependent changes in PFC and parietal cortex, a 

standard n-back task was employed with a larger sample of participants, and using 

the recently developed Brain AnalyzIR Toolbox (Santosa et al., 2018) to deal with 

these fNIRS-specific statistical properties.  

Overall, the fNIRS results were consistent with the general hypothesis that 

tasks placing higher demands on attention and working memory would lead to 

increased frontal and parietal activation as measured by HbO and HbR 

concentration changes. This was most evident by the widespread frontoparietal 

activation elicited by the 2-back task relative to the 1-back task.   

Notably, activity in the 3-back task did not follow the hypothesized pattern. 

This non-linear load effect has been demonstrated in other fNIRS studies (Aghajani 

et al., 2017; Mandrick et al., 2013, 2016), and seems likely due to poor performance 

on the task. These results are consistent with the idea that when task demands 

exceed the current mental capacity of participants, they may disengage from the 

task and potentially, fail to recruit the necessary cognitive resources (Mandrick et 

al., 2013). As performance and frontoparietal activity in the main 3-back task was 

significantly lower than that for the post-video 3-back task, it appears that the post-

video task (benefitting from both practice and a 10-minute restoration video) was 

https://paperpile.com/c/6BND1n/N1mc
https://paperpile.com/c/6BND1n/GnBp
https://paperpile.com/c/6BND1n/GxiG+x76s+QiSh
https://paperpile.com/c/6BND1n/GxiG+x76s+QiSh
https://paperpile.com/c/6BND1n/QiSh
https://paperpile.com/c/6BND1n/QiSh
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overall more feasible for participants, leading to appropriate recruitment of relevant 

cortical areas.  

Interestingly, results of the PLS analysis that incorporated individuals’ 

accuracy by n-back level demonstrated evidence for an interaction of load and 

performance in recruitment of the PFC. Specifically, this multivariate approach 

showed that changes in deoxyhemoglobin concentrations (HbR) in the medial SFG 

did not simply decrease with load or performance, but the brain-behavior 

relationship differed by n-back level. Here, greater reduction in HbR (i.e. more 

activation) was positively related to performance on the 3-back task, unrelated to 

accuracy in the 2-back task, and negatively related to accuracy in the 1-back task. 

This pattern of results suggests more automaticity during the 1-back task (less 

activation) led to better performance on this relatively easy task, and extensive 

recruitment of the PFC was required for high accuracy on a more difficult, 

cognitively demanding 3-back task.  

This effect may reflect what has been proposed by the neural efficiency 

hypothesis: that participants with overall greater cognitive processing ability will 

show less activation during easy tasks and more during difficult tasks (Dunst et al., 

2014; Neubauer & Fink, 2009). This is thought to result from the lower metabolic 

demands that a “more efficient” brain requires during cognitive tasks. Though the 

neural efficiency hypothesis is often framed as reflecting individual differences in 

intelligence, there is also evidence that this effect occurs as a result of more efficient 

https://paperpile.com/c/6BND1n/ReLJ+E8ap
https://paperpile.com/c/6BND1n/ReLJ+E8ap
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strategies after adequate practice on a specific task (Sayala et al., 2006). Thus, one 

possibility for this interaction of task difficulty and prefrontal activation is that this 

reflects individual differences in the learning and adoption of effective strategies 

during practice. Interestingly, recent neuroimaging work has shown that individuals 

whose brains are in a more scale-free or fractal state tend to reap the benefits of 

practice to a greater degree than do those starting in a less scale-free state (Kardan, 

et al., in prep). Though scale-free neural dynamics have been demonstrated in fMRI 

and EEG (Churchill et al., 2016; Kardan et al., 2020), whether this signal can be 

extracted from fNIRS data remains an open question.  

Future Directions 

 It remains important to test whether the null results achieved during virtual 

environmental exposure with preference-equated stimuli were driven by a non-

immersive, generally weaker nature experience versus an important role of 

preference in eliciting the benefits of (virtual) nature exposure. As such, a 

subsequent study will be conducted to replicate the cognitive benefits of simulated 

nature with non-preference equated stimuli (Berman et al., 2008; Bourrier et al., 

2018; Van Hedger et al., 2018) with a well-powered sample. If these effects are 

indeed found with images of nature that are dissimilar in their overall aesthetic 

preference, this would suggest that at least for virtual nature, preference plays an 

important role. However, if no changes are found between non-equated 

https://paperpile.com/c/6BND1n/AuBY
https://paperpile.com/c/6BND1n/4tL8+N1bB
https://paperpile.com/c/6BND1n/9dgB+yVJq+nPFN
https://paperpile.com/c/6BND1n/9dgB+yVJq+nPFN
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environment types, this would suggest that the virtual nature exposure may be 

insufficient to reliably elicit cognitive restoration.  

This study provides important new evidence for the validity of fNIRS as a 

metric of cognitive effort during a well-used task in a controlled environment, using 

both a large sample size and appropriate statistical analysis. Though the hypotheses 

regarding our nature interventions were not supported, the most powerful tests of 

nature’s restorative effects have been found in real nature walks. Therefore, one 

obvious future study would be to examine cognitive restoration both behaviorally 

and using fNIRS activity incorporating real walks in nature and urban environments.  

Additionally, though not reported here, quantifying the neural activity during 

the walk itself (not just during the pre- and post-walk cognitive tasks) is a necessary 

element of the overall goal of this work. Two possibilities for quantifying neural 

activity during nature or urban environmental exposure would be to examine 

functional connectivity (Fishburn et al., 2014) and scale-free neural dynamics 

(Churchill et al., 2016; Kardan et al., 2020) during walks in realistic environments 

and relate these measures to change in cognitive performance. Before scaling up to 

an fNIRS study of nature and urban walks, however, it would be important to 

validate the utility of these two measurements in this more controlled environment. 

As such, these two analyses on the current data will be conducted to ensure that 

functional connectivity and scale-free dynamics can be reliably measured, and 

https://paperpile.com/c/6BND1n/6m0v
https://paperpile.com/c/6BND1n/N1bB+4tL8
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ideally, predict change in performance on the 3-back task (irrespective of which 

video was viewed).  
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General Discussion 

 The overarching question examined by this dissertation is whether nature 

preferences account for the affective and cognitive benefits of exposure to natural 

environments. Several theories have been presented for why natural environments 

engender these benefits, though they often diverge on the role of nature preferences 

in the cognitive and affective outcomes. Attention Restoration Theory (ART; Kaplan, 

1995), focusing on the cognitive benefits, posits that it is the features of natural 

environments which may softly capture involuntary attention, while simultaneously 

placing minimal demands on finite, voluntary attention resources. In this 

framework, the affective benefits and nature preferences are unrelated, and non-

threatening natural environments are not the only type of exposure that could lead 

to cognitive restoration. For example, cognitive restoration could occur after 

exposure to a stimulus with features that might meet the softly-fascinating criterion 

(such as abstract art containing fractal or curved edges) as long as this exposure 

doesn’t tax directed attention resources. This is in contrast to Stress Reduction 

Theory (Ulrich, 1991), which posits that an evolutionarily-based affinity for nature 

underlies the affective improvements and stress reduction, which in turn, frees up 

cognitive resources.  

The results obtained in Chapter 2 suggest that the affective benefits are 

indeed driven by our aesthetic preference for nature, and there is no added benefit 

of the naturalness of nature scenes for improving mood. Though not the primary 
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aim of the work, the studies in Chapters 3 and 4 also provided evidence for a link 

between individuals’ preference ratings and the extent to which their affective state 

improved. A limitation of these studies is that the exposure to nature was in the 

form of images and videos. This was necessary in order to find preference-equated 

environments, but the extent to which the effects fully mimic what would be 

experienced with realistic nature remains an open question.  

 The primarily null results of Chapters 3 and 4 did not provide evidence to 

support or negate a role of preference in cognitive restoration after nature 

exposure. Follow up studies using preference-equated real environments—where 

the cognitive restoration effects are more reliable—would be ideal to more 

definitively answer this question. As it is unclear whether the null results stem from 

something important about preference or the relative weakness of a picture 

intervention, another approach to test this question is to replicate the original 

studies which have found effects using non-equated stimuli (Berman et al., 2008) 

with a sufficiently powered sample. This would provide evidence for whether, at 

least in non-real nature exposure, preference does matter. 

 It’s noteworthy that Chapter 1 provides some correlational evidence that 

preference is not important for the cognitive benefits. Children overall did not 

prefer the natural environments to the same extent as adults, but children with 

greater exposure to more natural features near their home and/or school scored 

lower on parent-reported inattentiveness. This was true when controlling for 
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income, and this relationship was unrelated to children’s preferences. Further, in 

this sample, other measures of child behavior such as emotional and peer problems, 

were unrelated to any measure of nature exposure. These observations, in addition 

to a large body of literature demonstrating the cognitive benefits of children’s 

interactions with nature (Wells, 2000; Dadvand et al., 2015; Faber Taylor & Kuo, 

2015), are suggestive that cognitive restoration in children is independent of 

preference, in line with what is proposed by Attention Restoration Theory (Kaplan, 

1995; Kaplan & Berman, 2010). 
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Appendix A: Supplementary Stimulus Materials for Chapter 1 

Additional Stimuli Information: Full sized images of our stimuli can be found here 

on OSF https://osf.io/axn9q/?view_only=fa88e665f5a74885bd857d79f5a7ce4a. 

Smaller versions of the picture sets are below, each with a graph showing where the 

images fall on naturalness and aesthetic preference dimensions (based on ratings of 

a separate adult sample):  

 

Figure S1.1. Picture Set 1 images along naturalness and preference 
dimensions. 
 

https://osf.io/axn9q/?view_only=fa88e665f5a74885bd857d79f5a7ce4a
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Figure S1.2. Picture Set 1 Images 
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Figure S1.3. Picture Set 2 images along naturalness and preference 
dimensions. 
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Figure S1.4. Picture Set 2 Images 
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Figure S1.5. Histogram of preference ratings across all images in separate 
image rating study 
These images were chosen based on the data from a separate adult sample. This 

separate adult sample rated 300 images. The goal of this rating was to find aesthetic 

preference-matched datasets (with many images in each set) to be used in 

subsequent studies. Each image was rated by a minimum of 50 adults on both 

naturalness and preference. This figure plots the distribution of preference ratings, 

along with the 10 stimuli from Picture Set 1 to show where the images lie on the 

distribution of aesthetic preference ratings 
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Appendix B. Supplementary Analyses for Chapter 1  

Coded by format 

Results from Reported analyses 

Results without Excluded Adults (N =15)  

Results using Multiple Imputation Procedure 

Results using Non-correlated Sample (excluding siblings)  

 
3. Results  

3.1 Environmental Preferences differ between Children and Adults 

A significant interaction of categorical age and environment type was found 

[Reported results: B = 1.44, Z = 11.45, OR = 0.27, 95% CI [0.18, 0.30], p < 0.001] 

[All adults results: B = 1.38, Z = 11.2, OR = 0.25, 95% CI [0.19, 0.32], p < 0.001] 

[Non-Correlated sample results: B = 1.37, Z = 10.1, OR = 0.25, 95% CI [0.19, 0.33], 

p < 0.001], where children showed a greater preference for urban images compared 

to adults.  

Adults and children also differed in their preference for photos based on 

aesthetic value [Reported results: B = 0.16, Z = 2.90, OR = 0.70, 95% CI [0.54, 

0.89], p = 0.003] [All adults results: B = 0.12, z = 1.0, OR = 0.88, 95% CI [0.70, 

1.12], p = 0.3] [Non-Correlated sample results: B = 0.39, Z = 2.95, OR = 0.67, 95% 

CI [0.62, 0.88], p = 0.003]. Specifically, adults preferred the high aesthetic value 

images (compared to low aesthetic value ones) to a greater extent than did children. 

3.2 Children’s Environmental Preferences 

3.2.1 Group Effects 
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Results of this analysis showed a main effect of environment, where children 

generally preferred the urban environments compared to natural ones [Reported 

results: B = -0.83, Z = -7.10, OR = 0.44, 95% CI [0.35, 0.55], p < 0.001] [Non-

Correlated sample results: B = -0.76, Z = -5.7, OR = 0.46 , 95% CI [0.36, 0.61], p < 

0.001].   

There was also a main effect of aesthetic value where children exhibited 

greater preferences for high aesthetic value images [Reported results: B = 1.73, Z 

= 14.5, OR = 5.65, 95% CI [4.47, 7.14], p < 0.001] [Non-Correlated sample 

results: B = 1.67, Z = 12.0, OR = 5.33, 95% CI [4.1, 7.0], p < 0.001].  

A significant interaction of environment and aesthetic value was also found 

[Reported results: B = 0.70, Z = 4.31, OR = 0.50, 95% CI [0.36, 0.68], p < 0.001] 

[Non-Correlated sample results: B = 0.66, Z = 3.5, OR = 0.52, 95% CI [0.36, 0.75], 

p < 0.001] where children exhibited a larger ranking difference between high and 

low aesthetic value nature scenes compared to urban scenes. 

3.2.2. Age-Dependent Preferences 

With increasing age, children showed a lessened preference for urban 

environments over natural ones [Reported results: B = 0.32, Z = 4.30, OR = 1.39, 

95% CI [1.18, 1.63], p < 0.001] [Non-Correlated sample results: B = 0.31, Z = 3.2, 

OR =1.36 , 95% CI [1.13, 1.63], p = 0.001].  
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Additionally, children preferred images of high over low aesthetic value to a 

greater degree with increasing age  [Reported results: B = 0.27, Z = 3.31, OR = 

1.31, 95% CI [1.11, 1.53], p < 0.001] [Non-Correlated sample results: B = 0.24, Z 

= 2.5, OR = 1.27, 95% CI [1.05, 1.53], p = 0.01].  

A significant effect of age was found on rankings of very high aesthetic value 

nature images [Reported results: B = -0.43, Z = -3.62, OR = 0.65, 95% CI [0.51, 

0.82], p < 0.001] [Non-Correlated sample results: B = -0.37, Z = -2.6, OR = 0.69, 

95% CI [0.52, 0.91], p = 0.009], where higher preference rankings were associated 

with increasing child age.  

There was also a significant effect of age on ranking of very low aesthetic 

value urban images [Reported results: B = 0.68, Z = 5.59, OR = 1.98, 95% CI 

[1.56, 2.52], p < 0.001]  [Non-Correlated sample results: B = 0.74, Z = 5.17, OR = 

2.1, 95% CI [1.59, 2.79], p < 0.001]. For this category, as age increased, children’s 

preferences for these images decreased. 

3.3 Relations between nature exposure, nature preference, and children’s 

behavior 

3.3.1 Nearby Nature Predicts Children’s Attention 

As predicted, greater parent-reported nearby natural features were 

correlated with lower scores on the SDQ hyperactivity/ inattentiveness subscale 

[Reported results: r = -0.21, 95% CI [-0.36, -0.05], p = 0.009] [With Imputation 
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results: r = -0.21, 95% CI [-0.36, -0.05], p = 0.008]. However, income was also 

negatively correlated with hyperactivity/ inattentiveness [Reported results: r = -

0.21, 95% CI [-0.36, -0.04], p = 0.015] [With Imputation results: r = -0.24, 95% 

CI [-0.4, -0.06], p = 0.009]. Thus, separate analyses were run to see whether 

natural features were still predictive when income was included in the model.   

Results from a linear regression indicated that both greater parent-reported 

natural features and higher income were significant independent predictors of 

children’s inattentiveness/ hyperactivity [Reported results: Natural Features B = 

-0.31, p = 0.015; Income B = -0.31, p = 0.023] [With Imputation results: Natural 

Features B = -0.26, Z = -2.32, p = 0.022; Income: B = -0.29, Z = -2.25, p = 

0.026].  When this analysis was conducted on the non-correlated subset of the 

data which reduced our sample significantly for this analysis (N=106), this 

effect became non-significant (p = 0.1). Surprisingly, play in more natural 

environments was not significantly related to this SDQ measure (ps = 0.2). 

3.3.2 Other Nature-Behavior Relations 

Results of the full correlation matrix can be found in Tables S1.1 and S1.2. As 

expected, there were strong correlations between NLCD natural features and 

parent-reported nearby natural features [Reported results: r = 0.44, 95% CI 

[0.32, 0.55], p < 0.001] [With Imputation results: r = 0.47, 95% CI [0.32, 0.55], 

p < 0.001] as well as NLCD natural features and play in natural environments 
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[Reported results: r = 0.32, 95% CI [0.17, 0.45], p < 0.001] [With Imputation 

results: r = 0.32, 95% CI [0.18, 0.44], p < 0.001]. 

More parent-reported nearby natural features were modestly correlated with 

lower scores on the SDQ conduct problems subscale [Reported results:r = -0.15, 

95% CI [-0.3, 0.01], p = 0.077] [With Imputation results: r = -0.15, 95% CI [-0.3, 

-0.01], p = 0.047]. but was not related to any other SDQ subscales. Play in natural 

environments and nearby natural features calculated from zip-code based national 

land cover data (NLCD) were not related to any SDQ measures (all p > 0.13).  

Table S1.1. Correlation matrix of nearby nature, SDQ, demographics, and child 
environmental preference 
Correlation coefficients are listed for all correlations between parent-reported and 
objective nature, SDQ subscales, SES measures, and children’s environmental 
preferences. Coefficients with ** indicate a p-value of less than 0.01, and those with * 
indicate p < 0.05.  

  
PR 
Nat 
Play 

NLCD 
Nat 
Feat 

NLCD 
Dev 

SDQ 
Emot 

SDQ 
Cond 

SDQ 
Inatt/ 
Hyper 

SDQ 
Peer 

SDQ 
Prosoc 

Income Mom 
Ed 

Child 
Env 
Pref 

PR Nat 
Feat 

.37** .44** .32** .00 -.15 -.21** -.04 .15 .14 .01 -.02 

PR Nat 
Play 

 
.32** .19** -.07 -.09 -.11 -.08 .13 .02 .14 .00 

NLCD 
Nat Feat 

  
.56** -.13 -.09 -.12 -.1 .14 -.06 .01 -.07 

NLCD 
Dev 

   
-.08 -.08 -.1 .02 .14 .05 .06 -.01 

SDQ 
Emot  

    
.31** .36** .34** .26** -.24** -.04 .00 

SDQ 
Cond 

     
.49** .08 -.43** -.14 -.09 -.13 
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SDQ 
Inatt 

      
.16 -.34** -.21* -.19* -.05 

SDQ 
Peer 

       
-.12 -.15 -.02 .05 

SDQ 
Pros 

        
.05 .05 -.03 

Income 
         

.45** -.13 

Mom Ed 
          

-.08 

 
[Legend: PR Nat Feat = Parent-reported nearby natural features, PR Nat Play = 
Parent-reported measure of child’s play in nature over built space, NLCD Nat Feat = 
natural features calculated from zip-code level NCLD data, NLCD Dev = ratio of 
open/low to medium/high developed space from zip-code level NLCD data, SDQ 
Emot = Emotional problems subscale, SDQ Conduct = Conduct problems subscale, 
SDQ Inatt = Inattentive/Hyperactive subscale, SDQ Peer = Peer problems subscale, 
SDQ Pros = Prosocial behavior subscale, Income = family household income, Mom 
Ed = Maternal Education, Child Env Pref = Child’s preference for natural over urban 
environments] 

 
Table S1.2. With Imputation. Correlation matrix of nearby nature, SDQ, 
demographics, and child environmental preference 
 

  PR 
Nat 
Play 

NLCD 
Nat 
Feat 

NLCD 
Dev 

SDQ 
Emot 

SDQ 
Cond 

SDQ 
Inatt/ 
Hyper 

SDQ 
Peer 

SDQ 
Prosoc 

Income Mom 
Ed 

Child 
Env 
Pref 

PR Nat 
Feat 

.37** .47** .32** 0 -.15* -.21** -.06 .13 .15 .03 -.03 

PR Nat 
Play 

 
.32** .18* -.08 -.08 -.11 -.1 .11 .05 .14 .02 

NLCD 
Nat 
Feat 

  
.63** -.13 -.09 -.1 -.13 .1 -.05 .01 -.03 

NLCD 
Dev 

   
-.08 -.06 -.08 0 .1 .05 .05 -.04 

SDQ 
Emot  

    
.34** .39** .36** .26** -.3** -.11 .01 

SDQ 
Cond 

     
.54** .08 -.44** -.24* -.12 -.13 
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SDQ 
Inatt 

      
.18* -.34** -.24** -.21* -.04 

SDQ 
Peer 

       
-.12 -.22 -.08 .07 

SDQ 
Pros 

        
.1 .05 -.03 

Income 
         

.46** -.13 

Mom Ed 
          

-.1 

 

ADDITIONAL ANALYSES:  

1. Examining the Age x Environment Interaction with an age split (4-6 years vs. 

7-11 years) rather than using a continuous measure.  

Original Age x Environmental Preference Interaction: B = 0.32, Z = 4.3, p < 0.001 

Age Split x Environmental Preference Interaction: B = 0.56, Z = 3.4, p < 0.001 

2. Examining the Age x Aesthetic Preference Interaction with an age split (4-6 

years vs. 7-11 years) rather than using a continuous measure. 

Original Age x Aesthetic Preference Interaction: B = 0.27, Z = 3.31, p < 0.001 

Age Split x Aesthetic Preference Interaction: B = 0.61, Z = 3.6, p < 0.001 
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Appendix C: Supplementary Analyses for Chapter 2 

STUDY 2 Principal Component Analysis 

A principal component analysis (PCA) was performed on the baseline (T1) 

values for the 6 affect measures (VAS for happy, sad, angry, and inspired, and 

composite scores for STAI Negative Affect items and Positive Affect items), using the 

function ‘pca’ in Matlab (Mathworks Inc.). All affect measures were z-scored before 

the PCA was run. The first two principal components of this analysis were 

maintained for analysis as they each explained a high proportion of the variance and 

were easily interpretable. PC 1, which explained 54% of the total variance, mapped 

onto valence (negative vs. positive affect items). PC 2 explained 22% of the variance 

and mapped primarily onto high levels of inspiration and generally higher arousal 

[See Figure S2.1]. Next, the six affect measures for post-picture viewing (T2) were 

z-scored, then multiplied by a vector corresponding to the coefficients for each 

principal component, and the inner product of this multiplication creates a value for 

each PC for T2. To calculate a change score for each participant, the value of that 

participant’s PC 1 (valence) at T1 was subtracted from their value of PC 1 at T2. The 

same calculation was performed for PC 2 (arousal/inspiration).  
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Figure S2.1. PCA for Study 2 
TOP: Scree Plot (% variance explained) for each of the 5 principle components  
BOTTOM: Variable coefficients plotted for the first two principal components (PCs) 
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Analysis 2: Affect Change in Completely Crossed Data Subset (Aesthetic Value 

as Factor) 

 The first analysis was conducted using only those conditions which were 

completely crossed (HA-Nat, HA-Urb, LA-Nat, LA-Urb), excluding the VHA-Nat and 

VLA-Urb conditions. To test the effect of environment and aesthetic value on mood 

change, 2 (Nat vs. Urb) x 2 (High vs. Low Aesthetic Value) factorial ANOVAs were 

conducted on change scores (T2 minus T1) for PC 1 (valence) and PC 2 

(inspiration/arousal). Results of these analyses did not yield significant effects of 

environment, aesthetic value condition, or the interaction for either principal 

component (all p > 0.15) [Figure S2.2].   

 
Analysis 3: Affect Change in Completely Crossed Data Subset (Aesthetic Value 

as Individual Difference Measure) 

Analysis 3 was also conducted using only the data with completely crossed 

conditions, but using participants’ own average ratings for the images they viewed, 

rather than treating aesthetic value as a factor. To do this, two multiple regressions 

were performed predicting PC 1 and PC 2 by environment type, average image 

rating, and their interaction.  

 For PC 1 the overall model was not significant (R2 = 0.018, F(3,406) = 2.52, ps 

= 0.058), though participants’ average preference ratings were significantly 

predictive of change in PC 1 (B = 0.13, 95% CI [0.02, 0.25], p = 0.02). However, 
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neither environment type nor the interaction of environment and individual 

preference ratings were significantly predictive (all p > 0.73). For PC 2, the overall 

model was also not significant (R2 = 0.017, F(3,406) = 2.30, ps = 0.08), though again, 

participants’ average preference ratings were significantly predictive of change in 

PC 2 (B = 0.09, 95% CI [0.01, 0.17], p = 0.02). Neither environment type nor the 

interaction of environment and preference ratings were significant predictors (all p 

> 0.12).  

 
Analysis 4: Affect Change between Aesthetic Value Conditions within an 

Environment 

 To handle the conditions which were not completely crossed in our design 

(VHA-Nat and VLA-Urb), separate factorial ANOVAs were conducted on each of the 

three aesthetic value levels for nature and urban images.  

Nature Conditions 

A one-way ANOVA with the 3 aesthetic value levels (Very High, High, Low) in 

the nature condition was performed on each PC. Results of this ANOVA for PC 1 

(valence) yielded a significant effect of aesthetic value level F(2, 306) =  6.39, p = 

0.002, ηp2 = 0.04, 95% CI [0.006, 0.087]. The partial eta-squared indicates a small-to-

medium effect size. Post hoc comparisons were conducted and family-wise error 

corrected using Tukey’s HSD, which showed a significant difference between the 

VHA-Nat (M = 0.44, SD = 0.86) and LA-Nat conditions (M = 0.0, SD = 1.04, p = 0.001, 

d = 0.46, 95% CI [0.18, 0.74]), indicating a greater increase in positive 
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affect/reduction in negative affect for those in the VHA-Nat condition relative to 

those in the LA-Nat condition. However, there were no differences between VHA-

Nat and HA-Nat (M = 0.18, SD = 0.74, ps = 0.09) or between HA-Nat and LA-Nat (ps = 

0.32) [Figure S2.2].  

Results of this analysis for PC 2 (inspiration/arousal) also showed a 

significant effect of aesthetic value, F(2,306) = 5.38, p = 0.005, ηp2 = 0.034, 95% CI 

[0.003, 0.079]. Post hoc comparisons showed a significant difference between VHA-

Nat (M = 0.25, SD = 0.63) and HA-Nat (M = 0.0, SD = 0.64, p = 0.017, d = 0.39, 95% CI 

= [0.11, 0.66]) as well as between VHA-Nat and LA-Nat (M = -0.01, SD = 0.64, p = 

0.011, d = 0.41, 95% CI = [0.13, 0.68]). This difference indicates a greater increase in 

arousal for participants in the VHA-Nat condition relative to the other nature 

conditions. No difference was found between HA-Nat and LA-Nat (ps = 0.98).  

Urban Conditions 

For the urban images, a one-way ANOVA with the 3 aesthetic values (High, 

Low, Very Low) was also performed on each PC. Results of the first ANOVA 

indicated a significant effect of aesthetic value level on PC 1, F(2, 303) = 14.42, p < 

0.001, ηp2 = 0.087, 95% CI [0.033, 0.148]. Here, the value of the partial eta-squared 

indicated a medium effect size. Post hoc comparisons were conducted and family-

wise error corrected using Tukey’s HSD, which showed a significant difference 

between the VLA-Urb (M = -0.68, SD = 1.34) and LA-Urb conditions (M = 0.07, SD = 

1.09, p < 0.001, d = 0.62, 95% CI = [0.34, 0.90]) as well as between VLA-Urb and HA-
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Urb (M = -0.01, SD = 0.81, p < 0.001*), indicating a lessened increase in positive 

affect/reduction in negative affect for those in the VLA-Urb condition relative to 

those in the LA-Urb and HA-Urb conditions [Figure S2.2].  No difference was found 

for PC1 between HA-Urb and LA-Urb (ps = 0.87).  The ANOVA on PC 2 did not show 

a significant effect of aesthetic value (ps = 0.85).  

*effect size d not calculated here due to unequal variances preventing pooling 

 

 
Figure S2.2. Study 2 Change in Affect (PC 1) by Image Condition 
Average change in PC1 (affective valence) between baseline (pre) and after image 
viewing (post) for each of the 6 image conditions. Error bars represent SEM.  
 
Analysis 5: Affect Change as Predicted by Individual Preference Ratings in full 

Dataset 

 To examine whether individual differences in participants’ preference ratings 

for the images were related to changes in affect, two linear regressions were 
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conducted to predict change in PCs 1 and 2 by individuals’ average preference 

rating. These analyses were conducted on the full dataset (not only on the 

completely-crossed conditions). Results of this analysis on PC 1 (valence) indicated 

that average image preference rating explained 9.2% of the variance in PC 1 change 

(R2 = 0.092, F(1,613) = 61.92, p < 0.001). In this case, a higher average preference 

rating for the images viewed significantly predicted a greater increase in positive 

affect/decrease in negative affect (ꞵ = 0.3, 95% CI [0.23, 0.38], p < 0.001).     

For PC 2 (inspiration/arousal), average image rating explained 3.1% of the 

variance in PC 2 change (R2 = 0.031, F(1,613) = 19.58, p < 0.001). Here, higher 

preference ratings also significantly predicted a greater increase in arousal (ꞵ = 

0.18, 95% CI [0.10, 0.25], p < 0.001).  

 
STUDY 4 Principal Component Analysis 

As in Study 2, a principal component analysis (PCA) procedure was 

performed on the affect measures. Though the pre-registered analyses specified 

running this PCA on all participants, there were substantial differences in the T1 

data based on mood induction condition which affected the PCA decomposition (i.e., 

MIP significantly affected the covariance between affect measures, which 

subsequently altered the PC composition, making them difficult to compare). 

Therefore, the PCA was conducted separately on the participants who underwent 

the neutral MIP and those that underwent the negative MIP.  
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The first two principal components of this analysis were maintained for 

analysis upon examination of the scree plots. For the neutral MIP, principle 

component 1 explained 43% of the total variance and mapped onto valence 

(negative vs. positive affect items). PC 2, which explained 29% of the variance, was 

related to arousal. In particular, this component seemed to map onto positive 

arousal where Inspired and Happy were the highest variable loadings [Figure S2.3]. 

For the negative MIP, the 1st PC was very similar to that of the neutral MIP as it also 

explained 43% of the variance and was related primarily to valence. PC 2 for this 

group was somewhat different than the neutral MIP group, explaining 23% of the 

total variance and primarily relating to general arousal, loading highest on Angry 

and Inspired [Figure S2.4]. The directionality of PC 1 was inverted in the neutral 

group, where lower values indicated more positive affect and higher values 

indicated more negative affect. Thus to compare the two MIP conditions, values for 

PC 1 in the neutral condition were multiplied by -1 to place them in the same 

direction as the negative condition. Additionally, because they were so similar, all of 

the PC 1 data were analyzed together. As PC 2 differed between the MIP conditions, 

analyses were conducted separately on the negative and neutral MIP groups. All 

statistical analyses were conducted using the same methods as Study 1.  
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Figure S2.3. Results of PCA in Neutral MIP condition 
TOP: Scree Plot (% variance explained) for each of the 5 PCs for the Neutral MIP 
BOTTOM: Variable Biplot for the first two PCs for the Neutral MIP. 
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Figure S2.4. Results of PCA in Negative MIP condition 
TOP: Scree Plot (% variance explained) for each of the 5 PCs for the Negative MIP  
BOTTOM: Variable Biplot for the first two PCs for the Negative MIP. 
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Analysis 1: Affect Change by Image Condition and MIP 

To test the effect of image category and mood induction on affect change, a 

factorial ANOVA with Image Category (Nature, Urban, Animal) and Mood Induction 

(Negative, Neutral) as between-subjects variable were conducted on change (T2 

minus T1) for PC 1  (valence). For PC 2, two one-way ANOVAs were conducted using 

PC 2 change as the outcome variable and Image Category as the between-subjects 

factor. These PC 2 analyses were done separately on the negative and neutral MIP 

conditions. 

PC 1 change (valence) across MIPs 

 Results of this ANOVA for PC 1 (valence) yielded a trend main effect of image 

condition, F(2,598) = 2.95, p = 0.053, ηp2 = 0.01, 95% CI [0.00, 0.029]. The partial 

eta-squared indicates a very small effect of condition. Post hoc comparisons, 

conducted using Tukey’s HSD, showed a significant difference between the Animal 

(M = 0.20, SD = 1.71) and Urban categories (M = -0.20, SD = 1.45, p = 0.04, d = 0.25, 

95% CI [0.05, 0.45]), indicating a greater increase in positive affect/reduction in 

negative affect for those in the Animal images condition relative to those in the 

Urban images condition. There were no differences between Animal and Nature 

conditions (M = 0.00, SD = 1.65, ps = 0.43) or between Nature and Urban (ps = 0.45). 

There was not a significant effect of mood induction procedure (ps = 0.99) or an 

image condition by MIP condition interaction (ps = 0.88). 
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PC 2 (arousal) change in each MIP  

 Neither the ANOVA examining changes in PC 2 in neutral or negative MIPs 

yielded a significant effect of image condition on mood change (neutral: ps = 0.13, 

negative = 0.33). 

Analysis 2: Affect Change as Predicted by Image Condition, Mood Induction, & 

Individual Preference Ratings 

 As the participants in this study rated the images somewhat differently from 

those in Study 2A, it is possible that the image condition trending effect was due to 

overall higher ratings for the Animal images versus Urban ones. As such, multiple 

regressions were conducted to examine the respective contributions of image type 

and individuals’ average preference ratings.  

 Results of this analysis on PC 1 (valence) is presented in Table S2.1. The 

overall model was significant and explained 7.9% of the variance in PC 1 change (R2 

= 0.079, F(4,597) = 12.79, p < 0.001). In this case, a higher average preference rating 

for the images viewed significantly predicted a greater increase in positive 

affect/decrease in negative affect (B = 0.47, 95% CI [0.34, 0.61], p < 

0.001).  Importantly, picture condition did not significantly contribute to change in 

PC 1 [Figure S2.5]. 
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Table S2.1. Regression results using PC1 Change as the criterion 
 

Predictor b b 
95% CI 
[LL, UL] 

sr2 sr2 
95% CI 
[LL, UL] 

Fit 

(Intercept) -2.63** [-3.49, -1.76]       

Avg_Pic_Rate 0.47** [0.34, 0.61] .07 [.03, .11]   

Pic_Con_Nat -0.10 [-0.41, 0.20] .00 [-.00, .00]   

Pic_Con_Urb -0.05 [-0.37, 0.28] .00 [-.00, .00]   

MIP_Con   0.06  [-0.19, 0.31]  .00  [-.00, .00] R2   = .079** 

          95% CI[.04,.12] 

A significant b-weight indicates the semi-partial correlation is also significant. b 
represents unstandardized regression weights. sr2 represents the semi-partial 
correlation squared. LL and UL indicate the lower and upper limits of a confidence 
interval, respectively. 
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Figure S2.5. Regression Plots for PC 1 change by Mood Induction Condition 
Regression plots predicting change in PC 1 (affective valence) by Image Condition + 
Average Image Rating + MIP Condition, broken up by for neutral (left) and negative 
(right) MIPs 
 
 
 
Study 5 Pre-Registered Analysis 

As specified in the OSF pre-registration 

(https://osf.io/u2e6n/?view_only=ddc4107c7af64b3e8783db56d03ec949), beauty 

ratings were compared in the 180 images corresponding to those in the High and 

Low Aesthetic value Nature and Urban conditions. A one-way ANOVA was 

conducted to compare the aesthetics (beauty) ratings from Study 5 (this study) 

across the two image sets which were equated on preference (affinity) from Study 

1.  This analysis was conducted using the function ‘aov’ in R. Results of the 1-way 

ANOVA comparing beauty ratings of the 90 urban and 90 nature preference-

https://osf.io/u2e6n/?view_only=ddc4107c7af64b3e8783db56d03ec949
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matched images did not yield a significant effect of environment on beauty rating, 

F(1,178) = 0.01, p = 0.91, ηp2 = 0.00, 95% CI [-0.01, 0.02]. Distributions of average 

beauty ratings for images in each environment type are plotted in Figure S2.6. 

Figure S2.6. Histogram of Beauty Ratings for Preference-Equated Nature & 
Urban Images 
Aesthetics (beauty) ratings from Study 5 for the 90 nature and 90 urban images 
with overall similar preference (affinity) ratings from Study 1.  
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Appendix D: Supplementary Analyses for Chapter 4  

 

Behavioral Results: Main N-back performance, Outliers Removed (<60% acc) 

Results of the repeated measures ANOVA examining accuracy as a function of 

n-back level in the main task yielded a significant effect of n-back level on accuracy 

(F(2,92) = 57.1, p < 0.001, ηp2 = 0.54, 95% CI [0.41 0.64]. As expected, accuracy for 

the 1-back task (M = 0.94, SD = 0.03) was significantly better than accuracy for the 

2-back task (M = 0.86, SD = 0.1, t(46) = 5.87, p < 0.001) and for the 3-back task (M = 

0.80, SD = 0.1, t(46) = 9.7, p < 0.001). Accuracy for the 2-back task was also 

significantly higher than for the 3-back task (t(46), 5.5, p < 0.001). [Figure S4.1] 

Figure S4.1. Average accuracy in Main N-back Round, outliers removed 
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Behavioral Results: Change in N-back Performance, Outliers Removed 

 To test for the effect of environment type on change in 3-back performance, a 

2 (time: pre-video, post-video) x  2 (video: nature, urban) mixed-effects ANOVA was 

conducted with accuracy as the dependent variable. Results of this ANOVA yielded a 

significant main effect of time, F(1,45) = 23.2, p < 0.001, ηp2 = 0.34, 95% CI [0.13 

0.51], where participants performed significantly better in the post-video 3-back 

blocks (M = 0.86, SD = 0.1) relative to the pre-video 3-back blocks (M = 0.80, SD = 

0.1, t(46) = 4.9, p < 0.001). No main effect of video or an interaction of video and 

time was found (all p > 0.67). When examined as a change score (post-video 3-back 
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— main 3-back, controlling for main 3-back performance), the results were 

unaffected (p = 0.86). [Figure S4.2] 

Figure S4.2. A Main 3-back (Pre) and Post-Video 3-back Performance by Video 
Condition, outliers removed 


