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To all who have been directly or indirectly afflicted by cancer – especially my Dad



The Art of Peace is medicine for a sick world. We want to cure the world of the sickness of

violence, malcontent, and discord—this is the Way of Harmony. There is evil and disorder

in the world because people have forgotten that all things emanate from one source. Return

to that source and leave behind all self-centered thoughts, petty desires, and anger. Those

who are possessed by nothing possess everything.

お先生 (Ueshiba Morihei Sensei)
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ABSTRACT

The use of cone-beam computed tomography (CBCT) in image-guided radiation therapy

(IGRT) has helped linear accelerators (LINACs) become the most popular form of radia-

tion therapy today. The ability to acquire tomographic information from the patient at the

treatment position allows for setup and target verification as well as steeper dose gradients

and higher dose fractions while simultaneously providing images that allow the oncologist

to monitor the tumor’s response to the therapy. The current kV-CBCT scanning configu-

ration of this LINAC-mounted imaging system provides a circular trajectory of the source

and detector around the patient as the LINAC gantry makes a single rotation around the

patient. Though this provides the requisite trajectory for the analytic-base FDK recon-

struction algorithm that is the workhorse of clinical reconstruction in IGRT today, there

are some issues of this scanning geometry that can either limit or even prevent the use of

this CBCT information in clinical practice. In this work, we develop a generalized non-

circular scanning trajectory framework enabled by optimization-based reconstruction that

allow for non-circular trajectories that directly address two issues of LINAC-mounted CBCT

for IGRT. The first issue is overcoming the limited axial coverage provided by the current

detector size and circular acquisition trajectory. This is problematic as the CBCT axial

coverage is smaller than the potential treatment field size. As engineering costs restrict the

axial coverage of the detector, we investigate potential non-circular trajectories that can ex-

tend the axial coverage with current LINAC-mounted CBCT detectors. The other existing

limitation that could be resolved with non-circular scanning trajectories is that of potential

patient collisions with the LINAC gantry. As some patient treatment positions can put the

patient in a collision path with components of the LINAC gantry, the inability to acquire the

full circular rotation can lead to forgoing the CBCT. This is another problem to which we

provide example trajectories that could alleviate these collisions while still acquiring useful

CBCT images. We found that in both of these examples, our non-circular imaging framework

was able to reconstruct images that have comparable image quality to the current clinical
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method using a single circular scan while simultaneously providing potential solutions to the

current clinical limitation of restricted axial coverage and potential patient collisions with

the LINAC gantry.
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CHAPTER 1

INTRODUCTION

Tomography is the imaging technique of using a penetrating wave to create an image of a

slice in an object while either blurring or obscuring details from other planes in the object.

The ability to peer inside an object and create a map of its contents is a powerful tool that

is routinely used in myriad applications. Today, tomographic methods have been deployed

in locations ranging from border-control checkpoints to local medical clinics.

As the non-invasive nature of tomographic imaging had obvious benefits for the field

of medicine, many significant advances in tomographic technology were driven by clinical

research. One such form of tomographic imaging is x-ray computed tomography (CT) which

uses projection images acquired from different locations around the object to compute the

distribution of material densities inside the object. With the growth of tomographic imaging,

additional technologies were developed to acquire images using a variety of waves from

ultrasound to injecting radioactive tracers which emit these waves from inside a patient as in

single-photon computed tomography (SPECT) and positron emission tomography (PET).

1.1 CT development history

In a CT scanner system, an x-ray source and opposing detector typically rotate in a circle

relative to the object being imaged as x-ray projection images are acquired at different

angular positions. By modeling the attenuation of the incident x-rays by the object being

imaged at different projection angles and finding an approximate inversion of this model, an

estimate of the object’s interior could be produced. The development of modern CT imaging

systems today was driven not only by innovation in the hardware design, but also by advances

in the algorithms used to invert the poorly conditioned forward model encountered in CT

imaging.

Figure (1.1) shows a schematic of the first generation of CT scanner, which was built by
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EMI (Electric and Musical Industries Ltd.) in 1967 using the work of Allan M. Cormack and

Godfrey N. Hounsfield [7]. In this design, a source and detector acquire a series of pencil-

beam projections by translating together along a line in a plane orthogonal to the rotation

axis. The source and detector then rotate before acquiring another series of projections

along another line. This process is repeated for successive rotation angles until the system

has rotated an entire 180◦ and the source and detector have moved to each other’s starting

position. For their work, Cormack and Housfield shared the 1979 Nobel Prize in Physiology

or Medicine [28].

Figure 1.1: First-generation CT scanner. At each angle, the source and detector move
together in a line to acquire a series of pencil beam projections at that angle. The source
and detector then rotate one degree around the object before repeating this process.

The algorithms for reconstructing the tomographic image from these x-ray projections at
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different angles evolved concurrently with the different iterations of CT-scanner hardware.

The projection data acquired from the first-generation scanner was necessarily digitized as

the reconstructed image was computed by solving a linear system of equations, now known

as algebraic reconstruction technique (ART) [28]. Though Radon’s theories that provide the

basis for some of the analytic-based reconstruction algorithms were known at the time, the

necessary computer hardware needed for a practical implementation had yet to be developed

when Cormack and Hounsfield reconstructed their first CT image [7].

Though the first-generation CT system was a groundbreaking achievement, the rasterized

scanning of the pencil beam at multiple angles required approximately 4.5 minutes to acquire

the projection information to reconstruct a single two-dimensional (2D) slice of the scanned

object [28]. Long scan times are problematic as they increase the possibility of motion during

scanning which creates motion contamination artifacts in the reconstruction. The second

generation of CT scanners significantly reduced this acquisition time to about 30 seconds by

replacing the pencil beam of x-rays with a fan beam and a detector array with approximately

30 detector elements. This new design, shown in Figure (1.2), still required the source and

detector to acquire projections using a linear translation before rotating to a new angular

position and repeating the process [7].

One of the most important factors driving the hardware development in CT-scanner tech-

nology was the issue of acquisition speed. As the reconstruction framework used a forward

model that assumes the projections are acquired from a stationary object, the first two gen-

erations were only successful in imaging parts of the patient that were relatively stationary.

As such, these early scanners were initially only used with the cranium as it is relatively

motionless relative to the required acquisition time. Unlike the cranium, other anatomical

sites such as the thorax and abdomen are greatly affected by cardiac and respiratory motion.

The next generation of scanners were designed to reduce the acquisition time to under 20

seconds in order to image a patient’s abdomen in a single breath hold [7].

The third generation of CT scanners, shown in Figure (1.3), would soon become the
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Figure 1.2: Second-generation CT scanner. Though similar to the first-generation scanner
in Figure (1.1), a significant reduction in acquisition time was achieved by replacing the
pencil beam and single detector with a fan beam and an array of detector elements. The
acquistion method remained the same in that the source and detector first acquired multiple
projections via a linear translation before rotating to a new angular position and repeating
the translation.
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Figure 1.3: Third-generation CT scanner. This design kept the fan-beam x-ray source
seen in the second generation of scanners, but the detector size was increased to illuminate
the entire patient. This new design no longer required the source and detector to acquire
a linear translation before rotating to a new scanning angle. Instead, this generation of
scanners simply acquire a single projection at each angle which significantly reduces the
acquisition time.
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dominant scanner design. This remains true today as most modern diagnostic CT imaging

systems, such as the one shown in Figure (1.4), are still based on the third generation

design. Unlike the earlier generations of scanners, this design removed the need for the

linear translation of the source and detector by increasing the size of the detector so that the

entire patient could be illuminated at a given angle. By doing this, it was only necessary to

acquire a single projection at each rotation angle which significantly reduced the acquisition

time [28].

The evolution from the first generation of scanners to the second and third generations of

scanners was enabled by advances in both computer hardware and reconstruction algorithms

for solving the inverse problem. As we will further discuss in the following chapter, analytic-

based algorithms for solving the CT inverse problem gradually replaced the initial algebraic

solution to the linearized forward model used by Cormack and Hounsfield. The most popular

form of this implementation is known as filtered-backprojection (FBP) [9, 28].

The FBP approach to CT reconstruction was first implemented as the parallel-beam

backprojection algorithm [9]. This provided an analytic inverse to the acquisition method of

the first generation of scanners where at a given angle, all of the projections are acquired as

parallel incident x-ray beams. However, with the second and third generation of CT scanners,

this imaging model was modified from the parallel-beam geometry to the fan-beam geometry

to account for the divergent x-ray beam of a point-like x-ray source on an array of x-ray

detectors. The new fan-beam FBP algorithm enabled the scanning geometry of the third

generation of scanners which are still the backbone of clinical CT today [58].

The fourth generation of CT scanners was developed to eliminate ring artifacts that can

appear in the third-generation CT scanners. These ring artifacts can occur when there is a

mismatch in projection data of opposing rays along the same line in the patient which can

result from misalignment of the moving detector. With a stationary ring of detectors, these

ring artifacts are eliminated. However, with the advent of multi-slice detector technology

which will be discussed in Cone-beam CT and new scanning trajectories , the engineering and
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Figure 1.4: Modern Brilliance CT Big Bore scanner (Philips, Amsterdam, NL) which is a
third generation multislice scanner with 16 detector rows. The unusually large bore (85 cm
diameter) is specifically designed for radiation therapy simulation planning in order to avoid
collisions.
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cost requirements has led to fourth-generation scanners being phased out [28].

Figure 1.5: Fourth-generation CT scanner. In this design, only the x-ray source rotates
inside a ring of fixed detector elements.

The fifth generation of CT scanners, also known as electron-beam, computed-tomography

(EBCT) scanners, was developed in the early 1980s for cardiac imaging. In order to acquire

the projection data fast enough to ”freeze” cardiac motion (20-50 ms for a full rotation), it

would be impossible to design a mechanical system that could rotate that quickly and with-

stand the centripetal force incurred at such high rotational velocity. Instead, this generation

was designed to steer the electron beam onto the x-ray anode that was curved around the

patient – effectively placing the patient inside the x-ray tube. The design is similar to the

fourth generation in that the EBCT scanners have a fixed, partial-ring detector around the

patient [7, 28].

Though the fourth and fifth generation scanners are interesting manifestations of CT

scanning technology, they are only included here for completeness and will not be discussed

further. In the following section, we will look at a major development in reconstruction

algorithm technology that cemented the third-generation CT scanner’s popularity. This

algorithm development enabled the extension of the CT detector’s axial coverage allowing for

volumetric image acquisition and reconstruction using the third-generation scanner design.
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This development also led to the development of a new cone-beam CT (CBCT) geometry

which is the focus of this work.

1.2 Cone-beam CT and new scanning trajectories

For all the CT scanners discussed in the previous section CT development history , the only

scanning trajectory utilized for CT was the circular rotation of the source and detector

around the patient. This limitation was due to both the hardware geometry and the recon-

struction algorithms that were initially focused on acquiring and reconstructing 2D-planar

slices of the object being imaged. Unfortunately, this slice-by-slice acquisition and recon-

struction framework was somewhat limiting in acquiring volumetric CT images.

The use of new scanning trajectories to increase the volumetric imaging capabilities

of CT began with the development of the spiral or helical CT reconstruction algorithm

[35, 41, 37, 40]. By adding longitudinal translation of the patient couch through a third-

generation scanner, it was possible to perform a helical trajectory of the source and detector

around the patient. This made it possible to rapidly acquire multi-slice (or volumetric) CT

of a patient using the existing diagnostic imaging hardware of the third-generation scanners.

Another approach to acquire volumetric tomographic images was to extend the CT de-

tector array in the longitudinal direction by adding additional rows of detector arrays. These

multi-array detectors helped to improve the interpolation procedure used for reconstructing

the data acquired from a helical scan, and continue to be used in modern third generation

CT scanners. As these multi-array detectors began to cover larger extents of the axial field of

view (FOV), they eventually led to large flat-panel detector being used to acquire projection

information. The flat-panel detector systems are now known as cone-beam CT (CBCT) sys-

tems to reflect the cone of x-ray illumination on these detectors as opposed to the fan-beam

geometry of the earlier slice-by-slice scanners.

With the advent of CBCT scanners, efforts were made to extend the FBP algorithm to

three dimensions (3D) [24, 42, 43, 8]. Though all of these methods attempted to find an
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analytic inverse to the forward-projection imaging model, they require exact Radon data,

which is not provided by the circular trajectory routinely employed by third generation

scanners. It was the development of a modified FBP algorithm by Feldkamp, Davis and

Kress or FDK [21] (which we will discuss further in Analytic-based reconstruction) that

made it possible to obtain a useful reconstruction from a circular scanning trajectory on a

CBCT system.

1.3 Image-guided radiation therapy

X-ray technology is unique in how rapidly it was applied to the field of medicine following

the discovery of x-rays by Wilhelm Röntgen in 1895. The next year in Chicago, Emil

Grubbe built his own x-ray device which he began to use for therapeutic purposes [51].

Both diagnostic and therapeutic uses of radiation developed in concert throughout the 20th

century culminating in radiation treatment devices that combine low-energy CT imaging

or magnetic resonance imaging (MRI) with high-energy treatment beams in image-guide

radiation therapy (IGRT). A particularly popular method of delivering therapeutic radiation

doses are linear accelerators (LINACs) that deliver powerful megavoltage (MV) treatment

beams to diseased tissue.

Though the type of particle and energy spectra of therapeutic radiation will vary de-

pending on both the type and progression of the disease, the desired effect of the prescribed

dose is to ablate the diseased tissue by inducing cell death in the cancer cells. Much as with

traditional surgical techniques, there is also a simultaneous need to spare the healthy tissue

while removing the diseased tissue. In the pursuit of achieving this balance between killing

diseased tissue and sparing healthy tissue with the delivered dose, a variety of radiation

therapy modalities have been developed.

The initial application of radiation for therapeutic purposes was initially limited to su-

perficial lesions. As great care must be take to ensure the dose is delivered just to the

target area, there must be a way to visualize the target of the delivered dose. In the early
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application of therapeutic radiation, physicians were limited to those pathologies that were

externally visible. It was the Swedish neurosurgeon Lars Leksell who conceptualized using

a high-energy photon beam to deliver a therapeutic dose deep inside the brain without the

additional complications of invasive surgery [45].

The half a century between the discovery of x-rays and the use of them to treat internal

structures was the need for imaging technology that made visualizing these internal targets

feasible. The development of CT technology discussed in CT development history provided

the requisite volumetric information that allowed physicians to locate these internal lesions

in the patient. This was required in order for the physicians to accurately target the lesions

using the high-energy beams proposed by Leksell. He realized by distributing small-field

beams around the target, we could create a high-dose deposition at a desired internal target

location which led to him and his colleagues producing the GammaKnife in 1968 which

consisted of 179 cobalt-60 sources distributed in a hemisphere around the patient’s cranium

for stereotactic radiosurgery (SRS) [45].

The eventual acceptance of SRS in the United States in 1984 and the subsequent rise

in popularity of the technique led to use of linear accelerators for delivering the therapeutic

dose rather than the fixed cobalt-60 sources [45]. LINACs were not only able to produce

treatment beams that were comparable to those provided the cobalt-60 sources, but they had

the additional benefits of being able to produces much higher energy spectra without the need

to replace the radiation source as they decayed as cobalt-60 sources. However, despite the

tomographic imaging used to plan the prescribed radiation dose, only radiographic projection

imaging was used for setting up the patient at the treatment isocenter of these devices.

The addition of a LINAC-mounted, kV-imaging, cone-beam computed tomography (CBCT)

system to the gantry-mounted clinical linear accelerator [33, 48, 62] helped this modality be-

come the most popular form of image-guided radiation therapy (IGRT) [80, 5, 17]. The

tomographic information provided in the kV energy range improves soft-tissue contrast reso-

lution over that provided by the MV electronic portal imaging device (EPID) alone [32]. The
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LINAC-mounted, kV-imaging, CBCT system not only helps with patient setup and target

verification, but it also allows the monitoring of the tumor response during treatment [55].

Figure 1.6: Annotated image of a TrueBeam LINAC. See text for description of components.

Figure (1.6) shows an annotated image of a Varian TrueBeam LINAC (Varian Medical

Systems, Palo Alto, CA). On the patient couch is the CIRS Torso Phantom (Computerized

Imaging Reference Systems, Norfolk, VA) aligned at the mechanical isocenter using the laser

guidance system. Above the torso phantom to the left is the MV treatment head with the

metallic accessory mount and beam exit window. Below the table to the left is the kV

source which provides the kV x-rays for the kV-CBCT imaging system. Above the phantom

to the right is the kV detector panel which acquires the projections through the phantom

for the kV-CBCT imaging system. Both the kV source and kV detector are mounted on

robotic position arms. Below the phantom to the right is the MV electronic portal imaging

device, which is retracted in this image, for acquiring MV projections from the MV treatment
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beam. Finally all of these components are mounted on a rotating gantry which can rotate

360◦ around the mechanical isocenter for a single rotation. A subsequent rotation must occur

in the opposite direction as the gantry lacks the ability to make multiple rotations in the

same direction like a diagnostic CT system due to the complexity of the MV LINAC design.

While there are many advantages to using LINAC-mounted CBCT imaging systems

for IGRT, there are still technical limitations that negatively impact clinical utility, that

could be alleviated by utilizing non-circular scanning trajectories with optimization-based

reconstruction. One issue is the limited axial FOV coverage provided by the current detectors

and circular scanning trajectory. Another issue is the increased potential of patient collisions

with the rotating treatment gantry. In this work, we will focus exclusively on utilizing a

generalized optimization-based reconstruction framework from arbitrary CBCT trajectories

to address these clinical issues for IGRT. However, the framework itself is not necessarily

restricted to IGRT and could be of potential use for a variety of other CBCT applications.

1.4 Organization

In this work, we will discuss an optimization-based, image-reconstruction framework that

enables the use of new scanning trajectories. In particular, we will focus on how this approach

was developed to address the two clinical shortcomings of limited axial FOV coverage and

potential patient collisions with the LINAC gantry. By using these two examples, we will

not only show the feasibility of using these non-circular trajectories, but also a potential

solution to existing clinical needs.

First, we will discuss the framework and considerations of using optimization-based re-

construction with different scanning trajectories in Optimization-based algorithms . Next, we

will discuss the need for geometric calibration and discuss a method we developed to accom-

plish this for these trajectories in Geometric calibration. We will then review the use of new

trajectories to address the limited axial FOV issue in Axial field-of-view extension followed

by using these trajectories to alleviate the issue of patient collisions in Collision-avoiding tra-
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jectories . Finally, we will summarize this work and discuss possible clinical considerations

with this methodology in Summary and conclusions .

The increased flexibility in choosing different scanning trajectories allowed by optimization-

based reconstruction methods provided two solutions to the issues of limited axial FOV cov-

erage and potential patient collisions. For these two problems, we found that the existing

limitations could be resolved by using a different scanning configuration. In each case, we

proposed a trajectory that would solve the existing problem, and then we evaluated how

well the optimization-based reconstructions compared to currently used clinical images.
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CHAPTER 2

GENERAL CBCT TRAJECTORY RECONSTRUCTION

FRAMEWORK WITH OPTIMIZATION-BASED

ALGORITHMS

Through the years of CT research, a fundamental question has always been how to move the

source and detector of the imaging system relative to the object to obtain sufficient projection

information to reconstruct a useful image. Part of this answer must take into account certain

engineering limitations that go into building such a system. However, this is fundamentally a

question that must address the requirements of the computational reconstruction algorithm

used to assemble the image from the x-ray projections.

There are two main classes of reconstruction algorithms. Analytic-based algorithms, such

as FDK [21], represent an approximate solution to the inverse imaging problem, i.e., calcu-

lating the object function from its projections. Optimization-based algorithms represent the

forward imaging problem as a linear system, and attempt to iteratively invert this system

to find an object function that is consistent with the observed projections. Image recon-

struction with optimization-based methods provides a robust framework for reconstructing

from projections acquired with nonstandard trajectories designed to address specific CBCT

limitations as they require no assumptions about the initial scanning trajectory.

The use of optimization-based methods for tomographic image reconstruction is a natural

extension of linearizing the x-ray transform imaging model of a tomographic scan. Approach-

ing the image reconstruction problem as a linearized imaging model has existed since the

first CT system built by Cormack and Hounsfield. As discussed in the Introduction, they

utilized the algebraic reconstruction technique (ART) to solve a system of equations created

by the summation of the rays through the image pixel grid at each projection angle [27].

Though the initial optimization-based image reconstruction with ART was successful in

providing a solution to the inverse problem, the limited computational power available at
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the time proved to be an intractable limitation. Though the number of unknown variables

in the system of equations associated with this 2D reconstruction problem is trivial by

today’s standards, the lack of parallelization and other engineering limitations of transistors

at the time were too onerous for the clinical workflow. This computational complexity

was further increased when moving from two-dimension (2D), single-slice images to three-

dimensional (3D), volumetric image reconstruction which introduces a greater number of

unknowns. However, a recent renaissance of utilizing graphics processing units (GPUs) –

technology once solely in the purview of video games – for scientific computation has made

optimization-based methods temporally competitive with analytic-based methods [81, 66].

2.1 Background: Cone-beam computed tomography

2.1.1 Analytic-based reconstruction

Analytic-based reconstruction algorithms are formulated by explicitly finding an inverse to

the X-ray transform

g(r0, θ̂) =

∫ ∞

0
f(r0 + tθ̂)dt, (2.1)

where the data function g is acquired by integrating along the ray from the source at r0 in the

direction θ̂ through the object function f . In x-ray CT, this object function represents the

distribution of the linear attenuation coefficients of the various materials within the object’s

interior that provide exponential attenuation to the incident beam as it travels through the

object as characterized by Beer’s law [6].

A fundamental problem with these reconstruction algorithms when practically recon-

structing f is the assumption of a continuous-to-continuous (CC) model. These analytic-

based reconstruction algorithms impose dense sampling requirements for both the detector

and number of views to approximate a continuous data function. Given that the data func-

tion from the digital detector and the numerical array for storing the reconstructed image are

both discrete, a more natural approach to the inverse problem would be a discrete-to-discrete
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(DD) imaging model [1].
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Figure 2.1: Single-view schematic of the x-ray transform of an object f from an x-ray
source at r0 illuminating the detector in the direction of θ̂ to produce the detector response

g
(
r0, θ̂

)
. The angle γ is the maximum cone-angle of this CBCT as determined by the

detector size. The source and detector geometry is that of Varian’s TrueBeam kV-imaging
system.

In the 1980s, work was done to directly solve the inverse problem for the cone-beam

geometry [60, 22]. By modeling the projection formation process as a Radon transform or

an X-ray transform, reconstruction algorithms were formulated by finding an analytic-based

inverse to the transform. However, for the inverse to be exact, it needed to meet strict

requirements such as Tuy’s condition which states that every plane through the object must

intersect the source trajectory [76]. Though there are non-circular trajectories such as the

infinite-line trajectory which satisfy Tuy’s condition, the application of such trajectories for

real scanning configurations are always approximations [72] which fail to satisfy the requisite

geometry to provide an exact inverse.
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(a) (b)

Figure 2.2: Simulated example of cone-angle artifacts seen in the sagittal view of a recon-
structed Defrise-style phantom. On the left is an FDK reconstruction, and on the right is an
MLEM reconstruction (200 iterations). Such a phantom design of alternating high-contrast
densities along the longitudinal direction is explicitly identified by the FDK authors as being
a case where their assumptions breakdown at larger cone angles. In the middle of image that
corresponds to the plane of the source orbit, the sharp boundaries between the alternating
disks can be seen. However at the edges of the image, corresponding to larger cone an-
gles, the breakdown of these assumptions and the cone-angle artifacts produced can be seen.
The cone-angle artifacts at the larger cone angles are less severe in the optimization-based
reconstruction ([0, 0.3] cm−1 display window).

The circular scanning trajectory that is ubiquitous in the clinic for CBCT is one trajectory

that fails to meet Tuy’s condition. The most popular reconstruction algorithm for the circular

CBCT trajectory is the filtered-backprojection (FBP) algorithm proposed by Feldkamp,

Davis, and Kress (FDK) [21] which is still the industry standard. FDK is only an exact

inversion to the Radon transform on the midplane containing the circular source trajectory.

For transaxial planes other than the midplane, a quasi-redundancy in the scanning data

is assumed. It is the violation of this assumption which leads to cone-angle artifacts, an

example of which is shown in Figure (2.2a). These artifacts become more severe at larger

cone angles (the angle γ in Figure (2.1)) where this assumption is less applicable.

The presence of cone-angle artifacts in FDK reconstructions from the incomplete data

acquired with circular scanning trajectories led to research into inverse algorithms for cone-

beam scans from theoretically complete trajectories such as a circle plus a line [83]. It
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became apparent in the reconstruction results that implementing these direct reconstruction

algorithms did not produce the anticipated results [42]. Severe artifacts and numerical

errors were found in the reconstructions due to factors such as truncation introducing high-

frequency components that are amplified in the filtration process.

2.1.2 Optimization-based reconstruction

Analytic-based reconstruction algorithms are problematic in that they require a fixed scan-

ning trajectory to formulate the inverse. When approximations are made for the inverse,

as in FDK, deviations from these approximations lead to inconsistencies in the model and

subsequently artifacts in the reconstruction such as the cone-angle artifacts shown in Figure

(2.2a). In contrast, optimization-based reconstruction algorithms represent a more robust

model of the image formation process [68, 26, 70, 69, 3]. As Figure (2.2b) shows, this can

help reduce artifacts such as the cone-angle artifacts.

Optimization-based reconstruction algorithms provide a more accurate model of the DD

imaging system that comprises both the digitized projection images from the kV-imaging

detector and the digitized tomographic image calculated by the reconstruction program. The

X-ray transform of the object function can be represented as the linear system

g = Hf , (2.2)

where g is the discrete M pixel sampled projection on the detector, H is the M ×N discrete

form of the X-ray transform, and f is the object function represented on a N voxel basis. As

direct inversion of H is impractical due to both its size and inconsistencies from factors such

as noise, optimization techniques are used to solve this system for an estimate of the object

f∗.

The optimization problem is formulated as an objective function based on the actual data

g and the image model Hf . An optimization algorithm is then used to iteratively update
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the estimate of f∗ until a suitable convergence criterion has been met. The parameters of

the optimization problem, the optimization algorithm, and the convergence criteria are all

important factors in determining the properties of the reconstructed image and subsequently

its utility. When the reconstruction program is not run to convergence, a parameter such

as the number of iterations can be fixed provided justification is given for the choice of

iterations.

In selecting the parameters for the reconstruction program, consideration must be given to

the impact each parameter will have on the reconstructed image quality. As we investigated

using optimization-based reconstruction for non-circular scanning trajectories, we selected

parameters of our reconstruction program to mimic the relevant clinically-utilized parameters

where applicable. For instance, our reconstruction resolution sizes are chosen to provide

the same voxel sizes used by the clinical reconstruction software. However, these parameter

choices are made only to provide comparisons to the current clinical image quality. This does

not mean that these values are optimally selected, and for any clinically relevant evaluation,

rigorous parameter optimization must be studied for the clinical imaging task [49, 79].

Previous work has shown that optimization-basaed algorithms can reconstruct clinically

useful images under scanning conditions for which analytic-based FDK fails [26, 71, 69]. In

applying optimization-based reconstruction to non-circular trajectories, we focus primarily

on the well-understood maximum-likelihood expectation maximization (MLEM) [68, 18].

Though a variety of optimization-based reconstruction programs exist, we used the MLEM

program to limit the number of parameters introduced by the reconstruction program, since

new scanning trajectories already introduce additional parameters that impact the projection

data and resulting tomographic reconstruction.
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2.2 Background: Scanning trajectories

2.2.1 Standard Trajectories

In IGRT, LINAC-mounted CBCT imaging systems such as Varian’s TrueBeam kV-imaging

system now routinely provide patient image information. These images are used to check

the patient alignment before delivering the radiation treatment. The circular rotation of the

LINAC gantry defines the acquisition trajectory for the CBCT scan. While such a scanning

trajectory provides sufficient information for an analytic-based reconstruction of the scan

volume, there are a variety of limitations that arise from this work flow.

Due to engineering and cost restrictions, the kV detector has a limited size. The True-

Beam system has a transaxial width of 40 cm and an axial height of 30 cm. This restricts the

FOV that can be imaged in a traditional circular scan. While the offset detector technique

[4, 12] is commonly used to increase the transaxial FOV (for a 1.5X magnification, this is an

increase in FOV diameter from 26.7 cm to 44.0 cm on the TrueBeam system with a 13 cm

offset), the axial coverage is still very limited (20 cm for the same TrueBeam geometry) [61].

The reason that the limited FOV has not been addressed by increasing the detector size is

partially due to the industry’s reliance on the approximate FDK algorithm [58]. As shown

in Figure (2.2), as the cone angle increases, artifacts near the end of the axial FOV become

more severe.

Another problem with the current circular imaging trajectory is the potential for LINAC

collisions with the patient [29, 52]. Cases arise when the patient is positioned in the treatment

position, a CBCT image cannot be acquired due to part of the patient being in the path

of the LINAC’s trajectory (i.e., gantry clearance cannot be achieved). As the current FDK

algorithm requires a trajectory with sufficient angular coverage, the patient must be moved

to a position where the gantry can make an uninterrupted rotation around the patient.

These workarounds can incur significant temporal costs in re-positioning the patient on the

treatment couch for a new collision-avoiding setup. A robust scanning modality that could
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avoid these collision zones while providing sufficient tomographic information would alleviate

these expensive re-positioning occurrences.

In both of these examples, the default circular trajectory prescribed by FDK is inade-

quate for obtaining the desired tomographic information. Furthermore, the disruption to the

clinical workflow created by these limitations introduces bottlenecks into clinical efficiency

which affects both the clinical staff as well as the patient’s comfort in the procedure. In the

case of a potential patient collision, the inability to acquire the required trajectory can even

result in forgoing the CBCT image. For these particular examples, we investigated ways

in which new trajectories enabled by optimization-based reconstruction could alleviate the

limitations imposed by the standard circular scan.

2.2.2 General trajectories

Though there has been previous work in developing analytic methods for addressing the

reconstruction from some novel trajectories [37, 38, 39, 36], it could be clinically useful

to enable reconstruction from an arbitrary, collision-avoiding trajectory. As the collision

region (if one arises) is contingent on the patient’s size and treatment position, the imaging

trajectory would vary on a per patient basis. As such, deriving the analytic inverse for each

patient’s scanning trajectory would be impractical.

Optimization-based reconstruction provides a generalized framework enabling greater

flexibility in reconstructing from projections acquired with non-circular trajectories. Pro-

vided the geometry of each view is correctly incorporated into the system matrix H in

Equation (2.2), clinically useful reconstructions can be obtained from acquisitions for which

an analytic inverse may not be available. This robust approach enables tomographic imaging

from collision-avoiding trajectories that would accommodate the patient’s specific needs.

For the problem of the limited axial coverage, the current clinical method of extending the

FOV is to acquire two circular scans at different axial positions and reconstruct each circle

independently using FDK before stacking the two volumes together [23]. Unfortunately, the
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Figure 2.3: Schematic illustrating the axial coverage provided by stacking two circular FDK
reconstructions together for the TrueBeam kV imaging system. In each figure, the top
portion corresponds to the projective geometry of the superior circle (blue), and the bottom
portion corresponds to that of the inferior circle (red). For both the inferior and superior
circles, two projective views are illustrated as opposing projective views at θ = 0◦ (solid
lines) and θ = 180◦ (dashed lines). The shaded regions corresponds to the image support
of an FDK reconstruction of the respective circle. The top figure (a) represents an axial
separation between the two circles (d = 10 cm) where the support volumes overlap (purple).
The bottom figure (b) shows the maximum axial separation (d = 20 cm) for which the
two support volumes are contiguous though they share no redundancy in the reconstructed
volumes.

increased distortion from cone-angle artifacts at large cone angles limits the axial separation

between these two circles illustrated in blue and red in Figure (2.3). In addition limitations

incurred by the failure in the FDK approximation at larger cone angles, there is an additional

limitation that the support, or volume of the image space that can be reconstructed, allowed

by analytic-based methods is restricted to the shaded regions of Figure (2.3).

The use of the two circles alone provides one interesting example of a trajectory where

optimization-based reconstruction provides an advantage to the stacked-FDK method cur-

rently used. Unlike stacking two separate reconstructions together, it is possible to recon-
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struct the entire volume at once provided the system matrix is correctly calculated to reflect

the acquisition of two circles in planes located at different axial positions relative to the

patient. In addition to the reduced cone-angle artifacts already seen in optimization-based

methods, reconstructing both volumes together provides additional information about the

overlapping region between the circles that further helps to reduce the cone-angle artifacts.

In addition to improving the use of the two circles, the optimization-based framework

allows for noncircular trajectories. Given that there needs to be a relative axial translation

between the kV-imaging system and the patient, we investigated if there were any advan-

tages to acquiring some projection views during the axial translation. Such trajectories that

included an axial translational stage have been studied before and have the potential to

further reduce the impact of cone-angle artifacts with both analtyic-based [83, 53, 34, 38]

and optimization-based methods [15].

In the case of potential patient collisions with the LINAC gantry, a simple change in the

scanning trajectory could be sufficient to prevent a collision. Much like the extended axial

FOV case, optimization-based reconstruction is able to handle variations in the acquisition

trajectory provided it is accurately reflected in the system matrix. As such, there are two

different ways we studied where the scanning trajectory could be modified to avoid a collision.

If the patient collision were to occur with the kV detector (the closest component of the

CBCT system to the patient), one possible way to avoid that collision would be to move the

kV detector away from the patient at the collision region. Since the detector is mounted on a

robotic arm, it should be possible to move the detector outward from the isocenter radially,

increasing the diameter of both the collision-free region and of the scanning trajectory. This

effectively changes the magnification for that region, but the reconstruction framework is

able to reconstruct from all the views at both magnifications provided that everything is

accurately modeled in the reconstruction problem.

The other trajectory modification that could solve this problem would be to move the

patient. As with the change in magnification, the change in the patient position does not
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prevent reconstruction with the optimization-based methods provided the patient motion is

correctly incorporated into the system matrix H. Moving the patient also provides a solution

to avoid potential patient collisions that occur with the LINAC treatment head. The MV

treatment head on Varian’s TrueBeam system is actually closer to the patient than the kV

detector. Unlike the kV detector, it is not possible to change the position of the treatment

head. In this case, moving the patient would be the only viable trajectory modification to

avoid a collision.

2.3 Generalized trajectory framework

To find an estimate of the object f∗ as an approximate solution to Equation (2.2), we choose

a reconstruction program that can be solved with the well-understood maximum-likelihood

expectation maximization (MLEM) algorithm [18]. Here, our reconstruction program is

formulated as

f∗ = argminDKL (f) (2.3)

where DKL(f) is the Kullback-Leibler (KL) divergence between g andHf which is calculated

as

DKL =
M∑

i=1

gi − g̃i + giln

(
g̃i
gi

)
(2.4)

where g̃ = Hf [44, 1]. The KL divergence or relative entropy is minimized with the MLEM

algorithm

f
(n+1)
j =

f
(n)
j∑M

i=1Hij

M∑

i=1

Hij
gi

∑N
j=1Hijf

(n)
j

(2.5)

where fnj is j − th voxel value at iteration n and Hij is the element of the system matrix

at the i− th row and j − th column for i = 1, 2, ...,M and j = 1, 2, ..., N . The initial image

estimate for the reconstructions was f (0) = 1.

We define a scanning trajectory as the sequence of source and detector positions used

to acquire each projection view. For all of the trajectories we studied, the detector moves
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in diametric opposition to the kV-imaging source though this is not a requirement of this

formulation. The coordinates of the trajectory are then defined relative to a fixed origin

in the patient. In a traditional scanning configuration where the patient is stationary, the

system matrix Hij projects the object f from image space to the data space of g. When this

is the case, it is sufficient that the coordinate basis of the image space coincides with the

room coordinate system, or is at least stationary relative to it. From each projection view

acquired from the TrueBeam system, we extracted the position information of the CBCT

imaging arms and subsequently built Hij as the projective transform from image space in

the room coordinate system to the data space of the kV detector.

When the patient is no longer fixed relative to the room-coordinate system, (e.g. moving

the treatment couch as the gantry rotates), the image space (fpatient) is moving relative to

the room coordinate system for each projection view. As such, a change of basis for the

columns space of H is necessary so that the new system matrix represents a transform from

the image space of the patient to the data space of the detector represented as H′. As

the acquisition system also reports the couch position, we used this to build the required

transformation matrix TIEC,patient for each projection view. The imaging model in Equation

(2.6) then becomes

g = H′fpatient, (2.6)

where

H′ = HTIEC,patient. (2.7)

Once the change of basis is accounted for, the reconstruction program in Equation (2.4) can

be reformulated with fpatient instead of f and solved with the MLEM algorithm in Equation

(2.5) using H′ instead of H.
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2.4 Framework implementation with Varian TrueBeam

kV-CBCT system

2.4.1 TrueBeam LINAC with Developer Mode

Table 2.1: Subset of Varian’s TrueBeam projection header variables pertaining to the kV-
imaging system.

Couch Detector Gantry kV Source

Acquisition CouchLat ImagerLat GantryAcceleration Current

CouchLng ImagerLng StartAngle FrameRate

CouchRtn ImagerOrigin StopAngle KVFilter

CouchThickness ImagerResX PulseLength

CouchVrt ImagerResY SAD

CouchWidth ImagerSizeX SID

ImagerSizeY Voltage

ScatterGrid

Projection CouchLat ImagerDeltaLat GantryRtn SourceAngle

CouchLng ImagerDeltaLng SourceDeltaLat

CouchRtn ImagerDeltaPitch SourceDeltaLng

CouchVrt ImagerDeltaRtn SourceDeltaVrt

ImagerDeltaVrt

To study these trajectories on a clinical, kV-imaging system, we implemented some of them

on Varian’s TrueBeam system. The TrueBeam Developer Mode provides control of the kV

imaging system to allow for motion control that is unavailable in clinical modes. Developer

Mode provides a scriptable control interface that allows control of the gantry rotation, the

kV-imaging arms, as well as the position of the treatment couch. By combining motions

with all of these components, it is possible to acquire kV projection data from a variety of
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different interesting motions. From the acquisition, each projection is returned with self-

reported nominal values that can be used to build the reconstruction system matrix. Table

(2.1) shows a subset of these header variables pertaining to the kV imaging system.

The TrueBeam’s kV imaging system is illustrated in Figure (1.6) in addition to the

gantry, couch, and robotic arms that can all be utilized to implement these trajectories. The

kV-imaging system itself consists of a Varian kV x-ray source (GS-1542) and a 39.7 cm x

29.8 cm amorphous silicon flat-panel detector (PaxScan 4030CB) with a 2048 × 1536 pixel

array that performs a 2 × 2 binning for a readout of 1024 × 768 square pixels of effective

size 0.388 mm. The source and detector are mounted on robotic arms with the kV beam

direction orthogonal to the MV treatment beam.

2.4.2 Varian coordinates

Once the scanning trajectory has been completed, the view-by-view geometry reported in the

projection headers shown in Table (2.1) must then be transformed so that it describes the

projection information in the desired image-space basis. In the case of IGRT, the image-basis

of interest to physicians is that of the patient. As discussed, this requires calculating the

correct transform TIEC,patient so that the system matrix for reconstructing into the image

space
(
H′
)

as described in Equation (2.6) can be found.

The first coordinate system shown in Figure (2.4) is the radiation coordinate system; a

basis in which the projection headers describe the projective geometry of the source onto

the detector at each view. In this convention, the detector pixels can be converted into the

physical units to describe their location relative to the source at each projection. As the

source and detector rotate together with the gantry, this basis ignores the gantry rotation

angle
(
θg
)

at each view.

However, in order to determine the relationship of each projection to the other views, this

radiation coordinate system must be transformed into a global coordinate system describ-

ing the ensemble of projections relative to the image space. The global coordinate system
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Figure 2.4: Radiation coordinate system which is the basis of the projection geometry
reported in the projection headers. This coordinate system provides a description of the
source position relative to the detector bins with the origin at the imaging isocenter of that
view. Though this basis is agnostic of the gantry rotation, the red arrow points into the
gantry (into the page here in the same direction as the longitudinal bases (lng)) for reference
in images showing the other bases used in this transform.

describing the TrueBeam room geometry is the International Electrotechnical Commission

(IEC) 61217 coordinate system shown in Figure (2.5). This coordinate system is designated

by the IEC as the standard coordinate system for radiotherapy machines [31].

For a gantry angle of θg = 0◦, the radiation-coordinate system shown in Figure (2.4) has

the same basis as the radiation coordinate system in Figure (2.4). This can be used to place

the view-by-view header information into the IEC basis ignoring the gantry rotation initially.

Using the IEC basis vectors XIEC, YIEC, and ZIEC shown in Figure (2.4), the source and

detector positions for that view in homogeneous coordinates are then

rsrc,rad =




SourceVrt

SourceLng

SourceLat

1



, (2.8)
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Figure 2.5: the IEC coordinate system that is the global-basis for all the LINAC geometry.
To transform the data in the radiation coordinate system into the IEC coordinate system,
the gantry rotation angle is used to rotate each view in the radiation-coordinate basis into
the global room coordinates. For a gantry angle of θg = 0◦, the radiation-coordinate system
in Figure (2.4) is the same as the IEC.
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and

rdet,rad =




ImagerVrt

ImagerLng

ImagerLat

1



, (2.9)

respectively.

To then get these source and position vectors into the correct IEC position, they are

transformed via a rotation around the longitudinal or yIEC axis by the gantry angle θg

which is

R
(
θg
)

=




cos
(
θg
)

0 sin
(
θg
)

0

0 1 0 0

-sin
(
θg
)

0 cos
(
θg
)

0

0 0 0 0



. (2.10)

By then applying this transform to each projection view geometry in the radiation coordinate

system, we then have

rsrc,IEC = R
(
θg
)
rsrc,rad (2.11)

and

rdet,IEC = R
(
θg
)
rdet,rad (2.12)

which are the view-by-view projection geometry in the IEC basis.

At this point, the system matrix (H) will reconstruct into the global IEC room coordi-

nates. In the event that this is a traditional scanning trajectory where the patient or object

stays at the imaging isocenter, this geometry would be sufficient for performing a recon-

struction. However, to then allow for trajectories where this fixed isocenter is no longer a

requirement, we must perform one more transform the projection geometry to the basis of

the patient.

To scan a patient with a trajectory where either the imaging object or the isocenter
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Figure 2.6: The image or patient coordinate system that will be used as the basis for the
reconstruction system matrix H in Equation (2.6). By using the view-by-view transform
enabled by optimization-based methods, this can incorporates the relative motion of the
imaging source and detector as well as the motion of the couch and gantry relative to the
point of interest in the patient dentoted by rimg

.
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itself are changing relative to each other during a scan, it is then necessary to make an

additional transform the projection geometry into the basis of desired image space. Again,

for IGRT, this is the image space of the patient’s treatment volume whose basis vectors are

schematically depicted in Figure (2.6).

As an example of this, Figure (2.6) illustrates one view where there is a translation vector

(rimg) denoting a transformation of the patient’s imaging isocenter away from the mechanical

isocenter of the imaging system. If this offset can be determined for each projection view,

the detector data can be transformed into the basis of the patient’s imaging volume. Though

this transform need not be limited to translation, the form presented here would then involve

a final transform of the form

Timg,IEC
(
θg
)

=




1 0 0 −rx,IEC

0 1 0 −ry,IEC

0 0 1 −rz,IEC

0 0 0 0



, (2.13)

and the requisite transform of the system matrix would then be the necessary transfrom

TIEC,patient needed to reconstruct from view-by-view shifts of the image object and the

imaging system into the fixed coordinate system of the patient’s image space.

As we will show in the following chapters, this framework provides a very robust way to

handle a variety of non-circular trajectories that have such shifts between the imaging system

and the object. In our work the TrueBeam system, these shifts could arise from motion of

the imaging arms relative to the patient, motion of the patient table, or even simultaneous

motion of both.

2.5 Metric Evaluation

Though we by no means wish to suggest that this framework is limited to a particular

hardware implementation, or even simply to the purview of IGRT alone, the TrueBeam
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system and the practical issues that currently face the clinic with its use motivated this

investigation. As we present this as a potential solution to some of the limitations in the

clinic, we must demonstrate that in bringing the benefits of these new trajectories, we are not

adversely impacting the subsequent image quality. We emphasize that image quality alone

cannot ultimately determine the true value of any particular imaging modality or technique.

It is imperative that for any translation of novel technology to a clinical setting to occur,

rigorous clinical studies must be performed to determine the true impact any technology has

on the real metric of performance which is the task-based utility. How that is defined is itself

a challenging component in any field, but in medicine this must be given consideration to

the patient outcome.

Image quality is itself one component of the myriad factors that must be considered

when evaluating a clinical technique. As we discuss this framework of reconstructing from

non-circular trajectories with optimization-based reconstruction, we will use image quality

as a surrogate for clinical utility. Though the trajectories we will look at were formulated

to address practical limitations of the current state of the art, the benefits to the clinical

workflow must eventually be evaluated with the ultimate patient outcome. What we do posit

is that if the framework can achieve reconstructions with image quality that is comparable

to existing techniques that have already met the stringent clinical evaluation criteria, then

the additional benefits allowed by the non-circular trajectories truly do have the potential

to improve clinical utility.

As we look at some examples of different scanning trajectories that could be beneficial

to the IGRT clinical workflow, we will use some of the following image quality metrics to

compare reconstructions using this framework to the images of existing clinical techniques.

We have attempted to select metrics based on existing clinical phantoms and image quality

phantoms so as to reflect the potential image quality of these methods were they to be used

clinically. Though some of the uses cases provide scanning configurations for which clinical

image quality phantoms do not exist, we tried to use phantoms with direct clinical relevance.

34



Figure 2.7: Schematic from the Catphan 504 manual of the the CTP 404 sensitometry
module which features a variety of different electron density inserts which can be used for
contrast and CT number analysis as well as beads and wires for extracting spatial resolution
metrics.
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The majority of the quantitative metrics we present come from scans of the Catphan

504 (The Phantom Laboratory, Salem, NY). This is a standard quality assessment (QA)

phantom for clinical CT devices that provides a series of sections with different objects for

calculating image quality metrics. We used the CTP 404 sensitometry module shown in

Figure (2.7) and the CTP 528 spatial resolution module shown in Figure (2.8).

There are a number of ways to evaluate the spatial resolution from images of the Catphan

phantom in a CT image. The CTP 528 module contains a circular array of bar patterns

which we used to subjectively determine the highest frequency set which is resolvable. The

same module also has two 0.28mm tungsten carbide beads simulating an impulse source

from which a point spread and then modulation transfer function (MTF) can be determined.

Furthermore, the MTF can be calculated from the bar patterns themselves [19], as well as

any suitably high contrast edge in the image [63].

While the use of MTF in CT has its challenges, notably the assumption of shift-invariance

is not satisfied, it still can be useful when treated with some care. Each of the methods above

has some advantages and disadvantages. The point source method can provide 3D directional

estimates of the point-spread function (PSF), however it can also be sensitive to the location

of the bead relative to the image grid with significant difference between a bead located

totally within a single voxel or on the interface of many. The bar pattern based evaluation

is a clear complement to the visual analysis, however the orientation of the bars relative

to the grid will affect some frequencies differently than others which can result in atypical

appearing MTF curves. Using an edge spread analysis on the circular phantom boundary

provides many samples, at varying directions to the image grid which can be averaged out.

It can be impacted by scatter or saturation in the air region near the phantom boundary,

however this has not proven to be a significant factor in the images we have analyzed.

The image slice for analysis, the central slice here, is first thresholded based on the image

intensity, the connected component with area of the appropriate size is isolated and any

holes in the thresholded region are filled. The center of this region is taken as the phantom
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Figure 2.8: Schematic from the Catphan 504 manual of the CTP 528 module that provides
a bar-pattern phantom for evaluating spatial resolution metrics.
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center and used as the origin of the coordinates for analysis. The data are then resampled

at high density, along radial spokes at 8 angles chosen to avoid surface alignment marks,

using a linear interpolant from 5 mm inside to 5 mm outside the surface boundary. The

edge-spread function is then the mean (µ(X)) subtracted profile over the standard deviation

(σ(X)), or

ESF =
X − µ(X)

σ(X)
. (2.14)

In standard form, the line-spread function (LSF) can be computed from the derivative of

the edge-spread function (ESF),

LSF =
d

dX
ESF, (2.15)

and the MTF as the discrete fourier transform (D) of the LSF,

MTF = D(LSF) (2.16)

To characterize low-contrast resolution, we calculated the contrast-to-noise ratio (CNR)

using the polystyrene insert in the CTP 404 sensitometry module. These inserts have CT

numbers which are the closest to the water-like polymer that surrounds them. The metric

is defined as

CNR =
2
∣∣µroi − µbkg

∣∣
σroi + σbkg

(2.17)

where σ represents the standard deviation and µ the mean of the of the pixel values in the

respective regions.

The last metric we evaluated was the reproducibility of the CT numbers in the images

from the different scanning trajectories we investigated. For this we used the mean and

standard deviations in ROIs for all the material inserts of the Catphan CTP 404 sensitometry

module in addition to the polystyrene and background ROIs used for the low-contrast CNR

calculations. We also evaluated three additional ROIs of the water-like background for a

total of four background ROIs.
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(a) (b)

Figure 2.9: The CIRS torso phantom. On the left is a picture of the phantom broken apart so
that the cross-sectional composition of the slices is visible. The anthropomorphic phantom is
designed to provide soft-tissue organ structures with realistic electron densities. The image
on the right shows the phantom setup on the LINAC treatment couch.

In addition to the CTP 504 Catphan modules, we also used the CIRS model 600 torso

phantom shown in Figure (2.9) to evaluate these trajectories with this non-circular scan-

ning trajectory configuration. Though we primarily used this anthropomorphic phantom to

produce clinically-relevant reconstructions in the use-case we envisioned for these proposed

trajectories, we also extracted CT numbers from ROIs in some of the soft-tissue organs

corresponding to aorta, liver and spleen in the phantom’s abdomen.

2.6 Conclusion

As our framework was developed in the context of addressing current limitations of using

CBCT for IGRT, we wanted to evaluate the image quality obtained from examples of real-

data scans of such non-circular trajectories to address two existing clinical issues. To do

this, we use our framework to build the necessary reconstruction geometry transforms for

the TrueBeam system and selected image quality metrics from standard clinical phantoms

for comparing reconstructions from this framework against current clinical image quality. In

the next two chapters, we will look at two specific examples of two types of non-circular

trajectories that address two existing limitations and compare the subsequent image quality

to the current clinical standard.
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CHAPTER 3

GEOMETRIC CALIBRATION

3.1 Introduction

Correctly modeling the geometric parameters of the image acquisition is a critical component

of tomographic image reconstruction. This is true regardless of whether reconstruction

is done with analytic-based or optimization-based methods. Any inconsistency between

the real projection geometry and that used for image reconstruction creates artifacts in

the reconstructed image [64, 20, 54, 74, 13, 82, 59, 14, 47, 78]. An example of such an

artifact is shown in Figure (3.1). This is no less true when using non-standard scanning

trajectories. Thus we developed a calibration procedure that can accommodate the different

scanning configurations including non-standard scanning trajectories and scenarios in which

the object, source and detector are all moving during the scan.

Previous work on geometric calibration for tomographic image reconstruction has ap-

proached the calibration problem via analytic [54, 74, 13, 82, 14] and estimation [25, 64,

50, 73, 59] frameworks. Initial calibration efforts utilized optimization-based methods to

determine the geometric offsets from projections of a known phantom geometry and nominal

system setup. By framing the calibration as an optimization problem, the acquisition pa-

rameters were estimated in a way that minimized a cost function associated with improper

modeling of the acquisition geometry.

These calibration methods (analytic-based methods included) usually rely on a known

calibration phantom, which is typically a set of highly attenuating fiducials arranged in

a specific pattern. After scanning the phantom with the system of interest, the detected

fiducials are then compared to predicted positions based on the known geometry of the

phantom and the nominal projection geometry. In the analytic-based approach, the view

parameters are determined by solving for parameters that would transform the projection

of the phantom to match the observed projection. In the optimization-based approach,
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(a) (b)

Figure 3.1: Transverse slice of the Catphan 504 phantom. The image on the left is re-
constructed without geometric calibration, and the image on the right is constructed with
geometric calibration. The arrow in red indicates one example of the geometric distortion
incurred by incorrectly modeling the scanning geometry. This blurring and subsequent loss
of spatial resolution is a typical consequence of poor geometric calibration.

geometric parameters are varied to improve the match between the projection of the modeled

fiducials and the detected fiducials in the sinogram.

Both methods of performing geometric calibration have their own strengths and weak-

nesses. The biggest advantage of utilizing analytic-based calibration methods is that the

sensitivity to initialization and the sensitivity to the order of parameter variation due to

nonlinearity and coupling of parameters faced by estimation are avoided [74]. However, as

with optimization-based reconstruction, optimization-based calibration methods are more

flexible in providing calibration offsets for the novel trajectories that we studied.

Using previous work for optimization-based geometric calibration [64, 25, 73], we devel-

oped a calibration method that utilizes a phantom with known placement of highly atten-

uating fiducials. By scanning this phantom and comparing the projections to the modeled

forward-projection of a mathematical model of the phantom, we can more accurately de-

termine the system matrix (H) in Equation (2.6) for reconstructing from a non-circular

scanning trajectory with optimization-based methods resulting in reduced image artifacts.
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3.2 Methods

Where analytic-based methods, such as FDK, require a certain acquisition trajectory such

as a fixed scanning radius of the source and detector and the angular position of each projec-

tion, the optimization-based system matrix makes no assumptions of the geometry in other

views. As such, we created a reconstruction framework that incorporates the best geometric

estimate of the projection geometry from each view. The flexibility to incorporate geomet-

ric corrections in this way is another useful aspect in using optimization-based methods for

image reconstruction.

Before attempting to determine any geometric errors in our scanning acquisition, we

first modified the calculation of our system matrix to incorporate the geometry information

provided by the TrueBeam system as discussed in Varian coordinates . In doing this, we

took advantage of all the inherent geometry information that is provided with the current

clinical system. This information then provided an initial estimate of the scanning geometry

which we could then refine with the calibration information we extracted with our calibration

protocol.

3.2.1 Phantoms

The first calibration phantom we fabricated for determining geometric offsets is shown in

Figure (3.2). The phantom is a 15.2 cm outer diameter acrylic tube with a spiral pattern of

CT-spot fiducials placed 2.5 cm along the axial direction every 45◦. When scanned, the CT

spots are clearly visible in the projection images which is ideal for automating the fiducial

detection in the data domain.

However, we realized that using such a spiral calibration phantom creates a degree of

ambiguity in the geometry of the projected fiducials. With both this phantom and additional

calibration phantoms we created, too much symmetry in the phantom design leads to a rather

challenging objective function. Given that only a small portion of the phantom is visible
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in any one projection view, excessive symmetry produces multiple minima in the objective

function where a simple axial shift and rotation offset allows for multiple matches of the

modeled fiducials and those in the real data. To avoid such complexity, a calibration phantom

with intentional asymmetry is desirable so that the projected fiducials can be indentified and

matched without ambiguity.

In addition to the necessary complexity created by this phantom, another concern for a

calibration phantom is the uncertainty in the geometry of the phantom itself. Though the

guide lines on the cylinder were inscribed with the lathe and its rotational stage, we placed

the fiducials by hand. As we were trying to determine millimeter offsets with our calibration,

this fiducial placement was suboptimal.

Figure 3.2: Initial geometric calibration phantom with a spiral fiducial pattern.

The phantom we then decided to use for calibration was the Isocal phantom created

by Varian shown in Figure (3.3). Additionally, the phantom is manufactured by Varian to

help align the MV-treatment isocenter with the kV-imaging isocenter. The Isocal phantom

directly addresses the two problems encountered with our first phantom. First, the phantom

is designed with intentional asymmetry. The position of the beads on this phantom have a
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much tighter tolerance than that of our original phantom.

Figure 3.3: Varian’s Isocal phantom positioned at the isocenter.

3.2.2 Calibration method

We designed a calibration procedure specifically for the non-standard scanning trajectories we

implemented on the TrueBeam system with Developer Mode. Using the methods described

in the section Framework implementation with Varian TrueBeam kV-CBCT system, we used

the view-by-view header information from the TrueBeam system to initialize our calibration

procedure. Starting with this initial estimate with which we calculated our reconstruction

system matrix H, the additional information extracted from our calibration was used to

improve the estimate of both the system matrix and subsequently the estimated image from

the reconstruction.

Figure (3.5) provides a schematic illustration of the Isocal phantom for a single view. Ide-

ally, the nominal geometry used to calculate a single projection would produce the simulated

projected fiducials in blue. However, as both our work and that of others has found, this is

not usually the case [64, 54, 74, 13, 82, 47, 78]. Discrepancies between the reported geometry
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(a) (b)

Figure 3.4: (a) shows a projection of our first calibration phantom consisting of a single spiral
of fiducials around the acrylic tube. (b) shows a projection of Varian’s isocal calibration
phantom. The additional fiducials seen in each projection, and their unambiguous layout in
the projection help prevent local minima when searching for correct geometry offsets
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and the actual scanning geometry can arise from multiple sources in a given acquisition.

With a typical CBCT scan, deviations from the nominal geometry can occur in both

the phantom’s setup (translation and rotation in all three dimensions) as well as that of

the source and detector positions (due to translation and rotation deviations in the gantry,

source, and detector). The collective impact of these various discrepancies will produce

projection views for which the projected fiducials in the data domain do not match the

simulated projections from the nominal geometry as shown by the red projected fiducials in

Figure (3.5).

Figure 3.5: Schematic represenation of a single projection view for the isocal phantom with
the TrueBeam kV-CBCT scanning geometry. The blue detector and projected isocal fiducials
correspond to the self-reported geometry from the imaging system. The red detector and
projected fiducials illustrate how translation and rotation offsets of both the phantom and
the source-detector system create variations in the projected fiducials in the sinogram space.
The bottom left corner corresponds to the origin of the detector coordinate system. The
detector’s translation and rotation offsets are exaggerated here for illustrative purposes.

Starting with the nominal scanning geometry reported by the projection metadata, we

first build an initial projection matrix X that transforms the simulated phantom fiducials

in room coordinates to projected spots in detector coordinates. The matrix X is calculated

using the variables describing each view shown in Figure (3.6). The source and detector

(including the detector’s frame vectors {û, v̂, ŵ}) are rotated into the global image space by

rotating these vectors by the gantry angle
(
θg
)

at each view. The gantry rotation axis is the
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logitudinal axis of the cylinder in Figure (3.5) and the y axis in Figure (3.6).

Projection of the fiducial coordinates onto the detector needs to be done in a coordinate

system aligned with the detector’s frame vectors. The source-to-detector distance needed

for projection is the distance along a direction normal to the detector plane, i.e. parallel

to the frame vector w. The normal distance from source to detector is calculated by first

choosing a ray connecting the source to the detector, ~rsd. The component of this ray that is

orthogonal to the detector is then found using the dot product

L = ~rsd · ŵ, (3.1)

where the frame vector ŵ corresponds to the detector’s normal unit vector. This then

provides the vector describing the piercing point (~p) at that view which is given by

~p = ~rs + Lŵ, (3.2)

where ~rs is the vector corresponding to the source position in the image coordinates for that

view.

With this new piercing point, it is possible to now construct a transform that projects

the fiducials as well as transforms them to the detector basis. The transform to the detector

basis is represented by the homogeneous coordinate transform

G =




ui uj uk −rs,x
vi vj vk −rs,y
wi wj wk −rs,z
0 0 0 1



. (3.3)

where
[
−rs,x,−rs,y,−rs,z

]
are the room-coordinate components of the source position. Then

using the orthogonal ray component found in Equation (3.1), the homogeneous coordinate
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Figure 3.6: Schematic of a single projection view and the associated variables used in
building the projective transform matrix (X) for that view. The {x, y, z} coordinate system
corresponds to the standard IEC global coordinate system, and the {u, v, w} coordinate
system corresponds to the detector frame vectors for that view. The red arrow labeled by θg
denotes the gantry rotation angle which is defined from the x axis as shown here for the kV
imaging system. The blue vector ~rsd points from the source to the detector center, and the
blue vector ~p shows the piercing point of the x-ray source on the detector. The red vector
~puv corresponds to the piercing point in the detector basis as calculated in Equation (3.6).

projection matrix is

P =




1 0 0 0

0 1 0 0

0 0 1 1
L

0 0 0 0



. (3.4)

Using these transforms so that they are pre-multiplied by the fiducial position vectors, the

combined transform is then

M = GP . (3.5)

which transforms a room coordinate point into the detector basis, and then projects it onto

the detector plane.

Finally, this information can be combined to create a single transform of the fiducials

in the global image coordinate system to the projected spots on the detector in discretized

detector bin coordinates. First, the coordinates of the piercing point must be calculated in
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the detector basis as

~puv = (~p− ~rd)G, (3.6)

where ~rd is the center of the detector in room coordinates. With all this, the projection

transform used to calculate the projected fiducials in discretized detector bin coordinates is

X = MT (~puv)S

([
1

spix
,

1

spix
, 1

])
T
([ulen

2
+ 0.5,

vlen
2

+ 0.5, 0
])
, (3.7)

where S is a scaling transformation along the {u, v} basis by the inverse of the pixel size
(
spix

)
, and T is a translation transformation to place the origin of the discretized detector

basis at the center of the corner pixel.

With the projection transform X, each vector corresponding to the fiducials on the Isocal

phantom can be projected onto the discretized detector basis as illustrated in Figure (3.5).

These projected spots are then matched to the detector spots in the real sinogram. The L2

norm between the real and simulated projected spots is then calculated and serves as the

cost function for the optimization-based calibration.

As with other optimization-based calibration procedures, we iteratively vary the param-

eters corresponding to the geometric degrees of freedom (DOF) of the scanning trajectory.

The phantom pose (position and orientation) is first allowed to vary in the room coordinate

system to account for potential setup errors between the room coordinates and the modeled

position of the phantom. Once the pose of the Isocal phantom is identified, then the source,

detector, and patient couch translations and rotations are allowed to vary, and the cost of the

simulated fiducial projections are calculated at each step. We use the Nelder-Mead simplex

algorithm [46] to minimize the L2-norm cost function.

Given that there are there are different combinations of couch, source and detector mo-

tions that can cause the same change of the object relative to the source and detector within

the image coordinate system, there are some degrees of freedom that can couple with others.

For instance, shifting the patient in the positive longitudinal direction is effectively the same
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as allowing the source and detector to move the same distance in the negative longitudinal

direction. This requires that only a few parameters are allowed to vary at once as allowing

too many parameters on this non-convex surface will often produce nonphysical geomet-

ric corrections. Once the cost has been minimized, the geometric offsets are used as the

calibration information for calculating the system matrix H for the image reconstruction.

For a new trajectory, this phantom is first scanned to identify any potential corrections

to the parameters reported in the TrueBeam data headers. Though we find the self-reported

position from the acquisition metadata to be very accurate, there are still some scanning con-

figurations for which the additional refinement from our geometric calibration is critical for

obtaining the best quality reconstruction. This is particularly true for scanning trajectories

where the object and the kV imaging system move simultaneously.

3.2.3 Experimental validation

To evaluate the efficacy of our calibration procedure, we investigated its performance on

calibrating both a standard, half-fan, circular trajectory where the couch is stationary as

well as a virtual isocenter trajectory. For purposes of discussion, a virtual isocenter is where

the couch moves simultaneously with the gantry rotation from a fixed point that we call

the virtual isocenter. We will return to the example of the virtual isocenter trajectory in

Collision-avoiding trajectories . For each of these trajectories, we used the same Developer

Mode script to scan both the Catphan phantom and the Isocal phantom. We subsequently

used the sinogram from the Isocal scan to extract calibration offsets for that particular

trajectory using the calibration method described above.

We reconstructed the Catphan scans from these two trajectories with and without the

calibrations offsets. An isotropic image grid of 0.473 mm was used for each reconstruction

with application of the half-fan weighting [4]. For all reconstructions, 200 iterations of MLEM

were used, as described in the Generalized trajectory framework section.
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3.3 Results

After acquiring the circle and virtual isocenter trajectories of both the Catphan phantom and

the Isocal phantom, we used our calibration procedure to find the geometric offsets for each

view. Table (3.1) shows a subset of the offsets given by our method for a gantry angles at ap-

proximately 90◦ intervals. For these calibrations, we only allowed the optimization program

to vary the detector’s lateral and longitudinal position as well as the source’s longitudinal

position. With the virtual isocenter trajectory that also introduces the couch motion, there

is a larger amount of variation in the offset magnitude than in the circle trajectory that has

a stationary treatment couch.

Table 3.1: Table of selected calibration offsets at approximately 90◦ increments of the gantry
angle for the circle and virtual isocenter trajectories shown in these results. For these results,
only the detector’s lateral and longitudinal position as well as the source’s longitudinal
position in the radiation coordinate system were allowed to vary in this calibration example.

Trajectory Gantry angle [◦] Det lat [mm] Det long [mm] Src long [mm]

Circle -179.9 -0.4 -0.9 1.8

-90.2 0.4 -0.8 1.5

-0.2 0.5 -0.8 2.0

90.2 -0.2 -1.0 2.2

180.2 -0.4 -1.0 1.8

Virtual isocenter -180.1 -0.3 -0.6 2.5

-90.0 1.6 0.1 0.7

0.0 0.7 -0.7 1.5

90.0 0.1 -1.5 3.0

178.2 -0.2 -0.8 2.5

Figure (3.7a) shows the CTP 528 spatial resolution module slice from the reconstructions

of both the circular scan (left column) and the virtual isocenter scan (right column). The
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top row shows the slice from the uncalibrated reconstruction using the nominal projection

geometry from image metadata. The circle and virtual isocenter scans without calibration

demonstrate that moving the treatment couch during the scan introduces additional geo-

metric error over the standard circle scan which visually degrades spatial resolution.

The bottom row of Figure (3.7a) shows the same slice from the corresponding trajec-

tory with the geometric offsets from the calibration procedure incorporated into the system

matrix H. For the circular scan, using the calibration information does provide a bit of

an improvement in spatial resolution. However, the efficacy of the calibration method is

particularly striking for the virtual isocenter scan. By using the calibration offsets in the

reconstruction model, the spatial resolution of the virtual isocenter reconstruction becomes

comparable to that of the circular scan.

Figure (3.7b) shows the L2 − norm of the distance between the simulated fiducial pro-

jections and the real fiducial projections acquired from the circle and virtual isocenter scans

of the isocal phantom. We can see that the calibration did effectively reduce this cost from

the nominal geometry (blue) to the calibrated geometry (green). This cost also reflects the

same trend we see in the spatial resolution of the images shown in Figure (3.7a).

Comparing the the L2 − norm of the uncalibrated scans in Figure (3.7b), we see that

there is far more disagreement between modeled and observed Isocal fiducial positions for the

virtual isocenter scan than that of the circular scan, leading to more artifacts and loss of spa-

tial resolution in the virtual isocenter reconstruction than in that of the circular scan. With

the geometric calibrations applied, the cost for the virtual isocenter and circular trajectories

is quite comparable, as is the spatial resolution.

3.4 Discussion

From these results, especially with the virtual isocenter, we can see that there is an im-

provement in the spatial resolution by incorporating the calibration offsets obtained from

the Isocal phantom and our calibration procedure. A general loss of spatial resolution is
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(a)

(b)

Figure 3.7: (a) shows the 200th iteration of MLEM reconstructions of the CTP 528 spatial
resolution module from the Catphan phantom for two different trajectories. The left column
is from a 1.5X circular scan, and the right column is from a 1.5X virtual isocenter scan
reconstructed onto a 0.473 mm isotropic image grid([-100, 2000] HU). The top row shows
the reconstruction using the nominal geometry from self-reported metadata, and the bottom
row corresponds to the calibrated reconstructions. (b) shows the L2-norm used for the
calibration cost function before (blue) and after (green) calibration for both the circle (left)
and the virtual isocenter (right).
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the typical consequence of attempting to reconstruct an object without using the correct

geometry to construct the system matrix. As shown in Figure (3.7a), this loss of spatial

resolution can be drastic as in the case of the virtual isocenter trajectory.

It is important to understand that by introducing the motion of the couch in the virtual

isocenter trajectory, there is the subsequent introduction of additional uncertainty associated

with the geometry of the couch position. Both the visual appearance of the spatial resolution

module in Figure (3.7a) as well as the cost function in Figure (3.7) prior to calibration reflect

the additional uncertainty introduced by the couch motion. However, the ability to recover

the bar phantom pattern and achieve a similar cost function after calibration as the circle

trajectory demonstrate that this additional uncertainty can be accounted for with calibration.

It is also interesting to note the sinusoidal appearance of the cost function as plotted

against gantry angle in Figure (3.7). The variation as a function of the gantry’s orientation

is most likely due to the variation in the torque applied to the gantry by gravity. Though

this gravitational impact has been studied before [67], it is interesting to see the additional

uncertainty this effect has when also combining the simultaneous couch motion into the

trajectory.

One of the most challenging aspects of using an optimization-based calibration proce-

dure such as ours is that different offset variables can couple with other parameters that

geometrically impart the same effective offset relative to the image space coordinate system.

An example of that would be a couch offset in one direction being equivalent to a detector

offset in the opposite direction. While this ambiguity is exactly the same feature we utilize

when implementing some of trajectories, i.e., an axial-FOV extension by either translating

the couch or the imaging arms, it does complicate the calibration procedure.

In this work, we addressed by only allowing some parameters to vary while keeping other

variables we know do have uncertainty fixed. For example in Table (3.1), we only use offsets

for the source and detector for both the circle and virtual isocenter trajectories. In this case,

though we know the couch introduces additional uncertainty, the calibration procedure is
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able to incorporate these offsets into the relative offsets of the source and detector. As we are

ultimately interested in obtaining a proper reconstruction of the object in the image space,

reduction in cost in the objective function subsequently manifests as an improvement in the

projection geometry relative to the image space.

In future calibration work, it would useful to address this ambiguity by constraining the

optimization function in a way that would ensure much greater absolute accuracy of the cali-

bration offsets. Though we did not do that here, this could be done to some degree by taking

known tolerance of the LINAC components into account. For example, the tolerances of the

couch position and the imaging arms could be used to provide the appropriate weighting for

how much the different offset magnitudes are allowed to vary.

3.5 Conclusion

In developing our optimization-based geometry calibration procedure, we found that proper

geometric calibration is critical to achieving optimal tomographic image quality. This is par-

ticularly true for more complicated trajectories where additional motion components such

as that of the treatment couch introduce additional degrees of freedom in which geometric

errors can arise. As shown in Figure (3.7), the additional motion of the couch with the simul-

taneous motion of the source and detector introduces a larger deviation from the nominal

scanning geometry.

The optimization-based calibration we used in this study provides a robust framework for

calibrating arbitrary scanning trajectories. The ability to acquire view-by-view calibration

information with this approach dovetails nicely with the optimization-based framework that

enables the reconstruction from the different trajectories we studied in this research. Though

many of the different analytic-based methods described in the literature could be adapted to

some of these trajectories [54, 74], the benefit of the optimization-based framework for both

reconstruction and geometric calibration comes from freedom to easily model and reconstruct

from any desired trajectories as well as geometric offsets that deviate from the analytically
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prescribed model.

Though this does imply that calibration scans must be acquired for each scan of interest,

there are optimization-based calibration methods similar to ours that attempt to extract

calibration information with no a priori knowledge of the phantom [59]. Such calibration

methods or built-in calibration markers in the table are potential ways in which it would be

possible to avoid acquiring calibration information for every scan of interest. As we used the

TrueBeam kV-CBCT system for our data acquisition, Varian’s Isocal phantom provided a

convenient means of calibrating the imaging system as the LINAC use case already demands

accurate calibration for treatment accuracy in addition to image quality alone.

In the following chapters, where we investigate particular applications of these different

trajectories, we will use our calibration method with the Isocal phantom to more accurately

model the system matrix H. Though the more exotic scanning trajectories introduce more

degrees of freedom that create greater geometric uncertainty, our calibration procedure de-

termines what these deviations are from the self-reported geometry metadata. For these

trajectories, we found that incorporating geometric calibration consistently improves image

quality.
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CHAPTER 4

AXIAL FIELD-OF-VIEW EXTENSION

4.1 Introduction

A major limitation of LINAC-mounted CBCT kV-imaging systems is their axial coverage.

This is primarily due to the detector size which is restricted by both cost and engineering

concerns. Unlike modern diagnostic CT systems, the LINAC gantry is unable to perform

more than a single rotation in a given direction. Without the ability to continuously rotate

about the patient in the same direction, the helical scan solution to this limited-axial-FOV

problem used by modern diagnostic CT systems is untenable.

When an extended axial FOV is needed in the IGRT clinic, the current practice is to ac-

quire two circular scans centered at different axial positions. Once each independent volume

has been reconstructed with an analytic-based FBP algorithm such as FDK, the two volumes

are stacked to create the extended image. Though this stacked image does extend the axial

coverage beyond that provided by a single circular scan, there are some limitations to this

approach. We investigated if the non-circular trajectories with optimization-based methods

described in Generalized trajectory framework can provide a solution to these shortcomings.

The main problem with the current clinical approach is a limitation incurred by recon-

structing each of the volumes with analytic-based reconstruction methods, such as FDK.

When combining the volumes of two independently-constructed FDK volumes acquired at

different axial positions, the overlap region between the two axial positions corresponds to

the larger cone angles of the two independent volumes. As methods like FDK are known to

suffer from cone-angle artifacts at the axial extremes of the reconstruction volume as shown

in Figure (2.2), this volume stacking approach abuts the regions of the two independent

volumes most afflicted with cone angle artifacts against each other as shown in Figure (2.3).

Furthermore, the stacking of FDK volumes is also limited by the axial coverage allowed

by the reconstruction algorithm. In Figure (2.3), everything bounded by the detectors for
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both circles at opposing views constitutes the image support of optimization-based methods

like MLEM. For comparison, the support of the FDK reconstruction is limited to just the

shaded regions of each circle.

As the axial spacing between the two circles is increased, the shadow zones [23] corre-

sponding to regions outside the support of the FDK reconstruction further contaminate the

region of overlap. As the spacing between the circles is increased, these shadows regions

encroach into the volume of the stacked FDK image. At the maximum axial spacing of 20

cm for the TrueBeam system, the shadow zones extend directly to the center of the image

as shown in Figure (2.3b) resulting in missing information in the stacked volume.

In addition to the shadow zone contamination, there is another limitation that affects the

stacked FDK volume approach. As the two circular volumes are reconstructed independently,

neither scan benefits from mutually-shared information in the overlap region between the two

scans, which could potentially reduce the cone-angle artifacts. For axial separations between

the two circles (d) that is less than the maximum spacing, there is redundant sampling of

the image volume by the two circular scans. This is illustrated in Figure (2.3a) where the

purple region corresponds to this redundant sampling. For any axial separation less than

the maximum, optimization-based reconstruction methods can take this redundant sampling

into account whereas the FDK volumes are agnostic to this additional information in the

neighboring reconstruction volume.

Taking advantage of the flexible reconstruction framework described in General CBCT

trajectory reconstruction framework with optimization-based algorithms , data from more than

a single circular scan can be reconstructed. Provided that the correct geometry of the acqui-

sition trajectory is well understood and properly calibrated (e.g. using a calibration method

such as that discussed in Geometric calibration), the system matrix of the image formation

process can be calculated for arbitrary CBCT scanning configurations. Trajectories are not

limited to the few cases of non-circular trajectories for which analytic inverse formulations

exist such as the line [72], circle and line [83, 38], circle and arcs [84, 39], and non-planar
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orbits [42].

Using some of the trajectories enabled by optimization-based methods, we can address

the problem of the limited axial coverage for LINAC-mounted CBCT kV-imaging systems.

Rather than increasing the size of the detector, the source and detector motion can be

extended in the axial direction, allowing projections to be obtained for axial positions beyond

what is illuminated with current detector sizes and a circular scanning trajectory.

In this chapter, we study a few different trajectories that could address the limited axial

coverage provided by LINAC-mounted kV-imaging systems. For the case of the TrueBeam

system, the axial coverage of the treatment FOV is 40 cm while the CBCT coverage from a

single circle is only 20 cm. This limitation can be problematic for patients with treatment

volumes that extend axially beyond what is visible in a single circular acquisition [77]. The

trajectories we investigate in this chapter provide extended axial coverage. Our hypothesis

is that data from scans with extended axial coverage can be reconstructed into extended

FOV images with quality equivalent to current clinical scans using only a single circle and

resultant limited axial FOV.

4.2 Methods

4.2.1 Trajectories

In order to obtain additional axial tomographic information from a patient beyond what is

covered by the detector, there must be a relative shift along that axis between the patient

and the imaging system. As described to in the Generalized trajectory framework section,

either the patient or the imaging system can shift along this direction to obtain the desired

projection information as long as the motion is correctly reflected in the system matrix H.

With the additional projections along the axial direction, it is possible to extend the axial

coverage of the tomographic image beyond that which is provided by a single circular scan.

The current clinical method of obtaining an extended axial image involves stacking the
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FDK reconstructions of two circular scans at different axial positions. For this reason,

the first class of trajectories we studied was a dual-circle trajectory shown on the left in

Figure (4.1). As the LINAC is only able to make one complete rotation of the gantry, this

is implemented by acquiring a circular trajectory scan, applying the axial shift, and then

acquiring a second circle by rotating the gantry in the opposite direction.
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Figure 4.1: Source trajectories of the three classes of extended axial-FOV trajectories studied
with a separation of 17 cm between the planes of the circular components of the scan. Moving
in diametric opposition of the source is the CBCT detector which provides coverage 15 cm
above and below the source trajectory in the axial direction (z) All of these trajectories are
plotted in the image coordinate space described in the section Varian coordinates . On the
left is the double circle trajectory that is equivalent to the double circle scan currently used in
the clinic to obtain extended axial coverage. In the middle is the circle-line-circle trajectory
that acquires additional projection information as the source and detector translate from the
axial position of the first circle to that of the second. On the right is the smooth trajectory
in which the translation component occurs during the rotation of the two circles.

Another class of trajectories we studied was the circle-line-circle (CLC) trajectory shown

in the middle of Figure (4.1). Like the double circle trajectory, this trajectory consists of

two circles at various axial positions, but with projections also acquired during the linear

shift between the two axial positions of the circles for the CLC trajectory.

The last class of trajectories we studied will be referred to as the smooth trajectory which

is shown at the right of Figure (4.1). It is similar to the CLC trajectory in that it consists

of two circles at two different axial positions with projections acquired along the axial shift
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component. The gantry motion is the same in that it performs two rotations in the opposite

direction. The difference here is that the axial shift component is begun before the first

gantry rotation is complete, and the second gantry rotation begins before the axial shift is

complete. Unlike the double circle and CLC trajectories, this trajectory does not have a

complete circle at either of the two axial positions.

4.2.2 Simulation

As the current clinical procedure for obtaining an extended axial FOV CBCT is by stacking

together the independently reconstructed images of two circular scans acquired at different

axial locations, we first used simulations to determine the maximum axial spacing between

the two circular trajectories allowed by this technique. To evaluate this, we compared the

simulated results of stacking independently-reconstructed FDK images from two circular

scans at various axial separations to the MLEM reconstruction of those same two circles

reconstructed simultaneously as a single acquisition sinogram [16].

We simulated a Defrise-style phantom modeled with the 3D X-ray projection software

TAKE [65]. The phantom was composed of a 15.2 cm outer diameter acrylic cylinder with

alternating density disks of Delrin and cork 0.5 cm thick. Due to the alternating density disks

along the axial direction, this particular phantom has been acknowledged by the authors

of FDK to be particularly susceptible to cone-angle artifacts [21]. We used the TAKE

software to forward project the phantom as well as generate a digitized “truth” phantom

for calculating comparison metrics. The simulation program generates a forward projection

from a specified trajectory given a mathematical definition of the phantom as well as its

material properties and the spectrum generated by the x-ray source.

We created projection data for dual-circle trajectories that had variable axial separation

between the two circles. With a 1.5x magnification factor and a 30 cm detector size along

the axial direction (e.g., geometry equivalent to that of the TrueBeam kV-imaging detector),

a single circular scan has a maximum axial coverage of 20 cm. Thus, the maximum spacing
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between the two circles is 20 cm as any separation larger than this creates a gap between

the two imaging volumes. We therefore created trajectories with 10, 12, 14, 16, 18, and 20

cm separations between the planes of the source’s dual-circle trajectory.

In addition to the double circle trajectory, we also simulated projections from the CLC

and smooth classes of trajectories shown in Figure (4.1). We uniformly distributed 600

views over the entire trajectory. Of these 600 views, 20% were distributed along the axial

translation stage.

For the extended-volume reconstruction using the stacked FDK, we independently re-

constructed each circular scan with FDK using a standard Hann filter. The reconstruction

image space consisted of a 256 × 256 transverse grid of 1 mm isotropic voxels. To combine

the two reconstructed volumes for an extended axial-coverage image at a given spacing, the

axial location between the two circle positions was used as a discriminator to select where

to truncate each of the two volumes before stacking them together. In the reconstructed

image, the volume superior to this axial position was taken from the superior circle, and the

volume inferior to this position was taken from the inferior FDK reconstruction volume.

For the MLEM reconstructions, the projection data were treated as a single sinogram to

reconstruct the extended volume. After defining the extended image volume, we computed

the system matrix for each of the different spacings and trajectories based on the trajectory

of the source and detector. We used 100 iterations of the MLEM algorithm to find an

estimate for the image.

4.2.3 Experimental Data

After identifying potential benefits of addressing the limited axial FOV using non-circular

trajectories as described in the Generalized trajectory framework section, we then evaluated

how well this approach worked when implemented on our TrueBeam system using Developer

mode as describe in the Framework implementation with Varian TrueBeam kV-CBCT system

section. By using the Developer Mode XML control schema, we created acquisition scripts
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that implemented gantry rotations with a component of axial translation between the patient

and the kV-imaging system. The trajectory plots shown in Figure (4.1) are from the actual

trajectories of the three classes studied with a 17 cm gap between the two planes of the

circular orbits.

Though the imaging framework is agnostic to which component of the system effects the

relative motion between the patient and the imaging system, there are some engineering

limitations of the TrueBeam system that determine how the axial translation component of

these trajectories is implemented. In the current TrueBeam implementation, the kV-imaging

robotic arms cannot perform any translational movement while the gantry is rotating. As

such, all of our axial translation were implemented by moving the treatment couch for all

of the trajectories instead of translating the robotic arms. As the CLC trajectory requires

no gantry rotation during the translation stage, we did acquire one CLC trajectory using

translation of the robotic imaging arms for comparison.

The image quality that results from using these trajectories with optimization-based

algorithms must be quantitatively evaluated for the different trajectories and spacings chosen.

Given that contrast resolution is important to clinical utility [17], we wanted to characterize

the low-contrast resolution as a function of axial position for the different trajectories and

spacings. As the extended axial coverage we obtain with the kV imaging system using these

methods is novel, there is not a standard phantom for characterizing low-contrast resolution

as a function of axial position within a single scan. Figure (4.2) shows the limited coverage

afforded by a single Catphan 504 phantom.

For this reason, we built a custom low-contrast disk phantoms that fit into an acrylic

tube with extended axial coverage as shown in Figure (4.4a). The disks themselves, such

as the one shown in Figure (4.4b), are designed to provide similar metrics such as those

obtained with the Catphan phantom’s low-contrast module CTP515 shown in Figure (4.3).

Additionally, the largest holes are designed to hold the different electron density plugs from

the Gammex (Middleton, WI) RMI tissue characterization phantom. By placing four of
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Figure 4.2: Catphan sagittal view showing the axial extent of a single Catphan 504 phantom
from the Catphan 504 manual.
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Figure 4.3: Catphan CTP 515 low-contrast module schematic from the Catphan 504 manual.
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(a) (b)

Figure 4.4: The left image shows the experimental setup of the acrylic tube with four low-
contrast disks. Given the symmetry of the scanning geometry, one disk is placed at the plane
between the two circles. The remaining three are placed at different axial positions in one
half of the image volume. The right image shows the four low-contrast disks with the larger
holes holding solid water RMI inserts.

these disks in the tube, we can obtain these metrics as a function of axial position within a

given reconstruction.

After some preliminary studies, we found the nominal 1% low-contrast inserts were too

challenging to consistently identify on the LINAC’s kV-imaging system. Thus, we decided

to use two Catphan 504 phantoms to provide features for obtaining image quality metrics.

As we needed to acquire image quality metrics over the extended axial coverage, we placed

the two Catphan phantoms end to end. This effectively provided a standard image-quality

phantom that also spanned the extended axial-FOV volume enabled by these trajectories of

interest.

For the all of the different trajectory scans, the double-Catphan configuration was po-

sitioned with one of the Catphan’s sensitometry module shown in Figure (2.7) aligned at

imaging isocenter. As this module provides many of the features we used to calculate image

metrics, we wanted to acquire metrics with this module placed so that it is in the plane of

the source’s orbit for one of the two circles. By doing this, we could compare the image

quality metrics from the different scanning trajectories against a clinical circular FDK scan

where the image quality is evaluated on the plane where FDK satisfies Tuy’s condition. We

acquired all three classes of trajectories (double circle, CLC, and smooth) with both full-fan
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and half-fan detector configurations.

For a LINAC system, it often is the case that the patient’s transverse slice volume exceeds

the transverse FOV support allowed by the trans-axial coverage of the kV-imaging detector

when it is centered with the piercing point of the source to detector ray in the middle of the

detector. To overcome this limitation, a detector offset is given to the detector so that it

is shifted in the lateral dimension in the radiation coordinate system shown in Figure (2.4)

[10, 12]. In doing this, the transaxial FOV is increased as this half-fan configuration acquires

projections from half of the phantom or patient in the first 180◦ of rotation and the second

half of the phantom or patient projections in the second 180◦ of rotation..

We also scanned the CIRS torso phantom shown in Figure (2.9b). We aligned the phan-

tom so that the center of phantom was placed at the midpoint between the axial position

of the two circular components of the different trajectories. We again acquired the three

classes of scanning trajectories, but only with a half-fan detector configuration as this larger

phantom would incur truncation artifacts with a full-fan configuration.

In addition to acquiring the different trajectory scans of these phantoms, we also repeated

the scans with the Isocal phantom to acquire geometric calibration information. As the Isocal

phantom is designed to align the MV-treatment isocenter with the kV-imaging system’s

isocenter, it has a fixed mounting point on the treatment couch. In order to extract the

calibration information for the different trajectories, we positioned the Isocal phantom on

the treatment table at the location where we placed the double Catphans and the CIRS

torso phantom. As described in Geometric calibration, we used the Isocal scans to provide

calibration corrections for all three trajectories with both the full-fan and half-fan detector

configurations.

The clinical reconstruction software uses a larger voxel size for half-fan detector scans

than for full-fan detector configurations. We therefore reconstructed the CIRS torso phantom

onto a 0.836 mm isotropic voxel grid. However, as voxel size is a critical parameter of the re-

construction program, we reconstructed all of the scans of the double-Catphan configuration
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onto a 0.473 mm isotropic image grid for all detector configurations so that only the detector

configuration would be the independent variable. As we will discuss in the next chapter, we

selected 200 iterations of MLEM for all of our optimization-based reconstructions.

In addition to reconstructing the extended-axial-FOV sinograms using the optimization-

based framework, we also reconstructed the superior and inferior circles of the double circle

using Varian’s clinical FDK algorithm in iTools. In addition to the default reconstruc-

tion chain, we also reconstructed the two circles without Varian’s pre-processing chain that

provides a scatter-correction to the projection data. We did this because no scatter cor-

rection modeling was implemented in our MLEM reconstructions. Though we had initially

attempted to extract the pre-processed projection data from iTools to use in our reconstruc-

tion chain, we discovered that some of the non-standard motions we implemented with the

LINAC could not be accommodated in iTools as it did not conform to the typical circular

trajectory anticipated by Varian’s software.

For additional comparison, we also reconstructed the superior and inferior circle indepen-

dently with our analytic-based reconstruction chain. We then stacked these two independent

volumes together the same way as for the FDK reconstructions. Finally, as MLEM generally

provides better spatial resolution that FDK, we also reconstructed the two circles without

pre-processing using the iTools FDK with a sharp kernel as to increase the spatial resolution

from the FDK reconstructions.

4.3 Results

4.3.1 Simulation

Our simulations suggested that the optimization-based reconstruction of the dual-circle tra-

jectory is comparable to the clinical stacked FDK method when the axial spacing is small

enough that the stacked FDK method is still able to yield a complete reconstruction. As

shown in Figure (2.3), larger axial spacings (d) between the two circles results in larger por-
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tions of the image volume falling outside of FDK’s support volume. For the geometry of our

Defrise-style phantom and our TrueBeam kV-imaging system geometry, the stacked-FDK

method and the optimization-based reconstruction were comparable up to a gap of approxi-

mately 14 cm. For larger axial gaps, the FDK shadow zone between the two volumes begins

to infiltrate the reconstruction volume creating voids in the reconstruction volume.

10 12 14 16 18 20

Separation between circles (cm)

0.000

0.005

0.010

0.015

0.020

0.025

0.030

0.035

0.040

R
M

S
E

Central circular CBCT volume RMSE

FDK stacked

MLEM double circle

MLEM double circle line

MLEM smooth

Figure 4.5: Plot of the RMSE for extended volumes of different simulated trajectories with
different spacing between planes of the circles, compared to the central CBCT volume of a
single circular scan which is an axial FOV of 20 cm.

Figure (4.5) shows a root-mean-square error (RMSE) comparison of the three classes of

trajectories as well as the stacked FDK method with different axial spacings between the

two planes of the circles. The volume for which the RMSE is calculated is the central volume

between the two circles with a 20 cm axial length, which would be the region seen with a

single circular scan at the midplane. The figure shows that for any extended volume spacing,

the stacked-FDK reconstruction from two separate circles deviates the most from the truth,

and it degrades with increasing separation.
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FDK stacked MLEM double circle MLEM smooth

18 cm

20 cm

Figure 4.6: Mid-sagittal views of the simulated Defrise disk phantom reconstructions at
different separation distances. The display window is [0.1, 0.3] cm−1. The left column shows
the stacked FDK extended volumes, and the remaining columns show the 100th iteration of
the MLEM extended volumes for different trajectories. In the stacked-FDK image at the
maximum 20 cm spacing shown on the bottom left, the encroachment of the shadow zones
into the reconstruction volume appear as two black wedges into the Defrise phantom volume.

Figure (4.5) also shows that the optimization-based reconstruction of the same dual-circle

trajectory is much closer to the truth, but also demonstrates degradation with increasing

spacing between the two circles. Finally, the CLC trajectory and the smooth trajectories

reconstructions remain relatively constant for increasing spacing, with the smooth trajectory

being closer to the truth. The slices shown in Figure (4.6) visually agree with these results.

Notice that in the center of the volume, both the CLC and smooth trajectories are able to

recover most of the alternating disks by acquiring some projections in the region between the

circles. Furthermore, by acquiring these projections in the overlap region while also rotating

as with the smooth trajectory, there is an additional improvement in this central region.

The double circle and line trajectory was left out of Figure (4.6) since the results were not

visually distinguishable from the smooth trajectory reconstructions.
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4.3.2 Experimental data

Figure (4.7) shows the central sagittal slice from the stacked volume of the iTools FDK

reconstruction of the dual-Catphan phantom scanned with a full-fan detector configuration.

This is representative of the current clinical method of acquiring an extended axial FOV

image though the axial spacing exceeds the axial support of FDK. Figure (4.8) shows the

central sagittal slices of MLEM reconstructions of the same dual-Catphan configuration

with each of the extended-axial-FOV trajectories in both the full-fan and half-fan detector

configurations. The left column of the figure represents full-fan detector configuration scans,

and the right column the half-fan detector configuration scans. From the top row to the

bottom, these images correspond to the double circle, the CLC, and the smooth trajectory.

Figure 4.7: Sagittal slice of the stacked FDK volumes reconstructed independently with the
iTools software. The two circular scans were acquired with a full-fan detector configuration.
The display window is [-160, 240] HU.

We first investigated the quantitative Hounsfield units (HU) from the different sensitom-

etry modules. Figure (4.9) shows the mean ROI value for each of the Catphan sensitometry

modules for the stacked FDK and the stacked MLEM reconstructions as well as the extended-

axial-FOV reconstructions. The height of each of the bars is the standard deviation of the

ROI. The first plot in Figure (4.9a) corresponds to the full-fan detector scans, and the bottom

plot in Figure (4.9b) corresponds to the half-fan detector configuration.

In both Figures (4.9a) and (4.9b), we can see there is a consistent reproducibility between
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Figure 4.8: Sagittal slices of the dual-Catphan MLEM reconstruction acquired with the
double-circle, the CLC, and the smooth trajectories (in order from top to bottom). The left
column corresponds to the full-fan detector configuration, and the right column corresponds
to the half-fan detector configuration. The display window is [-160, 240] HU.
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the different scanning trajectories reconstructed with both the full-fan and half fan detec-

tor configurations. As the FDK reconstruction is from Varian’s iTools software, it serves

as a reference for the performance of current clinical reconstructions available from this

LINAC-mounted CBCT imaging system. We used the Hounsfield values from the clinical

reconstruction in the sensitometry module to determine a map from electron density to CT

number that we then used to convert the MLEM reconstructions to Hounsfield units.

To further investigate the relationship between the full-fan and half-fan configuration

as well as the algorithm used, we plotted the ROI values for just the stacked circle trajec-

tories. As the introduction of additional trajectory components will be applicable for the

optimization-based framework, this comparison simply provides a baseline of how MLEM

directly compares to the clinical standard. Figure (4.10) shows the ROI CT numbers of both

the FDK and MLEM reconstructions for both the full-fan and half-fan detector configura-

tions. Again, each bar is centered on the mean CT number, and the height corresponds to the

standard deviation of the ROI. Again, these plots server for comparison purposes between

scans rather than illustrating the true CT number as even the clinical iTools reconstructions

show a bias given as the CT number for water is not mapped to zero HU.

We then studied the impact the different scanning configurations and algorithms had

on the spatial resolution of the reconstruction. Though the MTF is a problematic metric

of spatial resolution in CT due to its violation of linear shift invariance, it can provide a

useful benchmark for evaluating the impact different scanning parameters could have on the

reconstruction’s spatial resolution. By using different MTF metrics from different features

in the Catphan, we could get an approximate characterization of how the different classes

of trajectories reconstructed with our framework compare to the current clinical standard of

stacked FDK.

The spatial resolution metrics we extracted from the dual-Catphan reconstructions from

the different classes of trajectories are shown in Figure (4.11). This plot shows the different

MTF values for the different algorithms with both the full and half-fan configuration. As
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Figure 4.9: Plots of the Catphan CTP 404 sensitometry insert ROIs for the different classes
of trajectories studied. Each bar in the plot is centered on the mean ROI value, and the
height of the bar is the standard deviation of that ROI. The top plot (a) shows the ROI
measurements for the full-fan detector scans, and the bottom plot (b) shows the correspond-
ing measurements from the half-fan detector scans. For each material ROI, the different
scanning trajectory results are presented from left to right in the same order listed in the
legend.
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Figure 4.10: Comparison of the MLEM algorithm as a direct replacement of the current
clinical method of axial-FOV extension by stacking two independently reconstructed circular
scans together. These ROIs are measured from two independently reconstructed circular
scans (both full and half fan) using MLEM and FDK. As in Figure (4.9), the bars are
centered on the mean CT number of the ROI, and the height corresponds to the standard
deviation in that ROI.
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Figure 4.11: Grid of the different normalized spatial resolution metrics extracted from
the MTF analysis of the dual-Catphan phantom scan using the different trajectory classes.
The green points are the full-fan detector configuration and the blue points are the half-fan
detector configuration. As CT lacks linear-shift invariance, these MTF metrics are shown
only to illustrate the generally consistent spatial resolution beteween the different classes
of trajectories reconstructed with MLEM and how this compares to the stacked FDK with
both the standard and sharp kernels,
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the lack of spatial-shift invariance in CT makes using the MTF metric only a rough estimate

of spatial resolution performance, there are a few reconstructions where the metric values

are somewhat anomalous.
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Figure 4.12: Acrylic CNR for FDK and MLEM with full-fan and half-fan detector configu-
rations.

In addition to the spatial resolution metrics, we also used the CTP 404 sensitometry mod-

ule to calculate the CNR of the acrylic, PMP, and polystyrene inserts. These are the inserts

that provide the lowest contrast relative to the water-equivalent inserts as can be seen in the

ROI measurements in Figure (4.9). Figures (4.12), (4.13), and (4.14) show the calculated

CNR plots for the different algorithms and trajectories for both the full-fan and half-fan de-

tector configurations for three different contrast plugs of acrylic, polymethylpentane (PMP),

and polystyrene.

Finally, the reconstructed images of the anthropomorphic CIRS torso phantom provide

a visual illustration of the three different trajectory classes. The rows in Figure (4.15) show

the central sagittal, coronal, and transverse slices (from top to bottom respectively) of the

CIRS torso phantom scanned with the three extended-axial-FOV trajectories using a half-

fan detector configuration. Each column in the figure corresponds to one of the scanning
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Figure 4.13: PMP CNR for FDK and MLEM with full-fan and half-fan detector configura-
tions.
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Figure 4.14: Polystyrene CNR for FDK and MLEM with full-fan and half-fan detector
configurations.
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trajectories.

4.4 Discussion

By increasing the separation between the two circular scans up to the maximum spacing

of 20 cm, it is apparent that FDK has fundamental support limitations that restricts the

acceptable distance between these two circles to less than the maximum 20 cm spacing due

to the increasing size of the shadow zone with increased separation between the two planes

of the circles. This is particularly problematic in that the infiltration of the shadow zones

into the reconstruction volume occur in the region between the two circles. It is likely that

if such an extended image volume were needed clinically, it would be axially centered on the

region of interest. As such, using the stacked-FDK method for these larger axial volumes

would place the region of interest directly in the overlap region where FDK is plagued by

both cone-angle artifacts and the shadow zone.

Optimization-based reconstruction methods can use information from both circular scans

simultaneously, leading to improved reconstruction of the image in the shadow zone as seen

in Figure (4.6). However, as it can be seen in Figure (4.2), artifacts can still appear in the

overlap region even with optimization based method. The streaking is particularly noticeable

in these results for two reasons.

The first issue is the fact that there is a sharp density change in the axial direction much

like the difficult Defrise-like phantom design we used in simulation. We made an effort to

minimize this drastic density change from the Catphan to air and then directly back to the

Catphan by inserting a urethane plug we machined to fit in the ends of the two phantoms.

In addition to this, we also sandwiched a foam disk in the region to attempt to fill the flush

concavities of the two Catphan tops.

Another problem with this particular data is related to contamination of the beam at

the edge of the axial FOV from the collimator blade appearing in the FOV. Though this

collimator blade would be slightly inconvenient in a typical circular scan, it would not be
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Figure 4.15: Sagittal, coronal, and transverse slices of the CIRS torso phantom reconstruc-
tions. Given the increased size of this anthropomorphic phantom, only the half-fan con-
figuration was used as the full-fan configuration would have incurred truncation artifacts.
The display window is [-160, 240] HU. The red arrows indicate the axial location of the two
planes of the source’s circular component of the different trajectories, and is applicable for
the first two rows.

80



excessively problematic as it would appear in the region typically affected by cone-angle

artifacts. Here however, as the edge of the axial FOV appears in the center of the image, this

additional source of inconsistency exacerbates an already challenging feature to reconstruct

with a CBCT system.

For future work on this particular use of non-circular trajectories, it would first be ben-

eficial to ensure the collimator blades do encroach onto the detector. Especially along the

axial extremes of the detector as that will contaminate what would probably be the region of

most interest. It would also be nice to place an image quality module in the overlap region to

evaluate the image quality that this method would be able to provide without the collimator

blade contamination.

Despite the limitations of this study, the decision to place the image quality modules

at the axial position of the circle’s source plane gives an upper limit on what FDK can

reasonably achieve, even as a standalone circular scan comparison. By evaluating the two

algorithms at a location where FDK does satisfy Tuy’s condition, we can see in the results

that MLEM can do just as well if not better than FDK.

For example, in the comparison of the stacked, independently-reconstructed, dual-circle

trajectories using both algorithms, it can be seen that FDk fails to be consistent with itself

in the full-fan versus half-fan configuration. As Figure (4.10) shows, the CT numbers for

the FDK with the different detector configuration do not agree with each other. The two

detector configurations for MLEM however, not only are consistent with each other, but

they also fall between the two extremes bracketed by the FDK results which ought to be the

same number.

The MTF results shown in Figure (4.11) also reflect a consistency among the different

classes of scanning trajectories reconstructed with MLEM. Though the difficulty of MTF

metrics in CT introduce some nonsensical outiers, we can see that the MLEM reconstructions

perform as well as the standard FDK, and that the sharper kernel does produce better spatial

resolution. This is best illustrated by the top row of Figure (4.11) that shows the bar pattern
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MTF results which are more robust to the violation of linear-shift invariance.

Similarly, the CNR results shown in Figures (4.12), (4.13), and (4.14) demonstrate the

same consistency for the MLEM reconstructions of the different trajectory classes. As ex-

pected, the increased spatial resolution of the sharp kernel in FDK is accompanied by a loss

of contrast. Other than the very low-contrast acrylic CNR, the FDK results using the two

kernels bracket the MLEM reconstruction results. Again, we only wish to illustrate that

these new trajectories with optimization-based reconstruction can perform as well as the

current clinical standard.

Finally, it is important to point out that for the smooth trajectory, the half-fan config-

uration does not provide complete support when using the half-fan detector configuration.

In a full-fan configuration, the typical π-plus-fan-angle angular coverage provides sufficient

projection data. With the half-fan configuration however, this is not the case; so as the

axial-translation component of the trajectory begins, there is insufficient support at the

axial extremes of the entire extended image.

However, as both the simulation and experimental results show, distributing some of

the angular coverage during the translation does help to improve the image quality in the

overlap region. As we have mentioned, this would probably be the region of most interest

if a technique like this were used in the clinic. Therefore, while the axial extremes of the

extended volume are degraded, as can be seen in Figure (4.15) especially in the shoulders of

the torso phantom, the streaking in the overlap region is significantly reduced as opposed to

the double circle and CLC trajectories. Therefore, if using a half-fan configuration with such

a trajectory, care must be take to determine which part of the tomographic image requires

higher fidelity.

4.5 Conclusion

We found that the use of our optimization-based, non-circular scanning trajectories could

successfully reconstruct extended-axial-FOV reconstructions that are comparable to the cur-
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rent clinical image quality achieved with a circular scan and FDK. In addition to being able

to maintain comparable image quality in the region where FDK performs the best, our

framework was able to extend the axial-FOV coverage beyond the axial separation distances

allowed to FDK by the fundamental limitations of its support. Our hypothesis that our

optimization-based reconstruction framework could reconstruct from extended axial cover-

age non-circular trajectories was correct. We also found that the image quality from these

reconstructions was at least as good as the current clinical standard. Though additional

studies need to be conducted to perform quantitative image quality analysis in the overlap

region, we do know this framework provides a feasible means addressing the limited axial

FOV coverage that currently affects the clinical use of CBCT in IGRT.
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CHAPTER 5

COLLISION-AVOIDING TRAJECTORIES

5.1 Introduction

Given the clinical benefits provided by the LINAC-mounted CBCT sytem, it is detrimental

when adequate tomographic information cannot be obtained from the kV-imaging CBCT

system. One such situation is when a collision between the patient and the machine arises.

While there has been substantial work done aimed at the detection and avoidance of collisions

in treatment delivery [30, 11, 75, 52, 29, 2, 56, 57], the methods are often insufficient for

standard CBCT imaging because they generally seek to avoid collisions preventing ideal

treatment positions and preventing complete collection of tomographic image information.

A generalized imaging framework such as the one we use may allow for the use of patient-

specific collision-avoiding CBCT trajectories..

Collision avoiding trajectories may be of particular concern in breast and lung cancer

patients where the arm position increases the likelihood of potential collisions as shown in

Figure (5.1). Collisions also present a problem in treatment of posterior and lateral lesions

in stereotactic body radiosurgery (SBRT). Similarly in prone breast treatments, where the

target is near the couch top and a lateral couch translation is needed to bring the target to

isocenter, collision with the contralateral side of the patient may occur. When collisions do

occur, the angular range available for scanning is restricted and it is not possible to acquire

a complete circular scan in the treatment position.

To avoid collisions with the LINAC head, it might be desirable to move the patient away

from the gantry by translating the couch. To avoid collisions with the imaging panel, the

patient might also be moved away from the panel. As many LINAC-mounted, kV-imaging

panels have motion capabilities, another solution would be to move the imager away from

the patient in the collision zone, which changes the imaging magnification for that portion

of the scan. Given that the clearance distance of the kV-imaging panel is not much larger
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(a) (b)

Figure 5.1: Two examples of potential collision for a typical patient setup using a mannequin
in a supine treatment position. As can be seen, collisions can occur both with the face of
the MV treatment head (distance 41.7 cm from isocenter for this LINAC) and with the kV
detector (distance 45-70 cm from isocenter, depending on magnification).

than that of the MV-treatment head, a collision avoidance solution should account for both

of these components.

Here, we investigate trajectories that could allow the acquisition of sufficient projection

information for a clinically useful image while avoiding a potential patient collision with

the gantry such as those shown in Figure (5.1). One trajectory that would avoid a patient

collision with the MV-treatment head is a virtual isocenter trajectory, which increases the

effective source-to-axis distance (SAD) for all gantry angles. By using this increased SAD

for an imaging trajectory, the clearance between the patient and the MV-treatment head as

the gantry rotates is increased and the collision is avoided.

The virtual isocenter trajectory utilizes synchronized gantry rotation and couch trans-

lation to maintain a fixed distance (“virtual SAD”) between the MV source and a chosen

center of rotation (“virtual isocenter”) in the patient as shown by the red circle in Figure

(5.2). At the beginning of the scan, the patient is moved away from the LINAC head along

the MV beam direction. As the gantry rotates, the couch moves continuously to maintain the

specified separation as shown in Figure (5.2). The virtual SAD can be chosen large enough

such that collisions as shown in Figure (5.1a) are avoided; at this point in the trajectory, the

couch would have moved far enough to the left to avoid the collision. Note that it is only
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couch lat, vert = 0.0, 12.0
gantry = 180.0

couch lat, vert = 10.4, -6.0
gantry = 60.0

couch lat, vert = -10.4, -6.0
gantry = -60.0

Figure 5.2: Patient, kV and MV beams and kV detector at several angles during a vir-
tual isocenter rotation. Room coordinate system (dotted axes) has its origin at mechanical
isocenter, also the intersection of the MV (red) and kV (green) beam axes. As the gantry ro-
tates, the patient (filled contour) is continually shifted to maintain a specified distance along
the MV beam direction between the mechanical isocenter and the chosen virtual isocenter
(circle symbol within the patient). The path of the virtual isocenter is a circle about the
mechanical isocenter, with radius equal to the chosen shift (12 cm from the isocenter in this
example). Detector may or may not be shifted as shown, depending on virtual isocenter
position and patient geometry.

the distance to the LINAC head that is increased in the virtual SAD technique; the distance

from the kV source and detector to the patient and to each other are unchanged.

Another trajectory that could avoid a patient collision with the kV detector would be one

during which either the patient or the detector is moved during the scan in the angular range

of a collision. Either solution leads to changing kV-CBCT imaging magnification during the

acquisition. Again, optimization-based reconstruction methods can readily handle such a

change in magnification provided the projection information is correctly incorporated into

the system matrix.

Finally, we study a trajectory that combines virtual isocenter and dynamic magnification

trajectories to create a hybrid scanning acquisition that could alleviate collisions with both

the MV-treatment head and the kV-CBCT detector. With such a trajectory, the potential

collisions with both the LINAC head and the kV detector panel are resolved. We use such a

trajectory as an example of a patient-specific scanning trajectory that could be implemented

to resolve potential collisions with two components of the LINAC treatment system.
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5.2 Methods and Materials

5.2.1 Scans

For the circular scans, the gantry made a full rotation about the patient with the treatment

volume at a fixed mechanical SAD of 100 cm. For the virtual isocenter scans, the patient

couch was translated continuously in the gantry rotation plane during gantry rotation to

maintain a distance of 112 cm between the MV source and the chosen target point within

the treatment volume (the ”virtual isocenter”), rather than the mechanical SAD of 100 cm

as shown in Figure (5.2). We generated all of the scanning trajectories in this study using

the Developer Mode 2.0 XML schema to define the positions of the gantry, the kV imaging

arms, and the patient treatment table. The schema was also used to enable kV-projection

imaging during the scan. We used a half-fan detector configuration with a 13 cm offset for

the circular acquisition, and an equivalent offset for the virtual isocenter to obtain the same

illumination.

To increase the clearance between the kV detector and the patient, we increased the radius

of the kV detector with accompanying increase in magnification of the kV imaging system.

Currently, the detector positioning arm cannot be moved while the gantry rotates. Thus, to

create projection datasets where the detector distance changes during a scan, we acquired

multiple scans using different detector positions and subsequently spliced these together to

create the sinograms of interest with the corresponding system matrix H. This allowed us to

create different dynamic magnification scan datasets. We acquired both circular and virtual

isocenter trajectories with detector positions of 50 cm, 60 cm and 70 cm away from the

mechanical isocenter for magnifications of 1.5X, 1.6X and 1.7X respectively. In each case,

the detector cover is 5 cm closer to the patient than the CsI layer, potentially leading to

collisions with the limits shown in the first plot in Figure (5.3).

To create the combined sinogram of a hypothetical collision-avoiding dynamic magnifica-

tion scan, we replaced a 45◦ region of the 1.5X circular scan with the corresponding angular
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Figure 5.3: Collision zones in the patient image space for the kV detector cover and the
MV treatment head accessory mount. The left figure shows the increasing radius of the
kV-detector collision zone with an increase in magnification. The middle figure shows the
increased radius of the kV-detector collision zone for the two dynamic magnification trajec-
tories utilizing a 45◦ bump at a higher magnification. The right figure shows the increased
radius of the MV-treatment-head collision zone when using the virtual isocenter scanning
trajectory.

range from scans at different magnifications. We chose this region to be centered on the

angular position corresponding to the mannequin’s elbow in Figure (5.1). Increasing the

magnification in this region corresponds to increasing the clearance between the kV-detector

and the patient. Increasing the magnification to 1.6X and 1.7X provides an additional 10 cm

and 20 cm of clearance respectively. We also created an additional 35◦ 1.7X bump magnifi-

cation with 5◦ transitions at a 1.6X magnification. The kV-detector collision zones of these

dynamic magnification trajectories are shown in the middle plot shown in Figure (5.3).

The virtual isocenter imaging trajectory would alleviate the potential collision with the

MV treatment head accessory mount shown in Figure (5.1a). The radius of the accessory

mount from the mechanical isocenter is 41.7 cm. Using a virtual isocenter would increase

the radius of the collision zone by 12cm to alleviate potential collisions (as shown in (5.3)).

Utilizing a different virtual SAD would allow for additional clearance if necessary.

The last set of trajectories we studied combines the dynamic magnification with the

virtual isocenter trajectory. As the collision radius with the MV treatment head and the
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kV detector are similar for the current clinical scan trajectories, collisions with either could

arise. By combining the change in magnification with the virtual isocenter trajectory, both

collision zones could be avoided. Table (5.1) shows the different scans investigated in this

study.

Table 5.1: Scanning trajectories

Trajectory Magnification
Circle 1.5X

1.5X & 45◦ 1.6X bump
1.5X & 45◦ 1.7X bump
1.5X & 35◦ 1.7X bump, 1.6X transitions

Virtual isocenter 1.5X
1.5X & 45◦ 1.6X bump
1.5X & 45◦ 1.7X bump
1.5X & 35◦ 1.7X bump, 1.6X transitions

5.2.2 Generalized-trajectory framework detector offset

When applying the generalized-reconstruction framework discussed in Framework implemen-

tation with Varian TrueBeam kV-CBCT system to this specific non-circular trajectory case

of collision avoidance, care must be taken to correctly transform the coordinate system of

the imaging geometry to ensure the desired detector offset is used. In the case of utilizing

the virtual isocenter to prevent potential patient collisions with the LINAC treatment head

using an offset detector, we used the following formulation of the framework to calculate

the detector offset for the virtual isocenter trajectory that would provide equivalent projec-

tive illumination of the patient onto the detector as that of a standard circular scanning

configuration.

As shown in Figure (5.4), using a virtual isocenter at a distance Rv from the mechanical

isocenter results in the virtual isocenter projecting to a different location on the detector.

The red arrow in the image indicates the projection of the mechanical isocenter onto the

detector whereas the blue arrow indicates the projective location of the virtual isocenter

onto the detector. If using a detector of width w with a full-fan configuration relative to the
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Rv
mRvw

Figure 5.4: Schematic showing the offset between projecting the virtual isocenter (blue)
and the mechanical isocenter (red) onto the detector. By implementing a virtual isocenter
offset of Rv, the projection of this new virtual isocenter onto the detector of width w is a
function of the magnification (m) and is indicated by the blue arrow. The projection of the
mechanical isocenter onto the detector is represented by the red arrow.

mechanical isocenter, this is effectively a half-fan configuration with a lateral offset of mRv

in the virtual isocenter image space for a magnification m.

−mRv

Figure 5.5: If using the effective lateral detector offset for the virtual isocenter configuration
shown in Figure (5.4), a lateral detector offset of −mRv would be necessary to achieve
the same illumination geometry for a circular canning trajectory around the mechanical
isocenter.

If the lateral offset mRv in the virtual-isocenter image space is the desired offset, then the

lateral detector offset for the circular scan must be changed in the opposite lateral direction

to achieve equivalent illumination of the object on the detector. Figure (5.5) shows such an

example of the lateral offset needed for achieving the equivalent illumination of the object

on the detector as the virtual isocenter configuration shown in Figure (5.4).

However, it is also possible to calculate the virtual-isocenter lateral offset (δ) to achieve
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Figure 5.6: For a typical half-fan detector configuration for a circular scan, a lateral offset
of ∆ is chosen.

the same illumination geometry as a half-fan detector configuration for a circular scanning

trajectory with a lateral offset (∆). As the circular scanning trajectory with a half-fan

detector configuration is used clinically, as shown in Figure (5.6), this is also the approach

we used. For each virtual isocenter scan a given magnification, we calculated the lateral

offset to achieve similar projective illumination on the detector.

mRvδ
w
2
+∆

Figure 5.7: To achieve the equivalent detector support for the circular trajectory lateral
offset (∆) in Figure (5.6), a lateral offset of δ must be used.

Once the desired lateral offset (∆) was chosen for the half-fan detector configuration, we

then calculated the virtual-isocenter offset as

δ = mRv −∆. (5.1)

By then utilizing this offset, we could replicate the projection of the virtual isocenter onto

the detector as using the offset (∆) in Figure(5.6). With this choice of lateral offset, the
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virtual isocenter is then projected onto the detector as illustrated in Figure (5.7).

5.2.3 Reconstruction

The addition of couch motion to the imaging trajectory does increase the degrees of freedom

for which proper geometric calibration must be acquired. Using the methods described in

the chapter Geometric calibration, we computed corrections to the nominal reported couch,

source and detector positions for each of the tested trajectories.

We reconstructed all of these fixed magnification and dynamic magnification scans from

circular and virtual isocenter trajectories into the patient image space described by the

imaging model in Equation (2.6). The Catphan scans were reconstructed onto an isotropic

voxel size of 0.473 mm. The CIRS torso scans were reconstructed onto an isotropic voxel

size of 0.836 mm. As the circular acquisition with 1.5X magnification is the typical clinical

acquisition trajectory, this provides a clinical reference volume for the reconstructions from

the other scanning configurations.

For the number of iterations in our reconstruction program, we selected 200 iterations

as subsequent improvements in spatial resolution with further iterations were diminished.

This is shown in Figure (5.8) which plots as a function of iteration numnber the 25% and

50% crossing spatial frequencies of the modular transfer function (MTF) and the area under

the curve (AUC) of the MTF. The MTF was found using the edge spread function from

the MLEM reconstruction of the Catphan phantom acquired with a circular scan at 1.5X

magnification.

5.3 Results

Figure (5.9) shows slices of the CTP 528 spatial-resolution module from the 200th iteration

of the MLEM reconstructions of the Catphan phantom for the different scanning trajectories.

The top row shows reconstructions from the circular scanning trajectories, and the bottom
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Figure 5.8: Plot of the Catphan’s edge-spread function MTF at 50% and 25% as well as the
MTF AUC for the clinical circular 1.5X half-fan scan. The effectie plateau in these spatial
resolution metrics at 200 iterations is why we selected this as the fixed iteration number for
all of our reconstructions.
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Figure 5.9: Images of the Catphan 528 spatial resolution module in a display window of
[-100, 2000] HU. The top row shows all the circular scan permutations while the bottom row
shows those of the virtual isocenter. The columns show different magnification combinations
from left to right of 1.5X only, 1.5X with a 1.6X bump, 1.5X with a 1.7X bump, and a 1.5X
with a 1.7X bump and a 1.6X transition on either side. For all of the reconstructions, the
8th largest gauge is resolvable (indicated by the red arrow).

row shows reconstructions from the virtual isocenter trajectories. The left column is from a

single 1.5X magnification, and the remaining columns are different synthesized trajectories

with different magnifications as illustrated in Figure (5.3). In all of these images, the 8th

largest gauge is visually resolvable.

The visual similarity in the spatial resolution shown in Figure (5.9) is reflected in the

MTF metrics for all of the different scanning configurations. We compared MTF metrics

derived from the PSF using the Catphan beads, the bar pattern shown in Figure (5.9), and

the edge-spread function (ESF) measure along an ensemble of radial lines. When comparing

these MTF-based metrics between the circle and the virtual isocenter scans with different

magnifications, we found no clear trend distinguishing the different trajectories.

Figure (5.10) shows the low-contrast CNR from the Catphan with these different imaging

configurations which are also in good agreement with each other. In addition to using the
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Figure 5.10: Plot of low-contrast polystyrene CNR and error bars corresponding to ± one
standard deviation of the CNR from the Catphan scanned with both the circular and virtual
isocenter trajectories.
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material rods in the CTP 404 sensitometry module to calculate the CNR, we also compared

mean values from each of the materials for the different scanning trajectories and magnifica-

tions. Figure (5.11a) shows the ROI means for these different scanning configurations. The

height of the bar represents the standard deviation of the ROI. The first four bars for each

material are from the circular scans, and the remaining four from the virtual isocenter scans.

Figure (5.12) shows an abdominal slice from the 200th iteration MLEM reconstruction

of the CIRS torso phantom scanned with a 13 cm offset half-fan configuration. The layout

of these images is the same as that in Figure (5.9) with the top row showing magnification

variations from the circular trajectory. The bottom row shows the corresponding magnifi-

cations from the virtual isocenter trajectory. The slice is the same as that in Figure (5.11b)

which we used to calculate values for three organ ROIs.

For the different organ ROIs, we recorded the means and standard deviations for the

different scanning trajectories and magnifications. Figure (5.11b) shows these mean values

and the associated standard deviations. Though the circular scan variations fluctuate more

than the virtual isocenter scans, the values are in agreement for the different organs of

interest. As with Figure (5.11a), the first four points for each organ are from the circular

scan, and the remaining four are from the virtual isocenter trajectory.

5.4 Discussion

As mentioned earlier, the virtual isocenter trajectory is designed to increase the distance be-

tween the gantry head and the patient by synchronized table translation and gantry motion.

The geometry of the imaging arms remains unchanged, though the center of the image space

is moved from the mechanical isocenter to the virtual isocenter. As shown in the previous

section, this results in CBCT image quality that is comparable to a normal circular scan.

It is certainly possible to envision situations in which collisions with the kV imaging

source or (more likely) the detector also occur. The system matrix in our optimization-

based reconstruction method can incorporate changes in the position of the imaging arms
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Figure 5.11: ROI material comaprison results for the Catphan CTP 404 module and the
CIRS torso phantom. The height of the bars are ± one standard deviation of the ROI mean.
The first four bars for each material ROI are from the circular scans, and the remaining four
bars for each material ROI are from the virtual isocenter scans. The order of the scans for
each material ROI are displayed in the order listed in the legend in (a) from left to right.
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Figure 5.12: Images of the CIRS torso phantom’s abdomen in a display window of display
window of [-100, 200] HU. The top row shows all the circular scan permutations while the
bottom row shows those of the virtual isocenter. The columns show different magnification
combinations from left to right of 1.5X only, 1.5X with a 1.6X bump, 1.5X with a 1.7X
bump, and a 1.5X with a 1.7X bump and a 1.6X transition on either side.

as well as the patient position. Thus a trajectory with variable source-detector distance,

caused by the detector moving to avoid a patient collision, can also be reconstructed. Such

a variable magnification scan may be performed with the patient couch moving in a virtual

isocenter trajectory, or with the patient couch fixed and rotation about the physical machine

isocenter.

All virtual isocenter scanning in the present work was done in TrueBeam Developer Mode,

which is a strictly nonclinical mode of operation. Simultaneous motion of couch, gantry and

imaging arms is not fully supported by the TrueBeam; however, the motions required for

the virtual isocenter scan, which involve only coupled gantry rotation and couch translation,

are feasible in Developer Mode. Although the LINAC can clearly execute the required

motions and acquire the images, virtual isocenter scanning is as yet not available as a clinical

capability. In addition, these scans must be reconstructed using iterative optimization-based

methods, rather than the current clinically available filtered back-projection method. A

historic concern about optimization-based methods has been reconstruction speed. These
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are very computationally intensive programs, but with the recent availability of GPU-based

processing, reconstruction times are more manageable.

5.5 Conclusion

Virtual isocenter trajectories and dynamic magnification are potentially useful as collision-

avoiding alternatives to standard isocentric rotation, both in cases where arc treatments

are being delivered and in cases where CBCT scanning is desirable, but a normal isocentric

scan could cause gantry-patient collisions. Using optimization-based reconstruction methods,

patient-specific, collision avoiding imaging trajectories that utilize virtual isocenter CBCT

scans and different kV-detector magnifications can be reconstructed by incorporating the

view-by-view imaging and patient geometry into the system matrix. Image quality, as char-

acterized by spatial resolution and low contrast object detectability, is comparable for virtual

isocenter scans and for standard isocentric scans using different magnification bumps to avoid

kV-detector collisions. Thus, virtual isocenter CBCT scans and kV-detector magnification

changes could be combined with optimization-based reconstruction as a useful clinical ap-

proach in collision-plagued situations.
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CHAPTER 6

CONCLUSIONS

In this dissertation work, we developed a framework that leverages optimization-based re-

construction methods to enable generalized, non-circular, scanning trajectories in CBCT.

Where analytic-based reconstruction methods require a prescribed trajectory in order to de-

rive an analytic inverse, optimization-based methods require no such assumption regarding

the trajectory by which the projection views were acquired. This agnosticism of optimization-

methods to the order and geometry by which projections are acquired allows for dynamic,

view-by-view modifications to the scanning trajectory that would be untenable if the scan-

ning trajectory were fixed by necessity of the reconstruction program’s requirements.

We describe our generalized framework for reconstructing from generalized scanning tra-

jectories using optimization-based reconstruction methods in Chapter 2 . Though we limited

ourselves to MLEM to solve our reconstruction problem, we by no means imply that this

framework is dependent on this algorithm. Not only can other optimization-based algorithms

be plugged into this framework, more sophisticated optimization techniques may be better

suited to this optimization problem. However, regardless of the optimization-based algorithm

employed in this paradigm, it is always critical that the user ensure that the parameters of

the algorithm are carefully selected for the desired task.

In addition to developing this framework, we also developed a general calibration proce-

dure in Chapter 3 that would accommodate view-by-view corrections to the different non-

circular trajectories we studied. We then proceeded to use this calibration protocol to make

calibration corrections for the non-circular trajectory classes we studied in the subsequent

chapters. Though optimization-based algorithms are very robust, the view-by-view agnos-

ticism we utilize for our trajectory framework is only beneficial if the geometry describing

each of the views in the system matrix is correct. As with all inverse problems, the answer

provided by the inverse is only useful if you have solved the right problem.

As our investigation into different non-circular trajectories was motivated by existing
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clinical limitations currently encountered in using LINAC-mounted CBCT for IGRT, we

then found two clinical examples where the ability to use non-circular trajectories could

provide a solution. By first selecting two particular tasks to test our framework, we were

able to constrain our investigation of the trajectory parameters that were relevant to solving

these problems. Just as the parameters of the optimization program must be selected for

the desired task, similar task-based considerations must be given to selecting what type of

non-circular trajectory, if any, would be suited for intended application.

The first clinical limitation we studied in Chapter 4 is the problem of the limited axial

FOV provided by LINAC-mounted CBCT systems. Since the axial coverage provided by

the CBCT detector is limited by engineering constraints, we hypothesized that non-circular

trajectories would be able to extend the axial FOV while maintaining image quality that is

comparable to current clinical methods. In addition to studying the double circle trajectory

that is comparable to the current clinical practice of stacking the independently reconstructed

FDK volumes of two circles together, we also studied the circle-line-circle and smooth tra-

jectory classes that include acquiring projections as the CBCT imaging system translates

between the two planes of the circular components of the scan. We found that not only

does our framework with MLEM perform as well as FDK in the portion of the reconstructed

volume where FDK satisfies Tuy’s condition, but that it is also able to improve the image

quality in the region between the planes of the source’s circular orbit. Additionally, our

framework demonstrated that it is possible to extend the axial spacing between the planes

of the two circles into distances that exceed the support of two stacked FDK volumes.

The second clinical problem in using LINAC-mounted CBCT for IGRT that we investi-

gated in Chapter 5 is that of potential patient collisions with the LINAC when attempting

to acquire a CBCT. For some of the treatment positions used for breast, lung, and head and

neck cancer patients, the orientation of the patient on the treatment table puts them at risk

of being hit by the LINAC as it rotates around the patient. In this study, we investigated dif-

ferent non-circular trajectories that could alleviate the different types of collisions potentially
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faced by these patients. One such trajectory would increase the radius of the kV-imaging

detector in a potential collision zone to create a dynamic magnification trajectory. To avoid

potential collisions with the LINAC treatment head, we studied a virtual isocenter trajectory

that moved the patient couch while the gantry rotated to maintain a safe distance between

the patient and treatment head to ensure no collision would take place. Finally, we created

a trajectory that combined the virtual isocenter trajectory with the dynamic magnification

in order to create a trajectory that could alleviate collisions with both the kV-detector and

the treatment head. For each of these different configurations, we showed we could obtain

reconstructions with image quality comparable to the standard clinical circular trajectory.

In conclusion, we found that our non-circular scanning trajectory framework using optimization-

based reconstruction methods have the potential to address limitation of LINAC-mounted

CBCT for IGRT. We selected specific non-circular trajectories that we knew had the po-

tential to address real clinical limitations. In finding that the subsequent image quality

was no worse than that achieved by the existing clinical methods, we demonstrated that

these non-circular scanning trajectories have the potential to address limitations of CBCT

in IGRT. Though we did not explicitly study any other application here, we do not think

this framework is limited to these two applications or even solely to the purview of radio-

therapy. In selecting the two examples shown here, we have only wished to demonstrate the

potential utility enabled by non-circular trajectories with optimization-based reconstruction.

As with all tomographic reconstruction problems, careful consideration must be given to the

desired task and further task-based metric analysis must be performed to evaluate not only

the performance of the chosen reconstruction chain, but also to that of the chosen scanning

trajectory.
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