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Global symmetries greatly enrich the landscape of topological quantum phases, playing an essential role
from topological insulators to fractional quantum Hall effect. Topological phases in mixed quantum states,
originating from decoherence in open quantum systems or disorders in imperfect crystalline solids, have
recently garnered significant interest. Unlike pure states, mixed quantum states can exhibit average
symmetries—symmetries that keep the total ensemble invariant but not on each individual state. In this
work, we present a systematic classification and characterization of average symmetry-protected
topological (ASPT) phases applicable to generic symmetry groups, encompassing both average and
exact symmetries, for bosonic and fermionic systems. Moreover, we formulate the theory of average
symmetry-enriched topological (ASET) orders in disordered bosonic systems. Our systematic approach
helps clarify nuanced issues in previous literature and uncovers compelling new physics. Notably, we
discover that (1) the definition and classification of ASPT phases in decohered and disordered systems
exhibit subtle differences, (2) despite these differences, ASPT phases in both settings can be classified and
characterized under a unified framework of defect decoration and spectral sequence, (3) this systematic
classification uncovers a plethora of ASPT phases that are intrinsically mixed, implying they can
exclusively manifest in decohered or disordered systems where part of the symmetry is average, and
(4) similarly for ASET, we find intrinsically disordered phases exhibiting exotic anyon behaviors—the
ground states of such phases necessarily contain localized anyons, with gapless (yet still localized)

excitation blue spectra.
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I. INTRODUCTION

Topological quantum phases are often enriched by global
symmetries [1]. The most familiar example is the fractional
quantum Hall effect (FQHE). Independent of any global
symmetry, the FQHE ground states are characterized by
intrinsic topological orders that support anyon excitations.
Global symmetries such as U(1l) charge conservation,
however, can further enrich the topological orders, for
example, by assigning fractional charges to the anyon
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excitations. FQHE enriched by U(1) charge conservation is
a simple example of symmetry-enriched topological orders
(SET) [2]. Even quantum states with trivial topological
orders can be enriched by global symmetries. Familiar
examples include topological insulators [3,4] and the
Haldane spin-1 chain [5]. These states do not carry exotic
excitations such as anyons, yet they cannot be adiabatically
deformed to unentangled product states (like atomic
insulators) without breaking relevant symmetries. Such
states are known as symmetry-protected topological
(SPT) states [6—12].

Traditionally the concepts of SPT and SET phases are
defined for a pure quantum state |¥)—typically the ground
state of some local Hamiltonian H. Our understanding of
SPT and SET phases in pure states has reached a quite
mature stage over the past few decades. For mixed quantum
states, however, much less is known. The two relevant

Published by the American Physical Society
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physical contexts to study topological phases in mixed
states are systems with decoherence and disorders. In
decohered systems [such as noisy intermediate-scale quan-
tum (NISQ) simulators [13—-16] ], mixed states arise nat-
urally from the coupling between the system and the
environment. In a disordered system (such as an imperfect
crystalline solid), the Hamiltonian is drawn from a sta-
tistically random ensemble {H;}, where I labels disorder
realizations with a certain probability P;. Given the
ubiquity of decoherence and disorder in realistic systems,
it is both natural and important to try to extend our
understanding of topological phases, including SPT and
SET, to mixed states. On a practical level, this under-
standing could assist us in utilizing topological phases for
quantum information purposes, such as measurement-
based quantum computation with SPT [17-20] and fault-
tolerant quantum computation with topological orders [21],
even in realistic systems affected by disorder or
decoherence.

In contrast to pure states, there are two distinct types of
symmetry for mixed states. An exact symmetry (or strong
symmetry) is a symmetry for each individual pure state |¥;)
in the mixed-state ensemble. In contrast, an average
symmetry (or weak symmetry) is not necessarily a sym-
metry for each individual pure state, but is a symmetry for
the ensemble density matrix p = >, P;|¥;)(¥,|. Namely,
for an average symmetry operator g, we have

gpg~ = p. (1)

For example, in a solid with quenched disorder, where the
electrons experience a random potential, the crystalline
symmetries are (at best) average symmetries, while the
U(1) electric charge symmetry remains an exact symmetry.

The central task of this work is to systematically examine
how exact and average symmetries enrich topological
phases in mixed states, in both decohered and disordered
systems. Historically, it was found that some free-fermion
SPT phases remain nontrivial [22-24], in the sense that
the boundary states remain delocalized when part of the
protecting symmetries become average due to disorders.
For bosonic systems, it was found [25] that, at least in
(1 +1)D, SPT phases protected by exact (strong) sym-
metries are stable against decoherence [25]. More recently,
it was realized [26] that the general notion of SPT phases
can be extended to systems with both exact and average
symmetries. These ‘“average SPT” (ASPT) phases are
characterized by nontrivial topological response, or equiv-
alently decorated defects, involving both the exact and
average symmetries. Many examples of ASPT were studied
in Refs. [26-28]. Closely related notions, such as average
symmetry defect and anomaly, have also been studied
recently in the field theory context [29].

In this work, we systematically classify and characterize
topological phases, both SPT and SET, with average and

exact symmetries. This allows us to clarify many subtle
issues from previous literature, and discover new physics
that are intrinsically associated with mixed states.

First, in Sec. II we discuss the general framework
to classify ASPT, in both decohered and disordered
systems. Even though the physical states in both scenarios
can be described by density matrices of the form
p=>,P|¥) (¥l in a disordered system the state is
also further endowed with an ensemble of Hamiltonians
{H,;} with probability {P;}. This makes the physics of the
two scenarios quite different. In particular, the classification
of ASPT phases will be different in the two scenarios.
Pleasantly, despite the physical difference between deco-
hered and disordered systems, the ASPT phases in both
scenarios can be characterized and classified under the
unified mathematical framework of spectral sequence.
The physics behind the spectral sequence framework is
the decoration of symmetry defects [10,30,31], which is
familiar from the classification of pure-state SPT phases.

For decohered systems, we carefully examine the con-
ditions under which the classification based on decorated
symmetry defects applies. As a necessary condition, in
order for the topological invariants to be well defined, we
find that not only the usual spontaneous symmetry breaking
(SSB), defined by long-range order in two-point correlation
function of order parameters, should be forbidden, but a
more subtle form of spontaneous symmetry breaking from
an exact (strong) symmetry down to an average (weak)
symmetry can also invalidate the classification. To circum-
vent the problem, we introduce a notion of invertibility for
short-range entangled (SRE) mixed states, generalizing a
similar concept for ground states.

As an appealing consequence of our classification, we
discover a plethora of ASPT phases that are intrinsically
mixed. These are SPT phases that can only exist with
average symmetries, in a decohered or disordered system,
and by definition cannot exist as pure-state SPT. In fact, if
we try to deform an intrinsically mixed ASPT to a pure
state, for example, by reducing the disorder strength, the
state reduces to the so-called “intrinsically gapless SPT.”
We discuss many examples of intrinsically mixed ASPT, in
both bosonic and fermionic systems, in Sec. III.

In Sec. IV we move on to nontrivial intrinsic topological
orders in (2 + 1)d in the presence of quenched disorders,
and discuss how average (and exact) symmetries enrich the
structure of topological orders. In clean systems, global
symmetries can (1) permute different anyon types and
(2) fractionalize on certain anyons (such as the fractional
U(1) charges of FQHE quasiparticles). Certain enrichment
patterns come with 't Hooft anomalies—such anomalous
SET states can be viewed as the surface states of certain
SPT phases in one higher dimension. We show that average
symmetries can also permute anyons. Furthermore, an
average symmetry and an exact symmetry can jointly
fractionalize on anyons. However, the fractionalization
of average symmetry alone becomes ill defined on the
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anyons—unless the fractionalization pattern involves
certain 't Hooft anomalies.

Another interesting feature of disordered systems is that
certain obstructions of symmetry enrichment, known as >
obstruction, are lifted once the symmetries involved
become average. Such intrinsically disordered average
symmetry-enriched topological (ASET) order comes with
additional features. For instance, the system will have
localized anyons that lead to a gapless spectrum, yet the
system still hosts short-range correlated ground states. We
discuss many examples, featuring various nontrivial prop-
erties of ASETs mentioned above, in Sec. IV.

We end with a summary and outlook in Sec. V. Some
technical details are discussed in the Appendixes.

II. AVERAGE SPT: GENERALITIES

In this section, we first give an overview of the basic
notions of ASPT in two different physical scenarios, with
decoherence (Sec. I A) and disorders (Sec. II B), in the
simplest cases where the total symmetry G is the direct
product of the average symmetry G and the exact sym-
metries A. In Sec. IIC we show that for more general
symmetry structures, the classification of ASPT can be
described using the Atiyah-Hirzebruch (AH) spectral
sequence, for both the decohered and disordered scenarios
(with different input data and consistency conditions). The
goal of this section is to not only review but significantly
systematize and clarify earlier discussions in Ref. [26].

A. Decohered ASPT

We now define the notion of a decohered ASPT state,
which is relevant for open quantum systems.

1. Gapped, symmetrically invertible states

For pure states, a crucial property of SPT states is
invertibility. Namely, even though a nontrivial SPT state
|¥) € H cannot be deformed to a trivial product state using a
finite-depth symmetric unitary circuit, we can find an
“inverse” state |¥) from an auxiliary Hilbert space 7{, such
that |¥) ® |¥) can be deformed to a trivial product state in
H ® H, using a symmetric finite-depth (SFD) unitary circuit.
The invertibility condition provides a foundation for classi-
fying SPT phases using invertible topological quantum field
theory [32,33]. In fact, it is often more satisfactory to demand
symmetric invertibility as it allows us to naturally incorporate
phases like the integer quantum Hall effect.

Another consequence of symmetric invertibility for pure
states, which turns out to be crucial for our purpose, is the
property of symmetry localization, which leads to the
“decorated domain-wall” picture. To be more concrete,
let us consider a state |¥) and an on-site unitary symmetry
transformation g. Denote the restriction of g to a subregion
I" by gr. For a symmetric (i.e., no SSB) SRE pure state, we
expect that [34]

gr|lP> = Var|lP>’ (2)

where V4 is a unitary operator supported on the boundary
dl' of T'. In 1D, V4 further decomposes into local unitaries
supported at the two ends of I, and this is equivalent to the
existence of string order parameters. In general, the group-
cohomology classification can be derived if one assumes
that V- and the analogous higher-codimensional defect
operators are finite-depth unitary circuits [34]. Equation (2)
directly follows from symmetric invertibility, which will be
proved as a special case of Theorem 1 below.

Motivated by the study of pure-state invertible phases,
we focus on symmetrically invertible states in our inves-
tigation of decohered ASPT phases, which can be similarly
defined for mixed states. To facilitate the definition, let us
first define symmetric finite-depth quantum channel.

Throughout these definitions, the physical system of
interest lives in a (tensor product) Hilbert space H. The
strong (weak) symmetries form a group A (G). All
symmetries are assumed to be on site and unitary.

Definition 1. A quantum channel £ is a symmetric finite-
depth channel, if it admits a purification to a unitary U on
an enlarged space H ® A, such that

E(p) = tr4(Up @ |0,4)(0.4]UT). (3)

Specifically, (1) the space .4, which transforms trivially
under A while acted on by the weak symmetry G via g 4, is
obtained by associating an ancilla with each site in H;
(2) |04) € Ais a product state symmetric under g 4; (3) U is
a local unitary circuit, with each gate commuting with
a®1, and g ® gy, where a and g are the generators of
strong and weak symmetries in H, and 1 4 is the identity in A.

Definition 2. Given a state p (in Hilbert space H) and a
set of strong (A) and weak (G) symmetries, we call p
symmetrically invertible if there is a state p from an
auxiliary Hilbert space 7{, such that (1) each element
a €A (and g € G) acts on site and diagonally in H ® H as
a=a®d(and g=9g® J); (2) p ® p is two-way con-
nected to a pure product state |0) € H ® H through some
symmetric finite-depth channels &;: p ® p — |0)(0]
and &,: [0)(0] = p ® p.

According to Ref. [35], symmetrically invertible states
always exhibit exponential decay of the correlation func-
tions of local operators and obey an area law for the mutual
information between a region and its complement.

Another virtue of focusing on symmetrically invertible
states is that it mitigates the complication due to the
noninvertibility of quantum channels. To make this point
more manifest, let us assume a slightly stronger form of
symmetric invertibility: We demand p ® p* to be two-way
connected to a pure product state through symmetric finite-
depth channels. In other words, we demand the complex
conjugation p* to be the inverse of p. This is motivated by
the anticipation that nontrivial topological structure from
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quantum mechanics should manifest as some nontrivial
phase factors—this intuition is true at least for invertible
pure states, and may even be true for general symmetrically
invertible mixed states (we are not aware of counterex-
amples). The strong form of symmetric invertibility leads to
the following appealing result: If two strongly symmetri-
cally invertible states are one-way connected, namely,
3EL2L: py = py, then the two states are automatically
two-way connected, namely, 3IE3L :p, > p. The
“inverse” channel can be constructed in a few simple
steps: py = p2 ® p1 ® pi = p2 @ p1 ® p; — p1, Where
we have used (E25)": pi — p; in the second arrow,
and strong symmetric invertibility p, ® p5 — [0)(0| in
the last arrow.

As mentioned earlier, symmetric invertibility allows
strong symmetries to be localized on mixed states, general-
izing a similar result for pure states. More formally, we
have the following theorem.

Theorem 1. If p is (strongly) symmetrically invertible,
then for any strong symmetry a €A of p and a large but
finite region I', there exists an operator V- supported on
the boundary dI" such that

arp = Varp, (4)

where V,- has operator norm (the largest singular
Value) ||Va]"|| = 1.
Proof. Since p is symmetrically invertible, we have

Up ® 5 ® [04)(04U" = [0){0] ® p.s. (5)

where [0,4) is a symmetric product state on an ancillary
Hilbert space .A. Note that « is extended to act on site on the
Hilbert space H as d, and we denote a=a ® d. Uis a
locally symmetric unitary circuit acting on H @ H ® A,
meaning that each gate in U commutes with a ® d. We thus
have

app ® p ® |04)(04] = arU*|0)(0] ® p4U
— a,UTa='U- UH(0)(0] @ p U
=Vorp ® 5 ® [0.4){(04]- (6)

where ar = ar ® dr represents the strong symmetry act-
ing on H @ H within a large but finite region I', and the
operator Vg = arUTalT-U is a unitary supported solely
on the boundary dI" because each gate of U is strongly
symmetric.

Tracing out H ® A from Eq. (6) gives Eq. (4) with
V = Tryga VP ® [0,4)(04]. The norm one property of V
can be shown as follows: The definition of V implies that
the ||V|| < 1. On the other hand, Eq. (4) implies that
||V]| > 1. Together we must have ||V|| = 1. L]

We note that, although V- is not guaranteed to be
unitary, it acts as a unitary on the image of p,r (the reduced
density operator on the boundary region). For this reason,
it may be physically reasonable to practically treat V,-
as a unitary, which is what we shall do in subsequent
discussions.

Also, note that U and ar commute with the weak
symmetry acting simultaneously on H ® H ® A; there-
fore, V - must commute with the weak symmetry G acting
on H. As a G-symmetric locality-preserving unitary, V-
can at most pump a G-symmetric invertible phase to the
boundary dI'. Therefore, we conclude that in a symmetri-
cally invertible mixed state, a domain wall of the strong
symmetry traps a G-symmetric invertible phase in one
lower dimension. We will see more concrete examples in
Sec. I A 4.

In 1d, the boundary operator decomposes as Vi, =
V. Vg, where V; and Vp are supported near the left and
right end points of I', respectively. Furthermore, for
a,b €A, the operators satisfy the relation (up to a phase)

VaVh o Vb, (7)

Theorem 1 provides a sufficient condition for a strong
symmetry to effectively localize near the boundary when
acting on a large but finite region. A natural question then
arises: Under what conditions on a mixed state does a weak
symmetry exhibit similar localization? It turns out that
certain constraints must be imposed on the information-
theoretic properties of the mixed state, which we refer to as
being a gapped mixed state, or gapped Markovian state
following Ref. [36]:

Definition 3. Consider a tripartite separation of the
system (see Fig. 1), where A~ is a disk regime, JdA is a
buffer regime surrounding A with the width |0A|, and A~ is
the rest of the system. A mixed state p is defined as
“gapped” if for arbitrary tripartition of this form we have
[here S(A™) is the von Neumann entropy of the regime A™]
the following.

FIG. 1. A circular tripartition A=, dA, and A~ of the system. B,
and B, are buffer region of dA with finite width.
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(a) The mutual information (MI) between the two disjoint
regions decays exponentially:

1,(A7: A7) =S(A7) + S(A™) — S(A=A7)

= D(ps-vi-llpa- ® pa-)
~ e~ oAl S (8)

with a finite correlation length ¢&y;. Here
D(ps-ui-llpa- ® pi-) is the quantum relative entropy
between density matrices py- ;- and py- @ pi-.

(b) The conditional mutual information (CMI) also decays
exponentially:

1,(A=: A7|0A) = S(A~ U0A) + S(0A U A™)
—S(0A) — S(A"UOAUA™)
~ e~ l0Al/ S 9)

with a finite &qyy, referred to as the Markov length
in Ref. [37].

Definition 3 captures the physical notion of a mixed state
being short-range correlated: The mutual information
serves as a measure of the total bipartite correlation
between A~ and A~, and Eq. (8) implies that all connected
correlation functions of the form

C@(x,y) = Tr(p0,0y) = Tr(p0,)Tr(p0O,) ~ (10)

decay exponentially with the distance |x—y| [38].
Additionally, the conditional mutual information, which
quantifies the global correlations between A~ and A~ that
cannot be inferred from their individual correlations with
the buffer region 0A, also remains small over large
distances. We now demonstrate that for a mixed state
satisfying Definition 3, a weak symmetry, when applied to
a finite but sufficiently large region, effectively localizes
near the boundary.

Theorem 2. For a gapped mixed state p, a weak
symmetry g€ G can always be effectively localized.
Specifically, when a weak symmetry operator W is trun-
cated to a large region A, the truncated operator W, acts as
a boundary quantum channel &£, such that

WapW) = Eslpl. (11)

where &y is supported in a region B = B| U dA U B, near
the boundary of A, as shown in Fig. 1. Moreover, for 1d
systems, £ can be decomposed into two local quantum
channels &£; and £ that are located at the left and right
boundaries, respectively; namely, £ = £; 0 &p.

Proof. Consider the mixed state that is obtained from
conjugating W, to p, namely,

pl = WapWh. (12)

Without loss of generality, we assume &y = oy = €. We
then divide the entire system into three regions: A~, dA, and
A~, as illustrated in Fig. 1. The region dA is chosen such
that |[0A| > &, and A is selected so that A~ C A, with the
distance from the boundary of A to both A~ and A~ being
much larger than £&. We denote the on-site weak symmetry
operator within A~ as W -, and the operator acting within
A\A™ as W\ 4-. Clearly, the total symmetry operator in A
satisfies Wy = Wy-Wy\4-

Let us first demonstrate Eq. (11) in arbitrary spatial
dimensions. One has

Paui- = Traa(p) 2 pa- ® pi-
= Wapa Wi ® pi-
= WA*TraA(WA\A*PWZ\A—)WL-

=0y i (13)

where =~ denotes an error that is exponentially small in [0A]|.
In Eq. (13), we utilized the following: (1) in the first line,
Eq. (8), and (2) in the second line, the fact that the reduced
density matrix of p on any arbitrary region is weakly
symmetric.

The channel £ in Eq. (11) can now be constructed as
follows. First, note that since p’ is obtained from p via an
on-site unitary transformation as defined in Eq. (12), the
CMI remains unchanged:

1,/(0A; B|B\0A) = 1,(dA; B|B\0A), (14)

which decays exponentially with the distance between dA
and B according to Eq. (9). Consequently, we have

RpoTroa(p) = Rp(pa-ui-)
~RpoTra(p') =p', (15)

where the second line uses the following observations.
(1) Given that the CMI of p’ in Eq. (14) decays exponen-
tially with the distance between 0A and B, there exists a
local channel Rp acting on region B such that

Rg o Troa(p') = p/lly > exp[=(|B| = [0A])/¢].  (16)

The channel Ry is chosen as the Petz recovery channel
for the partial trace Tr,,, as discussed in Ref. [39]. (2) The
CMI in Eq. (14) indeed decays exponentially with
|B| — |0A|, following from the assumption that p is gapped.
Specifically, this behavior is guaranteed by Eq. (9), applied
to the geometry illustrated in Fig. 1, and can be derived
using the chain rule of CMI:
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1,(0A;B|B\0A)

:Ip(aA,C1|Bl UBz) +Ip(0A,C2|Bl UBZ U Cl)

=1,(0AU B,;C,|By) —1,(B,;C|By)
+Iﬂ(aAUBlUC],C2|BQ)—IP(B]UC],C2|B2), (17)

where all four terms in the last two lines are exponentially
small in |B| — |0A|. This completes the proof of Eq. (11),
where gB = RB OTI'OA.

Finally, we show that in 1d, the channel £ factorizes as
Ep = & o ER. This follows straightforwardly: In 1d, the
partial trace channel factorizes into two channels localized
near the left and right components of dA, respectively; i.e.,
Trya = Try o Trg. Given that the mixed state is gapped,
each component can be recovered independently near its
respective region. L]

After examining the conditions under which strong and
weak symmetries localize on a mixed state, we now use
them to define topological invariants for gapped, symmet-
rically invertible mixed states.

2. SPT invariants in 1d

Let us examine 1d systems with a strong symmetry A
and a weak symmetry G. Let g;, g, € G be two elements of
the weak symmetry, with corresponding truncated sym-
metry operators Wg(g;) and Wg(g,) defined on a finite
region S. By Theorem 2, it follows that for a gapped mixed
state p, the application of Wg(g;) (i =1, 2) effectively
localizes as a quantum channel near dS; specifically,

Ws(gi)PWE(gi) = Egs[ﬂ] (18)

We sequentially conjugate p with Wg(g;) and Wg(g,),
obtaining

Ws(gl)Ws(gz)pW;(gz)ng(gl) = 5?'3 °© ggsLO]
= Ws(glgz)/)WE(glgz)
= 4% (p). (19)

This implies that the channels {&¢, g€ G} form a linear
representation of G. Furthermore, in 1d, each channel S‘gg
factorizes into two channels, &' and &%, supported at the
left and right boundaries, respectively (by Theorem 2).
Consequently, the channels {£ } also form a representation
of G:

EN o £l = E1%, (20)
which must be linear (with a trivial projective phase), as
quantum channels are by definition completely positive.
The same conclusion applies to {€%}. Consequently, there
are no nontrivial SPT phases that are protected solely by a
weak symmetry.

Now we consider a strong symmetry «, and for simplicity
in this section, we assume the total symmetry is A x G;
ie., A and G commute. As a result, the density operator
in Eq. (18) retains the same charge under a as p. In one
dimension, this implies that each Kraus operator in &7
and &% also carries a well-defined charge under a.
One can define

(£1)"(a) = x4(a)a, (21)

where g€ G and y,(a) is a U(1) phase. It is clear that

)(g(ala2) :)(g(al))(g(a2>’ (22)

indicating that for any g€G, y,(-) defines a character
(charge) of A, valued in H'(A, U(1)). Furthermore, from
Eq. (20), we obtain

Xg (a))(gz(a) :)(glgz(a)v Va€eaA. (23)
Thus, y, defines a group homomorphism from G to the
group of A characters, valued in H'(G, H' (A, U(1))).

Finally, by Theorem 1, a strong symmetry fractionalizes
on a symmetrically invertible mixed state:

arp = Vi Vip. (24)

where ar is the strong symmetry generator restricted to
an interval I', and V¢§, V4 are unitaries supported near
the left and right end points of I', respectively. Although
the symmetry generators {ar} for a€A form a linear
representation of A, the end point operators {V¢} may
form a projective representation, labeled by an element
w € H*(A,U(1)).

In addition, recall that V- = V§ V% commutes with G.
As a result, V¢ carries a well-defined G charge, given by

gVig = x.(g)Vi. (25)

It is straightforward to show that y/,(¢) defines an element
in H'(A, H'(G,U(1))).

Now we show that the two invariants y € H'(G,
H'(A,U(1))), as defined in Eq. (21), and y' € H'(A,
H'(G,U(1))) defined in Eq. (25) are equal. This equiv-
alence can be demonstrated by considering two large
overlapping intervals, Iy = (x,y) and T, = [(x + y/2),
(3y — x/2)]. Denoting the strong symmetry restricted to
interval I'y as ar, and the weak symmetry similarly, we
have

ar, gl"ngltz = Zg(a)VL VrEL o Er(p)
= Qrzarng;2 =xa(@)VLVREL 0 ER(p),  (26)

which implies that for any a €A and g€ G, y,(a) = x,(g)-
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Lastly, we show that two gapped, symmetrically invert-
ible mixed states p; and p, share the same invariants @ and
y if they are two-way connected by symmetric finite-depth
channels. This establishes that @ and y [or equivalently, the
H'(G,H'(A,U(1))) class] are genuine topological invar-
iants for mixed-state SPT phases.

By virtue of strong symmetry localization arp; =
V. Vrp1 (Theorem 1), the state p; exhibits a string order
parameter:

Tr(p ViarV) = 1. (27)

where I' is a finite but large interval, and V; and Vj are
supported near the left and right end points of I, respec-
tively. Since p; can be prepared from p, by a symmetric
finite-depth local channel [see Eq. (3)], we have

1 = try 4 (Ups ® |04) (04U V] arV})
=tryAlp2 ® |0A><OAWZGFV;)
= trya(p2 ® 0.4) (04| WLV WrV5), (28)

where H denotes the physical Hilbert space. In Eq. (28)
we used the following observations. (1) Since U is a
symmetric finite-depth unitary acting on H ® .4, we have
U*VZaereU = VEarVL, where \72 /r are supported near
the left and right end points of I', respectively. In particular,
vV, sk carries the same representation under A and G as
Vi g- (2) In the third line, we used the localization of the
strong symmetry on p,; i.e., poar = po,W; We. As a result,
W, and V,, and consequently V,, must carry the same
representation under both A and G. This implies that p;
and p, share the same string order parameter, and
hence the same SPT invariant, valued in H*(A,U(1)) x
H'(A,H'(G,U(1))).

3. Classification in 1d

We summarize the results in the following theorem.
Theorem 3. In one dimension,
(1) a gapped, symmetrically invertible mixed state with
A x G symmetry is associated with an element in

H'(G.H'(A.U(1))) @ H*(A.U(1)):  (29)

(2) two gapped, symmetrically invertible states corre-
spond to the same element in Eq. (29) if they can
be connected in both directions by symmetric finite-
depth channels.

We conjecture that the classification here is complete, in
the sense that two (symmetrically invertible and gapped)
mixed states with the same group cohomology invariants
are indeed connected by symmetric quantum channels.

In addition, we also need to check that all elements in
Eq. (29) can be physically realized. When the symmetry

group takes the form A x G, one can start from a A x G
pure-state SPT with the given invariant, and apply a
quantum channel to make G weak. For example, in the
“fixed-point” model, one can simply apply a dephasing
channel with a nontrivial G character. We will provide a
general construction in Sec. III A.

Compared to the ground state classification
H?(G x A,U(1)), the classification in Eq. (29) misses a
factor H*(G, U(1)), i.e., those that are entirely protected by
the weak symmetry. Hence the decohered SPT phases are a
subset of the ground state phases.

We also remark that the SPT invariants are well defined
as long as A and G commute. For example, the total
symmetry group (including both strong and weak) can form
a nontrivial central extension of G by A and the topological
invariants can be defined in the same way. In this case,
however, the classification may contain elements that do
not occur in the ground state classification. This is because
certain choices of the invariants are not compatible with the
group structure and the SRE nature of gapped ground
states. We will elaborate on these cases in Sec. IIL

4. Example: Cluster chain and edge state

Within the context of symmetrically invertible mixed
states, let us consider a one-dimensional qubit chain with
Zy x 7§ symmetry as an illustrative example, where the
exact Z, acts on even sites as [[,_,, X; (i labeling the
lattice sites), and the average Z5' acts on odd sites as
[Ti—»,.1 X;. ASPT phases with this symmetry are classified
by H'(Z,,H'(Z,,U(1))) = Z,, with one nontrivial
phase. A representative density matrix of the nontrivial
phase, on a closed chain with 2N sites, is

9’

1
Pcluster — 2_1\/ Z |1P{Zzn+1}><lP{Zzn+1}

Znp1=%1
Y, = & 1Zi=z)QIX; =2zi21zj11).  (30)
i=2n-+1 Jj=2n

Essentially, we have a classical ensemble of Z5" domain-
wall configurations, and at each domain wall, a nontrivial
exact Z, charge is decorated. It is not difficult to check
that puser 1S Symmetrically invertible, by explicitly con-
structing symmetric finite-depth channels connecting
Petuster @ Petuster 10 a pure prOdUCt state.

The state p,er Can be more compactly written as

1 14 2Z5,_1X,,Z
pclusterzz_]v];[ 2o an ] (31)

2 ’

or Xo,Pcluster = ZZn—IZZn+1pcluster' The strong Z2 symmetry
can thus be localized:

H XoiPcluster = Z2n—122m+1pcluster- (32)

i=n
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The defect operator Z,,_; is charged under the weak Z,
symmetry. Similarly, the localization of the weak symmetry
can be directly verified:

m—1 m—1
H X2i+1pcluster H X2i+1 = ZZnZ2mpclusterZZmZ2n- (33)
i=n i=n

We can thus characterize the ASPT phase using the
following string order parameter:

|m—n|>1

(Zon_1X0uXons2- - XomZomsr) —> O(1).  (34)

In contrast, it was shown in Ref. [26] that states prepared
from a pure product state with symmetric finite-depth
channels cannot have the above string order parameter
being O(1). Furthermore, if we deform the average cluster
state using a finite-depth symmetric channel, as long as we
keep the state symmetrically invertible (see Sec. Il A 1), the
O(1) string order parameter will survive—the only possible
change is that the end point operator may evolve from Z; to
some other local operator charged under the week Z,
symmetry. Therefore, the density matrix in Eq. (30) rep-
resents a nontrivial ASPT. A similarly robust order param-
eter is strange correlators defined in Refs. [27,28].

We now show that the string order parameter Eq. (34)
implies nontrivial edge correlations, similar to the clean
SPT. Consider an open chain, say from i = 1 to i = L. Far
away from the two boundaries the system should be
indistinguishable from the closed cluster chain. This means
that the string order parameter Eq. (34) should be ~O(1)
as long as the two ends are not too close to the boundary.
But if the system has the exact (strong) Z, symmetry,
[0k Xip = £p. So the string order parameter can be
equivalently expressed as

|m—n|>1

(X2 Xop-2Zop- 'ZZm+1X2m+2"'X2L%j> — O(1).
(35)

Furthermore, average symmetry requires that
(X2...X000Z00-1) = (Zom i1 Xomy2--- Xoy) = 0. (36)

Therefore a nontrivial edge correlation is enforced by the
Zy x 75§ and the bulk topology [40].

A well-known application of the cluster chain is to serve
as a resource state for measurement-based quantum com-
putation and teleportation [17-20]. The standard protocol,
however, suffers from instability from arbitrarily weak
decoherence errors. Recently Ref. [41] showed that the
2d average cluster state (with average 1-form Zgl) sym-
metry) can be a resource state for the faithful teleportation
of a 1d repetition code, and the threshold is mapped to
the 2d random-bond Ising model on the Nishimori line.

The result can be further generalized to the faithful
quantum teleportation of a 2d surface code through a 3d
average cluster state protected by a pair of 1-form Zél)
symmetries [42]. In particular, there is a finite threshold of
faithful quantum teleportation which belongs to the uni-

versality class of a 3d random-plaquette gauge model [43].

5. Strong-to-weak spontaneous symmetry
breaking (SWSSB)

In the previous section we derive a topological classi-
fication of mixed-state phases, using two key assumptions:
symmetric invertibility and gapped Markovian. It is instruc-
tive to consider mixed states that do not obey these
conditions. We will restrict to states which exhibit short-
range correlations for local observables; i.e., they have a
finite correlation length in the usual sense. In fact, we may
even impose a stronger condition of “SRE mixed states”
introduced in Ref. [26]. Briefly, a mixed state is SRE if it
can be prepared from a trivial product state by a finite-depth
local quantum channel, namely,

p = E[|0){0[]. (37)

It follows from this definition that the p has short-range
correlations.

One can immediately see that a symmetrically invertible
state is SRE. Nevertheless, an interesting feature of mixed
states is that it is possible to have a state p that is SRE (in
the above sense) but not symmetrically invertible, and is not
Markovian. In fact, a simple example of such a state is the
strong-to-weak SSB (SWSSB) state,

px o 1+ Hxi» (38)

where the normalization is omitted, in a 1D qubit chain
with a strong Z, symmetry generated by X = [[; X
Clearly, py is invariant under the strong symmetry as
Xpx = px. To see that p is SRE, we can start from the
pure product state |X; = +1); we apply the following
depth-1 strongly symmetric quantum channel:

1
EH(p) = 5 (p+ZiZipZiZi1y), (39)

and &£%2 =[], &;. When applied to the product state
|X; = 1), we obtain the T + X state [44], As a matter of
fact, if we choose X basis, the density matrix py « 1 + X is
the maximally mixed state within the Z, charge even
sector, namely,

px xT+X= Z [{xih) ({xits
Hl_x,:l

where |{x;}) is a product state with even Z, charge.

(40)
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However, we will now show that py is not symmetrically
invertible. Suppose, on the contrary, that it is. Then for an
interval I = (x,y), the strong symmetry X can be localized
(Theorem 1): X;p = 0,0,p, where O, (O,) are unitaries
localized around x (y). The localization implies that
0iX,0ip = p:

TrO}X,0ip = 1. (41)

However, one can directly verify that (010]X;) = 0 for
the initial state py, for any choice of local O, ,,, which leads
to a contradiction. Therefore, the density matrix py is not
symmetrically invertible.

One can also show that py is not Markovian. In fact,
take A, B, C to be three neighboring intervals that covers
the entire system. Then it is straightforward to find that
I(A:C|B) = In2. Intuitively, px reduced to any subsystem
becomes the maximally mixed state, but on the entire
system there is one global constraint of X = 1 from the
strong symmetry.

In fact, as shown by recent work, states like py exhibit a
new type of collective phenomenon intrinsic to mixed
states, where strong symmetry is spontaneously broken to
weak symmetry, dubbed strong-to-weak spontaneous sym-
metry breaking. A more general and systematic account of
SWSSB, including its formal definitions and fundamental
properties such as stability, local indistinguishability, spon-
taneity, and (non)invertibility, can be found in Ref. [45].
Below we will discuss a few characteristic features of py to
illustrate the physics of SWSSB.

One reason that py represents spontaneous strong-to-
weak symmetry breaking is because under any symmetry-
breaking local channel, no matter how weak it is, the state
is “collapsed” to a state with only weak symmetry, and the
original strongly symmetric state cannot be recovered by
any local channel. For example, consider the following
symmetry-breaking “measurement” channel:

E2(p) = (L= plp+ pZipZ;. (42)
Note that the channel is applied just on one site i. Then
we find

Ez(px) x (1 =p)(1+X)+p(1-X) =1+ (1-2p)X.

(43)

When p =1 one finds the state 1 — X, which is also
strongly symmetric but with total charge X = —1.
However, for any 0 < p <1, &,(px) is only weakly
symmetric under X. On the other hand, locally £,(py)
and py are indistinguishable for any p. In fact, on any
subsystem, £(py) reduces to the maximally mixed state.
Thus we expect that there is no way to locally recover py
from £,(py). This is also reminiscent to SSB in pure state,

where a cat state |+)=|1171...) +[lll...) is locally
indistinguishable from |-)=|t1...) = [{{{...), and
any superposition of the two cat states will explicitly break
the symmetry.

It is also natural to ask whether the SWSSB order can be
characterized by certain long-range correlations. Recall that
a weak symmetry is explicitly broken if the one-point
function tr(pO(x)) # 0 for some charged operator O(x):
If p is weakly symmetric under G, then by definition, we
have tr(pO(x)) =tr(G~'pGO(x)) =e®tr(pO(x)), where
e #1 represents the G charge of O(x). This implies
tr(pO(x)) = 0. Consequently, the sponfaneous breaking
of a weak G symmetry is characterized by the two-point
function tr(pO(x)O(y)"). Similarly, a strong symmetry
implies that O(x)pO’(x), where O(x) carries a nontrivial
charge, is orthogonal to p, as they contain states in
different charge sectors. Consequently, the fidelity
F(p,O(x)pO'(x)) is constrained by the strong symmetry
to be zero. To characterize the spontaneous breaking of
strong symmetry, we examine two-point functions of
charged operators. Specifically, we define a state to
exhibit strong-to-weak SSB if the ordinary two-point
correlator vanishes exponentially (indicating that the
weak symmetry remains unbroken), while the “fidelity”
correlator is nonzero:

F(p, 0(x)0"(y)pO'(x)0(y)) ~ O(1), (44)

for some charged operator O(x), O(y) with |x — y| - oo.
As an immediate sanity check, we note that such strong-to-
weak SSB is only possible for mixed state since for pure
state the fidelity correlator is simply the square of the
ordinary correlator. We note that a similar notion of strong-
to-weak SSB (defined using Rényi-2 correlator) has also
been discussed recently in Ref. [46].

For the example py, consider the Z, charged operator
O(x) = Z,. One can readily verify that Eq. (44) indeed
holds. In fact, if we write p in Z basis, it is a mixture
(convex sum) of Greenberger-Horne-Zeilinger (GHZ)
states:

pocy (Is)+Xls)((s] + (s]X). (45)

where s is a bit string in the Z basis. In this basis, the
fidelity Z correlator becomes exactly the Edward-Anderson
correlator used for spin-glass orders [(Z,Z,),|, where the
overline means averaging over the bit strings. This analogy
provides an intuitive picture for the spontaneous breaking
of strong (exact) to weak (average) symmetry.

As proved in Ref. [45], in general a SWSSB state defined
by Eq. (44) is not symmetrically invertible, and cannot be
gapped Markovian. Thus they are excluded when consid-
ering mixed-state SPTs, just as usual SSB is avoided when
considering pure-state SPT.
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6. Higher dimensions

We have shown in Sec. II A 3 that bosonic symmetrically
invertible and gapped Markovian mixed states with A x G
symmetry in 1D can be classified according to topological
invariants valued in

H'(A,H'(G,U(1))) & H*(A,U(1)). (46)

Here the H' (A, H' (G, U(1))) describes the G charges (i.e.,
0D G SPTs) carried by A defects.

We now discuss generalizations to higher dimensions.
From now on in this section we consider only mixed states
that are symmetrically invertible and gapped Markovian.
We claim that SPT phases in D < 4 space dimensions with
symmetry G = A x G (A being exact and G being average)
are classified [26] by

%+BIIHP(A,HD+“1’(G,U(1))). (47)

This classification can be justified as follows. According to
Theorem 1, in a symmetrically invertible mixed state, a
domain wall of the strong symmetry traps a G-symmetric
invertible phase in one lower dimension. In fact, by
considering multidomain-wall junctions [31], one can
see that the same conclusion holds for defects of A in
each codimension. Therefore, a symmetric invertible state
is classified by the G-symmetric invertible phases on the
defects of A, whose composition must satisfy the fusion
rule of A defects, or the Berry phase acquired when we
compose the A defect operators V4 in different orders [34].

Furthermore, in Appendix A, we demonstrate that a
pure-state SPT protected solely by G (or invertible phases
that do not require a protecting symmetry) can be trivialized
by a symmetric finite-depth channel. However, a pure-state
SPT protected by A x G (or just A alone) cannot be
connected to a trivial state via symmetric finite-depth
channels. These arguments give further support to our
result, that the classification of decohered ASPT with
A x G symmetry is therefore given by Eq. (47).

On the other hand, instead of thinking about an A defect
decorated by G-symmetric invertible states, the Kiinneth
theorem allows us to equivalently consider a G defect
decorated by an A-symmetric invertible state, which is
more intuitive and easier to generalize to more complex
group structures. Specifically, we can reformulate the
classification in Eq. (47) as

@ (A HPH(G.U(1))

p=1
= HPT(A x G,U(1))/HP(G,U(1))

= EI)BOHP(G,HD“‘P(A,U(l))). (48)

Compared with the group-cohomology classification
of a pure-state SPT with A x G symmetry, the term
HPH1(G,U(1)) is absent in the mixed-state classification,
while all others remain nontrivial. The physical interpre-
tation of Eq. (48) is as follows: A pure A x G SPT state is a
superposition of G domain-wall configurations, and each
codimension-p defect can be decorated with an SPT
protected by A in D — p space dimensions. All possible
decoration patterns are labeled by elements in
HP (G, HP+1-P[A,U(1)]) [10]. To be more concrete, a
representative wave function of a clean SPT phase has
the following form

W) = v/Pp e |¥p)lap), (49)
D

where |ap) in the “ancilla” space describing the quantum
state of defect network of G, |¥p) is the decorated
A-symmetric invertible phase, and ¢ is a superposition
phase factor that encodes the information in the
HPH(G,U(1)) term. Once the G degrees of freedom
are decohered such that G becomes a weak symmetry, the
density matrix becomes a mixed ensemble describing the
classical convex sum of G defect configurations:

p= ZPD|‘PD><‘PD| ® lap){ap|. (50)
D

One can see from Eq. (50) that the relative phases of
different G defect configurations are no longer well defined
(equivalently, the phase factors from the bra and ket in p
cancel out). In contrast, the A-symmetric invertible state
|¥p) remains intact as long as A is a strong symmetry.
From the perspective of symmetry defects, the effective
boundary channel of a truncated weak symmetry, as
described in Eq. (11), can be interpreted as pumping an
A-symmetric invertible phase to the boundary.

In Sec. II C, when generalizing decohered ASPT phases
to cases with nondirect product group structures, we adopt
the physical picture described above: A classical convex
sum of weak symmetry defects is decorated by invertible
states protected by the strong symmetry. In addition to
providing clarity in the physical picture, this construction
has an additional advantage—it connects to the established
construction of pure-state SPT phases using the spectral
sequence [30,31], where the decoration is protected by a
normal subgroup of the entire symmetry. (One can verify
that in a mixed state, the strong symmetry is always a
normal subgroup of the full symmetry group.) Notably, this
construction provides the full classification, as established
by Theorem 1 and the discussion in this section, for A x G
symmetry, though it serves only as a constructive method
for more general group structures. Whether this method
offers a complete classification remains an open question
for future study.
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B. Disordered ASPT

We now review the notion of disordered ASPT, which
is relevant for zero-temperature systems with disordered
Hamiltonians.

We consider an ensemble of disordered Hamiltonians.
For concreteness, the Hamiltonian takes the form

Hy=Hy+ Y (v10; +He.), (51)

where v/ is a quenched disorder potential drawn from a
classical probability distribution P[v!] (I labeling a par-
ticular realization and i labeling a lattice site), O is a local
operator, and H is the nonrandom part of the Hamiltonian.
We require the disorder to be at most short-range corre-

lated; namely, v} v; (averaged over the classical probability
P[v']) should decay exponentially with |i — j|.

We now consider the ensemble of ground states {|Q;)}
of the Hamiltonians {H;}. We call the ensemble short-
range entangled SRE if each |Q;) is short-range entangled
with a finite correlation length &; that is upper bounded in
the entire ensemble [47]. In particular, we exclude the
possibility of large rare regions in topologically distinct
phases, with long-range entangled (LRE) boundaries of
such rare regions. Practically this requirement can be
satisfied by assuming the disorder distribution to be strictly
bounded. It may be possible to impose only a soft bound on
&, to allow for rare-region effects, which is an interesting
direction for future investigation. Superficially, the ensem-
ble gives a density matrix p =), P;|¥;)(¥,;| and the
situation appears similar to the decohered open system.
However, a crucial difference for the disordered
Hamiltonian system is that the states {|¥;)} form a
preferred basis for the ensemble. For example, two states
|¥;) and |¥,) may have equal probability of realization,
which means |¥;) + |¥,) is an equally good eigenstate of
the density matrix p. But in the disordered setting the
latter state has no physical meaning; i.e., it is not the
ground state of any Hamiltonian in the ensemble. This
makes the disordered systems physically quite different
from the decohered systems. However, as we will see
later in Sec. II C, there is a unified mathematical frame-
work for the classification of SPT phases for the two
different settings.

Following the decohered case, we can now define exact
and average symmetries. A symmetry A is exact if it
commutes with H; for any disorder realization /. An
important difference with the decohered systems is that
in disordered systems, time-reversal symmetry can be
exact. A symmetry G is average if any element g€ G
takes a realization H; to a different realization Hy =
gH,;g~" with P[v"] = P[v']. In other words, the disorder
potential v may transform nontrivially under G, but the
probability P[v] is symmetric under G transforms. We call
the ensemble of states {|¥;)} symmetric if both the exact
and average symmetries are not spontaneously broken.

To align with the discussion for decohered systems, we also
demand that the entire ensemble of states {|¥;)} to
transform identically under the exact symmetry A. This
can be viewed as a “canonical ensemble” for a disordered
system—the condition is imposed for convenience and is
not strictly required [48].

We define two SRE ensembles (call them {H, |€2;)} and
{H},|Q')}) to be in the same ASPT phase if {H,} can be
continuously deformed [49] to {H)} while keeping all
the conditions listed above throughout the deformation:
(a) the disorder potentials remain short-range correlated,
(b) the symmetries (both exact and average) are not broken
explicitly or spontaneously, and (c) the ground states
remain short-range entangled. We note that the conditions
imposed here are slightly simpler than those originally
discussed in Ref. [26], and in Appendix B we show that
they are largely equivalent.

The disordered bosonic ASPT, as defined above, with
symmetry G = A x G (A being exact and G being average)
are classified (see Ref. [26] and Appendix C) by

bl D+1
GZBOHI’(G, h TP (A)), (52)

where h{(A) is the classification of invertible phases in g
spacetime dimension with symmetry A [for bosonic systems
at ¢ < 3 it is simply the group cohomology H7(A, U(1))].

We now justify the classification in Eq. (52). From the
definition of SRE ensembles, two observations can be
made: (1) all ground states in the ensemble belong to the
same D-dimensional A-symmetric invertible phase and
(2) a decorated domain-wall picture also applies to SRE
ensembles. To see (1), consider two disorder realizations,
Hy and Hy, with ground states |¥;) and |Wy;), respectively.
The spatial independence of the disorder potential guar-
antees the existence of a third disorder realization Hy
within the ensemble, where Hy = H; in a large region R
with a diameter much larger than the correlation length & of
the ensemble, and Hy = Hy; in the complementary region
R. The ground state of H s should coincide with |¥;) deep
within R and with |¥};) deep within R. Therefore, the SRE
nature of the ensemble (i.e., the upper bound on &) implies
that |¥;) and |¥y) belong to the same invertible phase.

Observation (2) can be understood through a similar
argument. Consider two disorder potentials, v(x) and v'(x),
where x denotes the spatial coordinate. Suppose v'(x) =
gv(x)g~! within a large region R with g € G, while v/(x) =
v(x) outside R. Since the probability distribution is
symmetric under G, the two disorder realizations occur
with the same probability. Their respective ground states,
|¥,) and |¥,), should coincide deep outside R while
differing only by an average symmetry deep within R. As a
result, we have

gl_el|lpv’> = V0R|Tv>’ (53)
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where the nontrivial effect of Vy, on |¥,) is localized
solely to the boundary dR. Here, g represents an average
symmetry action within R. From observation (1), we know
that |¥,) and |¥,) are in the same invertible phase,
meaning they can be connected by an A-symmetric local
unitary circuit U, so that |¥,;) = U|¥,). This implies that
on the state |¥,), the effect of the boundary unitary V;z can
be realized by a D-dimensional A-symmetric local unitary
circuit gz' U, which thus only results in the pumping of a
(potentially trivial) (D — 1)-dimensional A-symmetric
invertible phase on 0dR. Analogous to the case of pure
states [Eq. (2)], Eq. (53) establishes the decorated domain-
wall picture for SRE ensembles—although defining a
domain wall for the average symmetry requires comparing
two distinct realizations within the ensemble.

Carrying out the same analysis for (multi)junctions of
domain walls [31], we obtain the classification of disor-
dered ASPT phases given in Eq. (52), whose physical
interpretation becomes evident: On each G-domain wall
of codimension p, we can decorate with an A-symmetric
invertible state in D-p dimensions. Compared to the clean
case (with exact G), the p = D and p = D + | terms are
missing. Similar to the decohered case, the p = D + 1 term
is absent because the G-domain walls proliferate classically
(probabilistically) without a superposition phase factor.

The absence of the p = D term in Eq. (52), which
describes decorating a zero-dimensional defect with an A
charge, is more interesting. In the definition of SRE
ensembles, we only demanded each ground state wave
function |Q;) to be short-range entangled, and made no
requirement on the energy spectrum—we do not demand
H; to be gapped. This is appropriate for disordered
systems—for example, even a fully localized Anderson
insulator, with unentangled product state wave function,
can be gapless. Once we forgo the requirement on the
energy gap, zero-dimensional states with different sym-
metry charges can now be deformed to each other by
continuously tuning the Hamiltonian (a zero-dimensional
state is always SRE by definition). This means that
decorating zero-dimensional defects will not produce
nontrivial phases. Nevertheless, certain patterns of zero-
dimensional decoration will come with nontrivial conse-
quences, with an intriguing connection to the physics of
localization—we discuss this aspect in detail in Sec. [I B 1.

Finally, we remark on the connection between the
theoretical model, i.e., disordered ensembles, and a single
instance relevant to experiments. Physically, the SRE
ensemble describes a family of disordered systems whose
ground states, although typically gapless, still exhibit only
short-range (invertible) entanglement. Moreover, two ran-
domly prepared samples are generally adiabatically con-
nected to each other [51]. An example of an SRE ensemble
may be the integer quantum Hall state in the presence of
disorder. Similar to an SPT state in gapped clean systems,
the bulk of a disordered ASPT state (in a single instance) is

often trivial: It is insulating, with exponentially decaying
correlation functions. One might ask whether any nontrivial
features can be observed at the boundary of a disordered
ASPT state, analogous to the usual diagnostics for a
clean SPT.

Indeed, it has been demonstrated in Ref. [26] that the
concept of ’t Hooft anomaly can also be extended to the
boundary of disordered ASPT states. Specifically, if
the ’t Hooft anomaly (labeled by the bulk ASPT phase)
is nontrivial, then for a single instance (which can be
considered as a particular realization within the ensemble),
a symmetric boundary must be long-range entangled with
probability 1 in the thermodynamic limit. More precisely,
for any finite correlation length &, > 0, the probability of a
boundary state having a correlation length £ < &, vanishes
as the system size L — oco. We emphasize that this state-
ment does not rely on ensemble averaging.

One classic example is the random singlet phase (RSP)
in a disordered spin-1/2 chain, which can be viewed as the
boundary of an ASPT protected by SO(3) spin rotation and
average lattice translation symmetry. It is known that the
RSP exhibits singlet pairs at arbitrarily large distances,
resulting in a vanishing spin gap and a power-law decay in
the average correlation function [53]. Another interesting
observation is that, since the nontriviality of the RSP is
imposed by a topological constraint (i.e., an “average”
’t Hooft anomaly), there is no reason to expect self-
averaging in various observables. For instance, the spin-
spin correlation is dominated by rare, long-distance singlet
pairs rather than by typical spin pairs. As a result, the spin
correlation function may fluctuate significantly between
different disorder realizations. This can be contrasted with a
model lacking such a nontrivial topological constraint, such
as a disordered chain with an even number of spin-1/2
particles per unit cell, where a featureless SRE state with
exponentially decaying correlation functions is allowed.

From the bulk point of view, the nontriviality of an ASPT
is manifested on the decorated states on defects (such as
domain walls) associated with the average symmetry. Such
defects can be physically defined even for a single disorder
realization—for example, for an average Z, symmetry the
domain walls can be defined as D — 1 surfaces across
which the random Z,-breaking field changes sign. What
matters is that the defects (decorated with the nontrivial
lower-dimensional states) appear on arbitrarily large length
scale—in other words, the defects percolate throughout the
system. The percolation of the defects is what makes the
notions of average symmetry and ASPT well defined even
for a single sample, albeit in a more heuristic manner.

1. Interplay with localization physics
We now return to zero-dimensional decorations in the
context of disordered ASPT. As discussed in Sec. II B,
decorating with (0 + 1)D SPT (namely charges of the exact
symmetry) does not lead to nontrivial phases. This is
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because a (0 + 1)D SPT is nontrivial only if we demand an
energy gap, but in disordered systems, we do not require
each individual disorder realization to be gapped—we only
demand the ground state to be short-range entangled. In
disordered systems, Anderson localization provides a
natural mechanism to have a gapless but SRE ground state.

Let us illustrate with a familiar example. Consider a
lattice-free fermion system with U(1) charge conservation
and lattice translation Z¢ symmetries, with the simplest
tight-binding Hamiltonian:

H= —tZ(cjc,- +H.c.) —|—/,thch,». (54)
(i.j) i

For u > 2|t| or pu < =2|t|, the system is an atomic
insulator with U(1) charge per site ¢ =0 or g =1,
respectively. The system is metallic for intermediate g,
with a long-range entangled ground state. In fact, any
symmetric state interpolating between the two different
atomic insulators must be long-range entangled, as guar-
anteed by the Lieb-Schultz-Mattis (LSM) theorem [54-56].

Now we add disorders that break the exact translation
symmetry to an average symmetry:

H gisorder = —ZGJ-C;CJ‘. (55)
J

As is well known, for sufficiently strong disorder the
metallic states (with an intermediate chemical potential )
become Anderson localized insulators. The ground states of
the Anderson insulators are SRE—they are essentially
product states of fermions sitting at random locations.
The probability P; for a site i to be occupied can smoothly
change from O to 1. This gives a smooth interpolation
between the two atomic insulators with charge filling g = 0
and g = 1.

Another feature of the above localized intermediate state
is that it is generally gapless, with localized excitations at
arbitrarily small excitation energy in the thermodynamic
limit. In order to be more precise, let us fix the total U(1)
charge of the system for the entire disordered ensemble—
for example, at density v we can fix Q = |vL| where L is
the system size and [---| is the integer part. Then the
system must be gapless as long as the Hamiltonians are
bounded, i.e., the distribution of ¢; is bounded (possibly
with some rare tails). This is because for a large enough
system, we can always find an excitation, e.g., moving a
particle from an occupied site to an unoccupied site, that
costs arbitrarily small energy. This forced gaplessness can
be viewed as the remnant of the LSM constraint for
fractional charge filling.

Note that the above filling-enforced gaplessness in
localized system may seem trivial if we consider
Gaussian-like disorder distributions, in which case even
Anderson insulators at integer filling will in general be

gapless. However, at integer filling (say, one electron per
site), the state can become gapped if we choose an
appropriate form of disorder distribution—for example,
we can choose the disorder strength to be strictly bounded
|e;| < & for § smaller than the energy gap at the clean limit.
Such a choice would be impossible at fractional filling if we
fix the total charge (say, to be Q = |vL]).

We expect that the above idealized picture, where each
ground state is a trivial product state, can be extended to the
situation where each ground state is short-range entangled.
Essentially, each SRE ground state can be written as
|¥;) = UtP|¥,), where |¥,) is a product state, with on-
site charge eigenvalues g; = <cjfc )w, € Z chosen to min-
imize the depth of the circuit UYP. We can then interpret
{q;}, which is a set of random integers summing up to
0O = |vL], as effectively the on-site charge occupation
numbers of |¥;). We can then generalize earlier arguments
on the filling-enforced gaplessness and conclude that
short-range entangled ground states should be gapless at
fractional average charge filling. Since long-range
entangled (more precisely noninvertible) ground states
automatically have vanishing energy gap (between the
absolute ground state and the lowest-lying excited state),
we conclude the following.

Disordered LSM constraint. For a disordered system
with bounded disorder strength, exact U(1) and average
lattice translation symmetry, and fractional charge filling v,
the energy gap above each ground state must be vanishing
in the thermodynamic limit.

We emphasize that what we presented here is only a
physically plausible argument. A rigorous proof is more
involved and will be left for future works.

In the above example, the lattice sites should be viewed
as defects of the translation symmetries [57]. To generalize
the above observations to general ASPT with (0 + 1)D
decorations, all we have to do is to replace the lattice sites
with the average G defects and to replace U(1) charge with
general Abelian representations of the exact symmetries.
The only subtlety is that we need Anderson localization
for generic interacting systems—in other words, we need
many-body localization (MBL) [58]. Crucially, we only
need MBL for low-energy states, with vanishing energy
density. Although not rigorously proven for the most
general setting, it seems reasonable to assume that such
low-energy MBL can be achieved in any dimension with-
out fine-tuning [59]. With the localization assumption in
mind, we conclude that two disordered ASPT states, with
different exact symmetry charge decorations on (0 4 1)D
average symmetry defects, can be smoothly deformed to
each other. If the disorder strength is bounded, the
intermediate states must have localized excitations with
excitation energy vanishing in the thermodynamic limit.

We emphasize that the story of localized states is only
relevant for disordered systems, and does not affect the
discussion on decohered topological phases. The reason is

021062-13



MA, ZHANG, BI, CHENG, and WANG

PHYS. REV. X 15, 021062 (2025)

that even though each individual state in the ensemble of an
Anderson insulator is a trivial product state, the disordered
ensemble viewed as a density matrix p = >, P;|¥;)(\¥,|
spontaneously breaks the strong symmetry down to a weak
symmetry, making it not symmetrically invertible, as defined
in Sec. IT A 1. Indeed, the example of py « I + X discussed
in Sec. IIA1 is exactly a Z, version of the Anderson
insulator ensemble. At a concrete level, for disordered
systems, an SSB from strong to weak symmetry is measured

by the Edward-Anderson correlator (Z;Z;)?. Importantly, for
disordered systems, the calculation should be performed in
the basis of Hamiltonian ground states |¥;). Any other basis
that involves superpositions of different |¥;)’s does not
correspond to the physical ground state of any random
Hamiltonian in the disorder ensemble. For decohered
systems, however, any basis decomposition (purification)
of the density matrix is equally legitimate. As explained in
Sec. ITA'5, we can choose a convenient basis to interpret
the density matrix py « [ 4 X as an ensemble of spin-glass
orders, indicating an nonzero Edward-Anderson correlator.

C. Mathematical framework: Spectral sequence

In general, for given average symmetry G and exact
symmetry A, the total symmetry G does not have to be the
direct product A x G. Instead, we only require A to be a
normal subgroup of the full symmetry group. In the

fermionic case, A contains the fermion parity Z{ as a
subgroup. G and A fit into the following short exact
sequence:

15A-G->G—1. (56)

For a (D + 1)-dimensional SPT, the classification via gen-
eralized cohomology theory can be understood by decora-
tions on G domain walls or defects. Mathematically, the
consistency conditions for domain-wall decorations are
organized into an (Atiyah-Hirzebruch) spectral sequence
[30,31] (see Appendix C for a brief review), whose E, page is
given by

® -

ptg=D+1

@ H(G.h1(A).  (57)

p+q=D+1

Here h9(A) is the classification of invertible phases in ¢
spacetime dimension with symmetry A that can be decorated
on G defects. Physically, the term H?(G,h?(A)) means
decorating invertible states on codimension-p G defects. The
decoration pattern must be such that on any G defect there is
no 't Hooft anomaly, so it is possible to decorate an invertible
state. For example, the condition that any codimension-
(p + 1) defect is anomaly-free leads to the cocycle condition
for the decoration on codimension-p defects, thus the group
cohomology.

The exact form of h9(A) will depend on the physical
context. In particular, we have the following.

(i) For the standard (pure state, clean) SPT, h9(A) is the
classification of all invertible phases in g spacetime
dimension with symmetry A. Note h7(A) itself can
be computed from the classification of invertible
phases (without any symmetry) using the same kind
of spectral sequence.

(i) For decohered ASPT, h?(A) is almost the classi-
fication of invertible phases in g spacetime dimen-
sion with symmetry A, except (1) h°(A) =0 for
reasons explained in Sec. I A and (2) h(A) does not
contain invertible phases that do not require the A
symmetry at all [for example, the chiral Ey state in
(2 + 1)D]—this is because such invertible states
can be easily trivialized or prepared by a finite-
depth quantum channel [26]. Hence the classifica-
tion of decohered ASPT phases in bosonic systems
will be reduced to the Lyndon-Hochschild-Serre
(LHS) spectral sequence that replaces h9(A) by
HI[A,U(1)] for g > 1.

(iii) For disordered ASPT, h9(A) is almost the classi-
fication of invertible phases in ¢ spacetime dimen-
sion with symmetry A, except h°(A) =0 and
h'(A) = 0 for reasons explained in Sec. I B.

This is not the end of the story. Importantly, not every
decoration pattern given by the E, page can actually be
realized as an ASPT state. A legitimate decoration pattern
must satisfy certain consistency conditions. Mathematically,
the obstructions to the consistency are given by the
“differentials™:

d,: EP? — EVTarl (58)

d, maps to a decorated domain-wall configuration in (D + 2)

dimension. For bosonic systems with G = A x G these

differentials automatically vanish, so we obtain Egs. (47)

and (52) as the classifications. For fermion systems or boson

systems with nontrivial group extension, the differentials
may not vanish and represent obstructions for certain
decoration patterns. Note that explicit expressions for the
differentials are available for both bosonic and fermionic

systems up to three spatial dimensions [31,60].

The physical meanings of these differentials correspond
to the three consistency conditions of constructing an SPT,
as follows.

(1) r <D — p: The decorated G defects can be gapped
without breaking A symmetry.

(2) r=D —p+1: A charge is preserved during a con-
tinuous deformation of the G-defect network. Since
h'(A) = 0 for disordered ASPT phases, this obstruc-
tion automatically vanishes for disordered ASPT.

Physically, for clean SPTs, a nontrivial dp_,
obstruction implies that A charge will change (i.e.,
not be conserved) when we change the G-defect
configurations through some local operation. In the
disordered setting, however, we change the G-defect
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configurations by drawing a different disorder
realization from the ensemble. Then the change
of A charge no longer requires actual charge
nonconservation—all we need is a localized mode,
or more precisely a local conserved charge operator
Q' that changes its ground state eigenvalue as the
disorder realization (which determines the G-defect
configurations) changes locally. The sample-to-sample
fluctuation of the local charge makes the situation similar
to the localized states that interpolate between different
(0 4+ 1)D decorations discussed earlier in Sec. II B 1.
Following the logic in Sec. II B 1, we also conclude that
the localization-enabled ASPT with (0 + 1)D decora-
tions has to be gapless in the thermodynamic limit, as
long as the disorder strength is bounded. Given the finite
density of localized states at zero energy, such localiza-
tion-enabled states will also be dubbed “compressible.”
(3) r = D — p + 2: There is no Berry phase accumulated
after a closed path of continuous F-move deformations
due to the single-valued property of the SPT wave
function. Since h°(A) =0 for both decohered and
disordered ASPT, this obstruction automatically van-
ishes in these two contexts. Physically, the G defects
only proliferate probabilistically to form ASPT
phases, so there is no need to assign consistent Berry
phases.
At the level of E, page, it might appear that there are
fewer nontrivial ASPT phases than standard clean SPT

phases (absence of E} ! for disordered ASPT and absence

of Eg‘o for both disordered and decohered ASPT).
However, this also means that there are fewer potential
obstructions for ASPT phases since each obstruction
corresponds to some nontrivial topological phase in one
dimension higher. This opens the possibility of ASPT
phases that are intrinsically disordered or decohered, in the
sense that they cannot be viewed as a clean SPT perturbed
by disorder or decoherence. Such “intrinsic ASPT” will be
one of the main focuses of this work. We dub the disordered
ASPT phases enabled by vanishing dp_,,; obstructions
localization-enabled ASPT or compressible ASPT, and
ASPT phases (both disordered and decohered) enabled
by vanishing dp_,,, obstructions Berry-free ASPT.

The differential Eq. (58) is also called the trivialization

map for SPT phases labeled by elements in E4"47""!
with decorated domain-wall configurations in one higher
dimension. The images of the d, map give trivial SPT
phases. The physical meaning of the trivialization map is
that the images of d, are the states with anomalous SPT
states [61] on the boundary which is SRE, and the
corresponding bulk states should be topologically trivial.
We emphasize that the decoherence or disorder does not
affect the trivialization of the ASPT phases: The anomalous
SPT states on the boundary in the clean systems might be
trivial product states in the presence of decoherence or

disorder, which are also SRE and manifest the topologically
trivial bulk states.

III. INTRINSIC ASPT: EXAMPLES

In this section, we discuss the Berry-free and compress-
ible intrinsic ASPT phases in more detail. The Berry-free
intrinsic ASPT phases are enabled by the vanishing of
the Berry phase obstruction dp_,,, and the compressible
intrinsic ASPT phases are enabled by the vanishing of the
charge-decoration obstruction dp_, |, as we discussed in
Sec. IIC. The Berry-free ASPT can appear in both
decohered and disordered settings—the only difference
is that if a phase comes from a (0 + 1)d decoration it
will be trivial in the disordered setting. For Berry-free
ASPT states we will mostly not distinguish the two settings
in this section. The compressible ASPT can only appear in
disordered settings.

A. Fixed-point model for bosonic ASPT

We will describe a class of “fixed-point” lattice models
for Berry-free ASPT phases. The model is a generalization of
the group-cohomology model for bosonic SPT phases [6].

Again we denote by G the average symmetry, A the exact
symmetry, and the group extension G as defined in Eq. (56).
We denote elements of G by x = (g,a), where g€ G and
a€A. In (D + 1) dimension, the input to the model is a
(homogeneous) (D + 1) cochain v(xg, ..., xp,1), that sat-
isfies the obstructed cocycle condition:

(dv)(xo, s Xp42) = Opia(gos .- gp42)-  (59)

Here d is the coboundary operator, g; is the G grading of x;.
Op. is a (D + 2) cocycle in HP+2[G, U(1)]. To construct
a clean SPT state, we will need Op,, = 1. For the ASPT
construction, this is not necessary.

We will illustrate the construction in (2 + 1)d in the
following, but the same construction works in any dimen-
sion. We will work with a triangular lattice. The system
consists of a G spin on each site, with an orthonormal basis
labeled by group elements, i.e., {|x)},cs. A natural G
symmetry action is given by the left multiplication:

Uylx) = yx),  y€G. (60)
In addition, the lattice has to be equipped with a branching
structure, which is essentially an ordering of all sites.
For each triangle face A of the lattice, denote by i, j, k the
three vertices whose ordering satisfies i < j < k. We also
denote by s(A) = +1 the orientation, i.e., whether i, j, k is
clockwise or counterclockwise.

Firstly, we review the standard group-cohomology con-
struction when O, = 1. Define the G-invariant state on the
site j:
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(61)

j \/’E)Z; J

and then the trivial paramagnetic state for the whole
system:

¥§) = ®107). (62)

WG is the ground state of the following local Hamiltonian:
0 g g
Huyivia = —»_|0%)(09]. (63)
J

Let us now define the following finite-depth local unitary
circuit:

V=S T (1 x) b (. (64)

{x} AUL

V can be viewed as a composition of unitary gates each
acting on a triangle. Since all the gates are diagonal in the
[{x}) basis, they commute with each other and as a circuit
V has depth 1. When O, = 1, one can show that the local
gates do not preserve G individually, but the unitary V as a
whole does.
The SPT state is given by

Wspr) = V|‘P(();>- (65)
The commuting-projector parent Hamiltonian for this
state is

H = VHyguV' ==Y B,

B; = V|09)(0%|V*. (66)

Here B; is an operator that acts on the hexagon centered
at j.

Now we consider what goes wrong if the cocycle v
is obstructed by a nontrivial [O4]. We find that the state
|¥spr) is no longer symmetric under G. More precisely,
it is no longer invariant under the symmetry transforma-
tions U, when x&G has a nontrivial G grading:
U, |Wspr) # €?|Wspr). However, for a €A, the state is
still invariant: U,|Wspr) = [Yspr)-

Based on this observation, we now show how to
construct the intrinsic ASPT phase. It is now more
convenient to think of the G spin as a G spin and an A
spin, and treat the G spins as quenched disorder configu-
rations. The configuration of G spins will be collectively
denoted as {g}. In addition, for h€G under U, the
classical G spin configuration {g} is transformed to {hg}.

Instead of |0%), we define a trivial paramagnet for
the A spins,

) - @ T ) (67

and then a trivial G spin ensemble,

po = |G|N me‘ )0 @ [{g})(4l, (68)

where N, is the number of vertices of the lattice. This state

can be prepared by measuring G spins in the |0¢) state (but
no postselection). It is easy to verify that the density matrix
po does not have an exact G symmetry, but still invariant
under the average G symmetry.

The follow-up finite-depth unitary circuit V({g}) can
still be defined in the same way, but now it is viewed as an
operator that acts on the A spins conditioned on the G spins.
More explicitly,

V({gh) = > TTv@w (i xj 0 {ad) ({a}]. (69)

fa} Ay

We denote it as V({g}) to emphasize the G spin depend-
ence. Importantly, even though v is not a 3-cocycle of the
group G, by definition it is a 3-cocycle of A and therefore
V({g}) is a (globally) A-symmetric finite-depth circuit.
On the other hand, under 4 € G the unitary transforms as

WV ({ghU V({hg}). (70)

Fixing {g}, now we can define an SPT state protected by A:

[Paser({g})) = V({g})0%). (71)

It then follows that

t— el

Up|Paser({9})) = ei¢(h;{g})|lPASPT({hg})>' (72)

Here ("9} is a phase factor that can be expressed as a
product over Oy, but the exact expression is not important
to us—the factors from the bra and ket will cancel out in the
density matrix. The parent Hamiltonian of a state |¥({g}))
in the ensemble is given by

H((5)) = ~v((a) (0D O )Vi(lah). (03

The collection of states [¥({g})) for all the G spins
forms a statistical ensemble. More formally, we can write it
as the following density matrix:

PAspPT = Zp({g})|\PASPT<{9})><\PASPT({9})|' (74)
{9}

Here p({g}) is a probability distribution of G spins. In the
simplest case, we can simply set p to be a constant
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[ [ [ [ [ [ [ [
| po |

FIG. 2. Quantum circuit as the entangler of the ASPT density
matrix paspr, from a trivial density matrix py. O(1) depicts the
finite-depth nature of V({g}).

independent of {g}. The density matrix evidently has G
average symmetry, but the A symmetry remains exact. The
finite-depth quantum circuit as the entangler of an ASPT
density matrix is illustrated in Fig. 2.

Lastly, we discuss two concrete examples. The first
example is in (1 4+ 1)D, with G=2,, A=2,, and
G = Z4,. We will go through the construction of this
example in Sec. III B.

The next example is in (2+ 1)D, with G = SO(5),
A = Z,, and G = Spin(5). Each state in the ensemble is
a Levin-Gu (LG) SPT state [62] protected by the exact Z,
symmetry. To see why G must be an average symmetry,
note that otherwise, we can gauge A to find a double
semion topological order with four anyons {1, s, s’, b}. It is
enriched by the SO(5) symmetry, where b transforms as the
spinor representation of SO(5) (required by the group
extension). Because b = s x s', one of s or s’ must also
transform as a spinor representation, and we will assume it
is s. Then s" transforms linearly under SO(5). In other
words, we have effectively a semion topological order
{1, s} with s being a SO(5) spinor. This SET is known to
have a nontrivial SO(5) 't Hooft anomaly [63]. Therefore,
the original SPT state cannot exist with G being an exact
symmetry. However, since the only obstruction is the
’t Hooft anomaly of G, once G becomes an average
symmetry the obstruction no longer matters.

B. Berry-free ASPT and gapless SPT

We now discuss the relationship between the Berry-free
intrinsic ASPT phases and the recently discussed intrinsi-
cally gapless SPT (igSPT) phases [64—66]. Firstly, let us
review the physics of igSPTs in (1 4 1)d [64]. They can be
constructed using a “slab,” where the top boundary is an
“anomalous” gapped G SPT state, obstructed only by a
differential mapped into [w] € H*(G,U(1)). The bottom
boundary instead has a gapless theory, e.g., a conformal
field theory (CFT), where the G symmetry acts faithfully in
the low-energy theory with a ’t Hooft anomaly given by

[w~!], and the A symmetry does not act. Together the whole
slab is free of any anomaly and can be realized with a
nonanomalous G symmetry.

Starting from an igSPT state, we consider turning on a
random G symmetry-breaking perturbation. Without loss
of generality, we assume that the random perturbation is
relevant, so it drives the gapless theory into a disordered
SRE ensemble. The result is expected to be an intrinsically
ASPT state. In the other direction, any symmetry-
preserving clean limit of a Berry-free intrinsic ASPT state
must be an igSPT state.

Let us consider an example, with A = Z,,G = Z, and
the extension is G = Z,. For the clean system, there is no
nontrivial gapped SPT phase because H?(Z,,U(1)) = Z,.
If we look closer, there is a nontrivial E;' term in the
LHS spectral sequence, which is, however, obstructed by a
nontrivial d, differential into H>(Z,,U(1)). The same
anomaly is realized by a (1 4 1)D free boson CFT, and
together we can construct an igSPT state. We now describe
a solvable lattice model for this state. A similar model was
studied in Ref. [67].

The Hilbert space of the model consists of Ising spins ¢
on the sites and 7 on links. The symmetries are defined as

i(m/4) (=t ,)
U,= Hd}fe Z, 12 H %1 (75)
J

Here g/a is the generator of G/A. The unitaries are on site,
and satisfy U% = 1,U2 = U, So this is a nonanomalous
Z4 symmetry.

We define a projector:

1"“"T+1/2 j+1
P:HP/-, Pj=——2E . (76)

Physically, in the subspace P =1 an Ising domain wall
ajajH = —1 is decorated by a charge 7} ,, =—1. So

= 1 enforces domain-wall decoration corresponding to
the nontrivial element in H!'(G, H!(A,U(1))). In this

subspace, U, takes the following form:
U o H ! 7r/4

which takes the form of the anomalous Z, symmetry of the
Levin-Gu edge model [62,68]. It is also easy to see that U,
becomes the identity in this low-energy subspace, at least in
the bulk of the spin chain. Define

1(7(7

), (77)

~X . 22 v4 ~ _ L
Gj = Tim1p% T 6 =0 (78)
67 and G; generate the entire algebra of operators that

commute w1th P. They satisfy the usual commutation
relations of Pauli operators.
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Now we consider the following Hamiltonian:

Hig ==Y &i(1-6_6%,)P. (79)
J

Note that since the Hamiltonian is written in terms of the
6% operator it commutes with P. In the low-energy space,
Eq. (79) is identical to the edge Hamiltonian of the Levin-
Gu model [62]. In addition, the Hamiltonian conserves the
number of Ising domain walls, and thus also conserves the
Z, charge. The low-energy effective theory of this model is
a ¢ = 1 free boson, or a Luttinger liquid, with an anoma-
lous U, symmetry transformation. Thus the model realizes
an igSPT phase.

To obtain an ASPT phase, we can proceed in two ways.
First, we add some random Ising disorder —} _; h;05 with
h; = %1 to break G = Z, symmetry. It can be shown that
this disorder is a relevant perturbation to the Luttinger
liquid. In the strong disorder limit, we can ignore Hjg
because it does not commute with the random disorder we
have added. The Hamiltonian Hp and ground state wave
function [¥p) for a specific disorder realization {A,} is

J

¥p) = Qloj = hj) ® [z}, = hjhjs1).  (80)
J

Thus we obtain a disorder ensemble {|¥p)}.
Alternatively, we construct the following mixed state:

p= ZPDl\PDMlPD ) (81)

where pp is the classical probability distribution of the
disorder realizations. We now show explicitly that starting
from the igSPT (pure) state, one can apply a finite-depth
quantum channel to obtain p. Denote the density matrix of
the igSPT state by pj,spr- First we apply the following
quantum channel £

v4 v4
gi=gjogio . g =270 (@)
Note that this quantum channel only preserves U, on
average, but preserves U, exactly. After this step £ [pjgspr]
already takes the form given in Eq. (81), but the probability
distribution pp is long-ranged. In fact, the correlation
function of 6° is the same as that in the pure state.
Then we apply another quantum channel £*:

5"’:5’}‘05)2‘0 cee
. 1 L. Vo o e
Eill = 5p +38306] +6}65.165,106}65165,1. (83)

This channel preserves U, exactly and U, on average.
It is straightforward to check that (£ o £%)[p;,spr] gives a
decohered SPT state with pp o 1. Note that this does not
imply that the igSPT and the decohered ASPT are in the
same phase, as there is no finite-depth local quantum
channel that takes p (which has only short-ranged corre-
lation functions) to the igSPT (which has power-law
correlation functions).

The above connection between (intrinsic) ASPT and
(intrinsic) gapless SPT can also be used to study gapless
SPT. In dimension d > 1 the bulk theory of a gapless SPT is
typically rather complicated and may require significant
amount of fine-tuning (to avoid trivial IR fate such as
spontaneous symmetry breaking). Our result shows that
we can eliminate the long-range correlation (and the asso-
ciated instability) in the bulk through certain types of
decoherence, and the topological aspects (such as boundary
states discussed in Sec. IT A 4) will remain. An interesting
future direction is to utilize decohered ASPT to better
understand various edge states of gapless SPT, especially
ind> 1.

C. Fermionic intrinsic ASPT

We now turn to the fermionic case. For simplicity, we
will assume that the “bosonic” symmetry group G becomes

average, while the fermion parity conservation Z’; remains
an exact symmetry. In the decohered case, it means that the
bath is bosonic, so the coupling between the system and
the environment preserves fermion parity of the system.
The total symmetry group G is a central extension of G

by Zg. We further assume that G is a finite group to
simplify the discussion.

The relevant groups of fermionic invertible phases that
can be decorated on G defects, up to (3 + 1)D, are
hOZU(l), ]’ll :Zz, hZ :Zz,

W=z h*=0,

(84)

where h' =7, is generated by a complex fermion,
h* = Z, is generated by the Majorana chain, and #* = Z
is generated by the p + ip superconductor.

Following the prescription in Sec. II C, for disordered
phases we set h° = h' = 0. Thus for disordered ASPT
states, the relevant groups are
=0, h'=0, n=2,,

W=7 h=0. (85)

For decohered ASPT, the groups become

n* = 0.
(80)

=0, hl=27, W=7, h =27,

The change of h® is because 16 copies of p + ip super-
conductors are adiabatically equivalent to an Ejy state,
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which becomes trivialized for decohered phases (assuming
the bath to be bosonic).

We now study the classifications in more details.
Suppose the spatial dimension is D < 3. Let us consider
the following two terms on the E, page: HP~'(G, h?)
and HP(G,h'), corresponding to decorations of one-
dimensional G defect junctions by Majorana chains, and
zero-dimensional G junctions by complex fermions. The
potential differentials are

d,: HP~1(G,7,) - HP*Y(G, "), (87)
dy 'HP(G, Z,) - HPT2(G, 1Y), (88)

and
dy HP=1(G, Z,) —» HPT2(G, hY). (89)

Explicit expressions for the differentials can be found in

Refs. [60,69].

First consider disordered ASPT phases, where W =
h' =0 and h? = Z,. For the HP~!(G, Z,) part, both d,
and d; automatically vanish. Thus we conclude that any
element of HP~!(G, Z,) gives a disordered ASPT phase.
Let us list a few examples of intrinsically disordered ASPT
phases.

(1) D=1,G = 2Z,, G = Z{;. This example is a Majorana
chain with Z£ symmetry (i.e., a charge-4e super-
conductor in the clean limit), which has a d, obstruc-
tion in the clean case. Below we will describe a
concrete model realization of this state in a 1D Kitaev
chain with random pairing.

(2) D=2,G=27),G = 7] x 7}. Here 7] is the time-
reversal symmetry. The Majorana decoration is clas-
sified by H'(Z},Z,) = Z,, and the nontrivial class is
obstructed by d, in the clean case. Note that if
G= Z4Tf , then the d, obstruction vanishes and the
result is the well-known class DIII topological super-
conductor in 2D (see Appendix D for more details).

3) D=3,G = 2Z,, G = Z5 X Z];. The Majorana decora-
tion is classified by H*(Z,, Z,) = Z,. The nontrivial
class is obstructed by d, in the clean case.

4) D=3,G=2,x27,,G=27,xZ, x 7. The
Majorana decoration is classified by H?(Z, x
74,7,) = 73. Interestingly, one of them is only
obstructed by ds3 in the clean case. More explicitly,
denote group elements of Z, x Z, by (a;, a,), where
a; =0,1anda, = 0, 1,2, 3. The nontrivial cocycle in
H?(G, Z,) that describes Majorana chain decoration
on the junction of the Z, and Z, domain walls (see
Fig. 3) is given by

ny(a,b) = a;b, (mod 2). (90)

Z4 domain wall

Majorana
chain

Zs domain wall

FIG. 3. (3 4 1)D intrinsically decohered fermionic ASPT state
from decorating a Majorana chain on the junction of Z, (red) and
Z, (blue) domain walls.

We explicitly check that the d, obstruction vanishes
and d; is nontrivial.
More examples of obstructed fermionic phases can be
found in Ref. [70].

For decohered ASPTs, the differentials of the cases with
Majorana chain decoration have been analyzed in the
disordered case, and the only difference is that ' = Z,
for decohered ASPTs, so the d, differential needs to vanish
to ensure the fermion parity conservation. An example of
such intrinsically decohered fermionic ASPT is given by
Eq. (90) for G = Z4 x Z,.

For the HP part (complex fermion decoration), the d,
differential always vanishes. An example of a Berry-free
ASPT phase with complex fermion decoration is G = Z,,
G=27,x Z’; in D = 3. The fermionic SPT (FSPT) phase
corresponding to the nontrivial element in H*(G, Z,) = Z,
is obstructed by d, in the clean case, and can now be
realized an intrinsically decohered ASPT phase.

Exactly solvable lattice models of fermionic ASPT
phases (without p + ip decorations) can be constructed
following [60]. We outline the construction in Appendix C
for D = 2. Below we describe a simple model realization of
Majorana chain with an average Z£ symmetry, an example
of localization-enabled compressible ASPT phase.

First let us consider a chain of spinless fermions, with the
following Hamiltonian:

H= —Z(c;cﬁl +H.c.) + ZAj(cjch +H.c.). (91)
j j

The Zﬁ: symmetry is generated by g: ¢; — ic;. The pairing
A; — —A; under the g symmetry. When A; is uniform and
nonzero, this is the well-known Hamiltonian of a Kitaev
chain, explicitly breaking the Z£ symmetry. When Z£ is
exact, we must have A = 0 and the ground state is a gapless
metal [71]. When Zf: is an average symmetry, we can turn
on a random pairing term with symmetric probability:
P[A;] = P[-A]. This random pairing term will localize the
metallic ground state, resulting in a random Kitaev chain.

In the Hamiltonian Eq. (91), if the configuration A;
contains one sign-changing domain wall, we find it harbors
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a localized complex fermion zero mode. Thus when the
sign of the pairing potential is disordered, we expect that
there are low-energy states filling the superconducting gap,
which we confirm numerically. However, this zero mode is
protected by the time-reversal symmetry (i.e., the complex
conjugation) [72]. In order to obtain a localized state, we
lift the local degeneracy from the zero modes by having
complex hopping or the pairing terms that break the time-
reversal symmetry.

To better appreciate the nature of the random Kitaev
chain with average Z£ symmetry, it is more illuminating to
consider the following fixed-point model. On each lattice
site j we have a complex fermion, which we write as two
Majoranas ¢; =3 (ya; — iyp ;). The random Hamiltonian
takes the form

Z lg], ity Vo Vbl (92)

J rj=A.B

where ¢ is a random coupling constant taking value in
{0, £1} such that every lattice link (j, j + 1) is covered
by exactly one Majorana bond, which makes each state in
the ensemble a nontrivial Kitaev chain. For example, if
gAB =1, then we must have g4 = g%% = g% = 0, and

g]+1 g]H ]Al —g] , =0. An example of such a ran-
dom Majorana bond configuration is shown in Fig. 4(a).
Besides these nearest-neighbor constraints, the random
coupling g should be uncorrelated in long distance,
generated by a probability functional P[g;].

Now we examine the condition on P[g;] imposed by
the average Zf: symmetry, which is generated by U =
exp[(z/4) > ;7javjp)- Some simple algebra shows that

UGiy}r? DU = —iyyt Ulirdr DU = irfyB. (93)

The minus sign above will be important. Now for P[g],
we should have

P(g"?) = P(=¢g"").  P(g") =

We can now further simplify the model by having
7B, g, gP8 €{0,1} and ¢P4 €{0,—1}, generated by a
Zi-symmetric probability functional P[g].

Now what do all these mean for the total fermion parity
i* TI%1 7ja7;5? If we have only AB bonds or BA bonds,
the total fermion parity on a ring is fixed (—1 for periodic
boundary conditions). But when we have domain walls
between the two bonding patterns, as required by the

P(g"%).  (94)

average Z-f: symmetry, the fermion parity starts to change
locally. The most illuminating case is when two domain
walls are right next to each other, as shown in Fig. 4(c). In
this configuration all links (j,j + 1) with j < 1 and j > 3
are AB bonds, while the intermediate bonds are given
by ¢4 =1, 84 = —1, and g% = 1. A simple calculation

N s A e
N e

—o
YB

o) NN N
N % N N e e N

BN N T A AN
DN =~

FIG. 4. Tlustration of a random Kitaev chain with average Zf:
symmetry. (a) A typical Majorana bond configuration. (b) A
uniform bond configuration. (c) Two nearby domain walls on top
of the uniform configuration. The total fermion parity of (b) and
(c) differs by (—1).

shows that, compared with the configuration with no
domain wall at all [g‘/‘.‘B =1 for all j, as in Fig. 4(b)], this
configuration has an additional (—1) fermion parity. This
means that even though the domain wall behaves like an Z,
object (the bonding configuration returns to the original
pattern after passing through two domain walls), “fusing”
two nearby domain walls together will change the fermion
parity. As a result, in the clean limit, the domain walls

cannot condense to recover the exact Z;{ symmetry. This is
nothing but the manifestation of the d, obstruction. In
general, the fermion parity of the state depends on the
configurations of the g’s and fluctuates randomly within the
ensemble. In a disordered system the nontrivial domain-
wall fusion does not lead to any obstruction for short-range
entanglement, since the domain walls are pinned by the
disorders. The above discussion eventually leads to a long-
distance picture, which contains localized fermions (that
carry nontrivial fermion parity) randomly located at the Zf:
domain walls. If we take the absolute ground state of each
Hamiltonian realization, different states in the ensemble
will have different total fermion parity. If we take a
canonical ensemble and fix the total fermion parity for
the entire ensemble, then half of the ensemble will be put in
excited states (to match the fermion parity), and the
excitation spectral above such states will in general be
gapless (assuming a bounded distribution of g;).

IV. AVERAGE SYMMETRY-ENRICHED
TOPOLOGICAL ORDERS

A. General structures

In this section we consider disordered topologically
ordered phases with average symmetry in (24 1)D.
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We will assume that the system is bosonic. In general,
bosonic topological order in the ground state of a gapped
Hamiltonian is described by a mathematical structure called
unitary modular tensor category (UMTC) [73], or the
anyon theory, denoted by C. Physically, C consists of a
set of topological charges (i.e., anyon types), as well as
consistency data specifying their fusion and braiding.
When the anyon theory is nontrivial, the state is said to
be long-range entangled.

To analyze LRE phases with disorder, let us first define
the notion of LRE ensembles, which is a straightforward
extension of SRE ensembles. To formulate the definition it
is convenient to choose a “reference state,” which can be
the ground state of a gapped Hamiltonian in the clean
system, and identify its topological order described by the
anyon theory C. We require that all states in the ensemble
are smoothly connected to the reference state, thus
described by the same topological order C. Such an
ensemble is said to be LRE with topological order C.
Note that this definition is meaningful only in disordered
systems, where the disorder realizations naturally provide a
preferred basis for the density matrix. For a general mixed
state which has no preferred basis, the definition of
topological order is much more subtle and is beyond the
scope of this work.

Just like SRE ensembles, LRE ensembles can be
enriched by exact and average symmetries. To characterize
such average SET orders, we begin with a review of the
classification of SET phases in clean systems, and then
indicate how it should be modified for ensembles.

Let us consider the ground state of a gapped Hamiltonian
with a global symmetry G, whose topological order is
described by a UMTC C. G can enrich the topological order
in three ways [2,74,75].

(1) There is a group homomorphism from G to the group
of autoequivalence maps Aut(C) of C:

p:G — Aut(C). (95)

Here Aut(C) consists of all the permutations of anyon
types which keep the fusion and braiding properties
invariant [76]. Basically, p tells us how G permutes
anyons.

(2) The anyons may carry fractionalized quantum num-
bers under G. In particular, given p, there is a possible
obstruction to symmetry fractionalization, which is an
element in 13 (G, A), where A is the group of Abelian
anyons. When the > class vanishes, distinct sym-
metry fractionalization classes form a torsor
over H3(G., A).

(3) Once p and the symmetry fractionalization of anyons
are known, we then need to specify the fusion and
braiding properties of G symmetry defects. In particular,
given p and the symmetry fractionalization of anyons,

the global symmetry may have a 't Hooft anomaly
valued in H*(G,U(1)). When the H* anomaly class
vanishes, distinct equivalence classes form a torsor over
H3(G.U(1)), up to further identifications [77,78].

It is again useful to think of the SET phases in terms of
fluctuating symmetry defect lines. Each defect line is
associated with an anyon permutation action given by p.
The H> obstruction means that defect fusion may fail to be
associative: An F move of defect lines may nucleate an
extra Abelian anyon, violating the locality requirement.
When the 73 class vanishes, the extra Abelian anyon can
be “absorbed” into decorations of trijunctions of defects by
Abelian anyons. Inequivalent patterns of decorations are
classified by a torsor over Hf,(@, A). Lastly, once we have
well-defined defect fusions, including decorations on
trijunctions, there may be a Berry phase in the space of
states with defects, which gives the * anomaly. From this
interpretation, it is clear that with a nontrivial H3(G. A)
class the map p does not make sense in a pure (2 4+ 1)D
system [79]. The H* anomaly means that the G symmetry
has a ’t Hooft anomaly. Examples include the surface of a
(3 4+ 1)D bosonic SPT state or (2 4+ 1)D lattice models that
satisfy Lieb-Schultz-Mattis-type theorems [80].

Let us now consider an LRE ensemble with topological
order C. The symmetry group G fits into the short exact
sequence Eq. (56), with exact symmetry A and average
symmetry G. We again expect G to be mapped to Aut(C)
through a group homomorphism p, which is an invariant of
the disorder ensemble. The only way to change p is to go
through a phase transition, which violates the adiabatic
connectability within a single disorder ensemble. It is then
useful to think of each state in the disorder ensembles as a
topological order with exact A symmetry (i.e., fluctuating A
symmetry defects) and a static G defect network.

Generalizing the discussions in Sec. IIB 1, in the
presence of disorder it is possible to localize Abelian
anyons (as long as they do not carry any zero modes
protected by the exact symmetry; see below). As a result,
there is no longer any energetic requirement to have fixed
Abelian anyons decorated on G defect junctions. This is in
parallel with dropping the OD charge decoration in the
classification of disordered ASPT phases. In fact, one can
gauge the exact symmetry A in a disordered ASPT state to
get a disordered ASET state.

We first consider a simpler problem, where the entire
symmetry group G becomes average (i.e., A is trivial). In
this case, all Abelian anyons can be localized and both the
[O3] obstruction class and the symmetry fractionalization
class (i.e., decorations of defect junctions by Abelian
anyons) lose their meaning. The same is true for the
H*(G,U(1)) anomaly and 7>(G,U(1)) torsor since the
disordered SET is an ensemble of defects. We thus
conclude that with a trivial A, disordered ASET phases
are completely classified by the maps p, including those
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with nontrivial 3 obstructions. An example of such an
intrinsically disordered ASET is presented below in
Sec. IV C.

Next we consider ASETs with a nontrivial A, with a
given p:G — Aut(C). The map p is associated with an
obstruction class [03] € H3(G, A). The group H3(G., A)
can also be decomposed using the Leray-Serre spectral
sequence, whose E, page consists of

3
E§‘3_p _ GBOHP (G, H>P(A, A)). (96)
o=

Here we suppress the group action subscripts for clarity. It
should be understood that A acts on A through p, and G
acts on the coefficient group H>~ via both p and the G
action on A.

Let us start with the component that involves only G; i.e.,
E3Y = H3(G, A). Since now we have only an ensemble of
G defects, if the additional Abelian anyon from an F move
of G defects can be localized, then this component of the
obstruction class no longer makes sense. However, given
the exact A symmetry, localization requires that the Abelian
anyons involved in the F* move do not transform under A
symmetry action, and carry no projective multidimensional
representations of A (a projective one-dimensional repre-
sentation, i.e., a fractional charge, is allowed).

The other components in the decomposition with
p <3 all involve A defects, and hence even when G
becomes an average symmetry they still represent non-
trivial obstructions.

Having dealt with the H3 obstruction, we move to the
H,%(G,A) torsor. Again we can decompose it using the
LHS spectral sequence:

Eg,2—p _ Hg(G,A) ® Hl (G,HI(A»A)) @ H/%(A,A)
(97)

Here we also suppress the group action subscripts in the
middle term. Via the same reasoning, with localization of
Abelian anyons, H,%(G, A) may become trivialized, pro-
vided that the Abelian anyons involved in this decoration
transform trivially (at most as 1D projective reps) under A.
The next two terms are still meaningful for disordered
ASETs. Perhaps the most interesting part is the
H'(G,H'(A, A)) torsor. When p is the identity, in a clean
SET this term means that G and A symmetries do not
commute when acting on certain anyons. When the G
symmetry becomes average, one can interpret this term as
the A charge carried by the anyon changes when it passes
through certain G defects. Examples of such fractionaliza-
tions will be discussed below in Sec. IV E.

We can similarly discuss what changes need to be
made for the H> torsor and H* anomaly; however, this

e21m1 D €1ma2 D
0 )

e2 €1

FIG. 5. Anyon permutation of double toric code model with
average symmetry Z4. D is the symmetry domain wall of Z2
separating the red and blue regimes (with Ising spin-1 and
spin-|,), and the green curve depicts the string operator of a Z,
gauge group connecting two anyons m;/m, and e,m; /e m,.

is identical to the ASPT classification and there is no need
to repeat it.

B. Example: Z, x Z, toric code with 74 symmetry

We consider an example from a (2 + 1)D ASPT phase
with A =27, x Z, and G = Z, while the extension is
trivial. The ASPT phase corresponds to the nontrivial
element in H'(G,H*(A,U(1))): G domain walls are
decorated by (1 + 1)D SPT states protected by A.

If we gauge the exact symmetry A to obtain a double
toric code topological order, with anyons labeled as
{e|,my, e;,m,} and their combinations, then the average
symmetry G will permute the anyons according to

e <> e my <> mpe,
p: , (98)
€y <> €y my <> mpe;.

See Fig. 5. This anyon permutation can be seen by firstly
considering moving an m; anyon across a Z4 domain wall.
For the (1 + 1)D SPT state decorated on the domain wall,
moving m; across is equivalent to inserting a Z, symmetry
defect, which binds a charge of the other Z,, i.e., ;. Thus
the conservation of topological charge requires m; — m e,
when passing the 77 domain wall. Similarly, we can
show m, — mye.

We can relabel the anyons as &, = e;m,, &, = e,my,
my = my, and rii, = m,, and the theory is rephrased as two
copies of Z, gauge theories, where Z5 simply exchanges
the two copies.

C. Intrinsically disordered ASET with Z4 symmetry

It is instructive to study a lattice model for an intrinsi-
cally disordered Z2 ASET phase. The model realizes
a Dyg = Zg x Z, gauge theory, denoted by D(D4). The
group D¢ has two generators a and r that satisfy
a=r’=1,rar=a'.

For a topological gauge theory with a finite gauge group
H, alarge class of anyonic symmetries can be understood
as outer automorphisms Out(H) of the gauge group. Here
Out(H) is the quotient Aut(H)/Inn(H), where Aut(H) is
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the group of automorphisms of H, and Inn(H) is the group
of inner automorphisms (i.e., conjugation by a group
element). Physically, the inner automorphisms correspond
to gauge transformations, so they do not lead to faithful
symmetry actions. Each element in Out(H) corresponds
uniquely to an element in Aut(D(H)) that does not mix
electric and magnetic charges of the gauge theory.

Adopting the general framework in Sec. IV A, different
ASETs with an average symmetry group G are classified
by homomorphisms p:G — Out(H). Mathematically, p is
associated with a H*(G,Z(H)) class where Z(H) is the
center of the group H. This obstruction arises naturally
when classifying the extension of G by H: Such an
extension always gives a homomorphism from G to Out
(H), but the converse is not necessarily true. Only when the
H3(G, Z(H)) obstruction vanishes the group extension can
be defined. Physically, gauging the G symmetry whose
action is given by p:G — Out(H) should result in a new
gauge theory, whose gauge group is an extension of G by
H. It turns out that this obstruction of group extension is
equivalent to the > obstruction of anyonic symmetry
induced by p [81], with Z(H) identified as the group of
Abelian pure flux anyons.

We now specialize to the D, gauge theory. Write
G =7, ={l1,g}. We assume that the image of g under
p is the following automorphism:

pyia—ad, r— ra. (99)

The permutation action on anyons is order 2 because pg is
the conjugation by a=3. Reference [81] showed that this p
has a nontrivial H>(Z,,Z,) class: 03(g,g,9) = [a*].
Here [a*] should be understood as the a* gauge flux in
the D¢ gauge theory, which is a Z, Abelian boson.
Intuitively, inserting a g defect loop introduces an addi-
tional [a*] anyon.

In Ref. [81] a generalization of Kitaev’s quantum double
model [82] is introduced for this anomalous SET state. The
model is defined on a quasi-2D lattice, where each link has
a 16-dimensional Hilbert space, with an orthonormal basis
labeled by elements of D;¢. They can be viewed as lattice
gauge fields. Schematically, the Hamiltonian takes the
following form:

Hclean = _ZAL - Z<5Fl,,1 + 5F,,.u4)' (100)
v P

Here A, implements the Gauss’s law at each vertex v,
and F, is the gauge flux through a plaquette p. For the
complete description of the model, we refer the readers
to Ref. [81].

Note that the second term imposes the condition that
through each plaquette the gauge flux is either 1 or a* [note
Z(Dys) = {1,a*}]. This is distinct from the standard
quantum double construction where the plaquette term

enforces F), to be 1. H,, has an extensive ground state
degeneracy since we can have 1 or a* flux through each
plaquette. However, if the fluxes are fixed, the ground state
is indeed a D4 gauge theory (with background fluxes).

The reason for this unusual magnetic term is to incor-
porate the obstructed Z, symmetry. Interested readers can
find more details in Ref. [81]; here we just note that a Z,
symmetry transformation can be defined so that it imple-
ments the p symmetry in the D4 gauge theory. However,
under this Z, symmetry transformation, we have
F,—>F pa“, which explains the form of the plaquette term.

Now we lift this extensive number of ground states using
a disordered perturbation:

H[O-p] = Hclcan - ng((SFp,l - 5F1,,¢z4)' (101)
P

Here ¢, are independent random variables drawn symmet-
rically from the [-W, W] with W < 1. The Z, symmetry
remains as an average symmetry, under which ¢, — —¢,,.

In accordance with the general principle, the model
supports gapless modes for the flux anyon [a*] localized
at certain plaquettes, in order to accommodate the H>
obstruction. We can think of the ground state as a localized
state of the [a*] flux anyons.

D. Another example: Disorder-enabled
quantum spin liquid

We now discuss another example of intrinsically dis-
ordered ASET, with physically realistic symmetries: 2d
lattice translations Z*) x Z() and time-reversal 7. The
topological order is a simple Z, spin liquid (Z, topologi-
cal order).

To be concrete, let us consider a square lattice toric code
Hamiltonian, but with random coefficient for the vertex
terms:

(102)

i3 17~ Ya]]x

p lep v lew

where the distribution of the random coupling Ple,] is
identical and independent for each vertex v, and satisfies
Ple,] = P[—e,]. The model has average lattice translation
symmetry Z®) x Z) and an average time-reversal sym-
metry 7 = K [[,_s, 41y Z(xy)5 (K 1s complex conjugation,
and the particular form is chosen so that ¢, is odd
under 7°) [83].

The Z, spin liquid described by Eq. (102) has similar
physics as the example in Sec. IV C: Under a time-reversal
transform, each unit cell (i.e., defect junction of the
ZY x 7V translation symmetry) flips its Z, gauge charge
measured by the vertex term. If 7 was exact, this symmetry
action on the unit cell would forbid the gauge charge to be
localized, so Eq. (102) is indeed disorder enabled as an
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ASET. As long as the distribution Ple,] is bounded, the
ground state will be gapless when [],e, <0. These
features are robust against weak perturbations that preserve
the symmetries on average.

In contrast, we can have another toric code Hamiltonian
that is more conventional from symmetry point of view:

w1~ [

p lep v lew

(103)

which is exactly symmetric under Z®) x Z®) x 7. Our
result indicates that there is no statistically symmetric
smooth path interpolating between Eqs. (102) and (103).

E. ASET with ’t Hooft anomaly:
An example with Z, x 7}

We consider the surface of a (3 + 1)D ASPT with
Z, x 74 symmetry. The generator of the Z, (Z3) will
be denoted by g (g4). In the bulk ASPT state, on each
(24 1)D domain wall of the average Z4 symmetry we
decorate a Levin-Gu state [62] of the exact Z, (see Fig. 6),
with the following topological action on a 4-manifold X,:

S—/ a’ U b,
Xy

where a and b are background gauge fields of Z, and 77,
respectively. Note that when both symmetries are exact,
there are two other nontrivial topological terms. One of

them is given by
S = / aub’.
Xy

It corresponds to decoration of exact Z, charges on junc-
tions of the Z4 symmetry. As explained in Sec. II B 1, this

(104)

(105)

Levin-Gu

FIG. 6. Surface topological order of (3 + 1)D ASPT with
Z, x 74 symmetry. The indigo surface depicts the Z5 domain
wall decorated by a Levin-Gu state, and the violet surface depicts
the surface chiral spin liquid enriched by Z, x Z4 symmetry.

action §' is trivialized when Z4 becomes average in a
disordered ensemble. The other action is S + S’, which is
now identified with S.

On the (2 4+ 1)D surface of this state, we have a random
network of 74 domain walls, each decorated with a
Levin-Gu edge theory described by a Luttinger liquid

lp" = (¢". )],

K Vv
L=2"(09")(00") + 2= (0:0")(0:0").  (106)
4z 871
where the K matrix K = ¢*. The nontrivial Z, symmetry
action is defined as

@' = ' + 7. (107)

We now want to gap out these domain-wall modes in a
Z,-symmetric way, which can be achieved by placing a
semion topological order or chiral spin liquid (CSL) on the
surface. Then on each domain wall, we have not only the
Levin-Gu edge state but also two counterpropagating chiral
Luttinger liquids as the edge modes of the semion topo-
logical orders on both sides of the domain wall. The total
(1 + 1)D domain wall theory is

/

K’ Vv
L= —4 (ax(PI)(at(pl) + U (ax(pl)(axfpj)’

108
dr 8 (108)
T

o7 = (0", ¢*, ¢, ¢*), and the K matrix

K' = ¢* @ 206%. A semion is created by the operator e

where

on one side of the domain wall, or ¢ on the other side.
Originally, without Levin-Gu edge modes, the domain wall
can be gapped by adding a Higgs term cos(2¢® — 2¢%),
which induces coherent tunneling of the semions across the
domain walls. Alternatively, with the Levin-Gu edge
modes, we can gap out the theory in a Z,-symmetric
way by the following Higgs terms:

cos(p' + ¢* = 2¢") + cos(¢' — ¢ = 2¢%).  (109)
In order for this term to preserve the Z, symmetry, ¢*¢* and
%" should be invariant under Z».

We now analyze the symmetry fractionalization between
Z, and Z4 in the semion surface theory. It is instructive to
start with the clean case, when both symmetries are exact
(we will continue to denote the symmetry group as
Z, x 7%). Denote the local h symmetry action on a semion
by U, for every h€Z, x Z4. The group relations in
Z, x Z4 lead to the following invariants:

Iy =Us h€Zyx 74,

n=U,U,U;'U.!. (110)
All of them take £1 value. They are related by the algebraic
identity: 4,4, 4., = 1. So there are three independent Z,
invariants for the projective symmetry action, consistent
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TABLE L. ’t Hooft anomalies for the projective Z, x Z4
symmetry actions in clean semion topological order.

TABLE II. Average 't Hooft anomalies in disordered semion
topological order.

n /19 /IQA Sanomaly n Ag S anomaly
1 +1 +1 0 1 +1 0
-1 1 1 aub’+a*ub -1 1 aub’
-1 1 -1 Aub -1 -1 0
-1 -1 1 aub’

-1 -1 -1 0

with the H?*(Z, x Z,,7Z,) = Z3 classification. The four
n =1 classes can all be realized by one-dimensional
representations, while the = —1 classes must be
realized by at least two-dimensional representations. In
particular, the class with 1, = 4,4 = 4,04 = —1 is realized
in the semion chiral spin liquid, where Z, x Z3 is a
subgroup of the SO(3) symmetry. The other three classes
with 7 = —1 are all anomalous with respect to the (exact)
Z, x 74 symmetry. Their ’t Hooft anomalies were com-
puted in Ref. [84] and we recall the results in Table L.

When Zg‘ becomes average, as discussed in Sec. IV A,
the invariants 1, and A, are ambiguous due to the
localization of semions. However, 4, and 5 should remain
well defined. The former should be fairly clear since Z, is
an exact symmetry, so we now explain how to define 7.
Since U,U,, =nU, U,, under the g, action the Z, charge,
measured by the eigenvalue of U, changes by 7. Therefore,
n can be measured as the change of the Z, charge when
adiabatically moving a semion across a g, defect (which
implements the g, symmetry on the semion).

First we determine 4,. In the Luttinger liquid formulation
Eg. (106), 4, = —1 means that under the Z, symmetry, @’
and ¢* must shift by odd multiples of 7/2, and therefore

¢ should be odd under Z,. However, we have seen that

- 34
2ip”" have to be

for the Higgs term to preserve symmetry, e
Z, even. Thus we must have 4, = 1.

From Egs. (107) and (109), we find that at the domain
wall ¢* is identified with ¢* + ¢?; therefore, under the Z,
symmetry, ¢’ has opposite Z, charge to that of ¢’. In
other words, adiabatically moving a semion across a
domain wall changes its global Z, charge by —1. This is
the manifestation of the noncommutativity between Z, and
74 acting on the semion in the ensemble.

Let us now discuss how the anomaly inflow works in the
average SET. We have shown that 4, and # remain good
invariants, and 4,, and 4., are not well defined individu-
ally, but their ratio is fixed by Ay . Interestingly, with
n = —1 fixed, the anomalies in Table I separate into two
groups corresponding to 4, = £1. The two classes inside
each group differ just by the a U b* term, which describes
decorations of Z, charges on Z4 defect junctions, and
becomes trivial due to the localization. This ties nicely with
the observation that 4, is now ambiguous. The new bulk-

boundary correspondence for the semion theory with
average Z, X Z4 symmetry is now summarized in Table II.

This example illustrates that for a mixed group of exact
and average symmetry, “symmetry fractionalization” can
be well defined on anyons. We have also derived the
complete average 't Hooft anomaly matching for Z, x Z4
symmetry in the semion topological order.

F. Example with Lieb-Schultz-Mattis anomaly

We consider a (2 + 1)D lattice system with average
Z x Z translation symmetry, exact spin SO(3) rotation
symmetry, and a spin-1/2 moment per lattice unit cell. This
system has a 't Hooft anomaly from Lieb-Schultz-Mattis
constraints [80,85],

sz/ xUy U,
Xy

where x, y are background gauge fields of the x, y

translation symmetries, and w§O<3) is the second Stiefel-
Whitney class of the background SO(3) gauge field. This
anomaly remains nontrivial as the Z x Z translation
symmetry becomes average [26].

In the clean limit, one of the most well-known topo-
logical orders that match with the LSM anomaly is a Z,
topological order. In this Z, topological order, the e particle
carries a projective representation of SO(3), corresponding
to the nontrivial symmetry fractionalization class in
H?(SO(3),Z,) (in common term, it carries spin-1/2);
the m particle transforms projectively under Z x Z
[the nontrivial class in Hz(Z X Z,7Z,)], in the sense that
T,T,=-T,T, when acting on m, where T,, are the
generators of the x, y translations. These symmetry
fractionalizations are required for the Z, topological order
to match the anomaly. While the spin-1/2 moment on the e
particle is not affected by disorders, we do need to explain
the meaning of “T, T, = —T,T,” on the m particle. As
discussed in Sec. IV A, the expression 7', T, = =T, T, on m
can be interpreted as having an e particle localized at each
unit cell (the intersection of a T, domain wall and a T
domain wall). If e particle does not carry any degeneracy,
then we can deform the state by randomly distributing
localized e particles among all unit cells, and states with
different e particle distributions will be smoothly con-
nected. However, since e particle carries spin-1/2 moment,
the additional localized e particles must find their way to

(111)
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form an SO(3) invariant (singlet) state. We do not expect
the singlet state to be achievable without developing further
long-range entanglement. Therefore, the notion of “one e
particle per unit cell” is robust. Equivalently, 7.7, =
—T,T, on m particle and the Z, topological order indeed
matches the LSM anomaly.

V. SUMMARY AND OUTLOOK

In this work we have developed a systematic framework,
based on the physical picture of defect decoration and the
mathematical tool of spectral sequence, to classify and
characterize average symmetry-protected topological
phases, in both decohered and disordered systems. We have
also studied average symmetry-enriched topological phases
in disordered systems. Our main results are as follow.

(i) We emphasized the subtle differences between
ASPT phases in decohered and disordered systems,
which leads to different classifications of ASPT in
the two scenarios. Nevertheless, they can both be
classified and characterized under the same frame-
work of spectral sequence (decorated defects).

(ii) We discovered a plethora of ASPT phases that are
intrinsically mixed, in the sense that they can only
appear in mixed-state systems (decohered or disor-
dered) with part of the symmetry being average. In
other words, these states cannot be viewed as clean
SPT states deformed by decoherence or disorder.
Some of these states can, however, be viewed as
intrinsically gapless pure SPT deformed by
decoherence or disorder. We discussed many exam-
ples, in both bosonic and fermionic systems.

(iii) We developed a systematic theory of ASET phases
in disordered (2 + 1)d bosonic systems. Compared
to clean SET phases, disordered ASET with average
(and exact) symmetries have some distinct features.
(1) While an average symmetry can still permute

different anyons, its fractional representation on
the anyons cannot be robustly defined, unless the
fractionalization pattern involves some 't Hooft
anomaly.

(2) An average symmetry and an exact symmetry
can jointly have fractional representation on the
anyons.

(3) The H? obstructions of symmetry-enrichment
patterns are lifted when the relevant symmetries
become average. This leads to intrinsically dis-
ordered ASET phases without clean limits. The
ground states of such ASET phases contain
localized anyons, which leads to gapless (yet still
localized) excitation spectra.

We end with some open questions.

(1) Stability of disordered ASPT or ASET. In our study
we demanded the ground state wave functions of
disordered ASPT or ASET states to be adiabatically
connected to some gapped clean system. It appears

physically reasonable to expect that this condition
could provide some level of stability against weak
perturbations on the Hamiltonian. However, since the
actual disordered Hamiltonians are in general gapless,
a rigorous proof of stability would be difficult. The
issue may also be related to the stability of (ground
state) localization. It is an interesting future direction
to demonstrate the stability of such topological phases
with disorder-induced gaplessness.

(i1) Boundary physics. In this work, we mostly focused on
the bulk classification and characterization of ASPT
phases. In Ref. [26], it was shown that the boundary
of an ASPT state has an average 't Hooft anomaly.
We have discussed a few examples of bulk-boundary
correspondence, including (1 + 1)D Z, x Z§" ASPT
phase and the surface ASET of a (3 + 1)D ASPT
phase. It will be useful to understand more systemati-
cally how average ’t Hooft anomalies constrain the
behavior of the boundary states, especially for the
intrinsically mixed or disordered ASPTs with no
clean limit.

(iii) Fermionic ASET. In this work we studied bosonic
ASETs in (2 + 1)D disordered systems. A natural
question is to extend the theory to fermionic sys-
tems. In the clean limit, classifications of fermionic
SET phases have been developed recently in
Refs. [86—88]. While certain basic elements of the
theory are parallel to the bosonic case, there are
important new ingredients and subtleties, especially
when 't Hooft anomalies are concerned.

@iv) Topological order in mixed states. We have limited
ourselves to topological order in disorder ensembles,
where the notion of SRE ensembles can be naturally
extended to LRE ensembles. Defining the notion of
topological order for a general mixed state is an
important question. In fact, a large family of
examples can be obtained by “classically” gauging
average symmetry and “quantum mechanically”
gauging exact symmetry in ASPT phases.

(v) Phase transitions. Quantum phase transitions of
intrinsically mixed ASPT or ASET will necessarily
involve decoherence or disorders in important man-
ners. This makes the study of such (necessarily
nonunitary) quantum phase transitions both chal-
lenging and exciting.

(vi) Physical realizations. An important task is to realize
some ASPT or ASET phases, especially the intrinsi-
cally mixed ones, in experimental platforms such as
NISQ simulators or disordered solid-state systems.
On this front, simple preparation protocols such as
those outlined in Sec. III are particularly promising.
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APPENDIX A: CLASSIFICATION OF
DECOHERED ASPT WITH A x G SYMMETRY

We can understand the nontriviality of the states in
Eq. (47), HP*'(A x G, U(1))/HP*1(G,U(1)), by focus-
ing on pure states. Consider a pure state |¥), symmetric
under A x G. We can understand Eq. (47) in two steps.
(1) If |¥) is an invertible state protected solely by

symmetry G, then it is two-way connected to a pure
product state |00...) via FD local channels that are
weakly symmetric in G. The channel &;: |¥) -
|00...) can be constructed by starting with an
ancillary Hilbert space that is isomorphic to the
physical one H' ~H with identical G-action (al-
lowed since G is only a weak symmetry). Then we
can have

Uswap t

¥) ® [00...) —% 100...) ® |¥) — [00...),
(A1)

where Ugwap 1S the on-site gate swapping the
physical and ancillary system. The reverse channel
&,:100...) = |¥) can be constructed also using an
isomorphic ancilla H' ~ H:

100...) ®100...) -5 [¥) @ |¥) 5 1wy, (A2)

where U creates |¥) and its inverse |P).

(2) If |¥) is protected jointly by A x G (or by A alone),
then we can show that neither £, nor &, can exist if
&1, are strongly (weakly) symmetric under A (G). To
see this, note that if £, : |¥) — |00...), then &, can be
purified to a symmetric FD unitary,

U|¥) ® |00...) = [00...) ® |¥), (A3)
where the tensor product form of the right-hand side is

required by the fact that tracing out the ancilla gives a

pure state [00...). Equation (A3) then requires
|¥)eH' to belong to the same SPT phase as
|¥)—but this is impossible since, by definition,
A acts trivially on H’, so H’ cannot support any
SPT that requires A symmetry. The same logic
can be applied to show that we cannot have
E,1100...) - |¥P).

To summarize, states in H? (G, U(1)) are trivial, while

nontrivial states in

HPH (A x G U(1))/HPH (G, U(1))  (A4)

remain nontrivial in the decohered context.

APPENDIX B: DEFINITION OF
DISORDERED ASPT

The definition of disordered average SPT originally
given in Ref. [26] was slightly more complicated than that
given in Sec. II B. In particular, in Ref. [26] a short-range
entangled ensemble requires any two ground states to be
adiabatically connected; namely, for any disorder realiza-
tion I, I, it is required that |¥;) = U,p|¥;) for some finite-
depth local unitary U;p. Instead, in Sec. IIB we only
demand that any ground state in the ensemble |¥;) to be
short-range entangled with correlation length &; < ¢&,, for
some finite maximal correlation length in the ensemble &,,,.
We now discuss to what extent our new definition is
equivalent to the old one.

Consider a ground state in the ensemble |¥;) in a large
but finite system without boundary. As a short-range
entangled state, it belongs to an invertible phase labeled
by w?t!ehP+1(A), where hP*!(A) classifies invertible
phases with exact symmetry A in D space dimensions. On a
finite system, we could effectively compactify the space by
viewing certain dimensions as points—for example, the
entire system can be viewed as a point if we zoom out far
enough. When the system is compactified this way to a
(D — p)-dimensional space, it should be labeled as a
(D — p) invertible state labeled by w” 7*'ehP-rt1(A)
(it should also depend on the compactification cycle but we
will omit this information in the notation). In general,
a)f)_"7 *1is not directly decided by the bulk state w?*!. In
particular, when p = D the system reduces to a point and
the only nontrivial information left is the charge under A

symmetry.
Now the condition in Ref. [26] is the statement that
a)?_” "1 is identical for any disorder realization I, for

all 0<p<D. We now show that the new condition
in Sec. II B automatically implies the old condition for
0<p<D-1:if for some 0< p <D -1, w # &) for
two disorder realizations H; and Hj, then we can choose a
third disorder realization in the ensemble [”, which has
H;» = H; in some region R, and H;» = Hp in the comple-
ment R. Note that the spatial independence of the disorder
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potential is crucial for this construction. The difference in w
in R and R, for suitably chosen R, implies a long-range
entangled boundary state on dR, which leads to a corre-
lation length ~|dR|. This leads to unbounded correlation
length, and therefore violates the new condition in Sec. II B.

The above argument does not apply for p = D, since
two regions with different A charges do not need to have
nontrivial boundary state. However, our definition of exact
symmetry in Sec. II B requires that the exact charge to be
identical for each disorder realization, so the p =D
condition is automatically satisfied. There is still one subtle
difference between the old and new definition. In Ref. [26]

we consider the ensemble of ground states {|‘I’EO))} of the
Hamiltonians {H,}, and if the states have different total A
charges, the ensemble is not considered symmetric SRE. In
this work, however, we consider ground states {|¥;)} of the
Hamiltonians {H;}, subject to the condition that the A,
charge is some [-independent fixed value Q. This is
analogous to canonical ensemble (instead of grand canoni-
cal ensemble) in statistical mechanics. In such canonical
ensemble, an individual state |¥;) may not be the absolute
ground state of H;. In this case |¥;) has a finite excitation
energy; namely, the excitation energy density should
vanish. If the excitation is localized, in the sense that
|¥;) can be obtained from the absolute ground state |‘P§0>)
using a finite-depth local unitary circuit |¥;) = Upp |T§0)>,
then |¥;) is still short-range entangled if the absolute
ground state is short-range entangled. As long as all |¥;)’s
are short-range entangled and adiabatically connected to
each other, we can still consider the ensemble as symmetric
SRE, and the discussions on topological phases can
proceed with no difficulty. A consequence of using the
canonical ensemble is that states constructed by decorating
zero-dimensional average symmetry defects are no longer
considered nontrivial, as discussed in Sec. II B.

APPENDIX C: BRIEF REVIEW
OF SPECTRAL SEQUENCE

This appendix provides a brief overview of the LHS
spectral sequence of group cohomology, which is relevant

for classifying bosonic ASPT and ASET phases. We also
extend our discussion to the more general Atiyah-
Hirzebruch spectral sequence.

A spectral sequence consists of an assembly of Abelian
groups EX? (0 < r, p, g € Z). For a fixed r, the collection
of all EV*Y are called E, page. The differentials are defined
as the group endomorphism of the E, page as

d,: EP9 — gPTa (C1)
which should satisfy d? = 0. Therefore, the E, pages
and the differentials d, form a cochain complex, with
the following isomorphism:

v Ker(d!?)

P (@ = H,(E,.d,),

(€2)

where H,(E,,d,) is the homology group of the cochain
complex {E,,d,}.

For the LHS spectral sequence with the symmetry group
given by Eq. (56), we denote the set of n-cochains,
n-cocycles, and n-coboundaries of a group G, with coef-
ficients in M by C"[Gy, M|, Z"[G(, M|, and B"[Gy, M],
respectively.

The E, page of the LHS spectral sequence is defined as a
group of cochains EN? = CP(G,C7[A, M]), and the d,
differential maps a cochain in EJ“ to a cochain Ef?"
[see Fig. 7(a) for illustration]. The kernel of df? is
CP(G, 2Z9[A, M]), while the image of d79™' is just
Cr(G,B1[A, M]). Hence, the E, page is given according
to Eq. (C2) by

P _ Ker(d5?) _ CP(G, Z1A, M)
T im@ ) (G, BYA, M)

= C7(G, H4[A, M)).

(C3)

We recognize that E; page is a subgroup of E, page:
E| C E,. More precisely, if we label the elements of EJ
by wh%, the elements of Ef*? are the equivalence classes of
elements in EJ“ that satisfy the condition djwh? = 0.

P P P
o R oA
3 LB 3 L iEthEe 3 Lo e
B et v I e N T e
2 PEg? L B 2 Poor 2 PER
et e \\ fffff
1 tpltl 1 Pplibpzll ! 1 Pode e
] I R I N ]
o i oL ol
0 1 2 3 4 ¢ 0 1 3 4 q 0 1 2 3 4 ¢
(a) By page (b) E1 page (c) E, page

FIG. 7. LHS spectral sequence and differentials in E, E|, and E, pages.
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Subsequently, for the E| page E| = CP(G, H[A, M]),
the differential d; maps a cochain in C? (G, H7[A, M]) to a
cochain in CP*1(G, H4[A, M]) [see Fig. 7(b)]. The kernel of
di? is cocycles in ZP(G,H%[A, M]), and the image of
d?~" is coboundries in B” (G, H4[A, M]). Then according
to Eq. (C2), the E, page is given by

pa _ Ker(d) _ 2(G. 1014, M)
P (@) B(GHIA M)

="H? (G, H[A, M]). (C4)
And E, page is a subset of E;| page:
E2 C El C Eo. (CS)

More precisely, elements of E, page are those elements in
E, page that satisfy the conditions
dOWO = O, d]WO =0. (C6)
Following the above paradigm, we can further define the
arbitrary E, page, satisfying the following condition:
E.CE,_,C---CE,CE,| CE,. (C7)
The elements in E, page should satisfy the following r
conditions:
d,wy =0, 0<g<r-—1. (C8)
In particular, if there is a large enough integer r such that
the condition d,w, = 0 is satisfied over the entire E, page,
then the E, | page is essentially identical to the E, page:
E,.| = E,, and all higher pages are the same. It is then said
that the spectral sequence stabilizes at the E, page. For the
LHS spectral sequence, the E,, page is isomorphic to the
group cohomology H?+4[G, M| as a set. In this paper, we
set M = U(1) for the classification of ASPT phases.

The generalization to the AH spectral sequence is
straightforward: We can construct the E, pages of the
AH spectral sequence from LHS spectral sequence by
substituting the term H4[A, U(1)] characterizing the clas-
sification of A-symmetric bosonic group-cohomology SPT
phases in g-dimensional spacetime by the generalized
cohomology group h?(A) characterizing the classification
of A-symmetric invertible topological phases. For example,
the E, page is defined as

EY? = HP[G, hi(A)], p+g=d+1. (C9)
Likewise, we can also define the differentials as Eq. (C1),
and the AH spectral sequence will converge to the
generalized cohomology group h9t!(G); i.e., E is iso-
morphic to 24T (G).

Below we will see how the AH spectral sequence
emerges from a construction of fixed-point wave functions
of (2 + 1)d fermionic SPT phases in Appendix D.

APPENDIX D: CONSTRUCTIONS OF (2+1)d
FERMIONIC SPTs AND ASPTs

We review the construction of fixed-point wave func-
tions for fermionic SPT phases in (2 + 1)d interacting
fermionic systems following Ref. [60], and describe how
the construction can be modified for fermionic ASPT
phases. This is also a good example to illustrate the AH
spectral sequence for decorated domain-wall construction.
Below, G,, denotes the physical symmetry group, assumed
to be finite for simplicity.

The fixed-point wave function is constructed by pro-
liferating decorated domain walls, i.e., it is a quantum
superposition of all possible G, symmetry-breaking pat-
terns |{g;}) with fermionic decoration, written as

[Pespr) = Z‘P({gl})|{gl}>
{9:}

(D1)

The basis state |{g;}) is a state decorated by Majorana

chains [the nontrivial element in hz(Zg ) = Z,] on the G,
symmetry domain walls, and complex fermions [the non-

trivial element in A' (Z]; ) = Z,] on the junctions of the G,
symmetry domain walls. Therefore, on the triangle lattice,
there are three layers of degrees of freedom.

(1) |G,| level bosonic state |g;) (g; € G),) on each vertex.

(2) |G,| species of complex fermions T (o €Gy) at the
center of each triangle (ijk).

(3) |G,| species of complex fermions (split to pairs of
Majorana fermions) afy = (v7; 4 + ir{; 5)/2 on two
sides of the link (ij).

All degrees of freedom on a triangle are summarized as

follows:

(D2)

The G, symmetry transformations of the degrees of
freedom are (g, g;,0 € G})
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U(9)lg:) = 199:),
U(g)eq Ut (g) = (1))l
U(g)rsaU' (g) = (=1)=( 7,,A,
U(9)r§; pU"(g) = (1)l (D3)

where w, (g, o) is the factor system of the group extension
Eq. (56) characterizing the group structure of G, and s, (g)
is defined as

si1(g) = {O

1 if g is antiunitary.

if g is unitary (D4)

We first consider the Majorana chain decoration on the
domain walls of G,. The configuration of the decorated
Majorana chain is specified by n;(g;, g;) € Z, on the link
(ij). If the Majorana chain does not go across the link (i, j),
we say n(g;,g;) =0, and the Majorana fermions ¢, ,
and y7; 5 on two sides of the link are paired up as

—iy5iariip =1V 0€G,. If the Majorana chain goes

across the link (i, j), Majorana fermions y{;, (and y; )

will form Majorana entanglement pairs with other
Majoranas inside the triangle, and all other Majorana
fermions Yiia and y7; 5 with o # g; are still paired up as

=iy 4755 = 1. The quantity n,(go. g1)n1(91,92) =0, 1
indicates if y{,, and yg‘}, 4 are paired up or not [see
Eq. (D2)]. The arrows in Eq. (D2) specify the direction
of the Majorana pair.

The total number of decorated Majorana chains going
through the edges of a specific triangle (012) is

dny (90, 1. 92) = n1(90- 91) + n1(g0. 92) + n1(91. 92)-
(Ds)

Toward a gapped SPT wave function, the above quantity
should be even to avoid dangling Majorana fermion, i.e.,

dn; =0 (mod 2). (D6)
Therefore, 7, is an element of Z'[G, h2(Z})], the E}? term
on the E, page of the AH spectral sequence.

We see that the symmetry action may change the
directions of the Majorana entanglement pairs, and thereby
the fermion parity of a specific triangle. One can find that
the fermion parity inside a specific triangle under the
symmetry action U(gy) changes by

AP = (_1)(wzwz]HIUn]Unl)(go.ga'gl,y;'gz)_ (D7)

In order to get a fermionic SPT wave function, the wave
function Eq. (D1) should have a definite fermion parity;
i.e., states |{g}) with different bosonic configurations {g}

9% % 9o 92 9 91 9o 92
—1
612 99, 77
o o
F

o .9

Co23 Co23
e 9o 'gs e 90 ‘g3
FIG. 8. F move of complex fermion decoration. The Majorana

chain decorations are omitted.

should have the same fermion parity. We take a specific
triangulated state |{gy}) and consider a global symmetry
transformation U(g), say, U(9)|{g0}) = |{990}). the fer-
mion parity difference between |{go }) and [{ggo }) would be
the product of Eq. (D7) over the whole triangulation, say,

APf = H(_l)(102U”1+S|UVHU"1)(.914/2,!13)’
A

(D8)

where g1, g, g3 € {g}. Toward a well-defined fixed-point
wave function of FSPT, we should enforce AP, =1,
and obtain that the following expression should be a
3-coboundary with Z, coefficient:

a)2Un1—|—s1Un1Un1. (Dg)
It can be shown that this 3-coboundary is actually dn,
[cf. Eq. (D10)], where n, is the topological index of complex
fermion decoration [60].

Lastly, we need to check the pentagon identity is satisfied
for the F moves (see Fig. 8), to make sure that there is no
nontrivial Berry phase in the space of decorated domain-
wall states. As shown in Ref. [60], this condition requires a
certain U(1) 4-cocycle Oy4[n,] to be cohomologically trivial.
The expression for O4[n,] can be found in Ref. [60]. Note
that n; does not directly contribute to the obstruction
function.

To summarize, the input data to the construction is a triple
(I’l] , Ny, 603), where ny ECI (Gb’ Zz), ny GCZ(G,,, Zz), and
w3 €C*(Gy,U(1)), satisfying the following consistency
conditions:

d}’ll:O,
dn, =@, Uny+ s, Uny Uny,

dwy = Oyln,). (D10)

This is precisely the structure expected from the AH spectral
sequence, where n;, n,, and w5 correspond to the E, page,
and we can identify the differentials. For example,

dzn]EO)zUn1+S1Un1Un1, (Dll)

d27’l2 =n U n. (DlZ)
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We now modify the construction to get disordered ASPT
states. First, the complex fermions ¢7;, is decoupled from
the domain-wall configurations, and forms an Anderson
insulator (AI). Concretely, we can use the following
Hamiltonian for the c;j. fermions:

Hul{e}] ==Y eplch)fes.  (DI3)
f o

Here f enumerates all the triangles. ¢, is a random variable
drawn symmetrically from [—W, W], where W > 0 (the
probability distribution should be independent of o).

The G, spins {g} are now treated as quenched disorders,
assumed to be short-range correlated. The Majorana
decorations on domain walls proceed as before, so we
include Hamiltonian terms that enforce the decoration
pattern, denoted by Hp[{g}]. The full Hamiltonian reads

H[{g}.{e}] = Hp[{g}] + Hal[{e}].

The ensemble consists of ground state of H[{g}, {¢}] in the
total fermion parity even sector.

For decohered SPTs, it is still necessary to impose the
fermion parity conservation Eq. (D7). Then the fixed-point
density matrix is given by

p=>_r{gh{gh{g}
{9}

(D14)

(D15)

Here |{g}) denote the decorated domain-wall states, and
p({g}) is the probability distribution of domain walls.
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