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Abstract

Complex evaluative judgments from facial appearance are made efficiently and are

consequential. We review some of the most important findings and methods over the

last two decades of research on face evaluation. Such evaluative judgments emerge

early in development and show a surprising consistency over time and across cultures.

Judgmentsof trustworthiness, in particular, are closely associatedwithgeneral valence

evaluation of faces and are grounded in resemblance to emotional expressions, sig-

naling approach versus avoidance behaviors. Data-driven computational models have

been critical for the discovery of the configurations of features, including resemblance

to emotional expressions, driving specific judgments. However, almost all models are

based on judgments aggregated across individuals, essentially masking idiosyncratic

differences in judgments. Yet, recent research shows that most of themeaningful vari-

ance of complex judgments such as trustworthiness is idiosyncratic: explained not by

stimulus features, but by participants and participants by stimuli interactions. Hence,

to understand complex judgments, we need to develop methods for building models

of judgments of individual participants. We describe one such method, combining the

strengths of well-establishedmethods with recent developments in machine learning.
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More than 15 years ago, we introduced data-driven computational

models for visualizing complex social judgments from faces.1,2 The

objective of thesemethodswas to identify the perceptual features that

drive specific judgments or read the mental representations under-

lying these judgments. Our earlier manuscript “Evaluating faces on

trustworthiness” (Todorov, 2008)1 was focused on substantive find-

ings about the nature of trustworthiness judgments. Perhaps the most

important findingswere identifying these judgments as aproxy for gen-

eral valence evaluation of faces (i.e., good versus bad) and the close

relationship between this evaluation and emotional expressions, sig-

naling approach versus avoidance behavior. As outlined in the first

section (“Complex judgments from faces”), these findings, aswell as the
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findings about the efficiency of trustworthiness judgments (e.g., made

rapidly fromminimal informationwith little effort), havewithstood the

test of time rather well.3,4 Moreover, these judgments turned out to be

remarkably consistent across time and cultures.5

The last section of Todorov (2008) was on the advantages of build-

ing data-driven computational models of complex judgments. With

hindsight, this line of work has been the most generative. Although

there were some early attempts to model social perception6 and cer-

tainlymany relatedmethods in psychophysics,7–11 thismethodological

approach was not firmly established in the domain of complex social

judgments. In contrast to standard, theory-driven approaches, this

approach allows for the discovery of configurations of features that
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drive complex judgments, without imposing any prior assumptions

about what features matter or not.12 The methods were developed by

Todorov and Oosterhof2,13 and have undergone considerable devel-

opment over time, as outlined in the section below “Data-driven

computational methods for modeling social judgments.” This section

also describes the remarkable recent developments in the field, fol-

lowing the introduction of deep neural nets and generative adversarial

networks (GANs).

One development that was not foreseen in Todorov (2008) was the

importance of idiosyncratic differences in face evaluation. Although

there were singular voices drawing attention to the importance of

these differences,14 idiosyncratic differences were largely overlooked

until recently. However, as it turned out, these differences explain

most of the meaningful variance of complex judgments such as

trustworthiness.15,16 This finding has dramatic implications for how

face evaluation should be modeled. The section “The importance of

idiosyncratic differences in face evaluation” outlines recent work on

identifying idiosyncratic and shared contributions to judgments from

faces and newmethods for building idiosyncratic models.

COMPLEX JUDGMENTS FROM FACES

People efficiently extract information from faces to infer not only

attributes that can be read from the face such as age and sex,17 but

also attributes that are read into the face such as perceived trust-

worthiness and competence.18–23 Typically, in these studies, faces are

presented briefly and the criterion is the judgment people make in the

absence of time constraints. For attributes that can be read from faces

(e.g., age), exposures of 50 ms are sufficient for people to make judg-

ments that almost perfectly approximate their judgments made in the

absence of time constraints.17 For attributes that are read into faces

(e.g., perceived trustworthiness), these exposures are in the order of

150−200 ms. Note that although an individual could be highly consis-

tent in their own judgments, indicatinghigh intraindividual consistency,

they may be highly inconsistent with judgments of other individu-

als, indicating low interindividual consistency.16,24 In fact, as shown

in the section “The importance of idiosyncratic differences in face

evaluation” below, complex judgments from faces tend to be highly

idiosyncratic.15

We focus here on judgments of trustworthiness, because this was

the focus of the paper in 2008,1 but the findings and methods gen-

eralize to other complex judgments. Besides the findings that these

judgments are made after minimal exposure to faces, several other

findings are notable. First, although most of the findings described

above have been observed when people were asked to explicitly judge

faces, explicit intention is not necessary to document the effects of per-

ceived facial trustworthiness.25–29 Recent studies using fast periodic

visual stimulation have been particularly informative for the study of

face perception.30 In this approach, faces are presented at a fixed, peri-

odic rate. This presentation evokes detectable corresponding periodic

changes in the voltage amplitude measured on the scalp with elec-

troencephalography (EEG). Contrasting two conditions (e.g., types of

faces) at the same rate can identify whether the brain is discriminat-

ing between these two conditions. The measured response has a high

signal-to-noise ratio relative to standard EEG measures and is objec-

tive because the frequency is explicitly defined by the experimenter. In

one of the first studies using this technique to study perceived facial

trustworthiness, Verosky and colleagues26 presented faces at a rate

of 6 Hz (about 167 ms) and also included oddball faces mismatched

on perceived trustworthiness. They found consistent and widespread

neural responses to the perceived trustworthiness of the oddball faces,

although the participants’ task did not involve any evaluation of the

faces (their taskwas to attend to the color of a fixation cross in themid-

dle of the screen and detect changes in this color). Subsequent studies

also showed a reliable neural sensitivity to facial trustworthiness in

tasks not requiring judgments of trustworthiness27 and, in fact, this

sensitivity was not modulated by task instructions.28

The second notable finding is that trustworthiness judgments

emerge early in development.29,31–37 Three- to four-year-old chil-

dren make trustworthiness judgments, which are similar to adults’

judgments,32 and even 7-month-old infants appear to be sensitive to

differences in perceived facial trustworthiness, although not perceived

facial dominance.37

The third notable finding is that trustworthiness judgments aggre-

gated across individuals are highly consistent over time. We collected

judgments of the same faces from different samples of participants

more than 10 years apart.5,38 Nonetheless, as shown in Figure 1A, the

judgments were highly correlated (r = 0.88). Fourth and perhaps more

surprisingly, trustworthiness judgments are highly consistent across

cultures. A large study collected judgments of the same faces in 11

differentworld regions.39 As shown inFigure1B, trustworthiness judg-

ments in different regionswere highly correlated,with the correlations

ranging from 0.71 to 0.96.

The main reason for the early focus on trustworthiness judgments

was that they were highly correlated with almost any other judgment

with an evaluative component (e.g., good versus bad). In principal com-

ponent and factor analyses of social judgments from faces, the first

component invariably captures valence evaluation of faces,2,40,41 and

this component is highly correlated with judgments of trustworthi-

ness, even when these judgments are not part of the initial input to

the analyses.2,42 As shown in Figure 1C, this high correlation between

trustworthiness judgments and valence evaluation, estimated from

a linear combination of 12 other social judgments, replicates across

world regions. The median correlation is 0.92, with a range from 0.75

to 0.96. These findings support the early arguments that in the absence

of a specific context, trustworthiness judgments are a proxy for a gen-

eral valence evaluation of faces and that this evaluation is in the service

of approach versus avoidance decisions.1,42 In fact, studies that rely

on unsupervised clustering of faces, based on their social judgments,

show two fundamental clusters of faces thatmap onto the first valence

component and are tightly associated with approach versus avoidance

decisions.43

The finding that faces are clustered according to their perceived

approachability nicely dovetails with the very first findings of the data-

driven computational models, described in the section “Data-driven
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F IGURE 1 The temporal and cross-cultural consistency of trustworthiness judgments from faces. (A) A scatter plot of judgments of faces
collectedmore than 10 years apart from two different samples (data fromOosterhof and Todorov, 2008 andOh et al., 2019).2,38 Each point in the
scatter plot is a face. (B) All pair-wise correlations of trustworthiness judgments in 11world regions (data from Jones et al., 2021).39 (C)
Correlations between trustworthiness judgments and the first principal component derived from a PCA of 12 other social judgments in 11world
regions (data from Jones et al., 2021).39 This component is best interpreted as valence evaluation.

F IGURE 2 Data-driven computational models of judgments of trustworthiness. As faces change from left to right, their perceived
trustworthiness increases. (A) Amodel that visualizes face shape information associated with perceived trustworthiness (adapted fromOosterhof
and Todorov, 2008).2 (B) Amodel that visualizes face shape and reflectance information associated with perceived trustworthiness (adapted from
Todorov andOosterhof, 2011).13 (C) Amodel that visualizes face shape and reflectance information associated with perceived trustworthiness
while controlling for attractiveness (adapted fromOh et al., 2023).58

computational methods for modeling social judgments”. Specifically,

using a model of trustworthiness judgments (see Figure 2) to exag-

gerate the features that lead to judgments of untrustworthiness

versus trustworthiness resulted in faces expressing anger versus hap-

piness, respectively.1,2 This was the case even though the input to

the model was judgments of emotionally neutral faces. Thus, subtle

traces of emotional expressions, signaling approach versus avoid-

ance behavior, are used to make trustworthiness judgments, perhaps

explaining the rather surprising sensitivity of infants to perceived facial

trustworthiness.37
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The link between trustworthiness judgments/valence evaluation

and emotional expressions has been confirmed in a variety of

paradigms. In dynamic morphing studies, emotions congruent with

facial features (e.g., smiling and trustworthy features) are perceived

as more intense.44 In behavioral adaptation studies, adapting to

angry (versus happy) expressions increases (versus decreases) the

trustworthiness evaluation of emotionally neutral faces.45 In both

behavioral and machine learning studies, the resemblance of neutral

faces to emotional expressions predicts complex judgments, includ-

ing trustworthiness.46–50 Finally, different versions of reverse cor-

relation approaches, in which combinations of facial features are

used to predict social judgments show similar links between the lat-

ter and emotional expressions, signaling approach versus avoidance

behaviors.43,51–53

In sum, complex evaluative judgments from facial appearance are

made efficiently, irrespective of intentions to evaluate or not, emerge

early in development, and show both temporal and cross-cultural con-

sistency, at least when aggregated across participants. One of the key

inputs to these judgments is emotional expressions, signaling approach

versus avoidance behaviors. Even when the faces appear to be emo-

tionally neutral, their resemblance to specific emotional expressions

shapes the evaluative judgments.

DATA-DRIVEN COMPUTATIONAL METHODS FOR
MODELING SOCIAL JUDGMENTS

In a standard, theory-driven approach, one starts with a specific

hypothesis (e.g., the shape of eyebrows is related to perceived trust-

worthiness), manipulates the key variables (e.g., eyebrows shape), and

observes the effect on judgments (e.g., trustworthiness). Some of the

problems with this approach are that (a) the space of hypotheses is

infinitely large (20 binary features result in more than 1 million com-

binations; and features are not binary); (b) it is not clear a priori what

qualifies as a feature (e.g.,mouthversus cornerof amouthversuspixel);

and (c) features that are important for judgments but not in themind of

the experimenter are never studied.12,51

In contrast to theory-driven methods, in a data-driven approach,

one starts with a random sampling of stimuli from awell-defined space,

has these stimuli judged on a specific dimension, and looks for varia-

tions in the features, defined in the space, that predict the judgment.

There are four principal stages of this approach. First, one needs a

statistical representational space of the stimulus domain (e.g., faces)

that allows for random sampling of stimuli. This is essential because

these methods are a version of reverse correlation, in which the out-

come variable (e.g., judgment) is parametrically modeled as a function

of the random variation of the stimuli.12 As described below, this sta-

tistical space could be based on a principal components analysis (PCA)

of the shape and texture of faces, as in our earlier work,1,2 or on deep

machine learning from thousands of images, as in our recent work.54

The first stage is randomly sampling stimuli from the representational

space. The second stage is the evaluation of the randomly generated

stimuli. At this stage, it is essential to establish that the evaluation

is statistically reliable. We note that although the typical evaluation

procedure entails the rating of images, many other outcome variables

could be modeled—from response times to pupil dilation to neuronal

responses—as long as the measures are statistically reliable. The third

stage is the building of a model of the evaluation in the statistical

representational space of the stimulus domain. The final stage is the

validation of this model. This stage entails generating novel stimuli,

manipulating these stimuli by the model, and having the stimuli eval-

uated by a novel group of participants. In a successful validation, the

manipulated stimuli should be evaluated as intended by themodel.5,55

In our early work,1,2 we randomly sampled faces from a 50-

dimensional shape space of faces, derived from 3D laser scans of real

faces. Participants judged several hundred of these randomly sampled

faces on trustworthiness (and also dominance and threat in Oosterhof

and Todorov, 2008),2 and we used the average judgment to find varia-

tion in the shape space that predicts changes in judgments (a detailed

treatment of these specific methods and their assumptions is provided

elsewhere5). Figure2Ashowsamodel of perceived trustworthiness. As

mentioned in the section “Complex judgments from faces”, one can see

that emotional expressions emerge despite the fact that we only used

faces that appeared to be completely emotionally neutral. One can also

see that trustworthy-looking faces are more feminine and baby-faced,

a finding consistent withmany prior studies.56,57

The first models of complex judgments that we built were mod-

els based on facial shape, but facial reflectance (brightness, texture,

and color variation) is just as important for these judgments.59,60

Figure 2B shows a model of perceived trustworthiness that manip-

ulates both shape and reflectance. The influence of masculinity is

particularly salient here, as male faces tend to be darker than female

faces.61,62 In subsequent research, we built and validated models of

dozens of judgments based on both shape and reflectance.13,55,63,64

The faces generated by these models have been used by thousands of

researchers from hundreds of universities covering the globe.5

Having a model allows you to inspect the configurations of features

that drive specific judgments and to parametrically manipulate the

impressions of any facial image. Furthermore, the fact that the models

are vectors in the same space has three important implications. First,

the similarity of the models is immediately apparent. Not surprisingly,

similar, correlated judgments (e.g., trustworthiness and emotional sta-

bility) result in similarmodels.55 Second, it is straightforward to control

for shared variance between different models.58,65 Figure 2C shows

a model of perceived trustworthiness controlling for attractiveness.58

Although the perceived trustworthiness of faces increases, their

attractiveness does not. However, the emotional expressions of the

faces predictably change from angry to happy and, correspondingly,

their perceptions of approachability.

The third implication is that one can build models of measures,

including neural responses, different from explicit judgments and

immediately relate these models to more interpretable models of

judgments.66,67 For example, using a continuous flash suppression

procedure, we built a model of the speed of emergence of faces in

consciousness.66 This model was highly correlated with a model of

dominance judgments: more dominant-looking faces emerged faster
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F IGURE 3 Data-driven computational models of judgments of trustworthiness. As faces change from left to right, their perceived
trustworthiness increases (adapted from Peterson et al., 2022).54 (A) Amodel applied to a female face. (B) Amodel applied to amale face.

in consciousness. We want to emphasize that the approach need

not be applied to explicit judgments only. As noted earlier, any out-

come measure of theoretical interest (e.g., response times, approach

behavior, pupil dilation as a measure of arousal, etc.) that is statisti-

cally reliable could be modeled. At the same time, the existing and

interpretable models of explicit judgments provide meaningful con-

straints on the interpretation of measures with less clear behavioral

meaning.

One issue with the faces generated by our older models is that they

are highly unrealistic (see Figure 2), although it is possible to apply

them to images of real faces to manipulate the impressions of the

latter through morphing.65,68 However, with the remarkable recent

rapid developments in the generation of hyper-realistic images such

as in the Style-GAN architecture,69,70 it is possible to build models of

hyper-realistic faces.54 Although the underlying latent representation

of hyper-realistic faces (i.e., the statistical representational space) is

much more complicated and more difficult to interpret than the PCA-

derived representations derived from laser scans of real faces,5,71 the

conceptual logic of building models of judgments is the same. One

starts with a random sample of facial images, these images are judged

on specific dimensions, the average judgment is used tobuild amodel of

the judgment in the latent multidimensional space representing faces,

and themodel is validated.

Recently, we built more than 30 models of perceived attributes:

from attributes that are read from faces (e.g., age, hair color) to

attributes that are read into faces (e.g., perceived trustworthiness).54

Figure 3A shows a model of perceived trustworthiness applied to a

female face and Figure 3B shows the same model applied to a male

face. The faces are highly realistic and once again emotional expres-

sions emerge as in the old models of synthetic faces. As the faces are

manipulated to appear more trustworthy, their emotional expressions

becomemore positive.

One can also control for shared variance with other judgments. We

illustrate this with models of two correlated judgments: electability

and dominance. As shown in Figure 4, as faces are manipulated to

appearmore electable, their perceived dominance also increases. Con-

trolling for the latter, the more electable faces acquire more positive

expressions.

In sum, there has been remarkable progress in the development of

the data-driven computational approach for modeling complex social

judgments from faces. This approach discovers the configurations of

perceptual features that drive specific judgments without imposing a

priori theoretical assumptions about the importance of any feature.

Further, this approach is not limited to explicit judgments and can be

extended to any behavioral, physiological, or neuralmeasure, as long as

this measure is reliably measured.

THE IMPORTANCE OF IDIOSYNCRATIC
DIFFERENCES IN FACE EVALUATION

The models of various judgments have been extensively validated,5,54

but they are models of aggregated judgments. In general, to the extent

that there is any agreement in judgments, aggregation would increase

the reliability of the judgments. However, it would also mask stable

individual differences. The typical statistic of agreement reported in

studies is the Cronbach’s alpha, with values often higher than 0.90, but

this statistic is best interpreted as the expected correlation between

the aggregated judgments of two different samples with the same size.

Thus, although this statistic indicates the high reliability of aggregated

judgments, it does not imply anything about individual differences in

judgments. To identify whether these differences meaningfully con-

tribute to judgments, one needs to use repeated judgments of the same

stimuli (e.g., faces) and partition themeaningful variance.14,16

In variance partitioning studies, the meaningful variance is

attributed to the stimuli (i.e., shared contributions to judgments),

the participants, and the participants by stimuli interactions (i.e.,

idiosyncratic contributions to judgments). How the variance partitions

is critical for understanding complex judgments (a detailed treatment

of the methods, including scripts for analyses and data simulations

with recommendations for sample sizes of both participants and

stimuli is provided elsewhere16). Consider two possibilities: most
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F IGURE 4 Data-driven computational models of judgments of electability. As faces change from left to right, their perceived electability
increases (adapted fromPeterson et al., 2022).54 (A) Amodel applied to a female face. (B) Amodel applied to the same female facewhile controlling
for perceived dominance. (C) Amodel applied to amale face. (D) Amodel applied to the samemale face while controlling for perceived dominance.

of the variance in judgments is due to the stimuli versus most of

the variance is due to the participants by stimuli interaction (e.g.,

participant 1 likes face A more than face B, but participant 2 likes

face B more than face A). In the former case, relying on a model of

aggregated judgments is a prudent approach. But in the latter case,

this approach is essentially masking most of the meaningful variance

and, as a result, providing a misleading picture of the judgment at

hand.

In the case of trustworthiness judgments, as shown in Figure 5A,B,

the idiosyncratic variance trumps the shared variance.15,72 In fact,

stimulus features account for less than 10%of themeaningful variance

of judgments. This result—idiosyncratic exceeding shared variance—

holds for other complex judgments from faces.15,73–75 The only judg-

ments for which the shared variance trumps idiosyncratic variance are

relatively simple judgments such as femininity/masculinity and age.15

In the case of these judgments, in contrast to complex judgments such

as trustworthiness, the mapping from facial features to judgments is

relatively consistent across participants.

These findings have dramatic implications for how we should build

models of complex judgments. The existing models (Figures 2−4) are
essentially models of stimulus features that are consistently used by

most participants. But these features account for a small propor-

tion of the variance of judgments. Hence, the models effectively hide

the highly heterogeneous nature of judgments. Recently, we intro-

duced a novel method for building models of judgments of individual

participants.72 The method combines procedures from classic psy-

chophysical reverse correlation studies76 and sampling of faces from

a latentmultidimensional space.54 As shown in Figure 5C, the resulting

models are compelling and highly diverse.

As in the case of models of aggregated judgments, these individ-

ual models need to be validated. We have shown that for complex

judgments such as trustworthiness, models derived from judgments of

the participants are more predictive of their judgments of novel faces

than models derived from judgments of other participants.78 For sim-

ple judgments such as masculinity, the predictive power is the same,

justifying the reliance onmodels of aggregated judgments.

The findings of the highly idiosyncratic nature of complex judg-

ments from faces are consistent with twin studies, showing that

these judgments are primarily explained by the unique environ-

mental history of the individual.79,80 This poses particular difficul-

ties for identifying the source of idiosyncratic differences. In fact,

modeling those differences is exceedingly difficult.15 We can make

informed empirical guesses about their source—for example, the cul-

tural typicality of faces and their resemblance to personally familiar
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F IGURE 5 Idiosyncratic and shared contributions to trustworthiness judgments. (A) Variance partitioning coefficients (VPC) of
trustworthiness judgments of neutral faces from a standardized face set.77 Stimulus variance reflects shared contributions, whereas participant
and participant× stimulus variances reflect idiosyncratic contributions (data fromAlbohn et al., 2024).15 (B) VPC of trustworthiness judgments of
neutral faces from a highly heterogenous face set (images collected “in the wild,” varying in background, clothing, camera angle, etc.). For both sets
of faces, idiosyncratic variance trumps shared variance. (C) Data-driven computational models of individuals making trustworthiness judgments.
Each row represents amodel fitted to the data of a single participant. As faces change from left to right, their perceived trustworthiness increases
for the respective participant (adapted fromAlbohn et al., 2024).78 Note the large differences between the participants’ mental models of
trustworthiness.

faces81–84—but it might be that some of the idiosyncratic differences

are simply irreducible.

Nonetheless, we can build models of judgments of specific indi-

viduals, visualizing their idiosyncrasies. We can also build models

of groups of individuals based on a prior theoretical interest (e.g.,

political affiliation85). Finally, the computational approach extends to

any visual category of stimuli. Human judgments are highly hetero-

geneous and understanding those judgments would require building

models that account for both shared and idiosyncratic contributions to

judgments.
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