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Abstract: Intrinsic structural and oxidic defects activate
graphitic carbon electrodes towards electrochemical
reactions underpinning energy conversion and storage
technologies. Yet, these defects can also disrupt the
long-range and periodic arrangement of carbon atoms,
thus, the characterization of graphitic carbon electrodes
necessitates in-situ atomistic differentiation of graphitic
regions from mesoscopic bulk disorder. Here, we
leverage the combined techniques of in-situ attenuated
total reflectance infrared spectroscopy and first-princi-
ples calculations to reveal that graphitic carbon electro-
des exhibit electric-field dependent infrared activity that
is sensitive to the bulk mesoscopic intrinsic disorder.
With this platform, we identify graphitic regions from
amorphous domains by discovering that they demon-
strate opposing electric-field-dependent infrared activity
under electrochemical conditions. Our work provides a
roadmap for identifying mesoscopic disorder in bulk
carbon materials under potential bias.

Introduction

Graphitic carbon materials serve as a ubiquitous electrode
material class in energy conversion and storage devices due
to their scalability, durability, conductivity, and wide electro-

chemical potential window. The intrinsic oxidic and struc-
tural disorder known to form under polarization bias and
aqueous conditions[1] activates graphitic carbon towards
electrochemical reactions that underpin these
technologies.[2,3] For example, ex-situ characterization in
concert with computational models have led to the hypoth-
esis that topological defects,[4,5] edges,[6–9] or sites adjacent to
or at oxygen-defects[9,10] can serve as active sites for the
oxygen reduction reaction.[11] Similarly, these combined tools
suggest that carbon atoms around pentagonal and octagonal
structures or zig-zag and armchair edges enable CO2
electroreduction.[12,13] These microscopic defects can also
introduce mesoscopic disorder, i. e., amorphous domains, by
disrupting the long-range and periodic arrangement of
carbon atoms.[14–16] The centrality of intrinsic defects and
their emerging role in activating electrochemical reactions at
scalable and low-cost carbon electrodes necessitates the
development of in-situ spectroscopic tools and computa-
tional models that identify the intrinsic mesoscopic disorder.
Vibrational spectroscopy of bulk graphite characterizes

the structure of the sp2 building block under applied
potentials in a non-destructive fashion. In Raman spectro-
scopy, the introduction of disorder activates the A1g breath-
ing mode near 1355 cm� 1 (D peak), which is forbidden in
crystalline graphite.[17–19] The phonon linewidth and intensity
of this feature relative to the E2g(2) in-plane vibrational mode
at 1580–1600 cm� 1 (G peak) present in crystalline graphite
has been related to the degree of disorder (i. e., the
clustering of the sp2 phase, changes in C� C bond angles and
lengths, the sp2 : sp3 ratio, and the presence of sp2 rings or
chains).[18,20–22] The ability to track the potential-dependence
of the D band has revealed how graphitic carbon electrodes
restructure under electrochemical conditions; for example,
Raman experiments have revealed the formation of struc-
tural defects and delamination following oxidation[23,24] and
the presence of disorder in the sp2 lattice during electrolyte
ion intercalation.[25–28] However, changes in the D band do
not distinguish between amorphous regions and intrinsic
oxidic defects. Infrared spectroscopy (IR) offers a comple-
mentary, non-destructive approach to characterize graphitic
carbon in-situ. The effects of disorder on the known IR-
active A2u mode at 868 cm

� 1 and E1u mode at 1588 cm
� 1 of

crystalline graphite[29–31] and their changes under applied
potential remain open questions; however, oxygen motifs
exhibit varying dipole moments that can be tracked using IR
spectroscopy.[32–36] Thus, we hypothesized that IR spectro-
scopy combined with computational models presents an in-
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situ strategy to characterize amorphous domains, graphitic
regions, and oxygen defects in bulk graphitic carbon.
Here, we prepare graphitic and disordered carbon

electrodes compatible with in-situ IR and computational
modeling. We deposit a continuous film of disordered
graphitic carbon material, specifically, reduced graphite
oxide (rGO), onto conductive and high-refractive index
substrates,[36,37] which enables their subsequent in-situ char-
acterization by attenuated total reflectance (ATR)-IR. We
employ first-principles calculations of in-silico constructed
bulk rGO models that capture the incorporation of ex-situ
experimentally observed oxidic defects, graphitic domains,
and amorphous regions at the atomic level. By probing the
in-situ ATR-IR spectra of the rGO electrodes under applied
potential bias, we discover two IR-active features that
exhibit opposing potential-dependent IR activities (Stark
shifts) in aqueous electrolytes. Using our first-principles
calculations of in-silico constructed bulk rGO models, we
reveal disparate vibrational Stark effects in graphitic regions
and intrinsic mesoscopic disorder. Thus, our work demon-
strates that ATR-IR combined with theoretical models
facilitates the identification of mesoscopic disorder in bulk
graphitic carbon electrodes in-situ.

Results and Discussion

Ex-situ characterization data are in line with the formation
of a disordered rGO film following electroreduction from
GO. rGO was electrodeposited on Au-coated Si substrates
(Au/Si) compatible with ATR-IR (all synthesis procedures
detailed in the Supporting Information and in Figures S1–

S4). X-ray photoelectron spectroscopy (XPS) data are
consistent with the formation of a rGO film on Au surfaces.
Figure 1a depicts the high-resolution C 1s XPS data of the
resulting film. In contrast to the GO dropcast on Au
(Figures S5a and S6a), we observe a significant decrease in
the peak centered at 286.4 eV, attributed to ether and
hydroxyl moieties (C� O� C/C� OH) with contributions from
carbonyl (C=O) and carboxylic acid ((C=O)OH)
moieties.[38,39] The IR spectrum of the GO precursor
compared with that obtained for rGO similarly shows a
significant decrease in C� O� C, C� OH, C=O, and carboxylic
acid (C=O)OH functionalities (Figures S7 and S8, Tables S1
and S2), in line with XPS results. Furthermore, the high-
resolution O 1s XPS data of the rGO film show an absolute
decrease in all oxidic functionalities compared to GO
(Figures S5b, S6b, and S9). An analysis of the relative peak
area ratios of the C 1s and O 1s XPS features of the rGO
film suggests a 14% atomic oxygen surface (Figure S10), a
significant reduction from the 39% value observed for GO
dropcast on Au (Figure S11, Table S3). In addition, in
contrast to the GO dropcast on Au (Figures S5a, S6a, S10,
S11), we observe an increase in the peak centered at
284.6 eV for the electrodeposited rGO shown in Figure 1a,
primarily attributed to carbon in disordered regions, i. e., sp3

carbon, vacancies, edges, pentagons, and heptagons
(Cdisorder),

[38] and carbons bound to oxidized carbons
(C� Coxidized).

[39,40] We note that crystalline graphite, with
negligible disorder, is well-documented to exhibit a feature
at 283.3 eV (Csp2), demonstrating that the Cdisorder peak
observed here encompasses sp2 carbons with binding ener-
gies positively shifted from the expected 283.3 eV value due
to the introduction of disorder.[38] The Au 4f XPS region of

Figure 1. Characterization of reduced graphite oxide (rGO) films prepared via the electrodeposition of GO on Au-coated Si (Au/Si) surfaces.
(a) High-resolution x-ray photoelectron spectra of the C1s region. (b) Electron energy-loss spectra of carbon K-edges. (c) Raman spectrum.
(d) Atomic force microscopy image of the rGO� Au-Si boundary and (e) the height profile along the dotted white line. (f) Grazing-incidence XRD
(GIXRD). GIXRD was conducted on a 0.3 μm-thick rGO electrodeposited on Au-coated aluminosilicate glass (see Supporting Information for
details).
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the rGO film shows a nearly featureless spectrum, suggest-
ing that the electrodeposited and reduced carbon film is
formed with negligible Au pinholes (Figure S10, Table S4).
The uniformity of the film is further supported by a
featureless voltammetric profile of the resultant rGO film
obtained in N2-saturated 0.1 M sodium phosphate (pH 7.4);
the profile is nearly identical to that observed using a glassy
carbon electrode and inconsistent with Au-catalyzed hydro-
gen evolution reaction (HER, Figure S3), suggesting a
suppression of HER over the potential range examined.
Electron energy-loss spectra (EELS) of rGO K-edges

reveal a peak at 285.5 eV (Figures 1b and S12), correspond-
ing to π* electronic states for carbon atoms that support the
presence of sp2 carbon in the resulting film.[41,42] In addition,
Raman spectra are consistent with the formation of a defect-
rich graphitic material, Figure 1c. For the as-prepared rGO
film, we observe peaks centered at 1351 and 1597 cm� 1, in
line with previously reported ranges for the G band and D
band observed for rGO, respectively (Figure S13).[43] The
observation of a D band suggests the presence of disorder
and defects, such as the oxygen heteroatoms observed by
our XPS measurement, in addition to incomplete graphitiza-
tion, topological defects, in-plane distortions, and
strain.[18,44–46] Atomic force microscopy (AFM) images dem-
onstrate the formation of a ~40 nm thick film on top of the
Au surface (Figures 1d and 1e). As the thickness of GO and
rGO sheets have been shown to be between 1.1 and
3.6 nm,[47] the results suggest that approximately 11 to 36
sheets of rGO, at maximum, are layered on top of the Au
nanofilm. Moreover, prior work suggests that multi-layer
graphene structures with more than ten layers resemble
electronic and spectroscopic properties of graphite,[48,49] thus,
the thickness of the films observed in this work implicate the
formation of a disordered graphitic carbon bulk material on
Au. Figure 1f depicts the grazing incidence x-ray diffraction
(XRD) data for a thicker, 0.3-μm thick rGO film (Fig-
ure S14). This thickness was chosen to rule out broadening
effects in XRD inherent to nanoscale materials. A broad
peak at 23.4° was observed, corresponding to a d-spacing of
3.8 Å, which approaches the d-spacing of graphite at 3.4 Å,

in line with literature reports.[50,51] The broadness of the
feature suggests that the disordered graphitic carbon film
contains amorphous domains, as previously observed.[50,51]

Scanning electron microscopy (SEM) images are consistent
with the formation of a layered structure (Figure S15) on
the electrode surface. Furthermore, in Figures S16 and S17,
we demonstrate that the IR beam penetrates the rGO/Au/Si
composite in an ATR configuration. The comparable IR
intensities of a vibrational probe molecule (p-nitrobenzoic
acid) on the surface of rGO/Au/Si and on bare Si suggest
that the rGO/Au/Si system is compatible with ATR-IR
spectroscopy for carbon material characterization. We note
that the enhanced IR intensities of p-nitrobenzoic acid
observed on the Au/Si surface relative to that observed in
the presence of the rGO (i.e., rGO/Au/Si) and absence of
Au (i. e., bare Si) are in line with the expected surface-
enhanced infrared absorption properties of the underlying
and nanostructured Au.[52–55] Although the rGO, Au, or
rGO/Au layer can reduce the ATR-IR penetration depth
compared to bare Si, if the rGO/Au layer attenuates the IR
penetration depth to less than the composite‘s thickness,
vibrational probes on the rGO/Au surface relative to that on
bare Si would not produce comparable IR signals at similar
surface concentrations of the probe. Together, our results
are consistent with the development of an electrodeposition
strategy that produces a continuous film of disordered
graphitic carbon on top of Au/Si composites with minimal
pinholes for ATR-IR analyses.
We discover that the ATR-IR data of the rGO bulk film

reveal two potential-dependent features that increase in
signal intensity and exhibit opposing Stark shifts upon
reductive polarization in aqueous electrolytes. Figure 2a
depicts the cyclic voltammogram (CV) of the rGO film
prepared on Au/Si in N2-purged 0.1 M HClO4. Over the
potential range examined, we do not observe significant
Faradaic current above the double layer capacitance,
suggesting that the IR spectra do not report on processes
that occur as a result of charge transfer, e. g., intercalation.
Figure 2b depicts the IR spectra (spectroscopic peaks
summarized in Table S5) collected during the CV experi-

Figure 2. (a) Cyclic voltammogram of reduced graphite oxide on Au/Si in 0.1 M HClO4 under N2-saturated conditions. Data were collected at
2 mVs� 1 with a negative direction of scan. Blue circles represent potentials where ATR-IR spectra are reported in the negative-going scan, and red
circles represent potentials where ATR-IR spectra are reported in the positive-going scan in Figures 2b and 2c. (b) Simultaneously collected ATR-IR
spectra during the CV scan are shown in Figure 2a. Background spectra were collected in N2-saturated 0.1 M HClO4 at 1.07 V vs RHE. (c) (top)
Potential dependence of the peak position of that observed at 1585 cm� 1 at 0.89 V in Figure 2b. (bottom) Potential dependence of the peak
position of that observed at 1269 cm� 1 at 0.89 V in Figure 2b. Error bars depict the spectral resolution.
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ment, as shown in Figure 2a. At 1.07 V (all potentials quoted
relative to the reversible hydrogen electrode, RHE), we
observe features at 1585 and 1269 cm� 1. The intensities of
the two features are reversible with respect to changes in the
applied potential; they increase as the potential is driven to
more negative values (from 0.89 to 0.29 V, Figure 2b, blue),
and the peak intensities are diminished again once the
potential is reversed at 0.29 V and driven to more oxidative
values (Figure 2b, red). The peak positions of both features
shift as a function of the applied potential, Figures 2c and
S18. Upon reductive polarization bias, the peak at 1585 cm� 1

blueshifts to 1592 cm� 1 while the peak at 1269 cm� 1 redshifts
to 1264 cm� 1. Both Stark shifts are reversible with respect to
changes in the applied potential.
These features are inconsistent with IR peaks associated

with the solvent or the electrolyte. Identical experiments
conducted in D2O (Figure S19 and Table S6) preserve both
the potential-dependent intensity changes and the peak
positions, ruling out an assignment to the aqueous solvent or
various protonation states of the carbon surface. We observe
a shoulder at 1650–1644 cm� 1 in Figure 2b, consistent with
literature reports of the bending mode of water
(δHOH).[56–59] We confirm this assignment through identical
experiments conducted in N2-saturated 0.1 M DCl in D2O,
where the feature disappears and is replaced by the bending
mode of D2O at 1191 cm

� 1 (Figure S19 and Table S6).[60]

Notably, the IR signal attributed to δHOH in Figure 2b
irreversibly increases on the CV timescale. ATR-IR spectra
collected at a constant potential value (0.47 V) show an
increase in the IR signal attributed to δHOH over time
(Figure S20), implicating that the growth in the water
feature is dependent on time. These results suggest irrever-
sible changes in the water population within the ATR-IR
penetration depth. Notwithstanding, we do not observe the
features at 1585 cm� 1 and 1269 cm� 1 for identical experi-
ments conducted in the absence of rGO deposition (Fig-
ure S21 and Table S7), demonstrating that these features do
not arise from interfacial rearrangement of the solvent or
the electrolyte at the polarized Au surface. While we note
that the underlying Au (Figures S16 and S17) could amplify
rGO IR signals near or at the Au surface, the presence of
IR peaks consistent with rGO are observed in the absence
of Au (Figure S8 and Table S2) suggesting that the observed
peaks in Figure 2 report on rGO structures at the Au/rGO
interface as well as the bulk rGO. In addition, the features
persist (Figure S22 and Table S8) for identical experiments
conducted on thicker rGO films (~0.3 μm, Figure S14),
consistent with their assignment to potential-dependent
features associated with the bulk disordered graphitic
carbon film and not the interface. Apart from the OH
stretching feature of water at ~3250 cm� 1, additional features
are not observed over the expanded wavenumber range
observable by ATR-IR (Figure S23a). Upon conducting a
second CV cycle, we observe similar peak trends (Fig-
ure S23b), indicating that the observed IR features do not
arise from an irreversible modification of the rGO. We note
that prior works elucidating the reduction mechanism of GO
to rGO using in-situ polarization modulation IR reflection
absorption spectroscopy observe broad features at

~1580 cm� 1 and ~1270 cm� 1, among others;[36] however, these
studies do not comment on the potential-dependent changes
in IR peak positions. Together, our in-situ spectroelectro-
chemical data reveal two reversible potential-dependent IR
peaks, with opposing Stark effects, that are consistent with
assignments to the bulk rGO film.
To investigate the hypothesis that a Stark effect can be

observed for IR-active modes in bulk disordered graphitic
carbon, we conduct first principles (FP) simulations based
on density functional theory (DFT).[61–64] We consider a film
of disordered carbon represented by a 128-atom supercell
containing a small proportion of oxygen atoms. In contrast
to prior computational structural models using molecular
clusters to mimic structural motifs and investigate the IR
activity of oxidized 2D carbon materials,[32–35,65] the FP
calculations used here enable the incorporation of disorder
in the bulk at the atomic level.[66,67] We carried out
simulations in the presence of a finite electric field,[68,69] and
we predicted IR spectra for bulk samples. Using first-
principles molecular dynamics (FPMD) and an annealing-
and-quenching procedure, we prepared amorphous graphitic
models (C114O10H4) that incorporate 9% atomic oxygen in
the bulk via in-silico thermal annealing (computational
details in the SI).
Figure 3a depicts one resultant model obtained at

1000 K (model-1). Model-1, which has 4 graphitic layers in
the unit cell, exhibits oxygen defects in three predominant
environments: phenolic (1), ether (2), and fused ether (3).
Model-1 has near 100% sp2 carbon content and an average
inter-layer distance of 3.4 Å. Importantly, this model shows
key features observed experimentally: (1) the oxygen defect
amount (~9%) similar to that experimentally observed by
XPS (Figures 1a and S10, Table S3); (2) the phenolic and
ethereal oxygen defects observed by XPS (Figures 1a and
S9); (3) the layered graphitic structure responsible for an
observed d-spacing by XRD (Figure 1f) and further con-
firmed by SEM (Figure S15) and EELS (Figures 1b and
S12); and (4) the amorphous nature of the material that
disrupts long-range periodicity of graphitic domains giving
rise to the broad XRD feature (Figure 1f). We note that the
choice of the annealing temperature is important to generate
models consistent with the experiments. We also generated
two additional C114O10H4 models (named Model-2 and
Model-3, see SI) with varying degrees of disorder by
increasing the annealing temperature (Figure S24).
Although the atomistic structure of Model-2 presented
several characteristics similar to the experiments, for techni-
cal reasons, we could not apply an electric field to this model
as it has a close to zero band gap.[68] We found that Model-3
does not retain the layered graphitic structure observed
experimentally, i. e., it is highly amorphous (71% sp2

carbon). Thus, we primarily focus on Model-1 (C114O10H4,
Figure 3a), which effectively captures several key bulk
properties of the experimentally probed rGO bulk film. We
note that the computational methods used herein to predict
the presence of a vibrational Stark effect are generalizable
to materials that exhibit a band gap, and thus, these methods
can be used to characterize other bulk carbon materials.
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The calculated IR spectrum of C114O10H4 reveals several
features in the spectral regime observed in experiments and
exhibits Stark effects. Figure 3b, black, depicts the calculated
IR spectrum of Model-1. Primary features at 1598, 1518,
1407, 1390, 1224, and 1182 cm� 1 are observed (Table S9,
Figure S25). We note that many narrow IR features are
observed for C114O10H4 while ATR-IR experiments show
two broad IR bands (Figure 2b). We expect experimental
rGO samples to have different bonding environments; this
heterogeneity cannot be exhaustively sampled using first-
principles simulations with supercells containing a few
hundred atoms. Notwithstanding, the C114O10H4 model
derived here enables us to test the effects of a finite total
electric field on the vibrational features of the film. In our
analysis, we focus on the peaks appearing at 1598 cm� 1 and
1224 cm� 1 (band I and II, respectively), which exhibit
opposite field-dependent shifts: band I exhibits a blueshift,
whereas band II exhibits a redshift with decreasing total
electric field (Figure 3c).
Figure 3d shows the vibrational mode of the lowest layer

of graphitic Model-1 (shown in Figure 3a), where we have
identified the mode giving rise to band I (we call it L-layer);
this mode exhibits complex displacements primarily along
the C(sp2)� C(sp2) bonds. Vibrational modes associated with
other layers of the model also exhibit displacements along
C(sp2)� C(sp2) bonds (Figure S26), while contributions from
the oxidic defects are not observed in this frequency range.
Importantly, both Model-1 and Model-2, where graphitic
layers are present, exhibit IR features around 1598 cm� 1,

while the amorphous Model-3 does not have this feature,
highlighting our assignment of the band to graphitic layered
domains, rather than amorphous carbon (Figure S24 and
25). The shift of the maximum of a given band upon
application of an electric field may stem from two different
reasons:[70] (1) a shift of the vibrational frequency of the
modes from which the band originates, and (2) a change in
the relative intensity of the several, close vibrational modes
contributing to the band, resulting in an effective shift of the
position of the band maximum. We find that the former
mechanism leads to a blueshift of band I in the presence of a
decreasing electric field.
Figure 3e shows the vibrational mode of the L-layer of

graphitic model-1 (shown in Figure 3a) for band II; unlike
band I, we observe contributions to band II originating from
C� O stretches of the oxidic defects, in addition to vibra-
tional modes leading to complex displacements along C-
(sp2)� C(sp2) bonds (i. e., stretching) and C(sp2)� C(sp2)� C-
C(sp2) angles (i. e., bending). Other layers in the model also
exhibit modes leading to similar complex displacements
along C(sp2)� C(sp2) bonds (i. e., stretching) and C(sp2)� C-
(sp2)� C(sp2) angles (i. e., bending) (Figure S26). Unlike
band I, we do not observe any significant changes in the
frequencies of the individual vibrational modes contributing
to band II when an electric field is applied. Instead, the peak
position shifts due to changes in the relative intensities, i. e.,
oscillator strengths (transition dipole moments), of the
modes contributing to the peak, which correspond to
C(sp2)� C(sp2) bonds, C(sp2)� C(sp2)� C(sp2) angles, and C� O

Figure 3. (a) Computational model-1 of bulk reduced graphite oxide with amorphous domains (C114O10H4) and varying oxidic domains shown.
Orange and yellow spheres represent sp2- and sp-hybridized C atoms, red spheres represent O atoms, and cyan spheres represent H atoms.
(b) Computed IR spectra of C114O10H4 as a function of the applied field. (c) Stark shifts observed for two predominant modes along the z-axis. (d
and e) Vibrational modes (only the lowest (L) layer in Figure 3a is shown) contributing to band I and band II, respectively. Other layers depict C� C
displacements (see SI).
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stretches (Figure S26). Interestingly, amorphous Model-3
also exhibits IR modes at 1231 and 1291 cm� 1 with contribu-
tions from C(spn)� C(spn) bonds (i. e., stretching) and C-
(spn)� C(spn)� C(spn) angles (i. e., bending), where n equals 2
or 3 due to the amorphous structure with higher sp3 content
(Figure S27). In this amorphous model, the IR peaks in this
spectral region (1200–1300 cm� 1) similarly exhibit redshifts
with decreasing electric field (Figure S28); these shifts
originate from changes in the relative intensities of the
modes contributing to the peak. Thus, for band II, our
simulations show that graphitic Model-1 and amorphous
Model-3 similarly give rise to redshifted IR features in the
1200–1300 cm� 1 region, demonstrating that these features
persist irrespective of the extent of mesoscopic disorder.
Importantly, in Model-3, larger electric fields can be applied
(Figure S28) compared to Model-1 (Figure 3). Thus, for
Model-3, the observed persistence of the redshifting IR
peaks in the 1200–1300 cm� 1 region with decreasing electric
field (Figure S28b) further support the field-dependent
effects of band II observed in Model-1. This result differs
from our assignment of band I, see above, where the
graphitic model-1 gives rise to a blue-shifted IR feature in
the 1600 cm� 1 region, whereas the amorphous Model-3 does
not; hence, we conclude that the peak at 1600 cm� 1 pertains
to graphitic domains oriented perpendicular to the simulated
applied field. We note that although the small total electric
field applied in our calculations does not significantly impact
the positions of the valence band maximum and conduction
band minimum of our models, it impacts the vibrational
frequencies and oscillator strengths (IR intensities) of
individual C(sp2)� C(sp2) stretches, C(sp2)� C(sp2)� C(sp2)
bends, and C� O stretches that contribute to computed IR
bands, thus leading to shifts in IR peaks (Figure S29).
Together, our results highlight that the composition of the
bulk atomic disorder modulates field-dependent IR activity.

Conclusions

Together, our combined experimental and theoretical work
reveals that the bulk of disordered graphitic carbon electro-
des exhibit electric-field dependent IR activities, i. e., vibra-
tional Stark effects, that are sensitive to the extent of bulk
mesoscopic intrinsic disorder. Specifically, the linear rela-
tionship between the electric field and electrode potential
enables us to draw parallels between experiment and theory.
In-situ ATR-IR experiments of rGO show blue- and red-
shifts at 1585 cm� 1 and 1269 cm� 1 with decreasing applied
potential, respectively. Computationally simulated rGO
models show IR peaks in the spectral region consistent with
the experiments and blue- and redshifts at 1598 cm� 1 and
1224 cm� 1 with decreasing electric fields, respectively. The
former band is in line with complex displacements along
C(sp2)� C(sp2) bonds in graphitic domains that disappear
with a decrease in the layered graphitic structure and sp2

carbon content. The latter band is in line with complex
displacements attributed to C(sp2)� C(sp2) bonds (i. e.,
stretching) and C(sp2)� C(sp2)� C(sp2) angles (i. e., bending)
of disordered regions and C� O stretches of the oxidic

defects that persist with a decrease in the sp2 content and
layered graphitic structure. First principles simulations
suggest that the blue- and redshifts arise from two different
mechanisms: the former from changes in the vibrational
frequency of the modes from which the band originate, and
the other from a change in the relative intensity of the
vibrational modes contributing to the band, resulting in an
effective shift of the position of the band maximum.
Our work shows that disorder in graphitic carbon

electrodes encompasses not only well-defined defects, such
as phenolic and ether oxidic moieties but also amorphous
regions. These results implicate that materials synthesis
strategies to engineer well-defined defects in carbon materi-
als for electrochemical applications must consider their
structural consequences on the short- and medium-range
order. Our combined spectroelectrochemical and theoretical
approach provides a roadmap for identifying mesoscopic
disorder in bulk carbon materials, enabling the elucidation
of the relationship between this disorder and electrochem-
ical responses.
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We show that graphitic carbon electro-
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