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A core challenge for superconducting
quantum computers is to scale up the num-
ber of qubits in each processor without in-
creasing noise or cross-talk. Distributed
quantum computing across small qubit ar-
rays, known as chiplets, can address these
challenges in a scalable manner. We pro-
pose a chiplet architecture over microwave
links with potential to exceed monolithic
performance on near-term hardware. Our
methods of modeling and evaluating the
chiplet architecture bridge the physical and
network layers in these processors. We
find evidence that distributing computation
across chiplets may reduce the overall er-
ror rates associated with moving data across
the device, despite higher error figures for
transfers across links. Preliminary analy-
ses suggest that latency is not substantially
impacted, and that at least some applica-
tions and architectures may avoid bottle-
necks around chiplet boundaries. In the
long-term, short-range networks may under-
lie quantum computers just as local area
networks underlie classical datacenters and
supercomputers today.

1 Introduction
Quantum computing is at the forefront of emerg-

ing technologies, owing to its promise to solve
some algorithms dramatically faster than classical

counterparts. Quantum computers (QCs) evalu-
ate quantum circuits in a manner similar to classi-
cal computers assessing classical circuits. However,
quantum information’s ability to leverage super-
position, interference, and entanglement is antici-
pated to provide QCs significant advantage in tasks
ranging from security-relevant computing [1] and
optimization [2] to simulation of quantum dynam-
ics [3]. To harness the power of quantum computa-
tion, quantum bits, or qubits, are needed which are
the core individual element for information repre-
sentation and storage. Useful QCs require many
qubits that are interconnected to each other in a
low-noise and fault-tolerant manner. Many differ-
ent architectures have been used to encode qubits,
such as superconducting circuits (SCs), trapped
ions, neutral atoms, quantum dots, and photons.
[4]. To date, SC quantum computers have been one
of the most promising platforms [5, 6, 7]. Recent
demonstrations of quantum advantage have shown
that interference with just over 50 qubits can be
harnessed for computational speedups [8, 9, 10].
Additionally, early demonstrations of logical qubits
are emerging [11, 12]. However, more and cleaner
qubits will be required to exploit quantum com-
puting for practical applications.

State of art QCs, sometimes called Noisy Inter-
mediate Scale Quantum (NISQ) devices, are er-
ror prone yet reaching a thousand-qubit capaci-
ties [13]. The qubits on these QCs are not error
corrected and often have limited connectivity that
requires special mapping routines to transform an
algorithm into a technology-dependent form [14].
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NISQ qubits are characterized by their sensitivity
to interactions with their environment and each
other, and the gates and measurements required
for meaningful computation are implemented with
imperfect, error-prone operations. To achieve the
realm of usefulness for quantum devices, many
more qubits, approximately one million or more,
and lower noise figures are essential [15]. Concern-
ingly, as noted in [15], “quantum computer design-
ers face a trade-off between trying to optimize for
quantum computers with many physical qubits and
quantum computers with very low gate error rate.”

Potentially nonlinear scaling of physical re-
sources with qubit number or circuit size may
impede useful quantum advantages. Some forms
of near-term quantum advantage rely on precise
ratios of quantum to classical resources [16, 17].
Even larger quantum-classical separations could be
in jeopardy under an inverse relationship between
qubit quality and system size. Many long-term ap-
proaches to quantum computing, such as fault tol-
erance, conventionally require per-qubit noise to
remain below a fixed threshold for arbitrarily large
systems. The need to keep error rates bounded
and total resource costs close to linear motivates
approaches to reduce unwanted coupling within a
single quantum computer [18].

Scaling up the qubit number without increas-
ing noise comes across many challenges: (1) SC
qubits operate inside a dilution refrigerator (DR)
around 10s of mK, requiring a coax cable feed-
through each to address individual qubits. The
number of coax lines that can go into a DR poses
an important engineering challenge in the number
of qubits that can exist and operate inside each DR.
To overcome this challenge however, using optical
fibers and photodetectors instead of coax cables
and use of wavelength division multiplexing to ad-
dress multiple qubits with each fiber feed-through
has been proposed [19]. (2) Placing many qubits
in close proximity to each other can increase their
connectivity, helpful for engineered qubit-qubit in-
teractions. However, this comes at the cost of in-
creased cross-talk which causes the qubits to de-
cohere faster [20]. (3) Fabricating many qubits on
a single wafer reduces the yield of processors with
high qubit performance since the increased likeli-
hood of a fault of can drastically impact the aver-

age fidelity of the processor as a whole [21]. Fur-
thermore, due to the large footprint of SC qubits,
about 1 mm? [22], even a 12-inch wafer can only
house around 100,000 qubits. (4) A bottleneck fac-
ing SC qubit QCs, especially with a monolithic ap-
proach, involves designing device packaging that
support increased qubit numbers while preserving
qubit operator fidelities and coherence [23]. As
qubit capacity increases on-chip, the chip’s enclo-
sure must provide efficient thermalization as well as
suppress losses caused by spurious package modes.
In addition, the management of chip I/O must be
considered.

All of these challenges point towards the use of a
chiplet architecture and distributed quantum com-
puting [24, 18]. To move towards modular QC
systems, technical hurdles associated with loss, fi-
delity, latency, and scalibility of the interconnect
technology must be addressed [25]. Nonetheless,
increasingly large devices [9, 26] are more likely
to be error-limited for algorithms requiring many
cross-device qubit movements, while smaller de-
vices may achieve low noise without exceeding the
range of classical state vector simulation. A grand
challenge of quantum computing is to achieve the
best of both. A major advance would be an archi-
tecture achieving competitive fidelities today and
the ability to add connected qubits with little im-
pact on attributes of pre-existing qubits.

Classical computing saw similar challenges as-
sociated with scaling the system-on-chip (SoC)
model [27]. Integrated circuit (IC) yield loss is a
result of manufacturing defects caused randomly
by environmental particulates or by systematic
sources such as unavoidable variation or errors dur-
ing fabrication [28]. Because a larger chip has a
higher probability of containing a defect that ren-
ders the entire system unusable, fabricating fewer,
large SoCs on a wafer results in lower yields than
ICs with a smaller wafer footprint. This observa-
tion has led to the increase in popularity of chiplet-
based architectures for improved cost and flexibil-
ity in system design and use [29]. Just as pitfalls
were eventually observed in classical computing de-
vices taking a monolithic approach, it is antici-
pated that continuing to pack qubits on single chip
will push the capabilities of manufacturing, cool-
ing, and control technologies to their limit. Thus,
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to develop QCs containing the millions of qubits re-
quired fault-tolerance, we are motivated to pursue
a modular approach based on multiple cores work-
ing in sync to accomplish computational tasks in a
distributed manner.

Distributed quantum architectures have been
proposed in [30, 31, 32]. Related works present
techniques for targeting a network of quantum
chips for unified computing tasks [33, 34]. Ma-
jor players in quantum computing have noted the
potential of distribution for scaling quantum com-
puters [18, 35]. Our work here aims to develop
link modeling methods that help guide the devel-
opment of next-generation, modular quantum ar-
chitectures. Our main contribution is to bridge
the physical and network layers in evaluating if
and how short-range, high-performance links could
accelerate progress in quantum computing. Our
primary focus is distinct from conventional studies
of quantum communication or networking applica-
tions, examining what underpins these networks in-
stead of assuming common protocols. By connect-
ing the physical with network and application lay-
ers, we begin to concretely answer questions about
when and how linked chiplets obtain advantages
over monolithic architectures. Maybe surprisingly,
today’s quantum processors and links are proba-
bly near the point at which chiplets begin to show
benefits.

Modeling quantum networks is complicated due
its wide range of possible technologies, paradigms,
uses, and aspects. In this study, we focus on
microwave links between nearby, superconducting
processors. Motivating this focus is spectacular
progress in microwave link hardware. Microwave
links already achieve transfer fidelities and laten-
cies on scales not far from local processing. Such
performance underpins the proposal to use quan-
tum links for the low-level implementation of quan-
tum computers. In this picture, fault tolerance
and entanglement distillation are not assumed as
network abstractions. Instead, a chiplet architec-
ture at the physical layer may underlie these and
other abstractions, accelerating the path to rele-
vant thresholds.

1.1 Main contributions & where this work fits

A key contribution of this work is to bridge the gap
from understanding microwave links at the phys-
ical layer to distributed quantum computing ap-
plications. Rather than encapsulate network over-
heads as abstract cost functions, we analyze how
noise and costs in both cross-chiplet links and local
processing impact the eventual fidelity and feasi-
bility of computations. Our models start and ex-
trapolate from observations of real hardware and
experimental physics models. We propose practi-
cal, concrete schemes to detect and reduce errors
on near-term links and processors. Broad themes
in potential applications are evaluated for feasibil-
ity on devices with limited connectivity.

This work does not attempt to provide a com-
plete picture of exactly how quantum intranets
will function, as this would involve much specu-
lation about future developments. Instead, the
analyses herein should be a springboard for co-
design. Quantum software researchers may use
these analyses to answer the question of whether
a proposed algorithm can reasonably and should
be distributed on near-term quantum hardware.
For experimentalists, these results should moti-
vate efforts to integrate cutting edge, SC proces-
sors with microwave links, even before local fault-
tolerance or efficient microwave to optical trans-
duction. With these advances combined, quantum
architects can design sophisticated computing sys-
tems that stitch all elements of the QC stack to-
gether.

The structure of this paper is as follows: In Sec-
tion 2, we review some related literature including
analogous approaches to similar questions. Sec-
tion 3 is about modeling quantum links and lo-
cal gates at the physical layer, including a com-
parison of Hamiltonians between optical and mi-
crowave links, a review of hardware challenges for
local processing, and quantum channel models of
relevant operations. We present a quantum chan-
nel model that captures realistic noise on both mi-
crowave links and local SWAP operations, setting
up later comparions. In Section 4, we compare
monolithic with chiplet architectures at the net-
work layer, incorporating physical information to
derive expected fidelities of qubit transfers in ad-
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dition to topological metrics. We also derive a de-
tailed channel model that includes both links and
local swaps, which we use to propose a simple er-
ror detection scheme for the regime of high-quality
local processing with lossy links. Finally, we con-
clude with some open problems and areas for po-
tential follow-up research.

2 Background

Front runners in the effort to scale quantum com-
puters are increasingly distributed designs as a so-
lution to scaling challenges [18, 35]. In this sec-
tion, a sample of particularly relevant work in the
distributed quantum computing space is reviewed.
Since this space is large, this Section serves to
frame the focus of this work in the context of re-
lated but distinct efforts.

2.1 Two major regimes in quantum networking

A frequently described idea that is not the main fo-
cus of this work is the quantum internet [36, 37, 31],
a long-range union comprising of numerous net-
works between many quantum computers. Infor-
mation transfer within the quantum internet relies
on establishing shared entanglement between re-
mote nodes. Quantum information travels great
distances over optical links, assisted by quantum
repeaters that mitigate signal loss. These systems
will be sophisticated as traveling quantum infor-
mation works in synergy with classical transmis-
sions to implement teleportation-based communi-
cation [38]. Network end-nodes will comprise of
a variety of QCs, heterogeneous in terms of base
technology, and quantum sensing nodes. Many
simulation tools are emerging as an effort to study
how resources and applications are allocated in
quantum network architectures [39, 40, 41] - see
[42, Section 6] or [43] for a summary of related
work. A major challenge to date involves develop-
ing high-efficiency and high-fidelity methods from
matter qubits used primarily and processors and
mobile qubits used in transfers. A prime example
is connecting SC processors with mobile, photonic
qubits [44, 45]. Progress is being made in the
multidiscipinary effort to network quantum devices
[46, 47, 48, 49] at large distances.

In contrast, the primary focus of this paper is the
possibility for quantum intranets [18]: short-range,
low-latency, quantum networks near the physical
layer. A quantum intranet addresses fundamen-
tally different questions from the quantum inter-
net. Rather than provide future applications for
quantum computers, quantum intranets may ac-
celerate progress toward those quantum computers
being a reality. Relating the quantum internet with
quantum intranets are two primary considerations:

1. As noted in [50, Technical Recommendation
1], “only a handful of anticipated use cases
[for long-range quantum networks| have been
identified,” so governments and other sec-
tors “must continue to invest in research on
the potential advantages (and associated re-
quirements) of quantum networks to justify
future development.” Small, efficient, high-
performance test beds for quantum networks
promote exploration, prototyping, and inno-
vation. Ideas tested and invented on short-
range networks may preview uses for long-
range, long-term networks at relatively low
cost.

2. Underlying the quantum internet will be many
abstractions and assumed basic protocols.
Common “primitives” include teleportation,
entanglement distillation, quantum storage,
routing, real-time feedback, and sufficient lo-
cal processing to support these operations
without draining resources from computation.
Just as today’s supercomputers and data cen-
ters use local networks to combine parallel
subunits, large quantum computers may con-
sist of locally connected chiplets. The quan-
tum internet might never replace these local
intranets, just as today’s classical Internet has
not replaced local networks.

While the quantum internet is an active focus of
both scientific research and institutional attention,
the near-term impact of quantum intranets might
be frequently understated. This paper primarily
focuses on the potential for intranets as a competi-
tive quantum computing architecture, rather than
as a small analog of the quantum internet.
Despite major progress in and even commer-
cial applications of quantum networks, an effec-
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tive bridge between quantum communication and
computing remains a challenge. Conventional ap-
proaches rely on future protocols and abstractions,
including reliable quantum memory, entanglement
distillation, and encodings that achieve finite rates
with vanishing error. In contrast, because of mi-
crowave links’ high transfer fidelity and low la-
tency, short-range networks built on this technol-
ogy show promise to improve computation without
relying on these underlying abstractions. Instead,
short, high-quality links could help local quantum
computers reach the scale and quality at which op-
erations such as encoding and distillation will be
more feasible.

2.2 Ongoing work in short-range link hardware

Experimental work has shown that quantum com-
munication between devices is preliminary yet
feasible. In the space of microwave links, the
work of [51] shows that superconducting qubits
and microwave links can couple at high efficiency,
mediated by coupling resonators. The systems
in [52] and [53] demonstrate high-fidelity qubit
state transfer and entanglement between two nodes
separated by a meter within one DR and five
meters between separated cryostats, respectively.
Similarly, [54] describes SWAP operations between
four quantum modules, each containing a single
qubit, with a microwave quantum state router.
Ref. [55] demonstrates state transfer in a network
of five, four-qubit processors connected by alu-
minum cables. This list of demonstrations, which is
not all inclusive, are promising as a cold waveguide
provides a reliable means to transfer microwave sig-
nals between superconducting qubits, perhaps en-
abling near-term, networked QC architectures.

In Section 3, we describe the physics and char-
acteristics of these links, comparing them with
matter-optical transduction.

2.3 Algorithms and applications

Recent investigations have studied resource re-
quirements of algorithms transpiled to multiple
quantum processors. Additionally, methods to un-
derstand the impact of network topology on the
distribution of entanglement within quantum net-

works have been proposed using graph-based anal-
ysis [56, 57]. Studies have also examined the trade-
offs of teleporting information vs. gates for various
network topologies [58]. This research will even-
tually enable application-level compilers that opti-
mize use distributed quantum software according
to cost functions based on link use [59]. For ex-
ample, in the area of protocols that route network
traffic, the work in [60] presents Quantum MPI,
inspired by classical messaging passing interface
(MPI), to standardize qubit messaging and entan-
glement distribution between nodes for distributed
and parallel quantum computing. Much has yet to
be defined in the space of quantum network pro-
tocols due to ambiguity in how quantum networks
will be physically realized.

At the application level, past work has ex-
plored extending the capabilities of near-term
quantum hardware by employing classical hard-
ware with techniques such as entanglement forg-
ing [61], circuit cutting followed by reconstructive
post-processing [62], and translating tensor net-
work algorithms to quantum circuits [63]. These
methods, however, are intended for use on indi-
vidual QCs coupled with both classical resources
and runtimes that scale with the size of the tar-
geted, quantum application. Hence these tech-
niques are more designed to bypass distributing
quantum computation than to realize it.

Finally, limited communication among non-local
qubits drives the search for algorithms that are
well-suited for the distributed space. Variational
quantum algorithms (VQAs) have emerged as a
prime candidate algorithm class for distributed
quantum computing. For example, circuit parti-
tioning and cutting was applied toward distribut-
ing quantum variational optimization over multiple
QCs linked with classical communication channels
[64]. Additionally the work in [65] contributes a
methodology for decomposing the accelerated vari-
ational quantum eigensolver (a-VQE) algorithms
for ansatz initialization in a distributed setting
where available resources that connect quantum
nodes include classical control networks and entan-
glement networks.
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3 Physical components

3.1 On-chip hardware

SCs are popular quantum technology that are ex-
pected to be favorable to scaling. They employ cir-
cuit components that demonstrate “atom-like” be-
havior, and the qubits can be customized to enable
specific operation regimes and properties. Here, we
focus on transmon QCs used by IBM [66], a com-
pany with plans to debut 1000+ qubit processors
by 2025 [67].

The performance of a QC cannot be measured
in number of qubits alone. Features such as con-
nectivity, gate fidelity, state preparation and mea-
surement (SPAM) errors, and coherence time must
also be considered. Because of the 2-D nature of
superconducting devices, qubit-qubit connectivity
has largely been limited to nearest-neighbor com-
munication. An example of this type of topol-
ogy is a grid where all neighbors communicate,
but limitations associated with device control along
with cross-talk between circuit elements has lead to
the popularization of the “heavy-hex” layout [68]
where each on-chip qubit is connected to either two
or three of its neighbors. Although room for im-
provement is seemingly limited with respect to on-
chip connectivity using 2-D layouts, gate fidelity,
SPAM errors, and coherence times are expected
to improve with time. The single-number metric
of Quantum Volume (QV) takes all of the afor-
mentioned QC device properties into considera-
tion, making it a valuable tool to benchmark quan-
tum hardware [69].

IBM quantum devices demonstrate average
single-qubit gate infidelity ranging from 1073 to
10~*, and average two-qubit gate infidelity is about
an order of magnitude worse at around 1072 to
1073 [66, 70]. These values result from randomized
benchmarking [71, 72, 73]. While it may not be
as critical as fidelity metrics, gate execution time
should also be noted as it influences the amount
of computation a QC can perform within coher-
ence windows. Circuit Layer Operations Per Sec-
ond (CLOPS) is another benchmarking technique
developed by IBM that takes operator execution
time into consideration (as well as fidelity) [74].
On IBM transmon devices, single-qubit gates im-

plemented with a microwave DRAG pulse require
10s of ns, while two-qubit gates implemented as ei-
ther a direct controlled-NOT (CX) gate or a cross-
resonance gate (CR) have a duration requiring 100s
of ns [66]. Because two-qubit operations dominate
in terms of infidelity and duration, they are often
emphasized more in system cost than single-qubit
operations.

3.2 Link hardware

To transfer quantum information, photons are
ideal candidates owing to traveling with the speed
of light and long coherence times. For these pho-
tonic links, low-noise and fast quantum transfer
with high probability of success is required to con-
nect quantum processors in a quantum manner. In
terms of speed, all the quantum processing has to
take place before the qubits decohere, which is on
the order of 100s of us for SC qubits. Quantum
links are similar to two-qubit gates in that they
also connect two qubits to each other, but from dif-
ferent and sometimes distant quantum processors.
Therefore, we should compare the performance of
links with local two-qubit gates for each processor.

Two types of photonic links are used in quan-
tum networks: optical and microwave. Optical
links can operate with low thermal noise at room
temperature due to their high frequency (around
200 THz), and are compatible with fiber-optical
infrastructures and even satellite communications
[75], therefore one can envision a large-scale net-
work of quantum processors. However, bridging
the five orders of magnitude energy, or frequency,
gap between SC qubits and optical photons is an
outstanding task. Electro-optical approaches have
been used to overcome this challenge[76, 77], with
efficiencies approaching 0.02% [76]. To achieve
higher efficiencies and lower noise figures with cur-
rent technologies, intermediate quantum systems
have been proposed, such as mechanical acoustic
resonators [78, 44, 79] or solid-state quantum emit-
ters [80, 81]. As an example, a system with one
intermediate mechanical step is considered, where
the microwave and mechanical frequencies are the
same [44]. The large frequency difference between
the mechanical and optical modes however, can be
mediated by a strong optical pump red-detuned
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from an optical cavity by the mechanical frequency.
In such cases, the interaction Hamiltonian between
the optical and mechanical mode can be linearized
from gomagao(bm + bin) to gom(bmal + b,TnaO), with
bl (al) and by, (a,) denoting the creation and an-
nihilation operators for the mechanical (optical)
mode, respectively, and g, the coupling rate be-
tween optics and mechanics. The overall interac-
tion Hamiltonian is then simplified to

A

Hipe = gqm(Ugebjn‘f’aegbm)+gom(bmal+bjnao) (1)

with g4 representing the coupling rate between
the SC qubit and the mechanical mode. Re-
cently, converting quantum information between
SC qubits and optical photons, or quantum trans-
duction, has been demonstrated with an overall ef-
ficiency of 1075 and an addition of 0.57 noise pho-
ton per every transduced quanta [44].

Microwave links on the other hand, consist of
photons with frequencies in the GHz range. Even
though these links have to operate at mK tempera-
tures to avoid thermal noise, the similarity between
their frequency to that of SC qubits means the pos-
sibility for direct coupling between these two quan-
tum systems through microwave resonators with
high efficiency [52]. The principle of state transfer
between a SC qubit through a microwave link is
the SC qubit emitting a photon into the link when
it relaxes from the excited to ground state. The in-
teraction Hamiltonian of this process has the form

f{int = gm(ggeaT + Uega) (2)
where 04 and o, are the operators swapping the
qubit between the ground and excited states. af
and a are creation and annihilation operators for
a microwave photon, respectively, in a standing-
wave mode and g,, is the coupling rate between
the SC qubit and the link channel. Recently, a
1 m-long microwave link between two, three-qubit
SC quantum processors was demonstrated, with a
fidelity of 0.91 and success probability of 0.88 [52].
These links also operate at speeds on the order of
100 ns, comparable to that of two-qubit gates on
chip. However, due to the low energy carried by
each photon, these links have to operate at 10s of
mK temperature to keep the thermal noise low,

which makes long-distance microwave links out of
reach. In another promising demonstration, a 5 m-
long link between two DRs was shown to connect
two quantum processors for quantum state trans-
fer [53]. This multi-meter microwave link experi-
ment reported fidelity of 0.86. It is suggested that
state transfer fidelity could reach as high as 0.96
as processes are refined [53].

In this article, we focus on NISQ devices, and
therefore, microwave links which show a more near-
term path for scalability due to their reasonable
fidelity, success probability, and speed. We show
that chiplet architectures with microwave links [82]
can result in integration of small arrays of high-
performance SC qubits to achieve an overall higher
performance compared to a monolithic / larger
quantum processor.

Modular quantum systems will consist of com-
pute clusters, chiplets, characterized by high co-
herence times, robust gate sets, and dense connec-
tivity between qubits. These compute qubits will
likely have rigid design constraints associated with
the devices in which they are housed that will limit
scaling. Transmission lines between clusters will
ease the burdens associated with scaling up qubits.

3.3 Modeling links & local SWAP operations

A standard SWAP gate can be formed from 3
controlled-NOT (CX) gates (pictured in Figure 1).
A quantum channel in finite dimension d is fully
characterized by its Choi matrix, the resulting den-
sity from the input of a d x d Bell pair through one
side of the channel. We derive a rough estimate of
the SWAP Choi matrix using channel tomography
on qubit pairs within the ibmg_brooklyn, a 65-qubit
processor. For this procedure, we applied Qiskit’s
built-in channel process tomography in parallel to
neighboring qubits. For a two-qubit channel, the
inferred Choi matrix has dimension 16 x 16. To
simplify the notation we use brakets to express the
computational basis states |0) ... |15) and denote by
(1/16) the completely mixed state. Approximately,
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Figure 1: CX implementation of SWAP operation be-
tween two qubits.

the inferred Choi matrix is

0.24] 0) ( 0] +0.23] 0)( 6|+ 0.23| 0)( 9] +0.22| 0) (15|
+0.23| 6) ( 0| +0.23| 6) ( 6/ +0.22] 6) ( 9 +0.22| 6) (15
+0.23] 9) ( 0] +0.22] 9) ( 6/ +0.23] 9)( 9| +0.22| 9) (15|
+0.22[15) ( 0] +0.22[15) { 6| + 0.22|15) { 9| + 0.23 |15) (15|

+0.07(1/16).
3)

After calculating a Choi matrix as an average of
42 different single-swap Choi matrices between ad-
jacent qubits, we average the result element-wise,
apply basic readout error mitigation using a ma-
trix pseudo-inverse, and drop elements with mag-
nitude below 0.025. After this process, the matrix
is still not fully normalized, so the remaining con-
tribution is assumed to be depolarizing. An ideal
SWAP Choi matrix would be the density matrix
corresponding to the state

1
5(10000) +[0110) + [1001) + [1111)).

This estimate should be considered rough and
likely underestimates the fidelity of a SWAP oper-
ation due to incomplete mitigation of readout and
preparation errors.

We may alternatively regard a SWAP operation
or link as a pair of single-qubit channels, moving
a qubit state from the ith to jth physical qubit.
Though this picture is less complete, it vastly sim-
plifies the analysis of multiple moves as in Section
4, characterizing a single-qubit channel via tomog-
raphy rather than a channel of dimension exponen-
tial in the length of the SWAP chain. Empirically,
we observed in the experiments for Section 4.2.2
that a long chain model composed from single qubit
SWAP tomographies more accurately recovers that
of a long chain than does a reduced two-qubit
model. We believe this discrepancy reflects cross-
talk in nearby measurements or complications in
readout error mitigation. The single qubit channel
probably characterizes the SWAP more accurately

by incorporating less readout noise. Here we again
determine an average Choi matrix based on data
from the 27-qubit ibmg_-montreal:

0.4961
0.0083

0.4726

0.0194 ' (4)

0.4726 0.4762

This matrix compares with the ideal given by
(100) +[11)) /2.

For the microwave link, we obtain a rough Choi
matrix of

0.50 0.39

0.16 (5)
0.39 0.34

as an average of Choi matrices inferred from the
plots in [51] and [53], and having fidelity of 0.97 be-
tween either of these and [83]. The transfer fidelity
is roughly 0.81. Microwave link noise is almost
completely amplitude damping. More recently, [52]
obtain a transfer fidelity of roughly 0.91. Though
we do not infer a full Choi matrix from this newer
result, we primarily use it in later analyses, infer-
ring an amplitude damping channel with 1 ~ 0.12.

The Choi matrix captures only the noise aspect
of the link and local SWAPs, omitting latency.
Though links are often presumed slow, latency does
not appear to be a major problem for microwave
links. Our analysis of the above papers finds a typ-
ical link latency of roughly 200 ns. A CX gate on
the ibmg_montreal takes roughly 400 ns, leading to
a 1200 ns local SWAP time. Even with microwave-
optical transduction, the latency of a link is likely
to be on the scale of microseconds, only slightly
worse than local qubit movements.

The time required to reset a link between uses
is often noted as a potential bottleneck, but it
does not appear to be a fundamental constraint.
The 50 kHz rate from [51] suggests a waiting time
of around 20 us before link re-use, and [53] may
have a time as slow as 300 pus. These slow rates
arise, however, from issues of tuning that in prin-
ciple would be improved by orders of magnitude
in an experiment optimized for repetition. The
links used in [52] reset on timescales closer to their
latency, hundreds of nanoseconds. Furthermore,
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each transfer on this system is a two-way exchange,
doubling the effective bandwidth in many scenar-
ios. In the future, link repetition times will plausi-
bly be as short as 1 — 4us.

In contrast to a common assumption that links
are slow compared to local processing - it seems
that local links will achieve similar timescales as
on-chip SWAPs. Rather than focus on latency, we
therefore shift to issues of network topology and
transferred state fidelity.

4  Main Results: modeling distributed
architectures & comparing to monolithic

There are many ways to define the local connec-
tivity of a QC architecture, where popular can-
didates include two-dimensional grid-like connec-
tivity and IBM’s heavy-hex layout, representing
different tradeoffs between connectivity and noise
[84]. Some previous analyses have evaluated alter-
native architectures based on the costs of entan-
glement creation [57, 56]. Sophisticated connectiv-
ity graphs such as trees and expanders may show
advantages over straightfowardly two-dimensional
layouts. We start by examining several layouts
that appear to be strong or popular candidates.

4.1 Connectivities and graph metrics

We consider a variety of graph topologies. For
those involving links, we note the expected ra-
tio of on-chiplet qubits to links. Since each link
would generally involve two chiplets, we calculate
this number by dividing the number of qubits on a
chiplet by half the number of links entering/leaving
that chiplet. When chiplets are assembled into a
distributed chip, this number roughly equals the
ratio of total qubits to total links. There might be
slightly fewer links in total if edges of the full chip
do not have links, since there is nothing to link to.

1. As a monolithic comparison point, we con-
sider the standard two-dimensional grid. Each
qubit not on the boundary has four neighbors.

2. Removing some links from the monolithic grid
yields a chiplet grid containing the same qubit
number but distributed in 25-qubit blocks.

We use this as a chiplet grid architecture.
Since each local subgrid has up to 4 links, the
qubit-to-link ratio is at least 12.5.

. Inspired by the study of [56], we consider a

tree of 25-qubit grids. Each non-root node
connects to its parent via the middle qubit
on top, and each non-leaf connects to each of
its children through a bottom corner. With 3
links per chiplet, the qubit-to-link ratio is at
least 16.6.

. As a second monolithic comparison point, we

consider a monolithic heavy-hex chip. The
overall structure is chosen to be as square as
possible for a given chip number.

. We split the heavy-hex layout into chiplets by

replacing some connections with links. This
has little effect on topology but may change
the error tradeoffs as described in Subsection
4.2. In particular, we partition the chiplet into
80-qubit blocks, each with up to 16 links for
a qubit-to-link ratio of at least 10. A smaller
version of this layout is shown in Figure 2(c).
Unlike the grid case, here we can maintain
a reasonable qubit-to-link ratio while keeping
the heavy-hex structure across the entire de-
vice consistent. We expect topological prop-
erties similar to the monolithic heavy-hex but
impose a rectangular overall structure, which
might be less square than its monolithic coun-
terpart due to the minimum block size.

. We consider linking 27-qubit IBM Falcon pro-

cessors in a layout that nearly preserves heavy-
hex structure, as illustrated in Figure 2(b).
There are 6 qubits of a Falcon processor
that each have local coordination number one.
Since these 6 qubits are relatively isolated,
they may intuitively serve as natural joining
points, buffering the main processors from po-
tential noise around links. This layout yields
a qubit-to-link ratio of at least 9.

. Depending on the link medium, it may some-

times be possible to bypass the constraints
of two-dimensional layouts. Expander graphs
may achieve high connectivity with relatively
few links, avoiding bottlenecks by allowing
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links to criss-cross in a more complex struc-
ture. Each of these connects to such a point on
another Falcon processor for qubit-to-link ra-
tio of 9. To generate expander graphs, we use
a well-known result that random graphs fre-
quently have good expansion properties [85].
For each desired chip number, we search 800
random expander graphs and 60 random ways
of embedding chiplets within each for that
with the largest spectral gap, a figure of merit
described below.

8. We model a grid layout built on octagons.
Octagon-based chips were considered in some
Rigetti architectures [86].

9. We model a hybrid layout in which octagon
chiplets alternate with 27-qubit heavy-hex
chiplets. The different chip geometries are
stacked vertically. Here the octagon chips
are arranged so that each qubit has two on-
chip connections and one microwave link. The
27-qubit chiplets have links only attached to
qubits with coordination number 1, such that
each has 23 qubits that are not directly in-
volved in an inter-chip link. The qubit-to-link
ratio is 5.

10. We model a hybrid layout between square and
27-qubit heavy-hex chiplets. Each qubit in the
square has two links and two on-chip connec-
tions. Again, the 27-qubit chiplets each have
23 chiplets that are not directly involved in
an inter-chip link, and only qubits with coor-
dination number 1 are involved in links. The
qubit-to-link ratio is about 4.4.

Though some figures of merit could be derived
analytically, others are somewhat complicated, and
the random generation of expander graphs is best
automated. Hence the analyses in this Subsection
are computed using the NetworkX library, a stan-
dard tool for graph analysis [87].

The maximum time required to move a qubit
via SWAP operations, including link uses, is pro-
portional to the graph diameter of the system’s
connectivity graph.

Definition 4.1. The graph diameter is given by
taking maximum over all pairs of nodes of the
shortest path between those nodes.

Figure 3 shows graph diameters for the above
topologies. In some cases, the graph diameter is
not hard to calculate by hand. For the example
of a square grid, the graph diameter is equal to
twice the side length minus one, and it is exactly
the same for the chiplet grid architecture. For
heavy hex, one may estimate the graph diameter
by counting the number of connections needed to
move from left to right, then from top to bottom,
and again add up effective side lengths. Graph di-
ameter for a tree or expander is logarithmic in node
number.

In addition to graph diameter, we consider the
spectral gap of a graph to quantify connectivity on
a busy network. Here we take the smallest non-
zero eigenvalue of the graph’s normalized Lapla-
cian matrix as the spectral gap (see [88, Lecture 7],
in particular the interpretation given by Cheeger’s
inequality).

Definition 4.2. For a graph G on n vertices given
by its edge set, G C {(v1,v2) € {1..n} x {1l..n}},
the adjacency matriz Ag is an n X n matriz given
such that A;; = 1 when (i,7) € G, and zero else-
where. The graph’s Laplacian matriz is given by
L =1—DY2ADY2, where D is the diagonal ma-
triz such that D;; is the degree of node i € 1...n.
The spectral gap s is the second smallest eigen-
value of L.

As summarized in [89], a graph’s spectral gap
relates to the rate at which random walks on that
graph approach random node choice. Further-
more, the spectral gap yields bounds on a graph’s
Cheeger constant, quantifying the ratio between
the size of any subgraph and the number of links
connecting it to the rest. Hence the spectral gap
measures the extent to which a graph has bottle-
necks. While graph diameter quantifies the cost
of sparse or sequential qubit movements, spectral
gap is more relevant when many transfers should
occur in parallel. In contrast to graph diameter
(for which smaller is better), a large spectral gap
is desirable. Computed spectral gaps appear in
Figure 4.

Some results in Figures 3 and 4 are as expected.
The monolithic grid architecture is overall more
connected than the heavy-hex or chiplet architec-
tures, so it has a lower or comparable graph di-
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()

Figure 2: The black lines connecting physical qubits indicate on-chip connections while the red lines indicate inter-
chip microwave links. (a) Heavy-hex, where red lines illustrate possible link placements in 38-q chiplet. (b) Four 27-q
chiplets with links on nodes of local coordination number 1. (c) Monolithic grid. (d) Tree of 3 x 3 grids. (e) Random
graph with degree 3 and good spectral gap. Here each node (shown in blue) would be replaced by connections to a
chiplet. (f) Octagonal chips are connected via links. (g) Octagonal chips are stacked with heavy-hex in vertically alter-
nating layers. (h) Octagonal chips are stacked with squares in vertically alternating layers.

ameter and higher spectral gap. The tree of grids
achieves a good graph diameter but poor spectral
gap, because while the hierarchical structure pro-
motes fast routing, it is highly bottlenecked at the
root node.

The chiplet grid incurs a larger spectral gap
penalty versus its monolithic counterpart than the
heavy-hex chiplet architectures. This drop in
spectral gap results from the bottlenecks between

chiplets. Grid architectures maintain a better ratio
of qubits to links, but because of their higher inter-
nal connectivity, its not clear that they would more
effectively buffer against noise at links or cross-talk
over links.

Although topological metrics appear to favor the
monolithic grid over other planar layouts, this does
not necessarily imply superiority as a quantum
computing architecture. As noted in [20], heavy-
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Figure 4: Comparison of QC topology spectral gap vs.
number of qubits for proposed architectures. The spec-
tral gap as in Definition 4.2 quantifies the rate at which
random walks on the graph converge toward a uniform
distribution on nodes. Graphs with few bottlenecks tend
to have higher spectral gaps.

hex and related layouts achieve lower coordination
numbers, taking pressure off of other considera-
tions and potentially enabling techniques for higher
fidelity.

The difference between distributed and mono-
lithic topologies is often smaller in heavy-hex than
in grids. To maintain grid topology would require
a link number proportional to the entire chiplet
surface area. For the 25-qubit chiplets, this would
yield 20 links per chiplet and a qubit-to-link ra-
tio of only 2.5. Since heavy-hex is less internally
connected to begin with, one can maintain better
qubit-to-link ratios or better isolate the qubits at

link endpoints with much smaller disruption to the
layout. The chiplet and monolithic architectures
based on heavy-hex layouts have similar spectral
gaps and graph diameters to each other, which is
consistent with expectations. We note that the 80q
heavy-hex chiplet sometimes has larger spectral
gap than its monolithic counterpart - this small dis-
crepancy probably arises from the extent to which
each layout can be made closer to square over-
all. Applications originally mapped to monolithic
grids will likely need to be re-organized around
the bottlenecks, while those originally on mono-
lithic, heavy-hex avoid this problem. The lack of
an obvious bottleneck in distributed heavy-hex lay-
outs motivates the focus of the next Subsection, in
which we consider qubit movements from the per-
spective of noise.

Finally, we note the combined advantages of ex-
pander topologies, which appear to exceed other
layouts in spectral gap and graph diameter with
a reasonable qubit-to-link ratio, low coordination
number, and strong potential isolation of linked
qubits. In theory, there exist particularly strong
expanders known as Ramanujan graphs [89]. Ra-
manujan graphs have a constant number of connec-
tions per node and constant (non-decaying) spec-
tral gap with total node number. The proper-
ties of expanders show how by dropping the com-
monly assumed constraint of planarity, novel ar-
chitectures may achieve vast improvements. Ex-
panderized chiplets may show large advantages in
quantum error correction using LDPC codes [90],
which often use non-planar connectivity to improve
ratios of logical to physical qubits.

4.1.1 Bandwidth considerations for applications

The spectral gap may serve as a coarse proxy for
an architecture’s tendency to avoid bottlenecks in
arbitrary computations. In the long-term, a com-
plete analysis of bandwidth likely requires optimiz-
ing compilers designed to make best use of connec-
tivity at multiple layers of abstraction, possibly in-
cluding identifying how problem instances can be
mapped to computations that optimize locality of
computation. Though chiplets introduce extra het-
erogeneity, the problem is closely related to that
of mapping quantum ciruits to monolithic archi-
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tectures, in which it is nonetheless useful to mini-
mize overhead of moving data around the device.
Though quantum compilation is an active research
area, to our knowledge the problem of quantum
compilation on large, planar chips remains wide
open.

As described in [20], error correcting codes ex-
ist for heavy-hex and similar layouts designed to
minimize the number of connections to each qubit.
Such codes are likely to perform comparably on
linked architectures such as those shown in Figure
2 (a) and (b). Though it is beyond the scope of this
paper to evaluate error correction thresholds under
the heterogeneous noise types induced by chiplets,
it is likely that improved on-chip fidelities compen-
sate for the higher likelihood of errors at links.

An alternative strategy is to identify classes
of problems that may naturally map to hetero-
geneous connectivity. In the near-term, chiplet
architectures may best suit a class of problems
in an intermediate regime between those accessi-
ble to classically-connected devices and those re-
quiring densely-connected qunatum architectures.
As a point of comparison, some techniques em-
ulate entanglement via classical post-processing
[91, 92, 61]. Figures 2 and 3 of [92] suggest how a
quantum circuit or physical system might be more
amenable than usual to distribution. Good uses of
chiplet architectures should require more quantum
communication than is tractable to emulate, but
possibly less than would general computations.

In entanglement forging [61] , an observable on
a whole system is rewritten as a linear (not neces-
sarily convex) combination of observables on two
subsystems via Schmidt decomposition. Entangle-
ment forging simulates the expectation of an ob-
servable <O>|¢> on an n-qubit system with oper-
ator norm error e via repeated uses of an n/2-
qubit system. The distributed scheme would use
two n/2-qubit systems and a number of link uses
proportional to the entanglement needed between
subsystems. In principle, if each bidirectional link
use exchanges up to two qubits of entanglement,
the number of link uses is logarithmic in the num-
ber of non-zero Schmidt coefficients. For compa-
rability, one should allow a chiplet mapping to
approximate the true state within precision € as
well. If we post-select on successful transfers via

the two-use code discussed in Section 4.4, then
we may convert link uses and noise into a failure
probability. The chance that each double-transfer
fails is 1/n, where 7 is an exponentiated amplitude
damping parameter. In this formulation, we can
directly compare the number of retrials expected

using %log2 Hz cN > OH quantum link transfers

vs. entanglement forging:

Chiplet Architecture
exp (%nlogz |{i : i > 0}|)

Entanglement Forging

eL2 ( Zk,m |)‘k)‘m|) ’

If one can tolerate link noise or detect and retry
entanglement creation, then the polynomial scal-
ing of retrial numbers in the distributed scheme
yields a major advantage in scaling. This advan-
tage is unsurprising, because we expect that for
highly entangled systems, a reasonably clean quan-
tum computer should exponentially outperform a
classical emulator on tasks involving large, complex
entanglement. Applications of quantum pseudo-
random states my present such a regime, requir-
ing superlogarithmic but sublinear entanglement
across a bipartition [93]. Other potential examples
may emerge in quantum chemistry [94].

4.2 Modeling qubit movements

As noted in the previous Subsection, graph-based
figures of merit do not capture tradeoffs between
higher connectivity and local noise. Indeed, met-
rics such as graph diameter achieve optima for
all-to-all connectivity, as does the ease of design-
ing quantum algorithms and codes. Graph topol-
ogy is a good way to analyze high-level networks
that abstract away problems such as loss and er-
ror mitigation, reducing costs to latency, band-
width, and similar. Graph topology may however
be too high an abstraction level to capture impor-
tant challenges of scaling up quantum computa-
tion. As the focus of this paper is on how short-
range quantum networks may accelerate the path
to scale, quantum advantage, and ultimately fault-
tolerance, here we consider noise in both links and
local processing to be significant.

Pursuing chiplet architectures may be the most
practical route for quantum devices to scale up
while keeping noise low. Such may seem counter-
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intuitive at first glance, because qubits will in-
cur higher noise when traversing links than during
usual local gates. In contrast, chiplets may improve
local error rates for several reasons:

e SC qubits at fixed frequency require individ-
ual addressing. Qubits that are too close
both physically and spectrally may experience
cross-talk in controls.

e Unintended coupling between nearby qubits
induces cross-talk, especially during opera-
tions such as two-qubit gates and readout.

e Cosmic rays and other effects induce strongly
correlated errors between nearby qubits, po-
tentially evading error correction designed for
single-qubit, independent errors [95, 96].

e Variance in the manufacturing process leads to
random fluctuations in chip performance, in-
cluding occasionally defective, unusable qubits
(see [8, Figure 1] for a dramatic example).
Splitting into chiplets could greatly increase
the efficiency of defect rejection. For example,
if each qubit has a 1% chance of being defec-
tive, the chance of 1000 qubit array emerging
with zero defects is roughly 0.4 x 107°, likely
requiring hundreds of thousands of discarded
attempts. As the chance of a 50-qubit array
emerging defect-free is about 0.6, one expects
to obtain 20 of these (for 1000 total qubits) in
about 34 attempts.

e Beyond thousands of qubits per chip, new scal-
ing barriers will likely appear [97, 53]. As
fault-tolerance may need 10% — 10* physical
qubits for each logical qubit [98], achieving
this crucial milestone probably requires some
combination of redesigning current chips and
DRs, major advances in error correction effi-
ciency, and /or distributed computing.

A recent meta-analysis [15] begins to quantify the
tradeoff between qubit number and noise rates.
These authors estimate the correlation between
qubit number and error as within the interval
(—0.11, 0.48) with a confidence of 0.84 that the cor-
relation is positive. In other words, as monolithic
devices increase in size, it is likely that the average

fidelity of two-qubit operations will decrease. In
contrast, small chips joined by short wires could
avoid or reduce many of these penalties to scaling.

In this Subsection, we combine ideas from the
physical channels models described in Subsection
3.3 with the network modeling of the previous Sub-
section 4.1 and the aforementioned chip size vs.
noise tradeoffs. We study the noise incurred by
a single qubit traversing the graph diameter, cal-
culating the impact of each local SWAP gate or
microwave link. We focus on the 27-qubit Falcon
processor as chiplet model as illustrated in Figure
2 for several reasons.

1. As described in Subsubsection 4.2.2, we have
access to and can analyze IBM Falcon proces-
sors in detail.

2. This layout attaches links to qubits that each
have only a single local connection. Because
linking qubits are reasonably well-isolated and
at the physical edge of chiplets, we make the
simplifying assumption that chiplet internal
SWAP gate noise does not increase with the
number of chiplets in a system, only with the
number of locally-connected chips.

3. Though the relatively small ratio of qubits
to links is a potential caveat to the previ-
ous point, we believe this is accounted for in
the analysis. Since we count extra noise in-
curred at each link, high link density results
in pessimistic estimates. Future engineer-
ing considerations will probably favor larger
chiplets, such as the 127-qubit IBM Eagle pro-

We expect the metrics herein to be
more favorable for larger chiplets, since they
would require fewer link crossings. Similarly,
expander-based graphs should achieve vastly
improved performance. Hence we take the
linked Falcon architecture as pessimistic on
the metrics we quantify and relatively safe on
those we cannot.

Ccessor.

4. As concluded in the previous Subsection 4.1,
similarity between the chiplet and monolithic
architectures motivates analyzing this layout
entirely in terms of noise incurred during qubit

movements. In this Subsection, we do not
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directly address bandwidth or latency, which
should be only slightly worse than in mono-
lithic heavy-hex.

4.2.1 A simple model: decaying fidelity

We aim to model the process fidelity of state trans-
fer cross-system, or the graph diameter path, us-
ing values based on today’s real machines, reported
trends, and thresholds for error correction. A log-
ical SWAP operation between two qubits allows
qubit information to move cross-chip, and as seen
in Figure 1, a SWAP can be decomposed into three
CX operations. The IBM quantum gate library in-
cludes the two-qubit CX, so the Figure 1 circuit is
commonly used for communication between non-
local qubits. Thus, average CX fidelity is an inte-
gral part of state transfer process fidelity analysis.

A recent, public competition sought pulse-level
controls to minimize SWAP gate noise, potentially
replacing the standard 3-CX implementation [99].
Unfortunately, crowdsourced solutions did not ex-
ceed the 50% improvement standard set by the
competition organizers. Therefore, the 3-CX im-
plementation still represents a good if rough model
of how local SWAPs work on real devices.

Here we propose a noise model based on stan-
dard, simplifying assumptions, in particular that
noise is typically depolarizing. As noted in Sub-
section 3.3, the depolarizing noise assumption is
not physically realistic for current microwave links,
which primarily induce amplitude-damping noise.
It is more reasonable for local SWAP gates and
compatible with the randomized benchmarking
techniques used by IBM to obtain average CX gate
errors as reported [71, 72, 73]. It is not physical
realism but a simplifying abstraction that we seek
here. In the next Subsubsection, we will address
the physical picture in much greater detail.

The basic tradeoff assumes that as the num-
ber of locally connected qubits increases, the fi-
delity of local operations falls. To model the direct
relationship between monolithic CX gate fidelity,
Fcx mono, and qubit count, N, we calculate mono-
lithic CX fidelity as

FC’XJnono =1- ((N - nch'ip) X A'mf'zd

(1= Foxonp)) ©)

for intra-device operations on the monolithic QC
where A;, riq. is average gate infidelity increase per
additional monolithic-system qubit above the num-
ber of qubits in one chiplet, ng;,. Each 27-qubit
chip modeled after a Falcon processor is initially
assigned the two-qubit gate fidelity of Fox chip =
Fox mumbai- Fox,mono, as defined in Equation 6,
is calculated using Fex chip and the total number
of qubits in the system, V.

Fox and Fy; values described above are used to
approximate total process fidelity of cross-system
state transfer on various sizes of the monolithic and
chiplet architectures. Process fidelity is approxi-
mated with average infidelity as outlined in [100].
Although there is no provably direct connection
between average gate fidelity and error rate [100],
approximation of the combined noise process for
each operation is feasible. Using methods found
in [100], we estimate the total noise, r, at each step
in the SWAP chain before values are combined to
approximately model the success of a cross-system
SWAP chain. If we assume that all noise is depo-
larizing, then r is the noise parameter under the
depolarizing channel in dimension d given by

N

1
pr—>(1—r)p—|—rg.

As depolarizing noise eventually reduces the state
to a complete mixture rather than one orthogonal
to its original value, the relationship between r and
fidelity depends on dimension. We will also work
with the non-depolarizing parameter R := 1 — r.
Qubit state transfer, a single qubit operation, over
a microwave link is modeled with the error param-
eter

Tlink = 2 X (1 = Fiink), Riink = 1 — riing. - (7)

An on-chip CX operation, as a two-qubit opera-
tion, is modeled with the error parameter

4
rex = g X (1 — FCX)aRCX =1- rex. (8)

An on-chip SWAP is comprised of three CX oper-
ations, as pictured in Figure 1. Thus,

Rswap = (Rex)®. 9)

The formula does not change after tracing out one
of the qubits. In our simplified model, a noisy qubit
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input to a SWAP gate retains any initial noise as it
is transferred to its new location, so its final (single-
qubit) noise multiplies its initial non-depolarizing
ratio by the two-qubit non-depolarizing ratio of
the SWAP gate. The primary convenience of this
model is that non-depolarizing ratios multiply all
the way down a chain. Ry is determined by tak-
ing the product of Ry, or Rsywap values along
the system’s longest path. Finally, total process
fidelity is approximated using the correction

1- Rtotal

. (10)

Fprocess =1-
Though this model begins to incorporate some
physical effects of qubit movements, it is still highly
abstracted, ignoring qualitative distinctions be-
tween types of noise. In the next Subsubsection,
we we validate this model by comparing to one of
much greater physical realism.

4.2.2 Modeling qubit movements via physically in-
ferred channels

We seek to address two primary concerns lingering
after the previous analyses. First, while analyzing
the fidelity of moved qubits gives a broad picture of
where distributed quantum computing could show
advantages over monolithic, efforts to evaluate spe-
cific algorithms or applications might need to con-
sider specifically what kind of errors occur in each
setting. In Section 4.4, we use the more detailed
models to suggest error detection for links.

Second, we hope to understand whether abstrac-
tions are useful rather than hiding important as-
pects. As in Section 4.1, models based purely on
network topology favor as much connectivity as
possible. We know however that there are con-
straints and tradeoff. Section 4.2.1 begins to ad-
dress these tradeoffs, incorporating them into a
model that shows where distributed and monolithic
architectures may compete. We still however must
acknowledge that the fidelity calculations ignore
qualitative differences in the kind of noise from
SWAP gates and links. In this Section, we exam-
ine the more physically detailed models underlying
and abstracted by the fidelity calculations. The
results herein validate those abstractions while il-
luminating their limitations.
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Figure 5: Path of SWAP gate chains through IBM Fal-
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In principle, the one-qubit link and local SWAP
channels given by Choi matrices in Equations (4)
and (5) should compose to the channel undergone
by a qubit moving through any sequence of local
SWAP operations and links. In practice, several
effects limit the accuracy of such a procedure: het-
erogeneity in the device, variation of parameters
over time, inability to fully extract readout errors
from local SWAP and link tomographies, etc. In
practice, we find that a different model yields a
better combination of accuracy and simplicity.

To infer the channel that a moving qubit un-
dergoes from local SWAP operations, we apply a
one-qubit channel tomography with preparation on
the starting qubit and measurements on the final
location. We consider SWAP chains starting at
length zero (qubit 0 is prepared, then measured),
and going to length 20 (a qubit is prepared, then
a chain of SWAP gates moves its state via a long
route, which is measured). The particular path
is shown in Figure 5. We obtain expected out-
put fidelities by four methods, as shown in Fig-
ures 6. Channel tomographies were performed us-
ing IBM Qiskit’s built-in process tomography rou-
tines [101]. We then applied a relatively simple
form of readout error mitigation, first applying the
inverse matrix calculated (see [102]). To ensure
that the matrix would be positive and normalized,
we first added complete mixture to counteract any
negative terms, then scaled the matrix by its in-
verse trace.

We also initially considered SWAP chains on the
1bmq_brooklyn, a 65-qubit processor allowing longer
chains. Unfortunately, the longer chains encoun-
tered constraints on the number of circuits exe-
cutable within a single job via IBM’s cloud inter-
face. Because they were split across jobs, these
produced anomalous results due to temporal fluc-
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tuations in device parameters.

In truth, moving a qubit through the device
touches every qubit crossed. We may however as-
sume roughly that each qubit on the path under-
goes the noise associated with a single SWAP as
modeled by Equation (3). Though this simplifica-
tion requires some assumptions, it avoids having
to do expensive multi-qubit tomographies. A 20-
qubit tomography would not be tractable on to-
day’s devices as the number of required circuits
scales exponentially with number of qubits.

We consider five ways of calculating the fidelity
at the end of a SWAP chain, including four that
calculate the eventual Choi matrix, here listed in
order of increasing abstraction.

1. Actual: SWAP chain channel tomography,
treating the SWAP-chain as a one-qubit chan-
nel as described in Subsection 3.3.

2. Composition: individual channel tomogra-
phies are performed on pairs of neighboring
qubits.  We perform multiple trials to get
most pairs, leaving one idle qubit between si-
multaneously evaluated pairs to reduce read-
out cross-talk. One-qubit SWAP channels are
composed to estimate the channel of the full
chain.

3. Powering Average: the average of the one-
qubit SWAP channels is taken to the power
corresponding to the chain length.  This
method is less detailed than the above chan-
nel composition method, because the averaged
channel erases knowledge about heterogeneity
of different qubits on the same device.

4. D* Model: described below.

5. Multiplication: calculated as in Section 4.2.1.

Noise in real systems often includes mixing, re-
laxation, and unintended rotation. We capture
most of the noise we observed in what we call
the Depolarizing-Damping-Dephasing-Drift ( D* )
model. Depolarizing, amplitude-damping, and de-
phasing noise are respectively described for a qubit
density p by the quantum channels:

Paepo(@)(p) = (1 —a)p+a (1/2 0 )

0 1/2
®, pir P12 _ [Pt ap2 vV1—api2
P\ o1 pas VI—apar (1—a)pa2

By (,011 P12> _ ( P11 (1-— a)/)12>
eph(a) P21 P22 (1—a)par P22
(11)

Here a is a parameter between 0 and 1 controlling
the noise strength. In real chains of SWAPs on the
IBM QCs, we also noticed a rotation contribution
of the form

i0
(I)rota(G) (pll p12> = ( _6;1 c P12> . (12)
P21 P22 e “p21 P22

Since amplitude damping and depolarizing noise do
not commute, there is some ambiguity in how one
models a quantum process that imposes both. We
take the combined channel model corresponding to
the continuous limit of both noise types occurring
simultaneously. This approach yields a quantum
Markov semigroup, a family of channels parame-
terized continuously by time.

We let (., 5,0) denote the qubit channel given
by the D?* model, where € is the strength of de-
polarizing noise, n is the strength of amplitude-
damping, J is the strength of dephasing, and @ is
the rotation angle. Let pfliq) =e€/4(e+n). A quan-
tum channel in finite dimension d is fully character-
ized by its Choi matrix, the resulting density from
the input of a d x d Bell pair through one side of
the channel. The Choi matrix of ®p(c,, s¢) is then
given by
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Device € n 0 0 Pow | CC | D* || Fid
montreal || 0.048 | 0.013 | 0.026 | -0.024 || 0.82 | 0.94 | 0.96 || 0.93
sydney || 0.052 | 0.004 | 0.014 | -0.056 || 0.83 | 0.94 | 0.95 || 0.93
mumbai || 0.030 | 0.008 | 0.005 | -0.025 || 0.82 | 0.96 | 0.97 || 0.94

Table 1: D* parameters and reconstruction fidelities for swap chain tomographies on 3 IBM devices. As column head-
ings, “Pow,” “CC,"” and " D* " refer respectively to the process fidelities of reconstructed Choi matrices using the pow-
ering average, composition, and D?* methods as described above. The last column labeled “Fid" contains the average
percent correctness simplified fidelity calculation as in Equation (10), where percent correctness is given by one mi-
nus the difference between calculated and actual fidelity over the actual fidelity. All data in this table were taken on

November 29, 2021 remotely via IBM Qiskit.

%(1 +eet) 0 0 %e—e—n/2—5+i9
1 —et
A ; 1)
%676717/27571'9 0 0 pgﬁlq) + (% _ pﬁQ))e—(em)t
\
In common notation, n = 1/77, the relaxation trapolation to longer chains. The powering av-

time, while § = 1/T5 is the dephasing time. The
equilibrium population of the |11) state, given by
pfliq) = ¢/4(e+n), arises from the tradeoff between
depolarizing and damping noise in the long time
limit. The D?* channels corresponding to differ-
ent depolarizing vs. damping noise levels will not
necessarily commute with each other. Since we
will usually consider discrete SWAP gates and link
uses, we treat the “time” parameter ¢ as discrete,
counting the number of identical SWAP gates or
link uses. Here we may think of the parameters
€,7, 0, 0 has having natural units of the inverse time
needed for one basic qubit movement.

Listed in Table 1 are the fidelities of recon-
structed Choi matrices against actual from channel
tomographies. We observe:

e As expected, the primary contribution to irre-
versible SWAP gate noise is depolarizing.

e There is a substantial contribution from co-
herent phase drift. With calibration, it might
be possible to correct this drift by applying
phase gates or pulses after SWAP and even
CX gates.

e The D* model obtains average channel recon-
struction fidelities above 95%. Unlike channel
composition, the D* model enables simple ex-

erage method also naturally extrapolates but
yields noticeably worse reconstructions.

e The simplified fidelity calculation as in Equa-
tion (10) is more than 90% accurate on av-
erage despite ignoring the distinction between
qualitatively different errors.

These SWAP chain results motivate the simplified
fidelity from Equation (10) and the D* model as
well balanced between capturing enough physics to
be realistic and abstracting enough detail to sim-
plify calculations. In Figure 6, we show the calcu-
lated and actual fidelities of swap chains with the
identity channel on 3 IBM Falcon processors.

We may include links in a D* or channel compo-
sition model of a SWAP chain. For a hypothetical
device, we should have a simple way to extrapolate
beyond observed qubits, which favors a linearized
D* or powered average approach. Based on ac-
curacy and simplicity, the D?* approach actually
appears stronger. Since the link and local SWAP
channels in the D* model probably do not com-
mute with each other, we cannot simply add up
parameters. The matrix multiplications are how-
ever easy numerically. A simple model for a long
link-SWAP chain across many chiplets is given by

k

F = (BB 150 PD(0,7.00)) > (14)
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Figure 6: Computed output fidelity with the identity process by the 5 chosen methods from (a) ibmg-montreal (b)

ibmq_sydney (c) ibmq_-mumbai.

where m is the number of local SWAP gates be-
fore traversing each link, k is the total number of
chiplets traversed, and 7 is the damping parameter
of the link. This model is actually very reasonable
on highly regular architectures. For example, a
one-dimensional line of connected grids would have
m equal to the width of each chiplet, and k equal
to the total chiplet number. For a corner-to-corner
path on a two-dimensional grid, we would roughly
set m equal to width plus height of each rectangu-
lar chiplet, and k£ equal to the number of chiplets
across two sides.

Comparing the D? model to the simplified model
of Equation (10), we find reasonable agreement.
We consider the difference in estimated fidelity
across values of m and k each ranging from 1 to
20, D* parameters from each row of Table 1 and
a link with n = 0.12. The largest difference be-
tween fidelities calculated via D?* and Equation
(14) remains below 0.045, which is below 10% of
the estimated value from either. Ultimately, the
results of this Subsection justify the use of Equa-
tion (10) in broadly estimating fidelities. Nonethe-
less, the more detailed D* model will likely be
useful in fine-grained analysis and designing appli-
cations. As discussed in Subsection 4.4, knowing
the qualitative form of noise enables simplified and
improved error handling.

4.2.3 Chiplet vs. monolithic performance on qubit
movements

In this Section, we compare the fidelity of a qubit
that has been moved around a device on mono-
lithic against a chiplet architecture. On September
7, 2021 the 27-qubit tbmg_mumbai reported an av-
erage CX fidelity of approximately Feox vrumbai =
1—0.009 while the 65-qubit ibmq_brooklyn reported
Fox,Brookiyn = 1 — 0.018 [103]. This compari-
son likely represented a much better day for the
ibmg_mumbai than for the ibmg_brooklyn and is not
a statistically rigorous expectation of typical val-
ues. It nonetheless gives a pessimistic estimate of
Ajntid., which we take as an upper bound on how
infidelity of monolithic processors may scale.

FC’X,Mumbai — FCX,Brooklyn _ 0.991 — 0.982
NBrooklyn - NMumbai 65 — 27
~ 0.0002.
(15)
As a lower bound, we may assume Aj,rq. = 0,

corresponding to no excess noise for larger chips.
Since our analysis specifically considers Falcon pro-
cessors, a class of processors seen online from 2020-
2024 [104, 105], we do not attempt to incorporate
the broader numerical estimates from [15]. Our
bounds on A;,iq. are coarse, representing high
uncertainty. Rather than attempt to make de-
tailed predictions about forthcoming technologies,
we aim to capture a wide range of possibilities.
We consider three cases for microwave state
transfer fidelity between chips in our proposed sys-
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tems based on the state-of-art. For the purpose
of this analysis, we will treat Fj;,; as the average
gate fidelity inter-chip, single-qubit state transfer.
First, the lower bound in is assigned Fj;,;, = 0.86 as
reported in [53]. The recent demonstration in [52]
serves as our second point of comparison for link
performance with a value of Fj,; = 0.91. It is
suggested that state transfer fidelity could reach
as high as 0.96 as processes are refined [53], so
Fline = 0.96 serves as the upper bound for link
performance.

Results are featured in Figure 7. Figure 7 in-
cludes a comparison of total process fidelity of
qubit state transfer on the 27-qubit chiplet archi-
tecture vs. monolithic. When examining process
fidelity of similarly-sized systems containing more
than one chiplet, the both architectures perform
similarly.

Comparison of approximate total process fidelity (higher is better/ 27q chip)

== mono., Ajxfig: 0.0
mono., Ajnfig: 1e-06
0.801 = mono., Ajnfig: 5€-06
== mono., Ajnfig: 1e-05
== mono., Ajfig: 5e-05
-- mono., Ajnfig: 0.0001
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chiplet, 27q -
lower link infid.: 0.14
> middle link infid.:0.09
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B
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Figure 7: Plots approximating total process fidelity of
qubit state traversing a system's graph diameter. Pro-
posed 27-q chiplet architectures with Fox chip = 0.991,
Fox, Mumbai are compared to monolithic architectures.
The black curves define a space where modeling predicts
chiplet architecture performance depending on the qual-
ity of the link (lower boundary: Fj;n; = 0.86/ middle
curve: Fpnp = 0.91/ upper boundary: Fjin, = 0.96).
Various monolithic curves coarsely approximate different
trends in monolithic, two-qubit gate infidelity as devices
scale past the size of the chiplet (27 qubits).

The black curves of Figure 7 enclose a space
where our model predicts chiplet architecture per-
formance depending on the quality of the link.
The black curve forming the lower boundary of
this space represents a chiplet architecture as it
increases in size with Fox chip = Fox,Mumbai =
1 —0.009 and Fy; = 0.86. These values are con-
stant even as system sizes increase under the as-
sumption that modular elements of a chiplet archi-
tecture can be consistently manufactured to meet
design specifications that require minimum perfor-
mance thresholds. The middle black curve repre-
sents a chiplet architecture as it increases in size
with Fox chip = Fox,Mumbai and Fiin, = 0.91. The
upper boundary of the chiplet process fidelity space
represents the optimistic outlook where Fox chip =
Fox Mumbei and the link transfer fidelity is equal to
Fiinr = 0.96. We anticipate future improvements
in link technology will allow network performance
to fall within the bounds of the chiplet region of
Figures 7(a-b), moving closer to the top over time.
As a note, our analysis here holds Fx cpip con-
stant as 1) a reference point for Fox mono and 2)
a minimum average gate fidelity target for mass
produced QC chiplets. Future developments will
likely improve Fox chip as well.

Included in Figures 7(a-b) are various monolithic
curves that coarsely approximate SWAP chain pro-
cess fidelity according to different trends in mono-
lithic, two-qubit gate infidelity as devices scale
past the size of the chiplet (27 qubits). The
top, light-blue curve represents the optimistic out-
look where two-qubit gate infidelity of monolithic
devices consistently match chiplet two-qubit infi-
delity (i.e. 1-— FC’X,mono =1- FCX,chip) at all
N. This is an unlikely scenario. The remaining
curves for monolithic SWAP chain fidelity see the
anticipated, negative correlation between number
of qubits and two-qubit average gate fidelity. Each
curve represents a different average gate infidelity
increase, Ay, fiq., per additional monolithic-system
qubit. The lowest pink curve, is a pessimistic out-
look where the infidelity trend scaling from the 27-
qubit to 65-qubit machine is extrapolated.

One might ask if potential chiplet advantages
extend to better local processors, as future de-
vices are expected to exceed the performance of
the ibmg_mumbai. For a more optimistic estimate
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of local error, we will consider a relevant error cor-
rection threshold. A hybrid surface and Bacon-
Shor error correcting code with an error threshold
of approximately 0.0045 is targeted for use on the
heavy-hex lattice [20]. As a note, surface code has
an error tolerance of approximately 0.01 while tra-
ditional Bacon-Shor codes require errors lower than
2 x 107° [98].

We estimate SWAP chain process fidelity using
Fox cnip = 1 — 0.0045 based on the hybrid surface
and Bacon-Shor error threshold [20]. As a note,
the infidelity of the hybrid Bacon-Shor threshold
is half of the observed average CX infidelity of
ibmg_mumbai, 1 — Fox prumbaei- All other param-
eters are the same as described in Section 4.2.1.
Figure 8 presents SWAP chain process fidelity in a
system where the on-chip qubits demonstrate av-
erage CX fidelity required for hybrid Bacon-Shor.
However, since Fj;,; ranges from 0.86-0.96, the de-
scribed chiplet systems are still not robust enough
to implement error correction - either link quality
must improve, or even better error rates in the lo-
cal processor may compensate. Figure 8 includes a
comparison of total process fidelity of qubit state
transfer on the 27-qubit chiplet architecture vs.
monolithic. Fidelity values are noticeably higher
than those featured in 7, but the qualitative re-
lationships between ranges chiplet vs. monolithic
advantage remain.

All but two of the monolithic SWAP chain pro-
cess fidelity curves in Figures 7(a-b) eventually in-
tersect with the upper bound chiplet process fi-
delity, regardless of base chip size. If a negative
correlation between qubit count and gate error can-
not be avoided, chiplet architectures may provide
the best route to boosting QC frontiers.

We expand our modeling to gain a better un-
derstanding of the link fidelity needed to achieve
equal network diameter SWAP chain process fi-
delity for the chiplet and monolithic architectures
of size N. We set our sights on fault tolerance, so
in this analysis, we utilize on-chip thresholds re-
quired for hybrid surface and Bacon-Shor codes.
Figures 9(a) and (b) include a plot of required link
fidelity, Fiinr vs. qubits for the 27-qubit chiplet ar-
chitecture, respectively, when compared to corre-
sponding monolithic implementations. The curves
here use the same projected rates of change for

Comparison of approximate total process fidelity (higher is better/ 27q chip)
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Figure 8: Plots approximating total process fidelity of
qubit state traversing a system'’s graph diameter on pro-
posed 27-q chiplet and architecture with Fox chip =
0.9955, the hybrid surface/Bacon-Shor threshold, are
compared to monolithic architectures. The black curves
define a space where modeling predicts chiplet archi-
tecture performance depending on the quality of the
link (lower boundary: F,r, = 0.86/ middle curve:
Fjini. = 0.91/ upper boundary: Fj;,, = 0.96). Various
monolithic curves coarsely approximate different trends
in monolithic, two-qubit gate infidelity as devices scale
past the size of the chiplet (27 qubits).

the negative correlation between monolithic system
size and average two-qubit gate fidelity as seen in
Fig 7. In this model, Fox chip = 1 — 0.0045. As
Ajnfiq. increases, link fidelity thresholds required
for competing chiplet architectures to match mono-
lithic SWAP chain process fidelity are significantly
reduced in systems up to thousands of qubits in
size.

Simple, 2-D, distributed architectures may show
advantages over analogous, monolithic architec-
tures even with modest improvements in link trans-
fer fidelity. The point at which a chiplet architec-
ture becomes favorable depends strongly on the re-
lationship between monolithic chip size and noise
that influences average two-qubit gate fidelity. Fur-
ther experiments in this area will illuminate and
clarify these tradeoffs, so we include a spread of

Accepted in (Yuantum 2024-11-07, click title to verify. Published under CC-BY 4.0. 21



1.0 'y
Ay
A *\1
\\ - A
A *, T
091 A Y
\ N “A-.
| £ h L
Zz sl s »
2 1 :
[ T
he] i Y -
i 0.8 Y 'S “
Y [ “a
c Lo -
3 LA
8 A A .
; 0.7 S
s Yoo
o PO *
mono., Ajnfig: 1e-0
A\ \‘x --&-- MoONO., Ajpfiq: 5€-06
0.6 3 --&-- MONO., Ajnfig: 1€-05
\A --&-- mMono., Ajnfig: 5e-05
A \
--&-- MONO., Ajnrig: 0.0001
“u mono., Ajnfig: 0.0002
0.5

0 500 1000 1500 2000 2500 3000 3500 4000
Qubits in System

Figure 9: Required link fidelity vs. qubits for equivalent
diameter SWAP chain process fidelity between mono-
lithic and 27-q chiplet architecture. The curves here use
the same projected rates of change for the negative cor-
relation between monolithic system size and average
two-qubit gate fidelity as seen in Fig 7. In this model,
Fox,chip = 1 —0.0045. As Ay, fiq. increases, link fi-
delity thresholds in competing chiplet architectures can
be fairly low.

possible values.

Though Figure 9(a) and (b) use a fixed local er-
ror rate for the 27-qubit chiplet baseline, we show
here that it is invariant under particular re-scalings
of Rex, Ryinie and A. Let Ty, be the total num-
ber of link uses to cross the graph diameter of a
chiplet architecture and Ty 4p be the total num-
ber of local SWAP gates. Assuming the chiplet
architectures of Figures 2(b) and (c¢), Tsw + Tlink
is the total number of qubit movements in an ar-

chitecture. Let R(mt)

chip be the multiplicative total for

the chiplet architecture, R%%}Lo that for the mono-

lithic. Then

(tot) Tiink p3Tswap
RChiP Rlink RCX

(to) " (Rox + (N — nchip)Ainfid.)3(TSWAP+Tlink) )

mono

(16)
By matching powers, we may simultaneously scale
Rsw and Ajy,riq. by a multiplicative factor a > 0
while scaling Ryni by a® without changing the ra-

tio. On one hand, this shows that a relatively small
improvement in CX gate performance is equivalent
to a larger factor in link performance, because 3
CX gates form a local SWAP. In contrast, this ra-
tio would be equal between local SWAP and link
performance, so that aspect is largely an arbitrary
detail of the construction. More broadly, however,
the invariance shows the ratio of Rgy and A to
Ryini determines the tradeoffs shown in Figure 9,
rather than the specific choice of Rcx. Hence vari-
ation in required Ry, effectively includes the pos-
sibility of expected improvements in local errors up
to rescaling.

4.3 Modeling fragments of computation

Finally, we depart from graph-driven analyses and
consider the fidelity of small computation frag-
ments with or without a link. The network-based
comparisons as in Subsection 4.2 avoid this prob-
lem by analyzing only the movements of qubits as a
building block of computation. That approach may
however miss aspects of realistic computation, in
which many operations occur simultaneously with
qubit movements. Examining realistic computa-
tions seems more favorable toward chiplet archi-
tectures under the size-noise tradeoffs described in
Subsection 4.2, because while the impact of link
transfers should remain comparable, the effects of
local noise will be amplified when there are many
local gates happening alongside qubit movements.

Directly analyzing quantum circuits is limited,
because the regimes in which distributed QC prob-
ably shows advantages are well beyond the capa-
bilities of classical simulators. To get around the
difficulty in simulating large quantum computa-
tions, we consider small, random circuits as models
of computation fragments. Using Qiskit’s built-in
subroutine, giskit.circuit.random.random_circuit,
we generate 30 random circuits on 6 qubits. These
are mapped to a custom, simulated, 6-qubit, bipar-
tite backend. In the chiplet case, each 3-qubit clus-
ter represents a fragment of a chiplet with inter-
nal all-to-all connections, while the middle connec-
tion models a link. This layout is inspired by that
in [52]. In the monolithic case, each of the three
qubits connects on either side connects to one on
the other. The backend is configured to assign de-
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Figure 10: Fidelity between simulated and ideal output
state vs. monolithic error for 6-qubit random circuits.
The black, horizontal line represents a simulated fidelity,
while the decaying blue curve shows fidelity with increas-
ing local error in a simulated monolithic configuration.

polarizing noise to local CX gates and amplitude-
damping noise to the modeled link. We then com-
pare the average fidelity with an ideal circuit for
each of 30 noisy circuits with the ideal circuit.

Specifically, local CX gate noise is chosen to
range from 0.0045 to 0.0395 in increments of 0.025
for the “monolithic” case, extrapolating upward
from the hybrid, Surface and Bacon-Shor thresh-
old as considered in 4.2.1. Link noise is chosen
to apply a 1% depolarizing channel followed by an
amplitude-damping channel with n = 0.12 based
on channels modeled in Subsection 3.3. The re-
sults appear as Figure 10 and show a qualitatively
similar pattern to those of Subsection 4.2. The
almost perfectly linear appearance of the plot is
due to Qiskit’s idealized density matrix compari-
son, which does not introduce measurement ran-
domness as would tomography.

4.4 An error detection scheme for links

While several existing studies propose error correc-
tion for amplitude-damping noise [106, 107, 108,
109, 110], we focus on error detection. In the near
term, small, noisy chiplets will probably benefit
more from error detection and post-selection than
from attempting to correct errors. In the long-

SO HD-D—

Figure 11: Basic error detection for amplitude-damping

links. The “4" symbols represent X and C'X gates, the
“I" a trivial identity gate, and the two dashed boxes are
two copies of the link.

term, larger, low-noise chips will probably use en-
tanglement distribution followed by teleportation
of data qubits, such that a detect-and-retry scheme
is likely more efficient than using error correction
around links.

Amplitude-damping errors are perfectly de-
tected for any encoding into a subspace with a
fixed number of computational basis of 0 and 1
states. Let m be a number of encoded qubits. For
any m > k € N, there is a subspace of dimen-
sion (m choose k) spanned by states that include
exactly k qubits set to “1” in the computational
basis. Though this subspace is defined in the com-
putational basis, it extends by linearity to a full
Hilbert space of this dimension, supporting super-
positions, entanglement, etc. Should an amplitude
damping error occur, it will necessarily leave this
subspace. Hence states in this subspace have per-
fect error detection.

We may therefore encode |logy(m choose k)|
qubits into m qubits, where the probability of an
error occuring is roughly proportional to k, and |- |
denotes the floor function. We always obtain max-
imal encoding efficiency with k = m/2 but in some
cases may optimize error probability by reducing
the value of k. By Stirling’s approximation and
letting [-] denote the ceiling function, we find

n > m [ 5 logy(mm)]
is achievable, implying asymptotically high effi-
ciency upon success in return for a (detected) fail-
ure probability that scales with k.
The simplest example of such a code is imple-
mented by the transformation

a0) + B[1) < «[10) + 5]01), (17)

a qubit version of the [106, Equation 2.15]. This is
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Q Sent | Q Used | Err Mult | Efficiency
1 2 1 0.50
2 4 1 0.50
3 3 5 0.60
4 6 3 0.67
5 7 3 0.71
6 8 4 0.75
7 10 4 0.70
8 11 4 0.73
9 12 5 0.75
10 13 5 0.77

Table 2: Table of encodings for up to 10 qubits. “Q
Sent” and “Q Used" refer respectively to the number

of qubits sent and the number used (including those for
error detection). The error multiplier is the number of
“1"s in the computational basis, such that this number
times 7 is the total probability of a detected failure. The
listed efficiency is the number of qubits sent divided by
the number used, conditioned on successful transmission.

illustrated via Figure 11 A slightly more sophisti-
cated code on 2 qubits is given by

Qg ’00> + o ‘01> + a2 ‘10) + a3 ’11>
& ag 0001) + a1 [0010) + as |0100) + az [1000) ,
(18)

which uses 4 qubits to encode 2 but still has &k = 1.
Table 2 summarizes encoding schemes for up to 10
qubits at a time.

Because detected errors are more likely with
larger encodings, the overall probability of success
for one use of the code falls with the number of
qubits transmitted. In a fully post-selected appli-
cation, encoding more qubits at once nonetheless
has advantages both in overhead and total fail-
ure likelihood. In a detect-and-retry scheme, there
might be advantages to distributing entanglement
more piecewise, since each detected failure then has
a lower cost in terms of lost resources.

With a CX error of about 0.01 depolarizing
noise and a 0.02 readout error, we may roughly
model the conditional channel applied on a “suc-
cess” measurement as probably about 0.03-0.04 de-
polarizing with current local error rates. The 0.88
reported efficiency from [52] and 0.02 readout er-

ror yield a post-selection efficiency of about 0.86.
As mentioned in that paper, however, it should be
possible to increase the efficiency in future experi-
ments. Similarly, [53] suggests a potential transfer
fidelity of 0.96. Error detection with post-selection
is potentially most useful in relatively small, early
distributed experiments. Post-selection is not ideal
for long SWAP chains with many potential fail-
ure points, but it may perform better in the tree
or expander connectivities as proposed in Section
4.1. Logarithmic depth circuits with expanderized
connectivity woud have inverse polynomial suc-
cess probability even without retrying any trans-
fers mid-computation.

Broadly, we expect on-chip noise to fall to ex-
tremely small values with continued engineering
research. If the fidelity of link transfers plateaus
at a lower value, such as the 0.96 mentioned in
[53], then comparisons such as those in Section
4 would ultimately show a disadvantage to using
links with extremely high fidelity of local process-
ing. In this regime, error detection may enable con-
tinued advantages in chiplet architectures. With
sufficiently good on-chip processing and readout,
one may consider an abstracted transfer operation
that distributes entanglement, detects errors until
retrial, and ultimately teleports the computation
qubits. Such a scheme may still have a smaller on-
chip footprint than error correction, requiring only
two qubits in principle. Hence link error detection
could be most valuable in a regime of small, high-
quality chiplets.

5 Discussion and Conclusions

The main result of this work is evidence for the role
of distribution as a quantum computing paradigm.
Effective modeling requires choosing good abstrac-
tions. It would not be feasible to model a com-
plete Hamiltonian when considering quantum algo-
rithms, as the amount of detail would overwhelm
any simulator and require specifying far too many
parameters. In contrast, a model that abstracts
away all physical reality might not usefully deter-
mine whether proposed applications can actually
use proposed systems. While our analysis is largely
focused on a snapshot in time during the NISQ era
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of quantum computing (2021), we anticipate that
the models described here will remain relevant as
link and on-chip fidelities improve in lockstep. An
open-source artifact associated with the work pre-
sented in this paper can be found in Ref. [111].

A key outcome of this work has been to find es-
sential aspects and constraints. Noise distinguishes
links from local transfers, and depending on the
network topology, bandwidth and distance may be
important. In contrast, the latency of a single mi-
crowave link is small, and the success rate high
enough to use without local distillation. These
aspects make microwave-linked chiplets a promis-
ing architecture for scaling up arrays of physical
qubits.

We have taken care to minimize idealized fu-
ture technologies, so that our work may bridge un-
derstanding between different layers. As much as
possible, we start from the experimentally imple-
mented hardware and build up to the level of po-
tential applications. Nonetheless, it is impossible
to cover everything or be completely sure at each
layer, because we continue to study systems that
are not yet built. Here we highlight some of these
open questions as promising for further study:

1. In Section 4, we compare possibilities for state-
of-the-art microwave links to connect current,
industrial-quality chips. A major experimen-
tal question is how and if these technologies
will be combined. To account for possible im-
pacts of integration and unpredictability of fu-
ture developments, we consider a wide range
of possible fidelities for both on-chip opera-
tions and links. An essential next step in dis-
tributed quantum computing is experimental
work to begin resolving these ambiguities.

2. The analysis of Section 4.2 hints that for plau-
sible ranges of noise parameters, the over-
all error probability for simultaneous opera-
tions linking many qubits will be lower in a
chiplet than in a monolithic architecture. In-
tuitively, a logical qubit spread over a chiplet
system could have looser fault-tolerance re-
quirements than one implemented monolith-
ically. Quantum error correction is a major
topic of its own with many complexities, op-
tions, and subtleties, so it is beyond the scope

of this paper to rigorously investigate this in-
tuition. Nonetheless, it seems likely that in
contrast to common expectations, distribution
may usefully lie below the logical qubit layer
in a fault-tolerant scheme.

3. Today’s optical and microwave links represent
vastly different regimes in expected range and
performance as described in Section 3. There
is nonetheless optimism that in the long term,
matter-optical transduction will benefit from
major advances in hardware and local error
reduction. It remains open if local networks
could eventually use optical fiber to similar
effects as proposed for microwave links in this
work.

4. Another recent work [54] proposes a quantum
router, using more specialized quantum hard-
ware to achieve all-to-all connectivity dynam-
ically. One might expect that such a router,
like a hierarchical graph, achieves high sequen-
tial connectivity and low graph diameter but
may suffer bottlenecks at the router. Nonethe-
less, dynamical switching might improve con-
nectivity while better isolating qubits against
unintended interactions.

5. As quantum computers increase in size, effi-
cient algorithms to optimize the flow of data
around a device increase in importance. The
development of these compilation and map-
ping techniques will enable analyses to better
quantify the costs of different connectivities.

Distributed quantum computing encompasses a
wide range of possibilities. While much research fo-
cuses on applications of long-range networks of log-
ical quantum computers to communication prob-
lems, we emphasize ways in which short-range,
physical networks could accelerate the path to fun-
damental abstractions and protocols.
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