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We present an exact solution in arbitrary dimensions for the steady states of a class of quantum driven-
dissipative bosonic models, where a set of modes is subject to arbitrary two-photon driving, single-photon
loss, and a global Hubbard (or Kerr)-like interaction. Our solutions reveal a wealth of striking phenomena,
including the emergence of dissipative phase transitions, nontrivial mode competition physics and
symmetry breaking, and the stabilization of many-body SU(1,1) pair-coherent states. Our exact solutions
enable the description of spatial correlations, and are fully valid in regimes where traditional mean-field and

semiclassical approaches break down.
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Introduction.—Spurred both by applications to quantum
information and the advent of controllable dissipative
quantum simulators [1-5] there is a renewed interest in
exploring driven-dissipative bosonic quantum systems in
the many-body limit (see, e.g., Refs. [6—15]). Of particular
interest are the possibility of dissipative quantum phase
transitions, and the emergence of highly nonthermal steady
states. While a variety of numerical approaches have been
devised to study such systems, they have limitations.
Conventional Gutzwiller mean-field approaches (see,
e.g., Refs. [16-19]) are unable to account for strong
correlations, whereas matrix-product state methods (see,
e.g., Ref. [20]) are largely restricted to 1D systems.
Alternate numerical approaches for 2D exist [21,22], but
these can become numerically infeasible for large systems.
Given this, the ability to have exact analytic solutions for
higher dimensional models would be extremely valuable.

In this Letter, we address this outstanding challenge. We
introduce a class of strongly interacting driven-dissipative
bosonic models, and show that it is possible to analytically
describe their dissipative steady states in arbitrary dimen-
sions. The basic system is shown in Fig. 1: a set of bosonic
modes is subject to arbitrary two-photon driving (both on
site, and between sites), as well as to Markovian single-
photon loss and a global Hubbard (Kerr) interaction that
depends on total photon number. While there are no
conventional hopping interactions, one still has a lattice
structure defined by the intersite two-photon drives. We
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show that the steady-state density matrix of this model is
amenable to exact solution via the hidden time-reversal
symmetry (HTRS) method [23,24]. This method is related
to other quantum optical solution methods [25-29],
though attempts to use these in the many-body limit were
unsuccessful [30,31].

Our exact solution reveals a wealth of physical phenom-
ena. For weak driving, one sees the emergence of phase
transition behavior as system size is increased, with
singularities arising in the thermodynamic limit from the
merging of discrete photonic resonances. Unlike well-
studied single-site models [32], the phase transition physics
here can occur far from the many-photon semiclassical
limit, and can show marked deviations from mean-field
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FIG. 1. (a) Schematic of the model: a lattice of bosonic modes,
with two-photon drives on each site (G) and on each nearest-
neighbor (nn) bond (A). There is also single-photon loss x on
each site, and a global Hubbard (Kerr) interaction U. (b) Our
exact solution allows the description of steady-state spatial
correlations. Here, nn pairing correlations are plotted as a
function of drive detuning A and drive amplitude A, fora N =
225 site 2D lattice with u = U/N, k = 0.01u. One sees clearly a
Mott-lobe-like structure associated with multiphoton resonances.
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theory predictions. We also show surprising connections to
the representation theory of SU(1,1). Strikingly, we find
that with appropriate tuning, the driven-dissipative steady
state is directly related to a nontrivial many-body gener-
alization of SU(1,1) pair-coherent states [33-35].

We also find surprising behavior in more strongly driven
regimes: the system can exhibit surprising symmetry
breaking phenomena and mode-competition physics, with
the exact solution again providing crucial insights. We
stress that the class of models we study could be directly
realized in, e.g., superconducting quantum circuit experi-
ments, and can be viewed as a many-body extension of
the driven Kerr parametric oscillator systems that are
being studied extensively in the context of bosonic error
correction [36,37].

Two-photon driven global interaction models.—We
consider a set of N bosonic modes (lowering operators
a;), subject to arbitrary two-photon (parametric) drives
(amplitudes M,;), as well as a global Hubbard interaction
(i.e., equal-magnitude self-Kerr and cross-Kerr interactions
U/N). Assuming all drives to have an identical detuning A
from resonance, and working in the common rotating
frame, the coherent system dynamics is given by

~ U (. \? ) ot
H:N@:nj) —Azj:nj—klzj:(M,jaiaj—kH.C.) (1)

where 7; = &;& ;- While our solution technique is more
general, we focus here on the case where our modes live on
the sites of a D-dimensional hypercubic lattice, and we
have translational invariance, with M;; = G, and off diag-
onals M;; = A/2D if i, j are nearest-neighbor sites, and
zero otherwise. This represents a modified two-photon
driven Bose-Hubbard model, with single-particle hopping
replaced with p-wave pairing terms, and the interaction
made global. We also include dissipation: independent
Markovian single-particle loss on each site. The full
dynamics is thus described by the Lindblad master equation

dp = —ilH.p| + > xDlajlp = Lp, (2)
J

where D[X]p =X pX" — (1/2){X7X,p} denotes the stan-
dard dissipative superoperator, constructed from an arbi-
trary linear operator X acting on the Hilbert space of our
system. We note that related two-photon driven many-body
bosonic models have been recently studied numerically
[12,14,15].

Equation (1) exhibits a generic tension common to many
driven-dissipative systems. The drives favor populating the
system with pairs of photons, creating squeezing correla-
tions. This is opposed by the losses, the energy detuning A
(which makes pair addition nonresonant), and most cru-
cially the interaction U (which is like a number-dependent

detuning). This yields the possibility of phase transitions,
where a high density could self-consistently make the
drives resonant. While there is no conventional hopping,
the nonlocal pair drives can create spatial correlations (and
are like an “Andreev-reflection” hopping process). Note
that our model could be realized in a variety of setups
including superconducting circuits and more conventional
quantum optical platforms (see the Supplemental Material
[38] for a simple circuit implementation of our model). We
also note that our solution is even more general than
Eq. (1). As shown in the Supplemental Material [38], for a
given set of drive amplitudes M,;, there exists a class of
standard hopping terms that can be added to A without
changing the dissipative steady state. We can thus describe,
e.g., bipartite lattices with local hopping and pairing terms.

Our goal in this Letter is to understand the dissipative
steady state p of our system, which satisfies Lpg = 0.
Surprisingly, for all parameter values and dimensionalities,
this can be done exactly and analytically, using the hidden
time-reversal symmetry (HTRS) approach introduced in
Refs. [23,24]. This method postulates the existence of an
antiunitary operator 7, in terms of which the associated
purification of pg (which lives in a doubled Hilbert space),

P =Trg¥p)(¥7l.  [¥3) =D /puln) Tlne. (3)

satisfies a generalized symmetry constraint [23]. Here |n),
p, are the eigenvectors and eigenvalues of pg, L denotes
states in the physical Hilbert space, and R denotes states in
the auxiliary Hilbert space, which is another copy of the
physical Hilbert space. The ansatz that 7 is a HTRS implies
a set of conditions on |¥;) that must be solved. For this
system, this can be done analytically [38].

The resulting solution for the pure state |¥;) has a
striking form. It describes an unusual kind of pair con-
densate: all particles occupy the same two-body wave
function whose spatial structure is determined by the
driving amplitudes M;;. We find [38]

ZCpp o n N N e
) =D SRR Ro=ond Myala. (4)
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where K . 1is the effective pair creation operator,
a;=(a;, +ajg)/ V2, and |Q) = [0),|0) is the vacuum.
The coefficients c,, in the expansion take the simple form

Cm & (=1)"/(8)» (5)

where  (8),, =06(6+1)---(6+m—1) denotes the
Pochhammer symbol (rising factorial), and where the
dimensionless detuning parameter r is

§:=1—=NAy/2U,  Ayr:=A+ik/2.  (6)
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We stress that when U # 0, this pure-state pair condensate
is highly non-Gaussian and exhibits Wigner-function neg-
ativity. The parameter dependence of this state is also
remarkable. The global Hubbard interaction U along with
the detuning A and loss k determine the effective “fugacity”
of our pair gas via the ¢,, coefficients. In contrast, all spatial
structure (encoded in M;;) is encoded completely in the
two-body “wave function” of each paired boson. Finally,
the resulting dissipative steady state is nonthermal, in that it
cannot be written as exp(—fH) for some S [38].

Emergence of phase transitions.—The exact solution
allows us to study the emergence of dissipative phase
transitions as the number of sites N becomes large, i.e., in
the thermodynamic limit. This can be done for arbitrary
dimensionality D, and while still remaining in low-density
regimes where semiclassical approximations would fail.
We find a direct connection between first-order phase
transitions that occur at large N, and discrete multiphoton
resonances that can be resolved at smaller N. This is seen
clearly in Fig. 2(a), which shows the average steady-state
photon density versus A in a D = 2 model, for different
system sizes. The discrete resonances at modest N occur
when the dimensionless detuning r is close to a negative
integer. The exact solution tells us that when 6 = —n + ¢
with |e| < 1, the relative “fugacity” between the n + 1 and
n pair configurations diverges as ¢ —0: ¢, /¢, =
—1/(n+8) = O(e™"). This divergence (cut off by k) leads
to an enhanced photon number, and thus sharply-defined
resonances occurring at detunings A, = 2U(n + 1)/N [see
Fig. 2(a)]. As N — o0, the spacing between resonances
vanishes, leading to a first-order phase transition where the
density exhibits a jump as a function of A. Figure 2(a) also
shows a comparison against the predictions of a simple
semiclassical mean-field theory (see the Supplemental
Material [38] for more details, as well as comparisons to
Gutzwiller mean-field theory).

A further virtue of the exact solution is that it gives
full access to spatial correlations. We find that these
correlations provide a much better way of distinguishing
phases compared with purely local observables. In the
large-N limit, two-point equal-time correlators in the steady
state such as (a;,,a;). <&j+r&,»>ss always decay exponen-
tially with distance [see Fig. 2(b)]. In stark contrast, the
global Hubbard interaction generates long-range (but
weak) density-density correlations. To study this quantita-
tively, we define in D =1 the reduced density-density
correlator

A

Here, 72 = (1) is the mean on site occupation in the

steady state, and we note that g(z)(i, r) is independent of i
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FIG. 2. Driven-dissipative phase transitions. (a) Average den-
sity 71 versus detuning A for various sized 2D square lattices
(periodic boundary conditions, k = 0.01U, G = U/5, A = U/4).
As system size increases, discrete resonances merge to yield a
jump in the density and a first-order phase transition. We also
show the predictions of a basic semiclassical mean-field theory,
which predicts a zero-density solution that cannot be shown here
due to the log scale on the y axis. (b) Here, we attempt to
distinguish the bunched (red squares) and antibunched (blue
circles) phases via their correlations, respectively, single-particle
(left panel) and density-density (right panel) correlations. We
choose A = 43U as representative of the bunched phase and
A = —=3U as representative of the antibunched phase. Both plots
show data for a N = 100 site periodic lattice with D = 1. All
other parameters are the same as in panel (a). All results are
computed using the exact solution in Eq. (4).

away from boundaries. An analogous definition holds
for D > 1.

We find that the two phases of our model can be cleanly
distinguished by the sign of their large-distance density-
density correlations, i.e., by gg) = lim|,‘_>oog(2)(r). We call

the phase where gg) > 0 a “bunched” phase, where density

fluctuations are positively correlated at long distances, and
the remaining phase with gg) < 0 an “antibunched” phase.
When « is sufficiently small, these phases are connected
by the first-order phase transition mentioned above. The
corresponding jump in density is accompanied by a sign
change in gg); see Fig. 2(b), right panel. We also note that
for modest values of N, the multiphoton resonance physics
described above can also lead to interesting structures
resembling Mott lobes [9,51], if one looks at intersite
correlations. This is shown in Fig. 1(b).

Criticality in the D =0 model—The above physics
becomes especially clear in the limit where A =0, i.e.,
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purely local driving. There is no remaining spatial struc-
ture; hence, we call this the D = 0 limit. As we saw in
Fig. 2, for D > 0, our model has a finite correlation length
characterizing the decay of two-point correlators. The D =
0 model sets this length to zero, while retaining the more
interesting physics associated with density-density corre-
lations. The D = 0 limit is also experimentally relevant: it
can be realized directly using a relatively simple super-
conducting circuit [38].

The D =0 case has another key virtue: it allows a
dramatic simplification in the calculation of observables, as
now K..K", and K, = 2NG?/U)[K" . K] form a rep-
resentation of the Lie algebra of SU(1,1). This makes the
problem of evaluating moments with respect to the state
|¥;) given in Eq. (4) completely algebraic; one only
requires knowledge of the bosonic representation theory
of SU(1,1). Further, harmonic analysis in RN yields a
satisfactory characterization of the requisite representation
theory [38]. We are thus able to compute local observables
and correlators for systems with tens of thousands of sites
and at unit density. For our D = 0 model and for large N,

we can verify by brute force that lim,_, 5+ sign{ g@} ==+1,
where A_. denotes the location of the discontinuity in 7.
This confirms that the first-order phase transition (PT)
marks the boundary between bunched- and antibunched
phases (cf. Fig. 2). We also find that this first-order PT only
exists when « < k.., where k. is a critical damping thresh-
old, akin to a critical pressure in a liquid-gas transition
[cf. Fig. 3(a)]. As in a liquid-gas transition, above the
critical point the two phases are smoothly connected, as is
indicated by the continuity of gg) in Fig. 3(b). Here, we use
the exact solution to estimate k.., by explicitly observing the
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FIG. 3. Phase diagram for D = 0. (a) Average density as a

function of detuning A and loss «, with N =500, A = 0, and
G = U. Phase boundaries can be seen, and the critical damping
value k.. is also indicated: for « > k., the first-order PT vanishes.
(b) Asymptotic long-distance behavior of the density-density

correlation function, as captured by gg) [cf. Eq. (7)]; the sign of
this quantity more clearly distinguishes the two relevant phases in
the model. A critical point AS; == A, + ix./2 marks the exact

. 2 .
location where ng) becomes continuous across the phase boun-

dary. Same parameters as in panel (a). The parameter tuning that
results in a many-body pair-coherent state is indicated with a star.

divergence of the susceptibility y = 0i/0A as k — k; see
the Supplemental Material [38] for more details.

Many-body pair-coherent states.—When D > 0, analy-
sis based on the exact solution becomes more challenging.
One can still obtain a representation of the Lie algebra
SU(1,1) by defining a (generalized) pair-lowering operator
K_:=(U/2N)Y;;(M™"),;é;@;, which has the effect of
removing a pair of bosons: K_K"|Q) x K"7!|Q).
However, K_ is not equal or proportional to IA(X unless
D = 0 or D = 0. The result is that representation-theoretic
techniques are of no utility when D > 0. Nonetheless, the
Lie-theoretic point of view is still useful in helping reveal
unusual phenomena.

In particular, at special detuning values, the gas of boson
pairs constituting the purification of the steady state
[cf. Eq. (4)] forms a many-body pair-coherent state
(PCS), that is, an eigenstate of the operator K_ [33].
From the form of the solution, we see that this happens
when ¢, /¢, = —k/(N/2 + m), where k = —1 is the
corresponding eigenvalue of K_ [38]. From Eq. (6), we see
that this requires § = N /2, corresponding to k — 0™ and

A = Apes = U(2 = N)/N. (8)

Note that for the case of just a single mode N = 1, this
corresponds to the known physics of a Kerr parametric
oscillator [26]. In this case, A = U is the same as zero
detuning if one normal orders the Kerr interaction, and |¥;)
reduces to an even-parity cat state.

We stress that there are observable consequences asso-
ciated with the formation of this many-body PCS. As one
approaches the special detuning, there are no fluctuations in
the global pairing, as quantified by the operator K_. One
can explicitly show that

<<Z(M‘1 ), &,> o (Z ( M‘l)i,;&;&j> m>SSA%°A<PCS e
9)

Similar to their two-mode counterparts [52,53], the many-
body PCS we describe here may have utility for bosonic
quantum error correction [36,37,54-56]. We note that the
many-body PCS that emerge here are distinct from the
multimode states discussed in Ref. [35].

Symmetry breaking.—In the strong-driving regime,
our model exhibits a surprising symmetry breaking
phenomenon. First, note that the singular values
of our matrix of pair-driving amplitudes is Ay =
(1/u)|(A/D) 3>, cosk; 4 G| where the wave vector k
labels standing wave modes. Let A, denote the maxi-
mum singular value, and s denote the number of distinct
modes that it corresponds to (so-called max pairing modes).
For large driving, one can analytically show that the
steady-state Wigner function W[{ay}| corresponds to a
uniform distribution over the (s — 1)-sphere defined by
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FIG. 4. Symmetry breaking at strong driving. (a) Occupancy 7
of standing wave modes in an odd-length D = 1 open chain, as
the drive A is increased. For large drives, the modes with the
largest pairing amplitudes, k = 0,7, dominate. N, denotes
average total photon number. Parameters are A =0,
k =u/100, u=U/N, N = 31. (b) Normalized density correla-
tions between the modes at k =0,z (red curve), and the
horizontal asymptote y = —1/s predicted by a uniform sphere
distribution (black dashed line). Here, s = 2. Parameters same as
in panel (a).

g X = const,
Ak =2

with x, € R and 6 an overall phase [38]. Even though there
is a near continuum of pairing eigenvalues, for large
driving, the max pairing modes completely dominate.
This behavior is shown explicitly in Fig. 4(a). The structure
of this solution also directly leads to an anticorrelation
between mode amplitudes that is purely geometric; see
Fig. 4(b).

The mode selection in our system can be related to
spontaneous symmetry breaking. Real rotations amongst
the max-pairing modes form a non-Abelian group of weak
symmetries isomorphic to O(s, R) which commutes with
the Lindbladian £. At high driving strengths we conjecture
that this symmetry is spontaneously broken. This is seen
clearly at the semiclassical level, where one can show [38]
that every point on the max pairing (s — 1)-sphere is a
stable stationary state of the dynamics. Each such solution
of course breaks the underlying mode-rotation symmetry.
In the full quantum theory, fluctuations lead to a slow
randomization on this space of symmetry broken solutions,
yielding the final unique steady state. The effective mode
selection phenomena in our model is reminiscent (but not
identical to) of analogous effects in other systems (see, e.g.,
Refs. [57-59]). Reference [60] also describes (using semi-
classical mean field theory) related phenomena in a many-
mode model with uniform pairing, with mode selection
being controlled by dispersion as opposed to pairing

xi = e oy (10)

amplitudes. We stress that in contrast to Ref. [60] our
exact solution lets us describe all quantum fluctuation
effects, allowing analytical insights into how our mode
selection effect emerges as the dimensionless driving rates
G/U, A/U become large; see Fig. 4(a).

Discussion.—We have introduced a class of strongly
interacting, two-photon driven bosonic lattice models
whose dissipative steady states can be found exactly.
The models exhibit a wealth of interesting phenomena,
including emergent phase transitions, many-body pair
coherent states, and novel mode competition and symmetry
breaking. Our work provides an important means for
benchmarking approximation techniques, and also reveals
that the physics of Kerr parametric oscillators (studied
extensively for error correction) is even richer in the many-
body limit. It also suggests that the HTRS solution method
could be used to successfully address a host of truly many-
body problems.
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