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CHAPTER 1

INTRODUCTION

1.1 Introduction to Nervous Systems and Behavior

A primary function of the animal nervous system is the detection of changes in the exter-

nal environment in order to generate appropriate actions. Movement is a critical response

because the resources that are required for survival and reproduction are heterogeneously

distributed in the environment. Sensing and movement improves the chances of finding

food, accessing mates and avoiding danger [5]. Sensory neurons, cells specialized to detect

light, odors, vibrations, or other stimuli, detect changes in external environment and trans-

mit chemo-electric signals to interconnected networks, or circuits, of neurons in order to

determine an appropriate action. To move, specialized neurons called motor neurons signal

muscle cells which contract to pull parts of the body into new orientations. Combinations

of contractions coordinate movement and produce locomotion by applying forces against the

local environment. Similar movements are grouped into behaviors, such as running, jumping

and swimming. Sensorimotor pathways, the circuits comprised of sensory neurons, motor

neurons, and neurons which connected them, link stimulus to behavior. The structure and

function of these interconnections are the least characterized, and the focus of my research.

1.1.1 Basic anatomy of the central nervous system

Nervous system architecture is classified into two groups: nerve nets and central nervous

systems. Nerve nets consist of interconnected neurons in radially-symmetric animals such

as jellyfish and hydra (Cnidarians), comb jellies (Ctenophores), and starfish (Echinoderms).

The Hydra nerve net is composed of a diffuse lattice of neurons that form neural circuits.

These circuits are associated with distinct behavioral responses to particular types of sensory

stimuli, for example body contraction and elongation in response to light [40]. Bilaterally-

symmetric animals (Bilaterians) generally develop central nervous systems that are composed
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of the brain and the nerve cord, organs with a high density of neurons and neuroglial support

cells. The central nervous system is more sophisticated than a nerve net. It receives and

transmits information to all parts of the body, and forms complex neural circuits that regulate

internal processes like emotional state and homeostasis, as well as control behaviors such as

speaking and writing. The identification and characterization of different circuits is a main

objective in current neuroscience research [165].

The central nervous system is functionally segregated. The brain is formed by a develop-

mental process and evolutionary trend called cephalization, in which anterior sense organs

and ganglia of the nervous system are fused together to form a brain [135]. The brain serves

as the major information processing center and receives sensory signals from the visual,

mechanosensory, vestibular, olfactory, gustatory and auditory systems, among others [74].

This information is passed via sensory afferents from sense organs in the head or from other

parts of the body. The brain integrates this information and forms signals for movement that

are transmitted down to the nerve cord. The nerve cord contains motor nerves which control

muscle contraction, as well as local circuits which form reflexes and locomotor patterns [77].

An animal can perform its full range of behaviors through the coordinated activity of the

brain and nerve cord.

1.1.2 Descending neurons and behavior

Neural signals are passed from the brain to the nerve cord through descending neurons (DNs).

The information passed from sensory processing centers in the brain to motor circuits in the

nerve cord must be encoded within a set of neurons that is orders of magnitude fewer in

number than in the brain or nerve cord. In vertebrate locomotion, DN activity is critical for

anticipatory movements such as changing locomotor gait on uneven ground or for stepping

over objects. Descending signals also maintain a base of postural support upon which these

locomotor changes are superimposed. The overall behavior observed is thought to be the

integration of these DN signals with local activity in the nerve cord [37].

2



DNs represent a bottleneck within the central nervous system. In model organisms used

for neuroscience research, anatomical studies have estimated the number of DNs in com-

parison to the number of neurons in the brain and nerve cord. In the fruit fly, Drosophila

melanogaster, the brain is composed of ∼135,000 neurons [3], the nerve cord of ∼10,000 neu-

rons [142], and the DNs of 300-500 bilaterally-symmetric pairs [59, 68, 106], approximately

0.5% of the total neurons [3]. Generally, animals have a relatively limited number of DNs

with which to signal the nerve cord. Because scientists work in a regime where our ability

to measure neural activity at high fidelity is limited, DNs are a key target for understanding

how specific brain signals control behavior.

Early studies focused on the most conspicuous, largest DNs, and found that they are often

important for generating startle and escape behaviors [42]. For example, in flies [155] and

anamniotes (lamprey, teleost fish, amphibians) [41], activity in the pair of giant descending

neurons drive escapes. Behavioral studies indicate that escape can be readily elicited with

visual or mechanosensory stimuli that mimic predators rapidly approaching the animal [42].

By examining the neural basis of the escape behavior, we seek to understand how the brain

rapidly detects and transforms these threatening stimuli into signals that are transmitted

down DNs to motor neurons to generate escapes.

While escape studies have focused on the giant DNs, there is strong evidence that addi-

tional DNs serve as functional parallel pathways. A neural circuit with multiple information

channels may provide additional robustness or serve to increase their dynamic range and

flexibility [95]. In zebrafish, the pair giant DNs, the Mauthner cells, along with two ho-

mologous pairs MiD2cm and MiD3cm, form the Mauthner array, a group of six DNs which

contribute to escapes [109, 91]. In fruit flies and larger fly species, anatomical evidence for

DNs sharing some characteristics with the giant fiber (GF) descending neuron have been

reported [73, 100], but their functional roles remain unexplored.
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1.2 Overview of Escape Behavior Research

The study of sensorimotor processing requires detailed investigation of neural circuits and

the actions they produce. Neural systems which control startle and escape behavior have

been particularly amenable to investigation for several key reasons. These behaviors are

typically low-latency responses to threatening stimuli. Rapidity minimizes the time between

threat detection and motor output, potentially limiting the number of involved neurons and

complexity of the neural processing, thereby limiting experimental scope and facilitating

modeling. Escapes are often high acceleration movements whose kinematics are relatively

stereotyped within species, facilitating behavioral characterization and detection of pertur-

bations. Startle and escape are essential to survival, and are critical in determining the

evolutionary fitness of prey under selective pressure by predation. They have been observed

in species across the animal kingdom, allowing comparative examination of neural circuit

properties. They are robust, so are easily adaptable for study in laboratory conditions. Fi-

nally, in several of these species, underlying neural circuits contain conspicuous giant neurons

with large axons which are amenable for physiological techniques for functional characteri-

zation [60].

1.2.1 The Looming stimulus paradigm and visually-mediated escapes

To examine startle and escape in diverse animal species, researchers have employed a range of

sensory stimuli, including mechanosensory impulses, noxious odors, sharp sounds and visual

expansion [42]. In visually-mediated escape, when predator attacks, its approach will create

a looming, or expanding, stimulus on the prey’s eye. Recently, researchers have focused on

a common visual paradigm that models these stimuli. Formalized by Gabbiani [53], looming

stimuli are typically designed to mimic a dark object on a light background approaching at

constant velocity (v), modeling the angular size of the object on the fly’s retina (θ) as a

function of time (t):
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θ(t) = arctan

(
l

v ∗ t

)
(1.1)

The pattern of looming expansion is defined by l/v (also called r/v in some literature),

which is the ratio of the approaching virtual object’s radius (l) to its approach velocity (v)

(Figure 1.1). This creates a non-linear growth curve over time. By adopting this definition,

looming responses have been characterized in a range of cell types and brain regions in

different species.
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Figure 1.1: Looming Stimulus Paradigm
(A) Video montage of a damselfly predatory approach toward a perched Drosophila, with t = 0 at
time of damselfly-fly contact. Green arrow indicates fly and red arrow indicates damselfly. Images
recorded at 1000 frames per second.
(B) As the damselfly approaches the fly, it projects a larger image on the flys retina, as measured
by its angular size (θ). A and B adapted from [155].
(C) Looming stimuli emulate an object with half-size (l) approaching with constant velocity (v),
covering an angular size (θ) of the preys retina. The size-to-speed ratio, l/v, characterizes the
non-linear increase in θ over time. Adapted from [48].
(D) Evolution of kinematic parameters of the looming stimulus during approach time. θ(t) is the
loom angular size, ρ(t) is the loom angular velocity and (τ) is the time-to-contact. t = 0 at the
theoretical time-to-contact, where θ = 180◦.
(E) The derived optic variable, η, is a non-linear function of the loom size, θ(t), and speed, ρ(t).
Looms with different l/v values (represented by different shades of green) will lead to peak θ values
at different times relative to time-to-contact. However, these peaks will all occur at a fixed delay
after the stimulus reaches a certain size threshold, regardless of loom speed (or l/v). D and E
adapted from [88]. Reproduced from [114].
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Whether by convergence or homology, escape circuits across species take on a remarkably

similar organization. Looming-sensitive neurons have been reported in vertebrate retinal

ganglion cells [147], thalamus [141] and superior colliculus [39], as well as the invertebrate

optic lobe [156, 82, 64, 107]. Looming information is passed through a direct route to motor

areas in the nerve cord. In the locust, some looming-sensitive visual projection neurons have

been shown to synapse directly on descending interneurons [110], and multiple looming-

sensitive descending pathways have been found [49]. In mammals, non-cortical looming-

escape pathways have been identified in the mouse [129]. Direct comparison of responses

reveals remarkable conservation in computation and neuroanatomy across species. Evidence

shows at least one class of looming-sensitive response, η, is present in animals as diverse as

insects and mammals (Figure 1.2), and encodes a looming size threshold used to activate

escape behaviors before predator contact. (Adapted from [114])
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Figure 1.2: Identified Loom-Encoding Neurons Across Species
Cols 13: Examples from t, r or h neural response types identified in pigeon nucleus rotundus, cat
superior colliculus, mouse superior colliculus, fish optic tectum, locust LGMD neuron, crab MLG1
neurons and fly giant fiber neurons. Col 4: Time-to-contact at peak neural responses (points) for
each l/v tested. Linear fits with positive slope indicate that neurons peak at a threshold angular
size, given by the slope of the line. Linear fits with slope = 0 indicate the peak occurs at a fixed
time-to-contact. Data adapted from [53, 48, 39, 141, 108, 129, 92, 155, 52] Reproduced from [114].
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1.2.2 Escape directionality

A critical feature of looming-evoked escape behavior is the control of escape direction to a

directed stimulus. Understanding the underlying neural control is an area of active research.

Directional escapes, also called escape trajectories, have been studied in many species [42, 34,

35, 25, 60], including crickets [146, 75], cockroaches [36], locusts [124], flies [23, 25] and fish

[43, 39]. Research in species that use refuges in the wild, such as crabs that dig home burrows,

report even more complex escape sequences that depend not only on threat orientation, but

also distance to burrow and relative position of the ocean for offshore escape [161, 66]. In

the lab, detailed studies in the zebrafish conclusively show that the laterality of response

(right vs. left) is adjusted based on looming stimulus location [39] (Figure 1.3). In addition,

mechanosensory stimuli presented at the head or tail alter the degree of bending of the body

early in the behavior such that the fish swims away from the threat. This initial bending

is dependent on the Mauthner array [91, 92]. To adapt escapes to stimulus direction and

contextual cues demonstrates greater flexibility than previously thought available in highly

stereotyped behaviors like escape.
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Figure 1.3: Directional Loom-Evoked Escape in Zebrafish
(A) Escape trajectories elicited by looming stimulus on the right (blue) or left (black) visual field,
projected beneath the fish.
(B) Angular histogram of the maximum turn angle produced in the first 50 ms of the trajectories
in A.
(C) Escape directionality plotted as a left-minus-right preference index, calculated by (left turns
- right turns)/(left turns + right turns). Left and right loom stimuli consistently evoke lateral
responses away from the stimulus position. Reproduced from [39].

1.3 Review of the Escape Behavior of Adult Drosophila

Melanogaster

1.3.1 Fly escape is a sequence of distinct movements

Adult flies exhibit startle-induced locomotion in response to mechanosensory, olfactory and

visual stimulation [164, 29, 152, 151]. In response to visual threats, flies will freeze, increase

their walking velocity [56] or escape by initiating flight. Visually-induced escape is best

studied in the context of looming stimuli [22, 61, 47]. Escapes are composed of a sequence

of stereotyped actions that include freezing, leg repositioning with postural adjustment,

wing raising and jumping with wing depression, shown in Figure 1.4. Flies perform rapid

directional escapes, jumping away from the looming stimulus [23]. (Adapted from [60])

The fly’s ability to orient its escape away from the looming stimulus direction is dependent

on the postural adjustments and leg repositioning performed in its escape sequence. These

serve to adaptively move the fly’s center of mass in a manner dependent on the center of
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looming stimulus expansion. The fly’s escape trajectory is defined by the location of the

center of mass relative to the position of its mesothoracic (middle) pair of legs that extend

during jumping [23] (Figure 1.4). The neural substrates which underlie these movements in

the escape sequence have yet to be determined.
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1 Freeze 2 Adjust posture 3 Elevate wings

285 ms

4 Jump
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Figure 1.4: Fly Escape Sequence and Directionality
Fly escape is composed a sequence of behaviors which enable directional responses.
(A) Example escape sequence in response to a looming stimulus. The fly sequence is composed of:
1) freezing - placing all of its legs on the substrate and stopping movement, 2) leg repositioning -
moving its legs to move its center of mass (COM) toward the escape direction, 3) wing elevation
raising both wings in preparation of takeoff, and 4) jumping extending the middle legs and de-
pressing the wings to start flapping flight.
(B) Flies escape away from threatening stimuli. The color codes for an angular range of stimuli.
Responses represented by individual color coded arrows are distributed approximately 180◦ away.
(C) Postural adjustments are performed according to the initial pose of the fly relative to the stim-
ulus. Two examples demonstrate two different COM shifts relative to their middle legs. A vector
field represents the COM movement of many fly escapes.
(D) The flys escape direction is determined by the shift in COM, binned into eight color-coded
ranges. Two examples schematize the COM shift (gray to brown) and the escape direction. Figure
reproduced from [25].
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1.3.2 The Giant Fiber system

The giant fibers (GFs), first described by Power in 1948 [120], constitute a pair of neurons in

which a single action potential initiated in one GF drives bilateral wing depression and leg

extension [155]. The giant fiber system (GFS), shown in Figure 1.5, contains known sensory

inputs and downstream motor outputs. The characterization and development of the giant

fiber system (GFS) has been reviewed in detail by Allen et. al [4]. First characterized in

larger fly species, GFs project multiple dendritic branches in the central brain that synapse

to neurons that co-fill with dye [9, 100]. Auditory receptor neurons in the antennae, called

Johnstons organ neurons, of type AB, form electrical synapses with the GFs in the antennal

motor and mechanosensory center (AMMC) [73, 133]. These inputs mediate mechanosensory

responses [89]. GFs are also responsive to looming visual stimuli. One visual input is the

lobula columnar cell type LC4 (also called ColA) [111, 102]. The dendrites of individual LC4

neurons tile and span the lobula, the 4th order visual neuropil of the optic lobe, and their axon

terminals form a glomerular output structure that overlaps with GF dendrites. LC4 neurons

co-fill with GFs in larger flies, and their connectivity has been demonstrated in Drosophila

[156]. GFs may also take input from the giant commissural interneurons, which co-fill with

dye. These neurons cross the central brain to link activity between the GFs, potentially

imposing a bilateral activity pattern in GFs. Additional anatomical evidence suggests that

GF axons are electrically coupled to each other in the ventral nerve cord, which could serve as

a separate mechanism to match GF activity [118]. GF outputs have been well characterized

anatomically [80] and downstream targets have been characterized electrophysiologically

[145]. GFs project large axons down the cervical connective into the ventral nerve cord, where

they form chemical and electrical synapses with the peripheral synapsing interneuron (PSI)

and the tergotrochanteral muscle motorneurons (TTMn). The TTMns control mesothoracic

leg extension. The PSI pair synapse to each other and to contralateral dorsal longitudinal

muscle motorneurons (DLMn) which control wing depression. Thus, a unilateral or bilateral

GF spike drives symmetric leg extension followed by wing depression to affect an escape.
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(Adapted from [60])

Recent work by von Reyn et. al. [155], investigated the role of GF activity in escape

behavior. High-throughput behavioral experiments showed a bimodal distribution in the

duration of looming-elicited escape behaviors, measured from the start of wing raising to the

moment of takeoff. Employing a split-GAL4 line [116] expressing only in the GFs, precise

neural activation by CsChrimson [81] and inactivation via KIR2.1 channel hyperpolarization

[10] revealed that GFs are necessary and sufficient for short duration escape behaviors.

Although files perform long duration escapes without GFs, it is possible that GFs also

contribute to this jumping component when they are available. Long duration escapes likely

rely on unknown parallel looming-sensitive descending pathways that converge at the TTMn

and DLMn. Somatic whole cell patch clamp recordings of GFs while monitoring flight

initiation with high-speed videography showed that GF spike timing relative to unidentified

pathways determines whether the fly performs a short or long duration escape behavior.

(Adapted from [60])
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Figure 1.5: Giant Fiber System
Schematic of identified cell types in the giant fiber system (GFS) within the fly central nervous
system. The GFS consists of a pair of giant fibers (GF, red) and their bilaterally symmetric
inputs and outputs, shown here on one side only. GF inputs in the brain: giant commissural
interneurons (GCI), lobula columnar neuron 4 (LC4; Lo indicates lobula), antennal motor and
mechanosensory center (AMMC). GF outputs in the ventral nerve cord: peripheral synapsing
interneuron (PSI), tergotrochanteral muscle motorneurons (TTMn), dorsal longitudinal muscle
motorneurons (DLMn). The TTMn and DLMn output to their respective muscles, the TTM and
DLM, that generate leg extension and wing depression in fly escape. Reproduced from [60].
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1.3.3 Looming-sensitive visual neurons

Foma1 Neurons

Recent work in Drosophila has focused on characterizing looming-sensitive cells in the visual

pathway. The enhancer trap line Foma1 was identified in a genetic silencing screen for opto-

motor deficits [76]. Included in the Foma1 neuronal expression pattern are a cluster of three

neurons with broad dendrites in the lobula plate and 2 neurons with dendrites in the lobula.

The lobula and lobula plate are neuropiles critical for motion detection (reviewed by [15]).

Electrophysiological characterization demonstrated that a subset of Foma1 visual neurons

are sensitive to looming stimuli. Activation of the Foma1 neurons with Channelrhodopsin2

generated escape behavior and silencing with temperature-sensitive Shibire strongly and sig-

nificantly reduced escape to looming visual stimuli, indicating that Foma1 neurons, or a

subset within, are essential for looming-evoked escape behavior [31]. (Adapted from [60])

LC4 Neurons

To understand the looming-sensitive visual inputs to the GF, von Reyn et. al. [156] studied

the LC4 cell type [46, 111, 138]. There are 60-70 LC4 neurons per hemisphere, and their

axons exit the optic lobe and project into the ventrolateral protocerebrum of the brain to

form a large bundle called an optic glomerulus [140]. They comprise one of approximately

20 optic glomeruli, each formed from a distinct visual output cell type [113, 162]. The study

determined that the GF lateral dendrite projects into the LC4 glomerulus and is functionally

postsynaptic to LC4. Silencing LC4 and recording the GF shows that LC4 contributes to the

looming speed sensitivity in the GF loom response. Furthermore, in behavioral experiments,

activation of LC4 generate GF-like short duration escapes.
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LPLC2 Neurons

Similar to the LC4 neurons, the LPLC2s are visual output neurons which form a distinct optic

glomerulus and also provides input to the GF. Activation of LPLC2 also drives escapes [162].

Studied recently by Klapoetke et. al. [82], the LPLC2s themselves take input from both the

lobula plate and lobula. The lobula plate contains outputs for directionally selective motion-

sensitive small-field neurons called T4 and T5 that terminate in 4 layers, each corresponding

to a cardinal direction. Anatomical analysis of the lobula plate dendrites showed a unique

configuration in which cross-shaped dendrites ramified into each of the layers such that each

branch detected outward motion from the neuron’s receptive field center. Characterization by

calcium imaging confirmed that LPLC2 is selectively responds to loming, and local inhibitory

neurons selective for inward motion grant a high degree of specificity.

1.4 Tools for Neuroscience Research in Drosophila Melanogaster

In studying the sensorimotor processing underlying escape, the advent of precise neuroge-

netic tools in genetic model organisms allow dissection of neural function with precision not

available in other animal systems. The basis for this technology in flies is the GAL4-UAS

binary expression system, detailed below. Advances in this system allow repeatable identi-

fication and manipulation of specific genetically-defined neuronal cell types. In behavioral

experiments, this allows both activation and silencing of specific cell types, which is an

important tool revealing their behavioral roles.

Flies present other important practical benefits as well, including: relatively low main-

tenance costs for keeping large numbers of individual genetic lines, fast generational times

for building particular genotypes efficiently and the ability to generate large numbers of

genetically identical individuals to gain statistical power in experiments. [131]

17



1.4.1 GAL4-UAS binary expression system

The GAL4-UAS system [17, 38] is a widely-used genetic tool in fly research that confers

cell-specific control of expression. By locating the site-specific yeast transcription activator

GAL4 downstream of a genomic enhancer of an endogenous gene that expresses in particular

neurons, GAL4 is expressed in those neurons. The UAS (upstream activating sequence) is

located upstream of a desired responder gene. When GAL4 is expressed, UAS is activated,

and the downstream gene is expressed. This scheme gives robust and consistent control of

gene expression in neurons in which the genomic enhancer is active.

Selection of the downstream gene controls the type of experiment performed. Common

downstream gene sequences are fluorescent reporters, such as GFP [131], which identifies the

particular neurons under genetic control. Neurons can be silenced through the expression

of TNT or KIR2.1 constructs [10] which are used to identify loss-of-function behavioral or

physiological phenotypes. For gain-of-function experiments, neurons may also be optogenet-

ically activated by expression of light-gated ion channels such as ReachR [70] or CsChrimson

[81], in combination with an appropriate light pulse.

Alternative and complementary binary expression systems have been developed, such as

the LexA-LexAop system [19, 87], which allows independent control of two populations of

cells. For example, for a functional connectivity experiment, CsChrimson can be expressed in

a putative upstream cell type with the GAL4-UAS system while GFP can be expressed in a

putative downstream cell type to target an electrophysiological recording. This scheme allows

experimenters to repeatably test if activity in the first cell type drives recorded downstream

activity, indicating that they are functionally connected [82]. There are many schemes,

including epistasis experiments which can be employed using two binary expression systems.

Spatial refinement of the GAL4-UAS expression pattern can be achieved by the split-

GAL4 technique [93, 116]. By driving GAL4’s DNA binding and activation domains under

separate enhancers, via a leucine zipper, GAL4 function is only reconstituted in neurons

belonging to both expression patterns. By searching for multiple GAL4 expression patterns
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for a cell type of interest, generating split-GAL4 combinations of pairs of these patterns, and

selecting resulting lines in which only the cell type of interest lies in the expression intersec-

tion. This allows for highly-specific control of genetic expression if successful intersections

can be generated.

The generation of cell type-specific split-GAL4 libraries is an incredibly powerful tool for

precisely investigating individual elements of neural circuits [33]. The number of existing

GAL4 halves has been sufficient to develop split-GAL4 libraries that cover many of the

individual cell types in particular anatomic regions of the fly brain, such as the fly optic

lobes [154, 162], mushroom bodies [6, 8], central complex [160] as well as the DNs [106].

These collections are both an anatomical catalog of cell types as well as a resource for

further functional investigation.

1.4.2 In vivo whole-cell patch clamp electrophysiology

Progress in genetic control of cell type expression has been complemented by recent advances

in fly electrophysiology. Preparations for somatic whole-cell patch clamp recordings were

initially developed by Turner and Wilson for study of the olfactory system[159], and further

engineered to be able to address state-dependent changes in activity while walking [28] and

in flight [94]. These experiments can leverage the cell type-specific reagents by targeting

fluorescent labeled somata with patch electrodes [104]. In this paradigm, experimentalists

are confident that the recordings profile a specific identified cell type in each fly, without

requiring post hoc identification through either an effective anatomical dye fill from the patch

electrode or a match to the response profile of an identified cell type. This simplifies and

improves consistency in electrophysiological characterization within a set of experiments and

enables straightforward future examination of previously studied cell types.
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1.5 Thesis Research Direction and Scope

An ongoing challenge in studying neural circuits and behavior is determining how to as-

sess functional roles for putative parallel sets of neurons that may contribute to the same

behavior. These circuits are difficult to dissect because additional neurons may have re-

dundant functions, which make predicting the behavioral output difficult in perturbation

experiments. With current technology, it is possible to activate or silence target neurons in

a cell type-specific manner [132]. These are also referred to as gain of function or loss of

function experiments. In a system where activity in two or more neurons can generate a

particular behavior, silencing any single neuron may not reveal a deficit when presenting a

stimulus that naturally elicits that behavior. Furthermore, if many neurons are naturally

active in performing a behavior, inducing activity in a single neuron may not be sufficient

to generate the behavior, and the conclusion that the neuron drives the behavior will be

shrouded. In escape systems, since many pairs of DNs may be coactive during the same

threatening stimulus, it can be difficult to observe differences associated with eliciting or

blocking activity in a single pair.

I worked with my colleague, Ryan Williamson, to tackle the behavioral detection side

of this problem. We developed the FlyPEZ, a flexible experimental tool which is able to

distinguish minute differences in escape and other behaviors. The FlyPEZ efficiently pro-

duces high-speed videos of fly behavior with high spatial resolution. If different DN cell

types drive similar but not identical motor patterns, we can use the FlyPEZ to differentiate

their contributions. Chapter 2 consists of a manuscript, now in press, with full details on

the development, usage and proof-of-principle of the device.

In chapter 3, I present a project exploring the role of a group of DNs in fly escape. These

DNs are anatomically parallel pathways to the GFs. Using the FlyPEZ, I determined that,

like the GFs, certain DN cell types drive escape. In electrophysiology experiments, I find that

each of these DNs are strongly responsive to threatening visual stimuli. This indicates that

they are co-active when flies are confronted with approaching predators. Further behavioral
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analysis indicates that two DNs drive postural adjustments which lead to forward or back-

ward escapes. Finally, analysis of connectivity between LC4 and these DNs in an electron

microscopy dataset reveals spatial biases consistent with generating an appropriate escape

direction. Overall, I found a functional group of DNs that serves as part of the feed-forward

descending control of the fly escape sub-behaviors.

Finally, in chapter 4, I will discuss future directions, ideas, and questions raised but

unanswered during these projects. In particular, there are a number of speculative thoughts

relating to the DN project in chapter 3 that are recorded for future fly escape and descending

control aficionados.
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CHAPTER 2

THE FLYPEZ: RAPID BEHAVIORAL PHENOTYPING OF

AUTOMATICALLY ISOLATED DROSOPHILA AT HIGH

RESOLUTION

2.1 Chapter Overview

We developed the FlyPEZ as a tool to automate fly behavior experiments. The throughput

allows population sampling at a range of stimulus parameters, which is critical to understand

behavioral variability and contextual dependencies. Although I used the FlyPEZ for studying

control of escape behavior by a set of descending neurons, it can be used for a range of fly

behavior experiments. We believe that the method could be useful in the research community,

so we put together a paper which includes a characterization and demonstration of the

FlyPEZ’s capabilities. This chapter is adapted from a manuscript submission for journal

publication. The name, FlyPEZ, references a candy container which dispenses a single small

tablet when opened, and is reminiscent of the FlyPEZ’s ability to separate individual flies

from a group.

2.2 Abstract

Sparse manipulation of neuron excitability during free behavior is a critical tool for identify-

ing neural substrates of behavior. Genetic tools for such manipulation exist in the fruit fly,

Drosophila melanogaster, but detecting the resulting, potentially precise, behavioral pheno-

types in this small animal requires a high-throughput assay with high temporal and spatial

resolution. Here, we introduce FlyPEZ, which achieves these aims by automatically releas-

ing flies one-at-a-time onto a small platform for targeting by visual stimuli, optogenetic

lights, and high-speed video cameras. FlyPEZ provides the resolution to track individual

appendages with a throughput of thousands of flies per day. Its modular components can

22



also easily augment other assays. We use FlyPEZs capabilities to demonstrate a novel role

for head casting during unrestrained optomotor responses, comprehensively model the input-

output function for directional looming-evoked escape takeoffs, and discover a new, millisec-

ond timescale loss-of-function phenotype from genetic silencing of a single visual projection

neuron type.

2.3 Introduction

To understand how neural circuits coordinate movement and control complex behaviors,

it is advantageous to perturb activity in sparse neuronal subsets while observing the be-

havioral consequences [62, 122, 158], ideally during natural behaviors. Recently available

neuroanatomical information and corresponding genetic reagents available in the fruit fly,

Drosophila melanogaster, have refined the spatial [71, 116] and temporal [11, 70, 81] targeting

of such neuronal manipulations, offering an unprecedented opportunity to link neuronal ac-

tivity in identified cell types to behavior. However, such precise manipulations often require

equally precise measurements of behavior to detect their effects. In particular, activity in

individual neurons is known to affect the timing, extent, or direction of movement for individ-

ual appendages such as the legs [98], wings [127], or proboscis [128], which can only be seen

by camera systems with high spatial and temporal resolution. Phenotypes have also been

shown to vary depending on the sensory [1], social [121], and behavioral [28] context in which

the animal was observed. Furthermore, data from tens or hundreds of thousands of individ-

uals may be required to discern phenotypes, because behavior of freely moving animals and

genetic expression are inherently variable [116, 122] and thousands of sparse-expression lines

may need to be screened. The quest to link sparse neuronal manipulation to free behavior

phenotypes therefore requires a high-resolution, high-throughput assay in which environmen-

tal variables can be controlled. State-of-the-art methods for recording large numbers of flies

use planar arenas to study groups during walking or standing behaviors [18, 130]. This has

been a successful approach for classifying a wide range of behaviors [13, 56, 72] and using sta-
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tistical approaches to map them in an unbiased manner to neurons whose activity may affect

them [7, 21, 67, 69, 122]. However, arenas are limited in external stimulus precision and flex-

ibility, and cannot control influences from other flies. Furthermore, because the camera must

be mounted far above the flies to encompass the entire arena in its field of view, most current

large-arena systems cannot resolve appendages, and are limited to two-dimensional tracking,

in which some appendages may be occluded. Higher spatial resolution can be achieved by

isolating individuals in smaller arenas (e.g. [13, 119, 134]), including courtship chambers

[30] or small mazes [20]. Isolation comes with the additional benefit of eliminating the in-

fluence of uncontrolled social interactions on behavior, and a smaller area makes it easier to

target the fly with external stimuli. But in these cases, individuals must be loaded into each

chamber, and the time required to manually process each fly drastically limits throughput.

Automated means to manipulate single flies into specialized assays are emerging [2, 125] and

have the potential to bring high-resolution, single-fly assays into the high-throughput realm.

However, current methods use air pressure or robotic arms to forcibly move flies around,

thereby introducing an external stimulus that may perturb the flies, alter their behavioral

state, or mask experimental phenotypes [12, 149]. Such manipulations are especially prob-

lematic for studying behaviors in response to visual stimuli because the robot arm movement

itself becomes a salient visual stimulus to which the fly is exposed, potentially habituating

[45, 126] or facilitating [167] responses during the experiment. Such applied-force automation

is thus best suited to experiments where animals are given a long recovery period between

fly handling and experimental protocols, a period that itself reduces throughput. Here we

present an alternate approach that overcomes these challenges to assaying natural behavior

with simultaneous high-resolution and high-throughput. The FlyPEZ system automatically

isolates individual flies on a small platform, without undue perturbation, where they can be

targeted for visual or optogenetic stimulation and their responses recorded using a macro

lens on a high-speed camera. FlyPEZ is modular and consists of three novel components,

each of which are affordable and can operate in stand-alone fashion. FlyGate is a ‘smart’
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gate that separates individual flies walking upwards by negative geotaxis out of a standard

fly vial [54]. Negative geotaxis has previously been used to successfully remove groups of

flies in bulk from a vial without perturbation [125, 155], however by adding a linear pho-

todetector array and a motorized gate calibrated to stop flies without squishing them, we are

able to control their release rate and isolate them one-at-a-time for experimental stimulation.

FlyDetect, is a template-matching 3D-tracking algorithm that precisely locates either the

anterior or posterior end of the animal to determine the flys center of mass and orientation,

even if half of the animal is occluded. GlobeDisplay is a spherical screen surrounded by a

custom conical mirror onto which a single projector can display images that cover nearly the

entire visual field of the fly. The integrated FlyPEZ system can quantify a wide range of

unrestrained behaviors in detail with a throughput appropriate for running forward genetic

screens, including screening collections of driver lines targeting single neuronal cell types. As

a proof of principle, we demonstrate the FlyPEZs ability to quantify millisecond movements

of the head, wings, and legs of thousands of flies during visually-evoked innate behaviors,

and we harness this capability to identify distinct roles for different visual projection cell

types in coordinating looming-evoked escape. We also provide examples of a range of other

behaviors, including grooming, courtship, and proboscis extension, that can be observed

with the FlyPEZ, and we show the system can be adapted to automatically make repeated

measurements of the same individual, enabling the study of learned behaviors. The FlyPEZ

system thus provides the flexible components needed for extracting high-resolution behav-

ioral information from large populations of individually-measured flies, making it possible to

quantify fly behavior at the level of detail required to identify functional roles for single cell

types, in the context of unrestrained behavior.
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2.4 Results

2.4.1 Implementation of FlyPEZ

FlyPEZ comprises three separable but integrated modules (Figures 2.1A, 2.2A): a fly dis-

penser (FlyGate, Figures 2.1B, 2.2B), a custom tracking algorithm (FlyDetect, Figures 2.1C-

D), and a surround visual display (GlobeDisplay, Figure 2.1E). To begin an experiment, the

user inserts a vial of flies into a spring-loaded holder under the FlyPEZ and scans a barcode

that loads previously entered experimental parameter data into a graphical user interface

written in MATLAB. The rest is automatic (Figure 2.2C).

FlyGate, the fly dispenser module, first automatically separates individual flies from

the vial group. Flies exit the vial voluntarily by negative geotaxis and funnel into a tunnel

just wide enough for a fly to walk forward (Figure 1B). In the tunnel, an IR laser light

shines through a thin vertical slit in the tunnel wall, illuminating a linear photodetector on

the opposite side. A fly in the tunnel occludes part of this light, creating a shadow that

indicates its location (Figure 2.2D-E). When the fly shadow reaches a designated tunnel

height, an onboard microcontroller signals a servomotor to close a small plastic gate behind

the fly, preventing passage by subsequent flies. A gate in the ‘Blocked’ position is precisely

calibrated such that, on the rare occasions when the gate closes on a fly, the impinged fly is

not damaged (Figure 2.2F). Flies exiting the tunnel emerge on the recording platform, a 5

mm X 5 mm glass square adjoining the tunnel exit. Water surrounds the platform to prevent

flies from walking away (Figure 2.1B). The small platform size keeps the fly centered in the

visual panorama and the focal regions of both the camera and optogenetic-activation lights.

FlyDetect software monitors the platform via real-time video input from two small,

angled mirrors that periscope orthogonal views of the fly down to a camera (Photron, San

Diego, CA) sampled by a computer at 15 Hz. One mirror, positioned beneath the glass

platform, delivers a ventral view of the fly (Figure 2.1C, bottom inset video frame) and

another, facing platform front, delivers a side view (Figure 2.1C, top inset).
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Figure 2.1: Implementation of FlyPEZ
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Figure 2.1 (previous page): Implementation of FlyPEZ
(A) The FlyPEZ system comprises three separable but integrated modules: FlyGate, FlyDetect,
and GlobeDisplay. Diagram view sectioned to reveal FlyPEZ interior.
(B) The FlyGate module (shown in cross-section) includes a funnel-shaped cap that is inserted into
a standard fly vial (green), a removable plastic tunnel (blue) that contains a laser light sheet and
linear photodetector, the gate (red) attached to a servo motor (grey), and a 5 mm X 5 mm glass
recording platform (light gray).
(C-D) The FlyDetect algorithm finds the center of mass and heading of flies in real-time and
posthoc analyses, even when the fly is partially occluded. It takes as input video frames acquired
via four small mirrors that direct two perspectives of the fly onto a single camera lens such that both
orthogonal views of the fly are simultaneously recorded in focus (C). To generate the templates used
for tracking (D), images of ∼100 flies were aligned and averaged (female and male, left). Separate
templates for the anterior and posterior ends of the flies were then generated.
(E) Model of the GlobeDisplay panoramic visual stimulus module, including projector, plastic
spherical screen, and surround conical mirror. The projector is angled 12◦ to compensate for the
optics which were designed by the manufacturer to project an elevated picture onto a wall. The
inset shows how the reflected portion of the image (green) intercepts the directly projected portion
(blue).
(F) Flow chart of a typical FlyPEZ experiment. See also Figures 2.2, 2.3, 2.4.

Four infrared (850 nm) light emitting diodes (LEDs) provide illumination for the camera

outside the flys visual range [99] (Figure 2.2D). FlyDetect is a custom tracking algorithm

designed to work specifically with the small FlyPEZ platform, where the fly may at times

overhang the edge and become partially occluded in the bottom camera view. The algorithm

uses template-matching to locate the flys anterior (‘head’) and posterior (‘tail’) halves sepa-

rately in each video frame. From these, FlyDetect determines the flys whole-body center of

mass and anterior-to-posterior heading (Figures 2.1D, 2.3A-F). A final refinement step used

in post-hoc tracking analyses, but not in the real-time data acquisition, aligns the edges of

the template with specific features of the tracked fly, thereby increasing the tracker accuracy

(Figure 2.3G, also see Methods). As this approach works by partitioning the fly into seg-

ments, it can also be applied to individual appendages, for example, to track head movement

relative to the body (see Figure 2.8).
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Figure 2.2: Implementation of FlyGate
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Figure 2.2 (previous page): Implementation of FlyGate
(A) Section view of FlyPEZ base as in Figure 2.1A but including more detailed parts, such as the
IR and optogenetic LEDs (copper color) and sweeper (black).
(B) Photo of stand-alone FlyGate module, capable of functioning independently. The part includes
an on-board microcontroller and custom circuit board.
(C) Detailed flow diagram of a typical experiment from start to finish. The only manual steps
include scanning the barcode and securing the fly vial underneath the FlyPEZ.
(D) Close-up photograph of the FlyPEZ with the spherical projection screen removed showing the
interior parts.
(E) Four examples of the output of a linear photodetector array that is used by the on-board
FlyPEZ microcontroller to determine the location of the gate and flies inside the tunnel. This
output is also displayed in real-time in the FlyPEZ graphical user interface. Horizontal amplitude
of the bold black line is proportional to the amount of light detected from a laser directed at the
array through a slit. A closed gate blocks most of the light at the gate location. Flies traversing
the tunnel also block the light, and when enough light at a set position past the gate is blocked,
the servo controlling the gate is set to the ‘Blocked’ position to prevent the passage of subsequent
flies.
(F) Model of gate positions, as viewed downward through the tunnel. ‘Closed’ completely blocks
the laser light and is used for finding the gate position with respect to the linear photodiode array.
‘Blocked’ is closed enough to block passage of flies while leaving enough room to prevent crushing
a fly passing the gate. ‘Open’ creates enough space for a fly to pass while preventing the passage
of two flies in tandem. ‘Cleaning’ releases the tunnel piece for quick cleaning if debris is blocking
the passage, which occurs approximately once every 4,000 flies.

To assess tracking accuracy, we compared the heading and center of mass location output

by the algorithm to manual tracking of these parameters in 1151 frames selected from videos

of 215 different flies (Figure 2.3H-J). The automated tracking is 95% accurate to within an

equivalent of 4% the length of the fly and can track 94% of the downloaded videos (Figure

2.3K). When a fly arrives at the platform center with rotational velocity below 150◦/s,

FlyDetect signals experimental stimulation to begin and the camera starts recording. The

triggered stimulus can be either optogenetic stimulation with four red (624 nm) LEDs or a

pre-rendered visual stimulus movie using the GlobeDisplay described below. GlobeDisplay

software rotates the projected stimulus to display relative to the flys frame of reference using

the real-time orientation of the fly determined by FlyDetect. After every triggered recording,

a motorized bar sweeps the platform area to clear any remaining flies, and FlyGate opens

to start another trial.
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Figure 2.3: Implementation of FlyDetect
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Figure 2.3 (previous page): Implementation of FlyDetect
(A) Using the average fly depicted in Figure 1D, a template is generated by radially resampling
either the anterior or the posterior (‘head’ and ‘tail’ are used for convenience) region of both females
and males. Including separate male and female templates improved tracking accuracy, although the
tracker does not reliably identify gender. For reference, each colored point on the original image
(left, source) corresponds to the same color point on the resampled image (right, destination).
This transformation is rapid using MATLAB because the ‘Destination’ image is generated only
by referencing (or ‘indexing’) pixels in the ‘Source’ image, as opposed to the slower approach of
transformation via interpolation. Other approaches deal with size variation by rescaling the image,
but in this approach, the ‘Source’ image is indexed in a non-linear manner using spokes which
radiate from the center while the corresponding points in the ‘Destination’ are evenly spaced.
Therefore, the x-axis of the ‘Destination’ image represents size while the y-axis represents image
rotation.
(B) To ensure that a match can be found regardless of the orientation of the fly in a video, templates
are constructed from two duplicated ‘Destination’ images from (A) positioned side-by-side.
(C) To locate a fly within a video frame, the program tests for the presence of a head or tail at
multiple locations (left, 48 x 48 grid of black dots overlaid). At each location, the image is resampled
in a similar way as described in (A), but this time using fewer points per spoke. The resampled
image is then compared to the four template images in (B) and the coefficient of determination
(r2) is determined. A ‘match’ is the location having the highest r2 value, if that value exceeds the
empirically determined threshold of 0.33. All other locations are rejected. (D-F) For three example
frames, the ‘Destination’ fly image is overlaid with the template in the best match location. The
fly in (F) has a different orientation compared to that in (D) and (E), resulting in a shift along the
template x-axis, and is smaller, resulting in a shift downward compared to the other examples.
(G) To refine the match, a new template is used which enhances the edges of the fly template.
Starting at one extreme end of the fly, the edges template is fit onto the fly in the video using
interpolated transformations, a slower process. For jump direction tracking, this is only done for
frame one. For optomotor response data, when separate head tracking is desired, this is done for
all frames. Fly heading is defined as the average heading of the three ‘rounds’ having the best fit.
To visualize the quality of the fit before and after this refining procedure, the template in green is
overlaid with the fly in magenta such that the outlines turn white when aligned. Note that more of
the outline appears white in the ‘After’ panel compared to ‘Before’. (H-J) Tracking accuracy was
assessed by comparing human annotations of high-speed FlyPEZ videos to automated ones. Using
a MATLAB program, an experimentally blind human clicked on the extreme ends (head and tail)
of five evenly spaced frames for trajectories of 215 flies that moved at least 50 pixels without any
occlusions. Distances were measured as Euclidean distance in pixels. The average of the head and
tail points defines the center of mass xy position (H) and the heading is the anterior direction of
that vector (J). For the z-axis, the upper and lower bounds of the fly viewed from the side were
annotated by hand, and the midpoint between these was compared to the tracking (I).
(K) Tracking confidence visualized by overlaying it onto an average fly.
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To capture the flys fastest action, a 3-ms escape jump [24, 153], we record at 6000 frames

per second and use a 105 mm lens (Nikon, USA) with 12-mm extension tubes, for a spatial

resolution of 50 pixels/mm. Under these conditions, a fly jumping at speeds of 0.3 m/s

travels 2.5 pixels per frame, which is appropriate for tracking with FlyDetect. The temporal

and spatial scale of a recording is easily matched to a specific behavior by adjusting camera

parameters.

GlobeDisplay projects panoramic images for the visual stimulation of fly behavior on

trials for which the experimenter selects a visual stimulus. Similar to a smaller spherical

projection system for tethered flies[136], GlobeDisplay achieves nearly complete coverage

of the flys visual field (360◦ azimuth, 90◦ to -30◦ elevation) from a single light source by

stitching together a portion of the image that is projected directly onto the sphere (zenith

down to 30◦ elevation) with a portion reflected off a mirror onto the side of the sphere

(-30◦ to 30◦ elevation)(Figures 2.1E and 2.4A-C). In contrast to the smaller display, man-

aging reflections onto our larger, 6-diameter globe screen required a novel, machined mirror

shape, an approach also used in vertebrate virtual reality systems [63]. In this case we

designed a conical mirror to surround the globe at its base. Flies view projected images

from the inside of the globe, at its geometric center, where the platform is located (Figure

1A). The custom-manufactured plastic globe assembly (TRU-PLASTICS, Sturtevant, WI) is

coated on the outside with rear projection paint (ScreenGoo, Goo Systems Global, Ontario,

Canada). A projector with its color wheel removed (DepthQ WXGA 360, Lightspeed De-

sign, Bellevue, WA; with modifications designed by A. Leonardo) displays movie frames at

360 Hz, faster than the flicker-fusion frequency of the fly visual system [144]. Visual stimuli

are pre-generated as a sequence of two-dimensional grayscale images representing objects in

terms of azimuth and elevation (Figure 2.4A) and subsequently warped onto the globe screen

(see Methods and Figure 2.4B-D). A one-time calibration procedure ensures the projection

is centered on the globe and that projections are transformed as expected (Figure 2.4D).
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Figure 2.4: Implementation of GlobeDisplay
(A) Visual stimulus frames are generated as a 2D Mercator projection in terms of azimuth and
elevation, just as earth is typically represented on a flat map. Overlaid colored lines show the same
relative locations in A-C.
(B) A geometrical Image transformation is accomplished on the GPU in real time using the Psy-
chophysics Toolbox, an open source OpenGL wrapper for MATLAB. The small white square in
the lower left represents the position where the image flickers black and white with every stimulus
frame over a photodiode to capture stimulus timing.
(C) A photograph of the GlobeDisplay with the input image from (A) projected onto it. (D) As
part of the calibration procedure, latitude lines are displayed with a 10 cm spacing. The lines are
then compared to a tailors tape measure to confirm that the displayed image matches the desired
geometry.
(E) Brightness is corrected empirically, such that the image displays on the spherical projection
screen with uniform light intensity.
(F) To identify trials in which frames were dropped, a square outside the image flickers from white
to black with every frame at 360 Hz. This generates a square wave photodiode signal that is
digitized by a NIDAQ board with its clock synchronized to the camera. After an experiment is
complete, automatic raw data processing determines the frame on which the stimulus began and
whether frames were dropped.
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To ensure light levels across the globe are consistent from the perspective of the fly,

a custom manufactured device positioned at the platform location was used to scan the

inside of the globe screen with a photodetector. Brightness levels across the dome were

then empirically corrected based on these measurements. This correction compensates for

both the varying angle of incidence of the light on the spherical screen and the focusing

effect of the mirror (Figure 2.4E). While the mirror does induce some variability in spatial

resolution of images on the globe, the minimum spatial resolution is one degree, well below the

minimum detectable by Drosophila [65]. Images are displayed with accurate timing using

the Psychophysics Toolbox [16, 83, 115], an open-source software package for MATLAB.

Stimulus frame presentation is monitored during an experiment using a photodiode outside

the spherical projection area (Figure 2.4F). Unavoidable occlusions from the optogenetic and

IR LED lights inside the globe near the horizon were minimized by design, occupying less

than 2% of the flys field of view and reaching a maximum elevation of 5◦. Also, the small

number of flies retained by the globe during an experimental session each occupy less than

0.5◦ on the flys eye, below the flys spatial resolution, and are removed after each 20-minute

run.

To further enhance the throughput capacity of the system, we designed several automatic

data quality checks into the system flow. The longest duration event of each trial is the

download of the video from the camera to the computer (20-40 seconds). To eliminate

time wasted downloading unusable videos, each video and stimulus photodiode trace are

automatically screened before download to determine if they pass quality checks (only one

fly on the platform, no stimulus frames dropped, etc.).

35



Figure 2.5: FlyPEZ Quantifies Single Fly Behavior with High Throughput
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Figure 2.5 (previous page): FlyPEZ quantifies single fly behavior with high throughput
(A) We measured the instantaneous FlyPEZ throughput rate over a typical 20-minute experiment
for fly vials of varying density (n = 12, 24, 48, or 96 flies; N = 8, 8, 8, and 7 vials, respectively).
Shown are the number of flies passing the gate and triggering a blocked state in 4-minute bins.
Densities of 96 flies produced a steady rate of ∼2 flies/minute exiting the vial and passing the
FlyGate for the entire experiment. We attained a similar density in our experiments by crossing
10 males with 5-10 females (see G).
(B) Median number of videos downloaded per run (black) and median number of usable videos
that pass manual curation (gray) per 20-minute experiment.
(C) Number of flies remaining in the vial at the end of the experiment. Vertical lines indicate inner
quartile range.
(D-F) Box plots showing how a result would change depending on how many data points were
collected. This relates to the consistency of the FlyPEZ and to the variability in fly behavior.
Experiments were performed twice a day using the DL fly stock and the same visual stimulus (l/v
= 40, 45◦ elevation, 45◦ azimuth) for 45 days. The total sample size of 1089 was then divided
into groups of 10, 25, 50, and 100. This comparison highlights the tradeoff between the number of
experimental conditions obtainable in a set amount of time and the statistical power of the results.
For (D) and (E), N = 1089 flies; for (F), N = 651 flies.
(G) Fly handling schedule that can be followed to obtain a vial density of ∼100 flies.
(H) Data was acquired for a total of 3 hours from one FlyPEZ in two separate ways. Flies entered
the viewing platform either at will (no gate) or using FlyGate.

Passed trials are downloaded from the camera, saved, and queued for a subsequent rapid

manual curation step using a custom graphical user interface (Figure 2.6A-B) that removes

any further unusable data (∼13% of videos downloaded). The net output is about 20 usable

videos per 20-minute experiment for each FlyPEZ (Figure 2.5A-C). Our setup of four FlyPEZ

devices can acquire over 1500 videos in 8 hours, enough data to test at least 40 experimental

conditions per week, which is sufficient for large silencing or activation screens (Figure 2.5D-

G). When compared to using the device without the FlyGate (Figure 2.5H), FlyPEZ confers

a 100-fold increase in throughput per device.
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Figure 2.6: FlyPEZ Data Management Pipeline
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Figure 2.6 (previous page): FlyPEZ Data Management Pipeline
(A) Raw FlyPEZ video data is collected and organized by date, run, and FlyPEZ device number.
On a separate computer, a program scheduled to run every night re-organizes the newly acquired
data into an ‘experiment ID’ based system. During this phase, the timing of stimuli is determined,
metadata consistency is cross-checked, and the data is queued for manual curation.
(B) The data curation GUI is used to assess raw FlyPEZ data. Data are manually marked for
exclusion (‘Fail’) based on any of the manually noted conditions: more than one fly is present
during the video; no fly is present; the fly from the previous video was not cleared; an obvious
balancer phenotype, such as curly wings, are visible; there is an error in the stimulus photodiode
data. A ‘user input’ text entry box also allows users to exclude data for other reasons at their
discretion. Users also note the accuracy of FlyDetect by determining whether the arrow is facing
the same direction as the fly. An experienced user can curate over 1000 videos per hour. Newly
curated data is scheduled for post-hoc tracking overnight using the algorithm described in Figure
(C) After tracking is complete, a user may hand-annotate events such as the precise timing of
wing raising. This is facilitated by the Video Explorer program, a separate graphical user interface
designed for viewing the videos and for manual annotations.

The FlyPEZ modules FlyGate, FlyDetect, and GlobeDisplay work in concert to provide

efficient automation of single-fly behavioral experiments. The modules are straightforward

to assemble either independently or as an integrated system (Figure 2.7) from the com-

plete FlyPEZ parts list, design files, and code base (including the FlyDetect algorithm)

available for download at: https://www.dropbox.com/home/Paper_WRW_pez3000/FlyPEZ_

supporting_documents/FlyPEZ_design_and_assembly. In particular, the FlyGate can be

built independently for less than $2500 USD, which is comparable to other fly dispenser

technologies [2, 125]. The stand-alone dispenser module (Figure 2.2B) could thus be used to

deliver flies from a home vial into any apparatus without perturbation from handling.
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Figure 2.7: FlyPEZ Hardware Communication Diagram
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Figure 2.7 (previous page): FlyPEZ Hardware Communication Diagram
The control computer is responsible for coordinating all hardware activities during data acquisition.
(A) When a visual stimulus is scheduled with an experiment, the control computer sends the name
of a pre-generated stimulus to the visual stimulus computer, which prepares the frames using Psy-
chophysics Toolbox in MATLAB (see Methods). During an experiment, the control computer sends
fly azimuth information and triggers the visual stimulus computer with a latency of 200-300 ms.
After the stimulus presentation, the visual stimulus computer sends a success or failure message to
the control computer. The timing of the stimulus relative to the video recording and an assessment
of the execution of the stimulus is accomplished by analyzing a photodiode record acquired by the
Ni-DAQ. This two-way communication is facilitated using User Datagram Protocol (UDP) via an
inexpensive specialized UDP cable which connects to the Ethernet jack.
(B) A USB serial connection transmits commands to and receives status data from the FlyPEZ.
Information from the FlyPEZ includes: temperature, humidity, fly count, cooling power, and the
linear photodiode sensor data. Commands from the FlyPEZ include target temperature, IR light
intensity, sweeper, gate position, and optogenetic activation prepare/execute.
(C) The National Instruments data acquisition board (Ni-DAQ) provides a digital clock and syn-
chronizes all stimulus and recording events at a sub-millisecond timescale. It receives voltage-
encoded status signals from: 1) the FlyPEZ buckpucks, which directly correlate to optogenetic
activation LED intensity; 2) from the photodiode, stimulated by a region of visual stimulus pro-
jection; and 3) from the camera (recording start/stop). The Ni-DAQ sends this information to the
control computer, and since the Ni-DAQ and camera clocks are synchronized, all events recorded
by the Ni-DAQ can be associated with specific recorded video frames.
(D) Each camera has an IP address and the control computer manages the camera via an Ethernet
cable using transmission control protocol (TCP). Using this connection, the control computer can
change the camera settings, set record/live feed status, and receive video frames. These tasks are
accomplished using the control program we generated in MATLAB using the software development
kit provided by PHOTRON.

2.4.2 High-resolution quantification of visual behavior in freely-behaving

Drosophila

As a demonstration of the type of high-resolution behavioral analyses that can be conducted

using FlyPEZ, we examined the kinematics of unrestrained flies in a classic visual behavior

paradigm: the optomotor response. Rotation of the visual panorama induces most animals

with a visual system to follow the direction of the motion, reducing retinal slip to stabilize

their gaze (direction the eyes are facing) relative to the background [57]. Flies adjust their

gaze by a combination of turning their body and turning their head (to which the eyes

are fixed). In blowflies, evidence suggests that walking animals improve performance of

their visual system by navigating with rapid turns (‘saccades’), during which head velocity
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exceeds that of the body, such that the head completes the turn before the body [14]. A

similar program has been observed in tethered Drosophila walking on a ball [51], but not

during saccadic turns in unrestrained flies navigating a maze [55]. It is thus unclear if freely-

walking Drosophila turn their head and body together during optomotor turning responses

to rotation of the visual panorama. We created panoramic vertical grating patterns with a

pole at the zenith of the GlobeDisplay (Figure 2.8A, top) rotating with contrast frequencies

known to elicit strong turning in tethered walking flies [57]. Our FlyDetect tracking algorithm

automatically tracked the position and orientation of the thorax and head separately during

responses.

Consistent with observations in tethered flies [28], we found that grating motion drives a

fly to steadily adjust its gaze in the same direction as the motion, at roughly the grating speed

(Figure 2.8A). We also observed a second type of gaze adjustment. Periodically, flies rapidly

shifted their gaze in the direction opposite to that of the panoramic stimulus, a behavior

we refer to as a ‘reverse saccade’ (Figures 2.8A, arrow; 2.8B, negative velocity dips). Both

the onset time and the number of reverse saccades per trial were variable (Figure 2.9A). We

tracked head and body movement (Figures 2.8C-F and 2.9B-E) during both inter-saccade

intervals (Figures 2.8D and 2.9F) and within saccades (Figure 2.8E-F). We found that head

movements were the major component of total gaze angle change for both periods. Reverse

saccades also included increased translation of the center of mass in the xy-plane (Figure

2.9G). Importantly, we found that, during saccades, the head motion precedes the body

turn by 45 ms (Figure 2.8F), to our knowledge the first demonstration that Drosophila use

a head-before-body saccade program similar to that of house flies [14].
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Figure 2.8: High-Resolution Quantification of Visual Behavior in Freely-Behaving
Drosophila
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Figure 2.8 (previous page): High-Resolution Quantification of Visual Behavior in
Freely-Behaving Drosophila
(A) Rotating gratings (30◦ spatial period, 3 Hz, top) projected with the GlobeDisplay evoked fly
turning behavior. Gaze trajectories for individual flies are overlaid (middle row), black line and
shading indicate population median and inner-quartile range, respectively (bottom row); Right,
N = 18; Left, N = 31; No motion, N = 29 flies. Flies generally turned in the same direction as
the grating, albeit slower. We observed periodic rapid turns in the opposite direction (reverse
saccades, arrow).

(B) Single fly example of gaze angular velocity showing four reverse saccades.
(C) Schematic showing how gaze angle is composed from the body and head angles.
(D-E) Box plots of average angular velocities between saccades (D, n = 53 inter-saccade intervals,
N = 49 flies) and during the saccades (E, n = 61 saccades, N = 49 flies). Data from leftward and
rightward gratings were pooled and rightward grating responses were reflected as if from a leftward
grating.
(F) Relative timing of head and body angular velocity changes during reverse saccades. Time equals
zero is set by the point of most negative gaze angular velocity in each reverse saccade. Head angular
velocity minimum precedes the reverse saccade by 10 ms (red line, top), while the body minimum
occurs 35 ms after (red line, bottom), for a total head-body lag of 45 ms (black double-arrow).
Black line is median and shading is inner-quartile range. (n = 61 saccades, N = 49 flies).

2.4.3 High-throughput mapping of a visual-motor transformation in three

dimensions

A significant advantage of the FlyPEZ is its ability to capture three-dimensional motion

data repeatedly and rapidly. To demonstrate the high-throughput capabilities of FlyPEZ,

we used the system to empirically determine the comprehensive input-output function for

control of the flys escape direction in response to a looming visual stimulus. Previously, we

have shown that flies can adjust their azimuthal takeoff direction to move away from a rapidly

expanding (looming) disk approaching from a 45◦ elevation [24]. However, it is unknown

what strategy the fly uses to direct escape from other potential attack elevations. Using

information from the FlyDetect real-time tracking algorithm, and taking advantage of the

panoramic GlobeDisplay projection system, we recorded over 12,000 individual fly responses

to looming stimuli positioned at 46 different azimuth and elevation locations throughout the

flys dorsal hemisphere. We found that the probability of a fly performing an escape takeoff
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Figure 2.9: Head and Body Movements in Response to a Rotating Grating
(A) Raster plot showing occurrence of reverse saccades (see Figure 2.8) over time for all trials where
the fly was tracked for at least 2.5 seconds (top) and histogram (bottom); N = 18 flies.
(B-D) Population median (black line) and inner-quartile-range (gray) of head (B) and body (C)
rotation as well as center of mass translation (D) for the duration of the stimulus presentation.
(E) Percent trackable flies for the duration of the stimulus presentation.
(F) Head, body and gaze (head + body) angles over the first 500 ms between saccades. Median in
black, inner-quartile-range in gray; n = 80 instances; N = 32 flies.
(G) Translational speed during reverse saccades (top, n = 61 reverse saccades) and between saccades
(bottom, n = 80 instances); N = 32 flies.
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depends on the position of the looming stimulus (Figure 2.10A). Interpolating from our

measured stimulus locations, we determined that lateral looming stimuli at 90◦ azimuth and

30◦ elevation elicit the largest percentage of flies to takeoff, whereas frontal looming stimuli

at 0◦ azimuth and 60◦ elevation, elicit the smallest (the nearest raw data points occur at

elevations of 45◦ and 67◦, respectively). To quantify takeoff direction, we reconstructed

the takeoff trajectory of each fly in three dimensions using the automatic tracking of the

flys center of mass in both of FlyPEZs two camera views (Figure 2.10B). For each takeoff,

we manually annotated the frame in which the flys mesothoracic (jumping) legs started to

extend and the frame in which the tarsi first lost contact with the ground, a total duration

of 3-5 ms. We defined the direction of the escape takeoff as the vector the flys center of

mass moved between these two frames. In agreement with previous, manually-performed

experiments [24], flies adjusted their escape azimuth to takeoff away from the stimulus at

all azimuths when the stimulus was presented at a 45◦ elevation (Figure 2.10C). To test

whether the fly could also control its escape takeoff elevation, we looked at trials in which

the stimulus has the same azimuth (0◦), but the elevation varied. We show here for the first

time that flies adjust their takeoff elevation to avoid the looming stimulus (Figure 2.10D).

These results represent a comprehensive description of the relationship between predator

approach angle and takeoff behavior, and we used the data to model the stimulus-to-escape

direction transformation function. We observed that flies did not always orient their takeoffs

directly away from the stimulus, but instead also showed a bias to takeoff forward, relative

to their body axis (Figures 2.10C, center plot; 2.11A). We modeled the escape direction (~R)

as the weighted vector sum of the drive for the fly to takeoff 180◦ in azimuth away from

the stimulus ( ~A) and the drive to takeoff forward along its own current heading (~F , Figure

2.10E, see also ??Data S1):

~R = (1 −m) ~A+ (m)~F (2.1)

Using our data, we empirically solved for the relative weighting of away vs. forward drive,

m, across the full range of stimulus azimuths, at elevations 0◦, 23◦, and 45◦. We found that
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Figure 2.10: High-Throughput Mapping of a Visual-Motor Transformation in 3D
(A) Takeoff rate in response to looming stimuli presented from different locations throughout the
flys entire dorsal visual field, interpolated from 46 azimuth-elevations positions (see Methods).
Inset illustrates orientation of the fly. Location on the sphere represents a stimulus location; color
indicates takeoff rate (ranging from 20% to 80%), N = 12,396 flies.
(B) We reconstructed each flys center-of-mass jump trajectory and heading in three dimensions
using the dual-perspective image recorded with a high-speed video camera at 6,000 frames per
second.
(C-D) Takeoff direction (green arrows) in response to looming visual stimuli approaching from
various azimuth and elevation locations, illustrated by the black 3D arrows embedded in each
panel. Data are a random subsample of the entire population (N 150 shown for each panel).
Population summaries (bottom row) are color-coded, interpolated histograms, shown from a top-
down perspective. (C) N = 507, 0◦ az; N = 908, 90◦ az; N = 132, 180◦ az. (D) N = 85, 0◦ el; N =
507, 45◦ el; N = 152, 90◦ el.
(E) We model the flys jump direction (~R) in a given trial as the weighted sum of a vector oriented
directly away from the stimulus ( ~A) and a vector oriented forward along the fly’s heading (~F ). The
vector coefficients sum to 1 and can thus be defined by a single variable, textitm.
(F) Takeoff direction azimuth (α) in response to looming visual stimuli azimuth (θ) for elevations
0◦, 23◦, and 45◦. Each black line is a sliding median. Color lines were calculated using the model
in (E); r2 indicates goodness-of-fit compared to the original data.
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m could be modeled as a linear function of the stimulus azimuth (θ, Figure 2.11B):

m(θ) = (w ∗ θ) + c1 (2.2)

This means that as the stimulus moves in azimuth from in front (0◦) to behind the fly

(180◦), the weighting of the ‘away drive’ increases. Furthermore, the coefficient w was itself

well-fit by a negative linear function of stimulus elevation (w(φ), r2 = 0.997, Figure 2.11C):

W (φ) = (c2 ∗ φ) + c3 (2.3)

This indicates that higher stimulus elevations correspond with an increased away drive in

response to looming stimuli approaching from the front. In other words, if flies are attacked

from low elevations, their takeoff has a stronger forward bias, whereas if they are attacked

from higher elevations (overhead), their takeoff has a stronger bias away from the stimulus.

By using our data to fit only three constants (c1, c2, c3) in two linear equations, we were

able to predict the median takeoff direction of the fly (α) in response to a looming stimulus

from most locations (θ,φ) in its visual field (Figure 2.10F).
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Figure 2.11: Modeling Escape Direction
(A) Scatter plots of the takeoff direction azimuth (α) in response to looming visual stimulus azimuth
(θ). Each dot represents a single jumping fly. Three elevations (φ) were selected for analysis: 0◦,
23◦, and 45◦. The median jump direction (black line overlaid) was calculated using a sliding window
of 9. The horizontal dashed line at α = 360◦ indicates where the data would fall if the fly always
took off forward relative to its own heading (~F ). The solid diagonal black line indicates where the
data would fall if the fly always took off directly away from the stimulus ( ~A).
(B) The relative weighting parameter, m, between forward and away directions can be calculated
for each trial from the azimuth of the stimulus presented to the fly and the azimuth of its resulting
escape takeoff. Black dots represent values for the variable (m) calculated at the center of 9◦ bins
spanning the stimulus azimuth. Dot size represents the influence of (m) on takeoff direction (~R),
which decreases linearly as the difference between A and F from (θ) = 0◦ to 180◦ (since at θ =
180◦ ~A and ~F are the same, so m will be arbitrary). Lines were generated using the equation
m(θ) = (w ∗ θ) + c1 (Eq. 2.19), according to the escape direction model. Weighted goodness of fit
values (r2) for top, middle and bottom, respectively: 0.47, 0.46, and 0.27.
See 2.7 for derivation.
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2.4.4 Distinguishing behavioral roles for neuronal cell types

A premise of the FlyPEZ is that behaviors may need to be analyzed at high temporal and

spatial resolution to distinguish the role of individual cell types in coordinating those be-

haviors. As a final proof of this concept, we used the FlyPEZ to investigate how activity in

two different visual projection neuron cell types influences the expression of looming-evoked

takeoff behaviors. We previously screened all 20 known lobula columnar (LC) visual projec-

tion neuron types [162] and established that only two, LC4 and LC6, drive a takeoff behavior

in 100% of flies when activated. Although they both drive takeoff and their dendritic arbors

overlap (Figure 2.12A, asterisk), we hypothesized that LC4 and LC6 may have different

functions in coordinating escape from looming predators because their axons terminate in

distinct central brain glomeruli (Figure 2.12A, arrows), and they have distinct visual looming

responses. LC4 neurons (Figure 2.12A, red) synapse directly onto the ipsilateral Giant Fiber

(GF, Figure 2.12A, yellow; [156]), a descending neuron whose activation induces a takeoff

jump, and they encode fast looming motion [156]. In contrast, LC6 terminals do not overlap

GF dendrites (Figure 2.12A, blue), and respond preferentially to slow looming motion [162].

Silencing LC4 or GF neurons is known to alter the timing of wing and leg actions during the

takeoff sequence. Specifically, without functional GFs flies are unable to produce a ‘short

mode’ takeoff sequence, in which the fly jumps off the ground before it fully elevates its

wings. Instead, the fly is limited to using only a ‘long mode’ takeoff, in which the wings are

raised at least 7 ms prior to the tarsi leaving the ground (Figure 2.12C). As GF presynaptic

partners, LC4 are also implicated in control of the short mode takeoff, but the contribution

of LC6, if any, to takeoff control is unknown.

To examine in more detail the roles of LC4 and LC6 neurons in looming-evoked escape,

we used the FlyPEZ to analyze the detailed timing of wing and leg actions during hundreds

of takeoff sequences where activity in LC4, LC6, or GF neurons was enhanced or depressed.

To optogenetically activate each cell type, we expressed the photoactivatable ion channel,

CsChrimson [81] using a cell-type specific genetic driver [162] and then triggered a 50-ms red
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light pulse with 3.5 mW/mm2 power when a fly appeared on the FlyPEZ recording platform

(Figure 2.12B). This light intensity elicited takeoff in 100% of flies in which LC6, LC4, and

GF were activated (Figure 2.12D) but almost no control flies with the CsChrimson transgene

but no cell-type specific driver.
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Figure 2.12: Distinguishing Behavioral Roles for Neuronal Cell Types
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Figure 2.12 (previous page): Distinguishing Behavioral Roles for Neuronal Cell Types
(A) Neuroanatomy of lobula columnar (LC) visual projection neuron cell types LC6 (blue) ([162]),
LC4 (red) ([162]), and, the giant fiber (GF) descending neuron (yellow) [156]. Image is an overlay
of expression patterns of eGFP-tagged CsChrimson (used for optogenetic activation) targeted se-
lectively to each cell type. Images are adapted from previously published data ([156, 162]) acquired
via personal communication. Presynaptic regions for LC4 and LC6 indicated with arrows, asterisk
denotes dendrites.
(B) Optogenetic experiments employ four red LEDs (624 nm wavelength), positioned 5 cm from
the fly to emit a maximum light intensity of 5 mW/mm2.
(C) The duration of the takeoff motor program (takeoff duration) can be ‘long’ (>7 ms) or ‘short’
(<7 ms). In long takeoffs, but not short ones, the fly fully raises its wings before leaving the ground.
(D-E) Percentage of flies that takeoff in response to optogenetic stimulation (D) and looming visual
stimuli when genetically silenced (E). For (D), N = 123, 30, 27, 38 flies for control, GF, LC4, and
LC6 conditions respectively; for (E), N = 491, 152, 196, 180 flies for control, GF, LC4, and LC6
conditions respectively. Vertical lines are 95% confidence intervals determined using the Clopper-
Pearson method.
(F) Distribution of takeoff durations in response to optogenetic activation (left) and looming visual
stimulus (right). Dashed line indicates the 7 ms short versus long takeoff boundary. For CsChrim-
son experiments, N as in (C); for Kir2.1 experiments, N = 463 (100 randomly subsampled data
points shown), 41, 87, and 59 for DL, GF, LC4 and LC6 conditions respectively. All distributions
were compared using the two-sample Kolmogorov-Smirnov test. CsChrimson: GF-LC6, p = 0.03;
LC4-LC6, p = 0.01; Kir2.1: DL-LC6, p = 0.02; GF-LC6, p = 4.0 ∗ 10−8; LC4-LC6 p = 1.3 ∗ 10−5.
(G) Histogram of looming evoked takeoff durations for DL, LC6, and LC4 silencing experiments.
Black dashed line indicates 7 ms boundary between long and short takeoffs. Gaussian mixed model
fit in color-coded lines. Same sample size as in (F).

In separate experiments, to investigate loss-of-function phenotypes, we genetically si-

lenced these neurons by expressing the inward rectifying potassium channel, Kir2.1 [10], in

a DL wild type background, and recorded fly responses to frontal looming (0◦ azimuth, 45◦

elevation) at a variety of looming speeds (l/v = 20, 40, or 80). We found no significant reduc-

tion of the looming-evoked takeoff rate relative to the control flies with the Kir2.1 genetic

background but no cell-type specific driver (Figure 2.12E). Next, we manually annotated

wing and jumping leg movements in each trial using a custom graphical annotation interface

(see Methods, Figure 2.6C). Confirming previous results, we found that silencing either GF

or its presynaptic partner, LC4, significantly reduced or eliminated short mode escapes and

that activation of either of these cell types produced only short mode takeoffs (Figure 2.12F).

LC6 silencing and activation, however, resulted in takeoff duration distributions that were
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significantly different from GF, LC4, and the DL wild type control (Figure 2.12F). To visu-

alize this more clearly, we fit the takeoff duration distributions of the DL control, LC4, and

LC6 silenced data with a mixture of Gaussians model (Figure 2.12G). The control data are

fit well by a bimodal distribution, with distinct peaks indicating the short and long modes

(Figure 2.12G, green). Whereas LC4 silencing significantly reduced the first peak, represent-

ing the proportion of flies executing a short (<7 ms) escape (Figure 2.12G, red), we found

that LC6 silencing strongly decreased the amplitude of the second peak (Figure 2.12G, blue).

This indicates that the long mode is suppressed when LC6 is silenced, suggesting that LC6

contributes to the long mode escapes through a descending pathway distinct from the GF.

LC6 is thus the first neuronal cell type determined to be involved in the ‘long mode’ escape

pathway. Our results demonstrate that LC4 and LC6 visual projection cell types contribute

differentially to the timing and control of looming evoked escape behaviors, a distinction

most evident at the level of individual appendage movement.

2.4.5 Behavioral range and flexibility of the FlyPEZ

In the examples above, we have focused on optomotor head movements and the actions of

the wings and legs during looming-evoked escape to demonstrate the FlyPEZs ability to

quantify behavior of unrestrained animals with the temporal and spatial resolution required

to observe detailed action of the appendages. In addition to these examples, we also observed

a wide range of other behaviors using the FlyPEZ (Figure 2.13. These include spontaneous

behaviors such as takeoff, wing flicking, abdomen flexion, proboscis extension, defecation,

and grooming (Figure 2.13A-H). We also observed optogenetically-triggered actions including

takeoff, backwards walking, turning, and reaching (Figure 2.13I-L) using flies expressing

CsChrimson in GF, LC16, LC17, and LC10-1, respectively (see also [162]).
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Figure 2.13: Behavioral Range of the FlyPEZ
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Figure 2.13 (previous page): Behavioral Range of the FlyPEZ
A range of different behaviors recorded using FlyPEZ are represented as a short series of still frames.
The red line below each panel represents the relative duration of each recording. Red squares at
the top, left corner indicate behaviors induced by optogenetic activation.
(A) Voluntary takeoff, demonstrating the long-mode of jumping with wings raised (see Figure
2.12).
(B-H) Behaviors involving subtle movements, some of which involve a single appendage. Pixels
changing in intensity from one frame to the next have been highlighted in green to facilitate iden-
tification of the moving part.
(I-L) Behaviors induced by optogenetic activation of the giant fibers (I), and the lobula columnar
cell types LC16 (J), LC17 (K), and LC10-1 (L). Giant Fiber activation elicits the short-mode of
jumping without wings raised (see Figure 2.12). (M-O) Social interactions can also be observed at
high-resolution on FlyPEZ. These sequences show including aggression (M), wing extension (N),
and abdomen bending (O) between a male and female fly.

In general, since the FlyPEZ achieves high-throughput and external stimulation control

by isolating individuals on a small platform, it is well-suited to examine of the vast array of

behaviors that flies perform in a relatively local spot. In addition to those shown in Figure

2.13A-L, this could include egg-laying, as well as courtship and aggressive displays. To il-

lustrate the potential to observe social interactions between two flies, such as courtship or

aggression, we performed experiments in which we programmed the FlyGate to allow two

flies to pass rather than one. Figure 2.13M-O shows example interactions from a male and

a female isolated together on the platform, including aggressive interactions with their legs

(Figure 2.13M), wing extension during courtship (Figure 2.13N), and male abdomen bending

during courtship (Figure 2.13O). The examples above illustrate the FlyPEZs ability to ob-

serve a wide range of innate or stimulated behaviors. In addition, with minor modifications,

the FlyPEZ could also be used for quantifying behaviors related to learning, memory, and

adaptation. Critically, these would require repeated measurements of the same individual

over time or during repeated stimulation. FlyPEZ, in the implementation presented here,

captures only a single trial per individual to achieve high throughput. To perform repeated

measurements from the same fly, we augmented two of our FlyPEZ setups by adding a small,

25 mm diameter, glass dome over the platform and moat area, leaving the moat dry (Figure

2.14A). The dome was large enough to allow a fly to execute an escape takeoff, but small
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enough that a fly could readily find its way back to the platform. For these demonstration

experiments, we disabled the sweeper function and programmed looming stimuli to be dis-

played every 30-seconds to encourage movement. Since our real-time FlyDetect algorithm

triggers whenever a fly appears on the platform, the fly exploring the small space repeat-

edly triggered the looming stimulus and video recording. The rate of data acquisition was

steady over an 80-minute period (Figure 2.14B), during which over half of the flies tested

(14/24) returned to the platform and triggered the stimulus multiple times, with a single-fly

maximum of 21 triggers (Figure 2.14C). The looming-evoked takeoff rate and response time

were not different between flies from single trial experiments (no dome) and the first trial of

each fly tested inside the clear dome (Figure 2.14D-E), indicating that the clear dome itself

did not impair the flys view of the GlobeDisplay stimulus. For looming-evoked takeoffs, we

did observe habituation over repeated stimulation such that after the third trigger, average

takeoff rate began to decline. Altogether, the FlyPEZ assay is a versatile platform that can

be used to automatically capture a range of innate, social, and learned fly behaviors.
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Figure 2.14: FlyPEZ Flexibility: Quantifying Repeated Stimulation of Individual Flies
(A) Photos of the FlyGate apparatus augmented with a small glass dome which retains an individual
fly near the platform for repeated experimental trials.
(B-C) Rate of data acquisition under this regime. Average number of videos downloaded per fly
over an 80-minute experiment (B, N = 24) and a histogram of total videos downloaded per single-fly
experiment (C).
(D-E) Variability in the rate (D) and timing (E) of takeoff behavior after repeated presentations
of a looming visual stimulus approaching at l/v = 40, from 90◦ az, 45◦ el. Single stimulation of 53
individual flies without using the dome (‘No dome’) is compared to the first 7 rounds of repeated
stimulation using the dome (sample size as indicated).
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2.5 Discussion

FlyPEZ achieves high-throughput measurement of fly behavior by automatically isolating

individual flies on a recording platform, where they are precisely targeted for optogenetic or

visual stimulation and simultaneous videography. High-speed videography with macropho-

tography allows quantification of the behavioral response at a temporal and spatial scale

sufficient to capture the movement of individual body parts. On our 5 mm X 5 mm plat-

form, flies exhibit a wide range of complex behaviors during which one can clearly visualize

the coordination of legs, wings, head, and other moving fly parts. The large sample sizes,

fine spatiotemporal scale, and stimulus flexibility afforded by the FlyPEZ should allow ex-

perimenters to observe important changes in behavior when modulating brain activity, such

as by the sparse activation or silencing of individual neuronal cell types.

2.5.1 Experimental strengths and utility of the FlyPEZ

Our approach to isolating an individual fly on a small platform offers several advantages.

The FlyGate dispenser mechanism relies on an innate fly behavior (negative geotaxis), by

which flies move through the apparatus voluntarily, preventing undue arousal or damage by

any direct perturbation. Mutant flies with significant motor impairments may not be able

to climb this apparatus, however, we see this as an advantage, as such broad deficits are

not generally the result of the kind of specific perturbation we designed FlyPEZ to test and

instead often appear as false positive ‘hits’ in forward screens. By confining the location of

the fly to a small area, its behavior can be recorded within the narrow focal depth (here, 4

mm) of high magnification lenses without having to actuate large, heavy high-speed video

systems or invest in multiple expensive cameras. Isolation also confers experimental control

against unwanted influence by conspecifics. Additionally, by confining the fly to the center

of a panoramic screen, visual stimuli can be specifically targeted to any location in the flys

visual field on a trial-by-trial basis using only a few components (light source, projector,
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conical mirror, and spherical screen). The FlyPEZ system was created with affordability

and simplicity in mind, relying on commercially available parts when possible and designing

custom hardware that is easily manufactured by third party vendors using the downloadable

supplementary CAD files we provide. Parts for the FlyGate dispenser module cost less than

$2500 manufactured. The FlyDetect software is open-source and available for download.

The GlobeDisplay spherical screen with custom conical mirror can be built for ∼$5000.

The two most expensive components of our implementation of FlyPEZ are the projector

and high-speed video camera, both of which could be exchanged for other commercially

available options without disrupting FlyPEZ automation. We required 6000 frames per

second to record the 3-ms jump takeoff of the fly, but this is the fly’s fastest action. We have

successfully tracked other behaviors, such as body turning during optomotor responses, at

a tenth that rate (600 fps), which makes them appropriate to capture with less expensive

video cameras. The modular construction of the FlyPEZ makes its technology potentially

useful for a broad range of experimental approaches. The FlyGate release mechanism can be

adapted to automate an existing experimental setup by auto-loading single flies at a set rate

or in response to a trigger condition. For example, this can be incorporated into aggression

assays, which are individually loaded [150] and sensitive to manual fly handling [149]. On its

own, the visual stimulus apparatus can be used as an immersive virtual reality environment

while maintaining the simplicity of control by a single projector. Finally, because the tracking

algorithm functions even when only part of a fly is visible, it may be useful for other assays

in which existing tracking algorithms perform poorly at chamber edges or with occlusions.

2.5.2 Demonstration optomotor and escape studies

As a proof of concept that the FlyPEZ enables a more precise and comprehensive quantifica-

tion of natural fly behaviors, we used FlyPEZ to study two known innate visual behaviors:

the optomotor response and looming-evoked escape. For the optomotor response, it was

unclear whether freely moving flies use head movements as well as body movements to sta-
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bilize their gaze during turns elicited by rotating whole-field gratings. We found that the

head and body turn together when slowly tracking a 3Hz grating, as in tethered prepara-

tions ([28, 78]), but that the head precedes the thorax during reverse saccades, a rapid gaze

adjustment opposite to the direction of visual grating motion, similar to the optokinetic

nystagmus reflex observed in humans [27]. This suggests that Drosophila use algorithms

similar to those in larger flies [14] and other species, to stabilize the visual world on their

retina. For looming-evoked escape it was known that flies can control their escape direction

[24]. However, prior manual methods only quantified escape for a subset of possible predator

attack angles. Using FlyPEZ to track the escapes of thousands of flies, we quantified 3D

escape directions from a comprehensive sampling of locations throughout the flys entire dor-

sal visual field. We found that control of escape direction can be modeled by the weighted

sum of a drive to takeoff forward and a drive to takeoff directly away from the stimulus in

azimuth, and that the relative weights of these two drives changes with elevation. The ability

to quantitatively articulate the algorithms describing a behavior is a critical first step not

only for understanding the behavior itself but for elucidating the computations and neural

implementations that underlie it [96]. For example, in future work, we can now investigate

whether neurons controlling the leg postural adjustments that determine takeoff direction

are also separable into systems directing the fly forward or away from a stimulus. Our data

show that many of these behavioral algorithms are occurring at the scale of individual ap-

pendage actions over milliseconds. For example, to properly study orientation behaviors in

Drosophila, both the head and body must be tracked. By substantially increasing the num-

ber of high-resolution observations and stimulus conditions that can be measured compared

to manual methods, FlyPEZ enables experimenters to generate such algorithms to describe

a range of behaviors.
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2.5.3 Extensibility to other behavioral paradigms

Beyond identifying behavioral algorithms, FlyPEZ, used in conjunction with the Drosophila

genetic toolkit, provides a platform to interrogate their neural implementation. As an ex-

ample, we used the FlyPEZ to identify distinct roles for different visual projection neuron

cell types in the coordination of the looming escape response. We used the Drosophila split-

GAL4 expression system to express either an optogenetic neuronal activator (CsChrimson) or

a constitutive silencer (Kir2.1) in specific neuronal cell types whose activation has previously

been shown to cause a takeoff: GF, LC4, and LC6. Using the optogenetic activation mode

of FlyPEZ, we examined the takeoff kinematics when each of these cell types was activated

and compared that with the takeoff kinematics under visual stimulation when each of the

cell types was silenced. We found that LC6 neurons contribute to control of a specific ‘long

mode’ of takeoff kinematics, in which the fly raises its wings prior to jumping off the ground.

In contrast, LC4 and GF silencing control a ‘short mode’ where wing raising is bypassed for a

more rapid takeoff, and which is critical for surviving the fastest predator attacks [155]. Our

findings make LC6 the first cell type to be implicated for involvement in coordinating the

non-GF-dependent mode of escape. The FlyPEZ makes detailed observation and screening of

a wide array of behaviors possible with high-throughput experiments. Grooming, courtship,

aggressive displays, feeding, and other actions are all observable within our recording plat-

form. In the context of these behaviors, FlyPEZ can be used to conduct high-throughput

behavior screens with collections of flies having any one of a variety of genetic manipula-

tions, including: RNAi [56], enhancer-traps [157], null mutants [143], and any one of many

existing GAL4 [62, 71, 148] or split-GAL4 [7, 21, 162] collections. Future developments can

extend the possible applications of FlyPEZ even further. For example, by incorporating

stimulus systems for other sensory modalities one could expand the use of FlyPEZ beyond

visual behaviors. Because the flys location is confined, it should be straightforward to intro-

duce mechanosensory stimuli, such as air puffs, or olfactory stimuli in directed air streams.

FlyPEZ could then also be used to study multisensory integration in neural circuits, for
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example in competing visual, mechanosensory, and aversive odor cues. By adding a simple

clear domed cover over the platform, FlyPEZ can be used to make repeated measurements

of individual flies, opening the door for studies involving learning and memory. The FlyPEZ

is thus a flexible and modular system, capable of bringing high resolution, high throughput

behavioral phenotyping to a wide range of experimental contexts.

2.6 Materials and Methods

2.6.1 Fly stocks

For all experiments, we used mixed gender, 2-5 day old Drosophila melanogaster reared at

21◦C. Flies used in visual stimulus experiments were reared on standard cornmeal food with

a 16:8 light:dark cycle, and flies for optogenetic activation experiments were reared in the

dark on the same food plus 0.4 mM all-trans-retinal. Data were collected using control stocks

or progeny from the following parent stocks:

Females:

Optogenetic Activation - 20XUAS-CsChrimson-mVenus (attP18) [81]

Neuronal Inactivation - w+ DL; DL; pJFRC49-10XUAS-IVS-eGFPKir2.1 (attP2) [116, 155]

Males:

GF cell type - R17A04 p65ADZp (attP40); 68A06 ZpGdbd (attP2) [155]

LC6 cell type - R92B02 p65ADZp (attP40); R41C07 ZpGdbd (attP2) [162]

LC4 cell type - R47H03 p65ADZp (attP40); R72E01 ZpGdbd (attP2) [155]

LC10-1 cell type - R35D04 p65ADZp (attP40); R80E07 ZpGdbd (attP2) [162]

LC16 cell type - R26A03 p65ADZp (attP40); R54A05 ZpGdbd (attP2) [162]

LC17 cell type - R21D03 p65ADZp (attP40); R65C12 ZpGdbd (attP2) [162]
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DL control (wild-type strain from M.H. Dickinson, Caltech)

2.6.2 FlyGate

The FlyGate module, which consists of the tunnel, smart gate, recording platform, and moat

assembly, (Figure 2.1B) is removable so that a power meter (PM160, Thorlabs, Newton,

NJ) covered by an iris with 2 mm pinhole may be placed at the experimental fly location

to measure the light emitted by the LEDs used for CsChrimson activation and camera

IR illumination. Temperature and humidity levels at the FlyGate platform can affect fly

behavior. Each FlyPEZ is equipped with two Peltier cooling plates and two fans to remove

heat generated from the electronics. A temperature/humidity sensor near the recording

platform actively and locally controls the Peltiers and fans to maintain a target temperature.

The temperature and humidity readings are saved at the time of each video download.

We used a Thorlabs thermocouple to check the temperature at four locations: inside the

fly vial, inside the tunnel, on the recording platform, and at the temperature/humidity

sensor. Temperature at all locations measured within half a degree of each other. The

fans can create vibration of the recording platform if not properly dampened, which reduces

experimental throughput. We checked for vibrations at the platform using an ADXL345

three axis accelerometer (Analog Devices Inc, Norwood, MA) read at 3200 samples per

second with a Teensy processor module and significantly reduced them by attaching the fan

to the base holding the FlyGate module using rubber dampers.

Of the total flies exiting the FlyGate tunnel, approximately one third took off from the

platform before the experiment began. If left unstimulated, about half the flies remaining

on the platform spontaneously takeoff within 10 seconds, and the rest may remain for up to

a minute. These durations would need to be evaluated by each FlyPEZ user because of the

variability depending on genotype ([97]) and other factors, such as the temperature. The

very few flies which return to the tunnel after passing the gate are pushed out by subsequent
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flies, in which case both are discarded before another is quickly released. Unstimulated

flies remaining on the stage exhibit a wide range of spontaneous behaviors including tran-

sient contact with the water moat using their tarsi or proboscis (see Figure 2.13 for more

examples).

2.6.3 FlyDetect

FlyDetect is a template-based tracking method, implemented in MATLAB, that was designed

to overcome specific challenges associated with automatically locating and tracking fly center

of mass and heading from videos of unrestrained flies on a small platform, including: 1) flies

can be positioned at the edge of the viewing platform, such that up to one third of the fly

may be out of frame, 2) fly starting position and heading is variable, and 3) fly size varies

by gender, genetics, and rearing conditions. The tracking system addresses these challenges

by resampling the image such that x-y space is converted into size-rotation space, and then

it uses a template to locate and track only the anterior or posterior end of the fly. See also

Figure 2.3. Tracking accuracy was assessed by comparing human annotations of high-speed

FlyPEZ videos to automated ones (Figure 2.3H-J). Using a MATLAB program and a mouse,

an experimentally blind human clicked on the extreme ends (‘head’ and ‘tail’) of 215 flies in

five video frames equally spaced along each flys trajectory. For this test, we only used videos

in which the fly moved at least 50 pixels according to the tracker and both the anterior and

the posterior were fully visible for the duration of the tracking. Distance was measured as

Euclidean distance in pixels. The center of mass is the midpoint between the head and tail

points, and the heading is the anterior direction of the head-tail vector. For the z-axis, the

upper and lower bounds of the fly viewed from the side were annotated by hand, and the

midpoint was compared to the tracking. By using two separate templates for the anterior

and posterior halves of the fly, we were able to accurately track the fly, even if the fly was

partially occluded when perched on the platform edge. Real-time FlyDetect analyzes frames

at 15-Hz, while the post-hoc FlyDetect program takes 6 seconds to initialize frame one and
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subsequently analyzes frames at 250-Hz. To track data used in the optomotor response assay

(Figure 2.8), a modified version of the anterior template was used to track the head position

and orientation separately from the body. To determine the z-component of the flys center

of mass (Figures 2.10 and 2.12), we fit an ellipse to a binary version of the top half of the

video frame, where the fly can be seen from the side. This view of the fly body was only

occluded when the fly raised its wings prior to takeoff. We identified these frames as those

in which the ellipses minimum axis exceeded the normal limits of the fly body, and z-axis

values for these frames were interpolated. Center of mass data was filtered and derivatives

calculated using a Savitzky-Golay filter.

2.6.4 GlobeDisplay

The GlobeDisplay system is comprised of a stand-alone computer, a projector, a conical

mirror, and a spherical screen surrounding the freely-behaving fly. The computer running

the visual stimulus was a small workstation (Dell Precision T1700, Dell, Round Rock, TX)

with an affordable workstation graphics card (K600, Nvidia, Santa Clara, CA). The screens

were made by cutting pre-made plastic globes (TRU-PLASTICS, Sturtevant, WI) to the

correct height, sanding, and painting with six coats of Screen Goo rear projection paint

(Goo Systems Global, Ontario, Canada). We required a panoramic view for the fly, how-

ever a single light source cannot display directly onto the entire surface of a 6-inch diameter

sphere. We surmounted this problem by using a single projector to display images directly

on the top surface of the sphere (from the pole at 90◦ down to 30◦ elevation) and then

surrounding the sphere with a custom-built conical mirror, which reflects the remainder of

the visual stimulus onto the sides of the sphere (from 30◦ above to -30◦ below the equa-

tor, Figure 2.1E). The reflected portion of the image is radially inverted to compensate for

the reflection, and both portions of the image are warped digitally, such that when they

encounter the curved surface of the dome they are rendered accurately in azimuth and ele-

vation (Figure 2.4A-D). The two images are stitched together and blended around a 5◦ band
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centered on their common boundary of 30◦ above the equator (Figure 2.4C). The procedure

for generating the transformation algorithm can be found here: https://www.dropbox.com/

s/kwxp5toi3eoll0h/projectorCalibration3000_v3.m?dl=0, and is performed only when

FlyPEZ is assembled or when globes are changed (every 6 months). Accuracy of the vi-

sual stimulus transformation onto the globe was determined empirically by measuring lines

projected to be 10 mm apart with tailor tape on the outside of the dome (Figure 2.4D). A

custom-made 2-axis scanning device in place of the removable FlyGate apparatus was used

to measure brightness inside the GlobeDisplay. Schematics for the device can be found here:

https://www.dropbox.com/sh/pscqxbsklpg2ece/AABIxubCtq4LyjhqqR6lMOGza?dl=0. A

small pinhole between the globe and the photodiode ensured that each measurement excluded

ambient light and only included a radial region equivalent to a single fly ommatidium. Vi-

sual stimulus frames were displayed at 360 Hz using a modified DMD projector (DepthQ

WXGA 360, Lightspeed Design, Bellevue, WA; modification by A. Leonardo). We further

electronically and physically modified the projector to accommodate an LED light source

as input via a light guide (SugarCUBE model M03-005, Nathaniel Group). A library of

visual patterns was pre-generated, with each frame representing spherical space in terms of

azimuth and elevation (Figure 2.4A). Note that while the hardware receives images as RGB

frames, the projectors technically interpret frames in the order GBR. Because the spatial

transformation (Figure 2.4B) is accomplished in real time on the GPU, visual stimuli can

be targeted to any point on the globe by simply rotating the transformation matrix a few

milliseconds prior to stimulus presentation. To target a stimulus precisely relative to the

fly, its initial orientation on the recording platform was determined using FlyDetect and a

15-Hz live camera feed. Grating stimuli had a spatial period of 30◦ and rotated at 3 Hz for

3 seconds. Looming stimuli were designed to mimic a dark object on a light background

approaching at constant velocity (v) with the angular size of the object on the flys retina

(θ) as a function of time (t):
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θ(t) = arctan

(
l

v ∗ t

)
(2.4)

The pattern of looming expansion is defined by l/v, which is the ratio of the approaching

virtual objects radius (l) to its approach velocity (v) [53]. The data in Figure 2.10 was

acquired using a looming stimulus with l/v = 40 ms, and the data in Figure 2.12 was

generated with a uniform sampling from multiple values: 10, 20, 40, and 80 ms.

2.6.5 FlyPEZ throughput

Flies were automatically run through the assay at the rate of ∼2 flies/minute. Not all

flies that emerged on the platform result in a downloaded video. Because downloading is a

significant portion of experimental time, the initial video frame and stimulus feedback signal

were evaluated first, and videos rejected if they did not contain a fly, contained multiple

flies, or had a stimulus signal error. About two-thirds of the flies gated onto the platform,

produced a downloaded video. Of these, 13% were discarded during manual curation (Figure

2.6B), and a further 5% were not trackable. Thus 82% of downloaded videos became useable

tracked data. This means that, for experiments run with a vial of ∼100 flies, the FlyPEZ

can produce nearly one useable trial per minute (Figure 2.5B). While a higher initial count

maximizes throughput, more flies are unused and are possibly discarded (Figure 2.5C). These

may be important considerations when designing an experiment.

2.6.6 Activation experiments

For optogenetic activation experiments, the FlyPEZ has four LEDs emitting a narrow wave-

length appropriate for activation of genetically-encoded photoactivatable ion channels that

open rapidly and depolarize neurons, potentially driving spikes. These LED lights are avail-

able at many wavelengths, making the system customizable for use with a range of available

opsin tools [70, 81]. As a proof of principle, we have built the system with four LEDs of 624
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nm wavelength, which is ideal for optogenetic activation of neurons expressing CsChrimson

[81]. Each LED has a lens to focus its light over the glass platform, the intersection of which

creates a ∼5 mm3 zone of light exactly where a fly is centered in the camera view. Each

light produces a maximum irradiance of 1.25 mW/mm2, for a total maximum experimental

irradiance of 5 mW/mm2 from the four LEDs. The cuticle only transmits 9% of red light

[79], meaning a neuron in our system may experience a maximum of 500 µW/mm2, which

is still greater than the 15 µW/mm2 [81] or 82 µW/mm2 [156] reported as effective in other

optogenetic activation systems which bypass any cuticle. We wrote custom software to allow

the user to create different experimental profiles for changes in light intensity and duration.

2.6.7 Data acquisition hardware

We acquired video data of fly responses using either an SA-4 or SA-X high-speed camera

(Photron, San Diego CA). To achieve the desired image magnification, we used a 105 mm

lens (Nikon, USA) with 12-mm extension tubes. When the lens f-stop is set to the maximum

values that allow enough IR light through for recording (8 mm, SA4; 11 mm, SA-X), the

depth of focus is 4 to 5 mm, which covers most of the 5 mm platform. A custom adapter

ring fitted to the end of the lens attached a large prism used to collect the two fly views from

the smaller prisms attached to the platform. We typically recorded fly responses at 6,000

frames per second (fps) saved to the cameras onboard RAM. Immediately after recording,

videos were automatically downloaded to the control computer via a gigabit ethernet link.

For a 600-ms video, the download time was typically 20-40 seconds, depending on the cam-

era. Hence video download was a significant bottleneck to acquiring data faster. To increase

download speed, the software initially downloads every 10th frame, determines the 50 seg-

ments in which the most motion occurs, and then downloads those 50 ten-frame segments

(500 frames total) at the full rate (6,000 fps in most cases). In addition to the high-speed

video capture, the cameras send a lower frame rate (∼15 fps) live feed to computer running

FlyDetect to automatically detect a fly and determines its body orientation. The control
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computer was a high-end workstation (Dell Precision T7500, Dell, Round Rock, TX) and

ran the data acquisition graphical user interface. All computers were operated using Win-

dows 7 on a 64-bit processor. For managing the timing of stimuli and video recordings,

and communicating with the control computer, we used a data acquisition board (NI-USB

6212, National Instruments, Austin, TX). See Figure 2.7 for more details about the hardware

arrangement.

2.6.8 Data analysis and statistics

For the experiments in Figure 5, where a visual stimulus was presented from a single point in

space, videos were excluded from analysis when the actual stimulus presentation error was

greater than 30◦ in azimuth, caused by flies turning in the brief period between orientation

measurement and stimulus display. This resulted in the removal of ∼15% of the tracked

videos. The following behavior annotations were performed manually using a custom GUI

(Figure 2.6C): frame of start of wing raising, frame of start of leg extension, frame of start

of first downstroke, and frame of takeoff (when last tarsus leaves the ground or ceases to

appear to bear weight). We define takeoff direction as the vector connecting the center of

mass locations in the first frame of leg extension (which initiates the jump behavior) and

the frame of takeoff. To control for any possible left/right bias, subsequent visual stimuli

were presented alternately on the left or the right. Trajectories from experiments where the

stimulus was presented on the right side of the fly were reflected to the left by post hoc

transformation to remove left versus right distinctions. Because of this, while the center-of-

mass trajectories could extend in any azimuthal direction, the visual stimulus is represented

as 0◦ through 180◦. All data acquisition and analysis software were written in MATLAB

(Mathworks, Natick, MA) using the following toolboxes: Curve Fitting, Data Acquisition,

Image Processing, Instrument Control, Optimization, Parallel Computing, Signal Processing,

and Statistics and Machine Learning. Reverse saccades (Figure 2.8) were defined by the

following two conditions: 1) the peak velocity exceed 90◦/s and 2) the peak height to width
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ratio is less than 0.3. Confidence intervals for binomial data in Figures 2.12C and D were

computed using the Clopper-Pearson method, and hypothesis tests in Figure 2.12F were

performed using a Mann-Whitney U-test for nonparametric comparisons of distributions.

Further statistical details are included in the relevant figure captions. Interpolated 2D data

representations in Figure 2.10 were generated from 2D histograms with dimensions in terms

of azimuth and elevation, whose bins were evenly distributed in Euclidean space. The jump

direction model goodness of fit was evaluated by generating a coefficient of determination

(r2) using the MATLAB function textitregstats, which compares the original data (x) to the

linear model (y). Gaussian mixture models in Figure 2.12G were generated using MATLAB

function textitfitgmdist, with initial conditions designed to produce equally weighted models

which include 3 Gaussians.

2.6.9 Code and data availability

All design files and custom software required to manufacture and operate FlyPEZ, as well as

custom software to curate, analyze, and visualize FlyPEZ data can be accessed here: https:

//www.dropbox.com/sh/2maxxwysv8i3ui2/AACrrC9sL30ksxLq69AgZXMNa?dl=0. Custom soft-

ware was designed using MATLAB 2013b for PC. Videography data will be made available

upon reasonable request.

2.7 Jump Direction Model Derivation

The model we propose consists of three 2D vectors with an origin at the center of the fly.

The origin vector extends to the anterior of the fly. Vector ~A represents a theoretical jump

directly away from the looming object, ~F is a theoretical jump forward (identical to the

origin), and ~R is the actual jump direction. Our model proposes that ~R is the sum of the

vectors ~A and ~F which are scaled by coefficients which add to a value of one using a single

variable m. Each vector can be broken up into their components i and j. The vectors used
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in the proposed model:

~R = (1 −m) ~A+ (m)~F (2.5)

are each comprised of their respective components (i) and (j ).

~R = r1i+ r2j (2.6)

~A = a1i+ a2j (2.7)

~F = f1i+ f2j (2.8)

Using principles of trigonometry, the jump angle (α, Figure 2.10E) can be represented

by:

α = arctan

(
r2j

r1i

)
(2.9)

and the components of ~A (away from the stimulus) can be represented in terms of θ (the

stimulus angle) by subtracting π to get

a1i = cos (θ − π) (2.10)

a2j = sin (θ − π) (2.11)

Since vector ~F is at the origin, its components are

f1i = 1 (2.12)

f2j = 0 (2.13)

By the form given by Eq. (2.5) and definitions given by Eq. (2.10) through Eq. (2.13),

the components of vector ~R can be rewritten as

r1i = (1 −m) cos (θ − π) + 1(m) (2.14)
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r2j = (1 −m) sin (θ − π) + 0(m) (2.15)

These components of ~R can now be used to define the jump angle (α) from Eq. (2.9) in

terms of stimulus angle (θ)

α = arctan

(
(1 −m) sin (θ − π)

(1 −m) cos (θ − π) +m

)
(2.16)

Divide all terms by (1 −m) gives

α = arctan

(
sin (θ − π)

cos (θ − π) + m
1−m

)
(2.17)

By long division, Eq. (2.17) is simplified to

α = arctan

(
sin (θ − π)

cos (θ − π) + 1
1−m − 1

)
(2.18)

The coefficient (m) is a linear function of stimulus angle (θ)

m(θ) = (w ∗ θ) + c1 (2.19)

And (w) is a function of stimulus elevation (φ)

w(φ) = (c2 ∗ φ) + c3 (2.20)

The constants were empirically determined. By non-linear least squares analysis of the

original data, for all elevations c1 = 0.44. By linear regression of the three values obtained

for w (see Figure 2.11B), c2 = −0.121 and c3 = 0.13.
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2.8 Contributions

Work on the FlyPEZ project was performed by W. Ryan Williamson (W.R.W.), myself

(M.Y.P.), Patrick Breads (P.B.), Brian Coop (B.C.), Grace Zhiyu Zheng (G.Z.Z.) and

Gwyneth M. Card (G.M.C.). This chapter is adapted from a manuscript submission to

the journal, Cell.

The first version of the FlyPEZ was designed, tested and prototyped by M.Y.P and

G.M.C. The current version of the FlyPEZ, presented here, was designed, tested and built

by B.C. and W.R.W. This newer version retained the same general design and fly handling

mechanisms from the first version, but has significant improvements in: 1) durability by

utilizing machined components, 2) efficiency in running experiments from integrated experi-

mental control, and 3) stimulation capabilities from a mirror-based visual projection system.

For the work presented here, G.Z.Z., P.B., W.R.W. and M.Y.P. prepared the experimental

flies. P.B., W.R.W. and M.Y.P. performed the FlyPEZ experiments. P.B. and W.R.W.

curated and tracked the video data. W.R.W. made the figures. W.R.W., M.Y.P. and

G.M.C. wrote the manuscript.

We had additional assistance from the Janelia Instrumentation, Development and Tech-

nology (ID&F) group, specifically from Magnus Karlsson, Steve Sawtelle, Bill Biddle and

Spencer Taylor, in prototyping, debugging and iterating on the FlyPEZ design.
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CHAPTER 3

CHARACTERIZATION OF DESCENDING NEURONS

CONTROLLING VISUALLY-EVOKED FLY ESCAPES

3.1 Abstract

To avoid predation, nervous systems detect looming motion cues from a predator’s ap-

proach to generate evasive responses . Looming-sensitive visual neurons and escape-evoking

giant neurons have been identified in mobile species across the animal kingdom [42]. In

flies, escape is composed of a sequence of movements to initiate flight: freezing, postural

adjustment, wing elevation and wing depression with leg extension. These sub-behaviors

determine critical properties of the escape. Postural shifts determine escape direction [23].

The giant fiber (GF) neuron’s role in leg extension and wing depression for rapid takeoff

has been well-characterized [155], indicating that additional, unknown descending neurons

must contribute to the control of the other sub-behaviors in the sequence. In this study, we

characterize a group of eight descending neurons (LC4DNs) which may control escape by

serving as parallel signaling pathways, connecting the same regions in the brain and ventral

nerve cord (VNC) as the GF. Specifically, this group of neurons extends dendrites to an

optic glomerulus formed by the axon terminals of a looming-sensitive [156] visual projec-

tion neuron cell type called lobula columnar type 4 (LC4)[106]. In behavioral experiments,

optogenetic activation of cell type-specific lines shows that select LC4DNs can evoke long-

mode escapes, distinct from the GF-driven short-mode escapes. Whole-cell patch clamp

recordings a subset of LC4DNs demonstrates similar looming-sensitivity and speed tuning,

as would be expected from a common looming-sensitive input, like LC4. Finer analysis of

LC4DN-activation reveals induced postural shifts that control escape direction, comparable

to looming-evoked behavior. DNp11 activation generated forward jumps, whereas DNp02

and DNp04 co-activation induced backwards jumps. To determine a sensory input basis for

directionality, we analyzed synaptic connectivity in an electron microscopy dataset [168] to
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find inequalities in the number of synaptic connections between LC4 neurons and LC4DNs.

Visualization of the LC4 dendrites reveals spatial gradients that are in opposite polarity to

the activation-induced jump direction. These findings suggest a rapid feed-forward control

mechanism by LC4DNs in which looming features are encoded by LC4 neurons and then

filtered through a synaptic gradient that determines spatial selectivity of those features in

specific DNs such that the fly generates postural shifts for escape away from the looming

location.

3.2 Introduction

In response to threatening stimuli, animals generate startle and escape behaviors critical

to their survival, which vary according to their body plan and ecology [42]. Because these

behaviors are robust, they serve as useful experimental models for studying sensorimotor

computations [32, 84, 48].

As in other species, the focus of study for the neural basis of escape in the fruit fly,

Drosophila melanogaster, has been the giant fiber (GF) descending neurons (Figure 3.1A)

[4, 60] (for more details about the GF system, see Chapter 1). Previous anatomical [120, 90,

85, 138] and physiological [90, 163, 101, 47, 155] studies establish the GF as a critical neuron

for determining the mode of escape. A single GF spike evokes a short-mode escape, in which

the flies do not fully raise their wings, and GFs are necessary for production of this takeoff

pattern [155]. GFs can spike in response to looming stimuli [155], and can therefore be

regarded as command neurons [86] for the short-mode escape pattern. Short-mode escapes

trade off initial flight stability for escape speed [22] and are expected to occur more frequently

during faster predator attacks [155]. In addition, the GFs may also drive a subset of long-

mode escapes, in which wings are raised prior to a GF spike by other neurons [155]. Previous

studies have demonstrated that this response derives from input by two specialized visual

projection neuron types, LC4 [156] and LPLC2 [82], which are both looming-encoding and

synapse directly to the GF lateral dendrite.
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There is strong evidence that circuits outside the GF system also contribute to escape.

Previous work in blowflies suggests that the GF is part of a cluster of DNs with overlapping

LC4 dendrites whose axons projects to different areas of the VNC [100], indicating that

other downstream neurons could also receive looming feature information and contribute

to escape. As in zebrafish, ablation or inactivation of GFs reveals that escapes are still

performed [91, 39, 155]; therefore, escape can be controlled by additional descending neuron

pathways. Behavioral studies also suggest neural pathways in parallel to the giant fiber

that could control wing raising prior to escape [61, 23, 155]. One study reported spiking

responses dependent on looming stimulus angular size in extracellular neck recordings [50],

and recently, a descending neuron (DNp09) has been characerized that controls the looming-

evoked freezing sub-behavior [166]. These data, combined with the knowledge that the

GF typically fires a single spike if it is active in looming-evoked escape [155], indicates that

unknown looming-sensitive descending neurons could contribute to escape sub-behaviors. Of

particular interest is the descending control of escape direction, which is a common feature

of visually-evoked escapes across diverse species whose neural mechanisms are unexplored

[39, 44, 124, 23] (also see Chapter 2). Directionality in flies comprises an integration of

postural and visual information. Directional escapes arise from postural adjustments that

shift the location of the fly’s center of mass relative to its middle legs, which provide the

force for jumping [105, 145, 25]. Once the posture is set, flies subsequently raise their wings

and then extend their legs and depress their wings to takeoff. The direction of the jump,

which determines the initial escape trajectory, is set by the earlier postural adjustments.

One hypothesis is that differences in visual drive to the left or right side of the animal

could mediate left-right biases in descending neuron activity that generate a right or left

escape [39]; however, forward and backward escapes require an additional mechanism to

resolve degeneracy.

In this chapter, we use behavioral experiments, neural recordings, and electron mi-

croscopy (EM) ultrastructure analysis to investigate a set of recently-identified DNs that are
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putative postsynaptic partners of the looming-sensitive LC4 cell type and have the potential

to serve as parallel pathways to the GF for control of looming-evoked escape behaviors. We

show that activation of a subset of LC4DNs is sufficient to elicit escape behaviors, including

wing-raising, takeoff, and postural adjustments. We identify specific LC4DNs that drive

forward and backward escape and show their input from LC4 is structured through opposite

gradients of synaptic strength. This mechanism could form a representation for frontal and

rear looming stimuli, and resolve the ambiguity in selecting forward or backward escape

directions.

3.2.1 A study of fly descending neuron anatomy

One advantage of the fly model system is that most of its neurons are individually identifiable

by their morphology and, with effort, precise brain circuits can be reconstructed with the

expectation that similar arrangements will be found across individuals. A recently published

study by my collaborator [106], Hiro Namiki, systematically characterized the morphology

and connectivity of descending neurons in Drosophila melanogaster. This study is the most

comprehensive description of fly descending neurons to date. Because a subset of the analysis

is the starting point for finding parallel escape pathways, I will present here a summary of

the relevant anatomical findings, with three accompanying figures adapted from his work.

The study characterized the anatomy of approximately half of the DNs in the fly nervous

system. The analysis focused on determining the connectivity between sensory and motor

neuropil in the brain and VNC by DNs. Over 100 split-GAL4 lines were generated to target

specific DN cell types for both detailed anatomical and future functional investigation.
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Figure 3.1: LC4DN Classification by Anatomical Analysis of Visual and Descending
Neurons
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Figure 3.1 (previous page): LC4DN classification by anatomical analysis of visual and
descending neurons
(A) Schematic of the giant fiber system. For detailed description see Chapter 1.
(B) Matrix of DN innervation in optic glomeruli formed by specific visual cell types. White, gray
and black square entries indicate no, sparse and dense innervation. DNs with LC4 innervation,
LC4DNs, are denoted in purple. Visual cell types previously reported [162] to elicit escape during
optogenetic activation are denoted in red. Adapted from figure 12 of [106]
(C) Morphology of LC4DN innervation into the LC4 optic glomerulus. Traced neuron morphologies
with insets of high-resolution (63x) confocal images at the depth of the LC4 glomerulus. Reproduced
from figure 12 supplement 1 of [106].

LC4-cluster Descending Neurons (LC4DNs)

Using confocal imaging of individual DN morphology from the split-GAL4 lines, the locations

of DN neurites in the brain were compared to those of the optic glomeruli, bundles of axon

terminals from specific visual cell types that form readily identifiable clusters in nc82 synaptic

counterstaining. DN innervation into 18 identified optic glomeruli was scored as strong, weak,

or no innervation (Figure 3.1B,C). Most DN processes within the optic glomeruli had smooth

branches, indicating that they are likely dendrites. The distribution of DN outputs from the

optic glomeruli were heterogeneous, consistent with earlier reports from larger flies [139, 140].

(adapted from [106]). The optic glomeruli for LC4 and LC22 (also called LPLC4 [112, 162])

have strongly overlapping dendrites from the largest number of DNs (9 and 8, respectively).

LC4 and its neighboring glomeruli, LPLC1 and LPLC2, form a densely innervated group in

the ventral lateral protocerebrum. In contrast, the LC22 glomerulus forms a more posterior

group with that of LPLC3. A functional study [162] reported escape phenotypes for LC4,

LPLC1 and LPLC2 upon optogenetic activation, which suggests that this group could output

to escape motor pathways through connected DNs. Furthermore, as described above, LC4

and LPLC2 provide visual looming information to the GF, suggesting that other downstream

neurons could receive looming feature information as well. Previous work in blowflies suggests

that the GF is part of a cluster of DNs with overlapping LC4 dendrites whose axons projects

to different areas of the VNC, and thus may distribute information from LC4 to different

motor pathways [100].
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Figure 3.2: Morphlogy of LC4-Cluster Descending Neurons (LC4DNs)
Morphology of individual LC4DNs generated by masks of maximum intensity projections of confocal
image stacks of sparse split-GAL4 lines. Adapted from figure 2 supplements 5, 8 and 12 of [106].
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We focused our study on the group of nine identified DNs (including the GF) that inner-

vate the LC4 optic glomerulus, and refer to these as the LC4DNs (Figure 3.2).

The LC4DNs have related but distinct VNC innervation. The VNC is composed of a

layered system of neuropil, distinguishable by the appendages (legs, wings or halteres) they

control (3.3A-B). An integrative region, involved in wing and leg control, called the lower

tectulum is not well-described and has unknown function. It contains giant fiber system

neurons, including the TTMn, PSI and axonal projections of the GF [80, 163]. Considering

that escape involves driving both leg and motor activity, the lower tectulum may house

other neurons involved in the escape behavior. Nine identified DNs project to the lower

tectulum, including five of the LC4DNs (3.3C-E). While GF and DNp04 both project to the

lower tectulum, other LC4DNs innervate other VNC neuropils, suggesting they could control

different escape sub-behaviors or other loom-related behaviors.
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Figure 3.3: LC4DN Axon Projections into the Ventral Nerve Cord
(A) Schematic of VNC neuropil. T1 (prothoracic segment), T2 (mesothoracic segment), T3
(metathoracic segment). Reproduced from figure 4 of [106].
(B) Diagram of planes to describe VNC anatomical imagery.
(C) LC4DN axon projections in the VNC in sagittal views, which divides the lower tectulum. Re-
produced from figure 13 of [106].
(D)Frontal views are focused at the mesothoracic neuropil.
(E) Matrix of DN innervation into VNC neuropils, grouped by dorsal neuropils (blue), tectu-
lum (green), lower tectulum (red), leg neuropils (yellow) [137]. LC4DNs denoted in purple text.
Adapted from figure 15 of [106].
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For this study, we utilized a set of split-GAL4 reagents for the LC4DNs. These driver

lines were generated by the Janeila Descending Interneuron Team Project. Expression in

the brain and VNC was imaged by standard immunohistochemistry methods (see [106]).

We selected a subset of lines with robust expression in target LC4DNs and low off-target

expression in at least 3 imaged samples of the brain and VNC (Figure 3.4). Two of the lines

express in multiple LC4DN cell types: [DNp02, DNp04] and [DNp02, DNp04, DNp06]. In

addition, a driver line useful as a control, the empty brain split, was generated with nearly

no expression in the nervous system. With these driver lines, we looked to start experiments

characterizing LC4DN function.
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Figure 3.4: LC4DN Split GAL4 Line Expression (Page 1/2)
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Figure 3.4: LC4DN Split GAL-4 Line Expression (Page 2/2)
Morphology of split-GAL4 lines utilized in this study. Maximum intensity projections of brain
and VNC confocal image stacks (green channel) of split-GAL4 lines expressing membrane-bound
GFP (green). Images are representative of the expression pattern (minimum 3 flies checked).
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3.3 Results

3.3.1 LC4DN activation and silencing experiments

To begin to determine whether LC4DNs play a role in escape behavior, we performed op-

togenetic activation with the FlyPEZ. For each split-GAL4 line, we drove expression of the

red-shifted channelrhodopsin CsChrimson [81] and stimulated freely-behaving flies with a

50 ms red light pulse. Responses of individual flies were captured automatically in 6000

frames-per-second videos. A tracking algorithm, described in Chapter 2, estimated takeoff

rates within a 250 ms window of the start of activation. Figure 3.5A shows the two GF

lines produced takeoff rates of over 90%, consistent with previous studies [155, 156]. In

comparison to the empty brain split control, we also found significant increases for DNp04,

DNp11, as well as two multi LC4DN lines which contain [DNp02, DNp04] together and

[DNp02, DNp04, DNp06] together (normal approximation to the binomial, see Table 3.1).

For DNp02, DNp04 and DNp11, multiple split-GAL4 lines were generated, and increases in

takeoff were consistent across lines.

We further analyzed the video data to measure the escape duration between the last two

escape sub-behaviors: wing raising and takeoff. As discussed in previous chapters, wildtype

flies exhibit a bimodal distribution in the time between the sub-behaviors, on a log scale

scale. The GF is necessary and sufficient to produce a short-mode escape, in which the

wings are not fully raised prior to takeoff. For GF activation, the escape duration is less

than 7 ms. In GF-silenced flies, short-mode escapes are absent, and the escape duration is

greater than 7 ms.

For each LC4DN with significant increases in activated takeoff rate, we used the anno-

tation GUI described in Chapter 2 to measure the escape duration. We denoted the video

frame at the start of wing raising and the frame where the legs leave the ground, following

the procedure previously established [155]). We found that the GF generates short-mode

escapes, as expected, but DNp04 and DNp11 generate almost exclusively long-mode escapes
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(>7 ms) (Figure 3.5B-C, Table 3.1). These long-mode escapes are characterized by fully-

raised wings before takeoff, so activity in DNp04 and DNp11 drives both the wing raising

and takeoff escape sub-behaviors. The escape duration is highly variable (Figure 3.5B has

log scale time basis), but comparable with the long-mode escapes produced by GF-silenced

flies.

The two multi LC4DN driver lines produced both short and long-mode escapes (Figure

3.5C). Both lines contain DNp02, whose solo activation does not elicit escapes, and DNp04,

which elicits long-mode escapes. One line also contains DNp06, which also does not elicit

escapes. Both lines have a higher escape rate than activating only DNp04 (Figure 3.5B),

suggesting that co-activity in these neurons further increases drive to downstream escape

motor circuits. Some escapes are long-mode, as expected from DNp04 activation, but oth-

ers are short-mode, which suggests that the GF system is recruited in a subset of trials.

The short-mode is not elicited in any other of the individual non-GF LC4DN activation

experiments.
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Figure 3.5: Optogenetic Activation of Specific LC4DNs Elicits Long-Mode Escape
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Figure 3.5 (previous page): Optogenetic activation of specific LC4DNs elicits
long-mode escape
(A) Percent of flies that performed a takeoff in response to CsChrimson optogenetic activation in
the FlyPEZ assay. Statistics: error bars, Wilson score interval; n listed below bars; normal
approximation to binomial Z-test; Bonferroni correction post hoc; * p < 0.05, ** p < 0.01, *** p
< 0.001, compared to control (empty brain split x CsChrimson).
(B) For DNs that can elicit escape upon activation, histograms of the duration between the wing
raising and takeoff jump sub-behaviors. Escape trials combined from split-GAL4 lines for each
DN cell type. Short-mode escape duration (0 to 7 ms, gray shaded region) and long-mode escape
duration (>7 ms, white), as established in [155]. Statistics: n as listed; Wilcoxon rank sum test,
Bonferroni correction post hoc, *** p < 0.001, compared to giant fiber.
(C) Percentage short-mode activated escapes. Statistics: error bars, Wilson score interval;
samples as in B, n listed below bars; normal approximation to the binomial Z-test, (Table 3.1);
Bonferroni correction post hoc; *** p < 0.001, compared to giant fiber.

To determine if LC4DN activity is necessary for escape, we drove expression of Kir2.1

[10, 116] with the LC4DN driver lines. Using the FlyPEZ, we measured escape rates to

looming stimuli at four expansion rates (l/v = 10, 20, 40, 80 ms) (Figure 3.6). Looms

were centered 90◦ to the left or right of the fly at an elevation 45◦ from the horizon. For a

positive control, we tested an L1 and L2 lamina cell type driver line that is motion blind when

silenced. As previously reported [155], GF silencing did not reduce escape rate in comparison

to the empty brain split control. We did not find consistent differences in silenced LC4DN

lines either (Table 3.2). This finding supports the idea that multiple DN pathways for

loom-evoked escape form a redundant system that maintains escape probability.

To find any deficits in the duration of escape in LC4DN silenced flies, we annotated videos,

as before, and evenly pooled data over the four looming rates (Figure 3.7A). We found that

GF-silenced flies generate predominately long-mode escape, as reported previously [155],

and that other LC4DN-silenced flies are not significantly different from empty brain split

controls. Given that both DNp04 and DNp11 generate long-mode escapes in activation, it

is not particularly surprising that we do not observe a long-mode deficit in silencing each

individually. These observations indicate that long-mode escape is controlled by at least two

pathways.

90



Figure 3.6: LC4DN Silencing Does Not Reduce Takeoff Rate
Neuronal silencing experiments with KIR2.1. Percentage of flies which performed a takeoff to a
looming visual stimulus (azimuth = 90◦, elevation = 45◦) at four looming rates (l/v = 10, 20, 40,
80 ms). Statistics: error bars, Wilson score interval; n listed below bars; normal approximation to
the binomial Z-test (Table 3.2); Bonferroni correction post hoc; * p < 0.05, ** p < 0.01, *** p <
0.001, compared to control (empty brain split x KIR).
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Figure 3.7: LC4DNs are Not Necessary for Long-Mode Escapes
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Figure 3.7 (previous page): LC4DNs are not necessary for long-mode escapes
(A) Histograms of the duration between the wing raising and takeoff jump sub-behaviors. Loom-
elicited escape trials combined from split-GAL4 lines for each DN cell type. Short-mode escape
duration (0 to 7 ms, gray shaded region) and long-mode escape duration (>7 ms, white). Statistics:
n as listed; Wilcoxon rank sum test, Bonferroni correction post hoc, * p < 0.05, *** p < 0.001,
compared to control (empty brain split x KIR).
(B) Percentage short-mode loom-elicited escapes. Statistics: error bars, Wilson score interval;
samples as in A, n listed below bars; normal approximation to the binomial Z-test, (Table 3.3);
Bonferroni correction post hoc; *** p < 0.001, compared to giant fiber.

3.3.2 Electrophysiological characterization of select LC4DNs

Following the observation that the [DNp02, DNp04, DNp06] driver line has higher rates of

activated escape than DNp04 alone, we investigated the visual tuning properties of DNp02,

DNp04 and DNp06 using in vivo whole-cell patch clamp electrophysiology. We displayed

dark looming stimuli (45◦ elevation, 45◦ azimuth) and observed bursts of spikes riding on

stimulus-locked depolarizations during the expansion phase of the stimulus (Figure 3.8).

Loom responses were consistent across recordings for each cell type (Figures 3.9, 3.10, 3.11).

Across cell types, the highest spike rates were produced at the fastest looming rates (l/v

= 10 ms). Overall, DNp04 generated the highest spike rates to looming stimuli, followed

by DNp06 and DNp02. The responses in all three LC4DNs recorded indicates that these

LC4DNs are coactive during looming stimuli, and so activation of [DNp02, DNp04, DNp06]

may be a rough and limited approximation of motor recruitment during loom-evoked of

escape. The shared sensitivity to looming stimuli suggests that the putative LC4 input

could drive the LC4DNs as a loom-sensitive population.
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Figure 3.8: LC4DNs Spike in Response to Rapid Looming Stimuli
Traces from whole-cell patch clamp recordings of the membrane potential of DNp02 (blue), DNp04
(purple) and DNp06 (orange) in response to looming visual stimuli (size: 5◦ to 90◦, azimuth = 45◦,
elevation = 45◦) at five looming rates (l/v = 10, 40, 70, 100, 130 ms). Spike raster dots above
traces. Shaded regions indicate time period of stimulus expansion. Looming stimuli held at 90◦ for
2000 ms.
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Figure 3.9: Summary of DNp02 Loom Responses
DNp02 spike raster and peri-stimulus time histograms (50 ms bins) for responses to looming stimuli
(azimuth = 45◦, elevation = 45◦, l/v = 10, 40, 70, 100, 130 ms). Gray shaded region indicates time
period of looming expansion. 5 flies, 4 trials each.
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Figure 3.10: Summary of DNp04 Loom Responses
DNp04 spike raster and peri-stimulus time histograms (50 ms bins) for responses to looming stimuli
(azimuth = 45◦, elevation = 45◦, l/v = 10, 40, 70, 100, 130 ms). Gray shaded region indicates time
period of looming expansion. 4 flies, 4 trials each.
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Figure 3.11: Summary of DNp06 Loom Responses
DNp06 spike raster and peri-stimulus time histograms (50 ms bins) for responses to looming stimuli
(azimuth = 45◦, elevation = 45◦, l/v = 10, 40, 70, 100, 130 ms). Gray shaded region indicates time
period of looming expansion. 4 flies, 4 trials each.
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3.3.3 Directional analysis of evoked escapes

The spiking responses to looming stimuli indicate that LC4DN activity could contribute to

the sub-behaviors observed during loom-evoked escape. We analyzed FlyPEZ optogenetic

activation videos further to determine if other sub-behaviors such as postural adjustments

are elicited. Because lines express pairwise in LC4DNs, we expect bilateral activation to shift

fly posture in a forward or backward, but not lateral, direction. Previous work [23] found

that the position of the middle legs relative to the fly center of mass is critical in determining

the escape direction. To quantify this in FlyPEZ high-speed videos of LC4DN optogenetic

activation, we annotated video frames every 5 ms from the start of the activation light pulse

to 100 ms, every 5 ms. In each frame, we selected the location of the tips of the middle

leg tarsi and tracked the center of mass point using an automated algorithm (see Chapter

2) to determine the angle, α, formed between the three points. (Figure 3.12A). Values of

alpha greater or less than 180◦ indicate a forward or backward shift, and are predicted to

set forward and backward takeoff direction, respectively (Figure 3.12B).

We found that flies typically rest on the FlyPEZ filming platform with legs angled relative

to the center of mass within a range of 150◦ < α < 240◦. For GF activation, flies escaped

about 25 ms after the start of light pulse and did not change α (Figure 3.12C). GF activity

does change body posture, as expected from its known function (see Chapter 1). Similarly,

DNp04 and the empty split brain control did not show a consistent change in α. Both DNp02

and [DNp02, DNp04] decrease α between 25 ms and 50 ms, indicating that the center of mass

has moved posterior relative to the middle legs due to DNp02 activation. DNp11 shows the

opposite trend, with α values increasing over the same time window, indicating a forward

shift. The magnitude of the forward and backward shifts are significant compared to control

(Figure 3.12D).
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Figure 3.12: Activation of DNp02 and DNp11 Induces Body Position Shifts
(A) Representative video frame from the FlyPEZ showing the ventral view of the fly. Manually
annotated mesothoracic leg tip positions (blue, green stars). Automatically tracked (FlyPEZ algo-
rithm) center of mass (red dot) and orientation (red arrow).
(B) Schematic of the fly orientation. The position of the leg tips relative to the center of mass is
defined by the angle, α.
(C) α, calculated from annotations, for the first 100 ms of LC4DN activation experiments. For
each fly, traces are colored by initial α value. Traces stop short of 100 ms if the fly escapes.
(D) Mean changes in α Statistics: confidence interval, shaded region; n as shown, Mann-Whitney
test, [DNp02, DNp04] to empty brain split: p = 1.6E-14, DNp11 to empty brain split: p = 7.6E-4.
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The measured postural shifts predict the directionality of elicited escape trajectories. For

GF and DNp04, no shifts predict no average bias in escape trajectories. For DNp11, forward

shifts predict forward directed escapes, and for DNp02, backward shifts predict backward

escape. Activation of DNp02 does not by itself elicit escapes. Instead, we analyzed [DNp02,

DNp04]. By decomposition of shifts observed by DNp02 and DNp04 individually, we predict

that DNp04 provides no bias and DNp02 contributes to the backwards shift observed from

[DNp02, DNp04].

To measure initial escape trajectories, we used a tracking algorithm to find the center of

mass position from the start of leg extension through liftoff from the platform. We analyzed

flies that escaped within 100 ms of the light pulse and found mean trajectories predicted

by the postural shifts. Both GF and DNp04 do not have a directional bias, consistent

with no postural shifting. DNp11 and [DNp02, DNp04] showed forward, and backward

escape trajectories, respectively. Because DNp02 appears to be setting the postural shift,

the parsimonious explanation is that DNp02 activity generates a backward shift that causes

a backward escape.
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Figure 3.13: DNp02 and DNp11 Evoked Body Shifts Determine Escape Direction
(A) Schematic of the expected jump direction, as established by [23].
(B) Spherical scatter plot of the tracked escape direction for LC4DNs which elicit escape.
(C) Radial histogram of the escape azimuth. Radial mean (red line). Statistics: Hodges-Ajne test
for non-uniformity of circular data. N as shown. DNp11: p = 4.5E-3, [DNp02,DNp04]: p = 3.6E-6.

3.3.4 Characterization of the synaptic connectivity of LC4DNs

If DNp02 and DNp11 can control opposite escape directions but both receive input from

LC4, how might their visual inputs differ in order to be active in appropriate circumstances?

We next aimed to assess the spatial sensitivity to looming stimulus position. It is currently

unclear if visual spatial information is retained as the retinotopically distributed LC4 neurons

project their axons in a seemingly disordered fashion to form the optic glomerulus [162]

where the LC4DNs putatively take input. Namiki, et al. [106] reported biases in the spatial

location of LC4DN neurites within the LC4 glomerulus [106], suggesting that each LC4DN

could form biases in connectivity in different regions of the LC4 optic glomerulus. Given

that the glomerulus is seemingly spatially unstructured in its representation of visual space,

it is difficult to predict the organization of LC4 inputs to LC4DNs.
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To explore this mystery, we traced the LC4 neurons, as well as DNp02, DNp04 and DNp11

in one brain hemisphere of an electron microscopy brain dataset [168] (Figure 3.14A). We

marked synapses between each of 55 LC4 neurons and each DN (Figure 3.14B). We found

a wide range in the number of synapses formed by individual LC4 neurons onto a given

LC4DN (rainbow color scale). Taking synapse count as a measure of connection strength,

we applied a color map to label each LC4 and its synapses to determine if there is a spatial

bias for connectivity strength within the glomerulus. We did not find a recognizable pattern

at the glomerulus for any of the DNs; however, coloration of the LC4 dendrites in the lobula

reveals a spatial gradient that is distinct for each of the LC4DNs (Figure 3.14C-D).

DNp02 and DNp11 have gradients of opposite valence. The visual region with the highest

predicted LC4 input strength to DNp02 is in the anterior field, and vice versa for DNp11. A

simple model based on these predictions and the observations from activation experiments.

When a fly sees a frontal looming stimulus, anterior LC4s provide relatively more drive to

DNp02, which produces a postural shift that will generate a backwards escape trajectory.

Takeoffs are generated by co-activity in GF, DNp04 or other escape pathways. For a looming

stimulus directed from behind the fly, posterior LC4s become active and drive DNp11 to

generate postural shifts and a forward-directed takeoff. Although activation indicates DNp11

can induce takeoffs, co-activity in GF and DNp04 could elicit directed takeoffs if DNp11 set

the posture.
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Figure 3.14: DNp02, DNp04 and DNp11 Connectivity With LC4 Neurons Reveals
Visual Gradients in Synaptic Counts
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Figure 3.14 (previous page): DNp02, DNp04 and DNp11 Connectivity With LC4
Neurons Reveals Visual Gradients in Synaptic Counts
(A) LC4DNs: DNp02, DNp11, DNp04 (white) and 55 LC4 neurite skeletons (red) traced in a fly
brain EM volume [168]. Soma marked with a circle approximating the diameter.
(B)Annotated synapses from LC4 Neurons to DNp02 (1498), DNp04 (3479) and DNp11 (1363)
at the LC4 optic glomerulus. LC4 presynaptic sites are overlaid onto the dendritic arbors for
DNp02, DNp11 and DNp04. Synapse markers colored by the total number of synapses formed by
a particular LC4 neuron.
(C) Individual LC4 neurons colored according to number of synapses, as in (B). Rotated into
symmetric view of the lobula. Due to the off-axis orientation of the lobula axes presented here are
approximate: D: dorsal, V: ventral, L: lateral, M: medial, A: anterior, P: posterior.
(D) Additional views of the synaptic gradients.

3.4 Discussion

3.4.1 Summary of results

In order to identify neural pathways underlying fly escape beyond the GF, we investigated

a set of DNs related by their putatively shared input from LC4, a population of retinotopic,

looming speed-encoding visual neurons. We hypothesized that these LC4DNs could control

aspects of the escape behavior by carrying looming-encoding signals from LC4 to escape

motor circuits in the lower tectulum of the VNC. Using DN-specific driver lines, we found

evidence that four LC4DN types support distinct escape sub-behaviors, indicating that they

form a functional group for escape control. Using the FlyPEZ, activation of DNp04 and

DNp11 elicited long-mode escapes that are distinct from the known short-mode escapes

generated by GF activation. Silencing of LC4DNs in looming-evoked escapes did not reveal

complementary deficits in long-mode escape, perhaps due to the expected redundancy for

generation of long-mode escape within the group. Closer examination of the activation

phenotypes revealed that DNp02 and DNp11 shift the fly center of mass relative to the

jumping legs and determine the direction of activation-driven escapes. To understand if this

motor bias is linked to a sensory preference, we traced DNp02, DNp04 and DNp11 in an EM

volume to assess LC4 connectivity. Each LC4 neuron forms different numbers of synapses

with each DN depending on its position in visual space, resulting in distinct connectivity
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gradients across the LC4 retinotopy for each DN.

3.4.2 Working model of looming-evoked escape

The LC4DN functional group can coordinate escape through the following sensorimotor

processing model. First, a looming stimulus is detected by the visual system, and encoded

in loom-detecting visual output neurons, including LC4. At the LC4 optic glomerulus, each

LC4 neuron is pre-synaptic to multiple downstream LC4DNs. At lower looming expansion

rates, few LC4DNs are recruited (such as DNp04), and at higher rates, more are co-active

(including GF). In the case that the center of looming expansion originates in the anterior

visual field, DNp02 is expected to receive more LC4 input; while DNp11 would receive more if

the center originated in the posterior field. DNp02, DNp04, DNp06, DNp11, and GF axons

all converge on the lower tectulum, where they can recruit motor circuits to drive local

circuits regulating wing raising, leg extension and wing depression. DNp02 and DNp11 are

expected to connect to circuits governing posture, which determines a backward or forward

escape trajectory. For high looming expansion rates, when escape is urgent, GF activity

could override ongoing recruitment by other LC4DNs to generate immediate takeoff [155].

Slower, less urgent stimuli would be more likely to drive postural adjustments and long-mode

escapes.

3.4.3 Future LC4DN work

Although we investigated the LC4DNs using the FlyPEZ with available driver lines, our

experiments were certainly not exhaustive. Critically, in our silencing experiments, we were

unable to simultaneously target DNp04 and DNp11 to determine if long-mode escapes are

reduced. Within the LC4DN functional group, we utilized high-quality driver lines, and

future investigations will benefit from new technologies allowing more precise and com-

binatorial testing. A critical future experiment is the investigation of the spatial tuning

properties afforded by the LC4 to LC4DN synaptic connectivity identified in the EM tracing
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and annotations. To determine if these gradients have functional significance, physiology

experiments measuring DN activity can be used to determine the spatial looming receptive

field for DNp02, DNp04 and DNp11. From the identified synaptic connectivity gradients,

we predict that DNp2 and DNp11 will show strongest looming responses from the anterior

and posterior fields, respectively.

For LC4DNs we did not find activation phenotypes for, or couldn’t make driver lines for,

it is possible or even likely, that they (DNp03, DNp05, DNp35 and DNp40) are looming-

sensitive and in some way contribute to escape and/or avoidance behaviors on land [56] or

in flight [103]. As indicated by the EM data, the possibility of sensitivity to spatial location

of the looming stimulus suggests new looming stimulus orientations to test in silencing be-

havioral experiments of DNp02 and DNp11. Furthermore, beyond the LC4DNs, a study by

our colleagues, Zacharias et. al. [166], implicates DNp09 in the control of looming-evoked

freezing behavior, indicating that descending control of the escape sequence extends to DNs

outside of the LC4DN group. The looming sensitivity of DNp09 has not yet been investi-

gated. In future experiments, ongoing development imaging techniques [26] that can monitor

population neural activity and behavior could more efficiently and completely identify DN

control of loom-evoked behavior.

3.5 Statistics Tables

Due to the large number of statistical comparisons in the FlyPEZ behavior experiments,

we generated a set of tables for completeness and clarity. In each graph, we report the

groups being compared, the test statistic, and the raw p-value in standard form. The p-

value (Bonf.) indicates the application of the post-hoc Bonferroni correction for multiple

comparisons. This is typically not reported as a change to a p-value, but as a change in the

comparison value, α, that indicates significance level. It is not standard practice to do this

because it is possible to get non-sensical p-values (greater than 1); however by applying the

correction in to the p-value listed, we can determine significance intuitively by the standard
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values (* for p < 0.05, ** p < 0.01, *** p < 0.001), so values are presented in this way here.
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Line Designation Expression Genotype Reference
Empty Brain Control None R24A03_p65ADZp (attP40); R74C01_ZpGdbd (attP2) Namiki et. al. 2018
DL Wildtype - - Wild-type line from M. H. Dickinson, Caltech 
SS00797 L1,L2 (Lamina) R48H08_p65ADZp (attP40); R29G11_ZpGdbd (attP2) Tuthill et. al. 2013
SS00727 Giant Fiber (DNp01) R14A01_p65ADZp (attP40); R79H12_ZpGdbd (attP2) Namiki et. al. 2018
SS27721 Giant Fiber (DNp01) R17A04_p65ADZp (attP40); R68A06_ZpGdbd (attP2) Von Reyn et. al. 2014
SS01053 DNp02 VT063736_p65ADZp (attP40); R24A03_ZpGdbd (attP2) Namiki et. al. 2018
SS01554 DNp02 VT063736_p65ADZp (attP40); VT017647_ZpGdbd (attP2) Namiki et. al. 2018
SS01081 DNp03 R91C05_p65ADZp (attP40); R31B08_ZpGdbd (attP2) Namiki et. al. 2018
SS01596 DNp03 R29F12_p65ADZp (attP40); R37G07_ZpGdbd (attP2) Namiki et. al. 2018
SS01080 DNp04 R84B12_p65ADZp (attP40); VT048835_ZpGdbd (attP2) Namiki et. al. 2018
SS00934 DNp04 VT032898_p65ADZp (attP40); VT048835_ZpGdbd (attP2) Namiki et. al. 2018
SS02612 DNp05 VT047755_p65ADZp (attP40); VT003280_ZpGdbd (attP2) Namiki et. al. 2018
SS00865 DNp05 VT019060_p65ADZp (attP40); VT003280_ZpGdbd (attP2) Namiki et. al. 2018
SS02256 DNp06 VT019018_p65ADZp (attP40); VT017411_ZpGdbd (attP2) Namiki et. al. 2018
SS49010 DNp11 BJD110D01_p65ADZp (attP40); R18G08_ZpGdbd (attP2) Namiki et. al. 2018
SS49024 DNp11 BJD119F04_p65ADZp (attP40); R18G08_ZpGdbd (attP2) Namiki et. al. 2018
SS49051 DNp11 R18G08_p65ADZp (attP40); BJD100H09_ZpGdbd (attP2) Namiki et. al. 2018
SS01541 DNa07 VT028606_p65ADZp (attP40); R56G08_ZpGdbd (attP2) Namiki et. al. 2018
SS01542 DNa07 VT028606_p65ADZp (attP40); R87B09_ZpGdbd (attP2) Namiki et. al. 2018
SS01571 DNa07 VT028606_p65ADZp (attP40); VT008675_ZpGdbd (attP2) Namiki et. al. 2018
SS01544 DNp02, DNp04 VT048835_p65ADZp (attP40); VT017647_ZpGdbd (attP2) Namiki et. al. 2018
SS02292 DNp02, DNp04, DNp06 VT017411_p65ADZp (attP40); VT017647_ZpGdbd (attP2) Namiki et. al. 2018

Table 3.4: Fly Driver Lines

3.6 Materials and Methods

3.6.1 Fly stocks

We prepared flies following identical procedures described in Chapter 2 for optogenetic acti-

vation and neuronal inactivation experiments on the FlyPEZ. The driver lines used in this

study are contained in Table 3.4. Access to a subset of the LC4DN driver lines and imagery is

available at the FlyLight project website (http://splitgal4.janelia.org/cgi-bin/splitgal4.cgi).
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For electrophysiology experiments, driver lines for DNp02 (SS01053), DNp04 (SS0934)

and DNp06 (SS02256) were crossed to a reporter construct, pJFRC28-10XUAS-IVS-GFP-

p10 (attP2) [117], to express cytosolic GFP in order to visually target patch electrodes to

the cell body.

3.6.2 FlyPEZ activation and silencing experiments

Acquisition of video data using the FlyPEZ was performed in the same procedure described

in the Materials and Methods section of Chapter 2. For both activation with CsChrimson

[81] and Kir2.1 [116] silencing of LC4DNs and controls, an identical protocol was followed

in preparing and testing flies. As described earlier, data was processed using the automated

tracking and manual annotation GUI.

Analysis for Figure 3.12 was performed by building a custom MATLAB (The Mathworks,

Inc., Natick, MA, USA) GUI for selecting the tips of middle leg tarsi. We utilized the ventral

view from the 6000 frames-per-second FlyPEZ videos. The videos are subsampled at 200 Hz

(5 ms intervals), which was sufficient to observe smooth changes in leg and body movements.

Video data were analyzed if, in the 50 ms before the onset of the light stimulus, flies moved

less than 0.25 mm and rotated less than 20◦ in azimuth. At the start of the stimulus, the

fly center of mass was required to be within a 3 mm centered square boundary of the 5

mm square platform in order to ensure that all six legs were visible on the platform. This

avoids potential biases from interactions between the fly and the edge of the filming platform.

Videos in which visibility of legs was lost over the 100 ms of annotation were also excluded,

except for cases where the fly performed a takeoff.

3.6.3 Electrophysiology

In vivo whole-cell patch clamp experiments were performed on tethered flies in a manner

similar to [94, 155]. Female flies were anesthetized on a peltier-driven cold plate and po-

sitioned ventral side up to be tethered on a custom polyether ether ketone (PEEK) plate.
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Flies were mounted with UV-cure glue. For recording stability, the proboscis was glued in a

retracted position and the front pair of legs were clipped and glued at the femur. A window

was cut in the cuticle on the posterior side of the head and the overlying fat was removed in

order to access the DN soma. The brain was perfused with standard extracellular saline [58]

containing: 103 mM NaCl, 3 mM KCl, 5mM N -Tris (hydroxymethyl)methyl-2-aminoethane-

sulfonic acid, 8 mM trehalose, 10 mM glucose, 26 mM NaHCO3, 1 mM NaH2PO4, 1.5 mM

CaCl2 and 4 mM MgCl2 (osmolarity adjusted to 270-275 mOsm), bubbled with 95% O2/5%

CO2 and adjusted to pH 7.3 at 21-23◦ C. The cell body for each LC4DN was targeted by

its GFP expression. Collagenase (0.25% in extracellular saline, Collagenase from Clostrid-

ium histolyticum, Sigma-Aldrich Corp.) was applied gently with a large-bore pipette to the

surface of the brain to break the perineural sheath locally above the position of the tar-

geted soma. A small amount of tissue was then removed to gain unrestricted pipette access.

Somata were visualized for patch recording with a 40x objective (UPLFLN, Olympus) and

illuminated with an IR LED (OD-880F Opto Diode Corp.). Patch electrodes (5.5-7.5 MΩ)

were backfilled with intracellular saline [58] containing: 140 mM potassium aspartate, 10 mM

HEPES, 1 mM EGTA, 4 mM MgATP, 0.5 mM Na3GTP, 1 mM KCl (osmolarity adjusted to

260-275, pH 7.3) and Alexa-568-hydazide-Na (10 µM, Invitrogen). The dye and the cytosolic

GFP indicated that the target DN was patched. Signals were amplified and recorded with

a MultiClamp 700B amplifier and a Digidata 1440A analog-to-digital converter (Molecular

Devices). Recordings were sampled at 40khz and low-pass filtered to 10 khz. Recordings

were performed in current clamp, with no applied holding current. Traces in figures are not

corrected for liquid junction potential (13 mV) [58]. Patch recordings were performed if the

initial seal was 4-8 GΩ, and the resting potential was less than -50 mV. Visual stimuli were

presented by projection onto a 4-inch diameter dome. The projector and dome was prepared

for back projection in the same method as the FlyPEZ GlobeDisplay. Custom visual stimuli

were produced in Matlab to display looming stimuli of different l/v values in randomized

sets. Looming stimuli were black on a white background, and programmed to expand from
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5◦ to 90◦ following the expansion rate modeling constant velocity approach (see Introduc-

tion). Stimuli were displayed with a 5 second inter-stimulus interval. Presentation of stimuli

was controlled by the Psychophysics Toolbox [16, 115, 83]. Recordings were analyzed only

if the spiking responses were maintained throughout the visual stimulus presentation set

(approximately 40 minutes). Stimulus frames were synchronized by simultaneously record-

ing a photodiode with the recording trace and alternating light-dark patch on it, outside

of the dome. During the recordings, flies did not have tarsal contact and did not initiate

flight. Flight status was measured using a custom optical analyzer tool for measuring the

fly’s wingbeat frequency [94].

3.6.4 Electron microscopy

We annotated the FAFB transmission electron microscopy dataset [168] using the CAT-

MAID [123] software suite to determine the chemical synaptic connectivity between the LC4

visual output neurons and three descending neurons of interest, DNp02, DNp04 and DNp11.

As a starting point, we utilized previously-traced skeletons for LC4 and LPLC2 from a sep-

arate ongoing study. To start tracing the DNs, we used morphological cues from confocal

fluorescence imaging [106] in distinct strategies to locate a starting point for tracing each de-

scending neuron. For DNp02, confocal microscopy stacks suggested that the somata neurite

travels close to the path of the GF somata neurite. We found DNp02 by locating its neurite

within a shared soma tract, which, along with several other neurites, appears encased in a

dark sheath. DNp04 was located when tracing the LC4 neurons. The skeleton was then

traced out and linked to the same soma tract as DNp02 and GF. DNp11 was located by

searching for candidate descending neurons which cross the midline dorsal of the esophagus.

From each starting node, the full skeleton was traced and compared to the confocal image

stacks for confirmation of cell type identity.

To determine the chemical synaptic connectivity, we searched for four criteria: T-bars

and presynaptic vesicles, synaptic clefts, and post-syanptic densities. If a potential synapse
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possessed two out of four criteria, it was labeled as a synapse. We focused our efforts on LC4

(presynaptic) and DNp02/DNp04/DNp11 (postsynaptic) synapses to gain a representative

view of the connectivity between LC4 and the DNs.
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CHAPTER 4

CONCLUDING REMARKS

In this thesis, I investigated the role of descending neurons in the control of visually-evoked

escape behavior of fruit flies. I characterized how the control of particular sub-behaviors of

the escape sequence are distributed across distinct descending neuron cell types. In chapter

2, I described the development of the FlyPEZ, a new assay for detailed and efficient charac-

terization of fly behavior. I employed the FlyPEZ in chapter 3, along with other experiments,

to investigate the LC4DNs, a group of descending neurons of which a subset are implicated

in the control of escape. In this chapter, I will give a few personal perspectives on this work,

discuss its significance in a broader context and speculate about ideas for future studies.

4.1 Considerations on Behavioral Side Effects from the FlyPEZ

The FlyPEZ automatically runs behavioral experiments with its three modules: FlyGate,

FlyDetect and FlyGlobe. In the initial development of the FlyPEZ, I worked on the mech-

anism of the FlyGate, which automatically isolates individual flies as they walk up a small

tunnel. By separating flies in this way, my colleagues and I have wondered whether flies are

injured or are put into an alert or defensive state. These are important concerns because

behavioral responses to stimuli are recorded within seconds of being isolated, and the effects

of gating could influence the recorded behavior.

Determining whether the fly’s state is altered by the FlyPEZ is difficult to assess. We

have established that the visually-evoked escape behavior observed in the FlyPEZ matches

previously described experiments [23] that did not use a gating system. The performance of

the gating mechanism determines the degree to which the fly’s state is affected. At the start

of the project, I iterated FlyGate designs weekly using 3-D printed plastic with the goal of

reducing both the number of flies that are pinned or crushed by the gate and the number

of instances that two flies are released at the same time. Crushing a fly blocks the channel,
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which stops the experiment until an operator clears it. In this failure mode, the experiment is

no longer automated. Releasing multiple flies is easily handled by the FlyDetect algorithm,

but reduces experimental efficiency. We successfully minimized pinning and crushing by

tuning the micro-controller algorithm with specific empirically-determined thresholds and

by using a micro servo with a crank rocker to precisely control the movement of the gate.

The most comparable method for moving flies for a behavioral assay is aspiration, where

flies are sucked into a small chamber, typically by breathing in, and then blown out into a

behavioral chamber (for example, see [122]). Other methods anesthetize flies by chill coma or

carbon dioxide, which allows finer manipulation and individual mounting. The fly literature

indicates that each method can deliver consistent results in behavioral experiments; however,

there is evidence that any kind of handling strongly affects behavior, as assessed by Trannoy

et al. [149]. In their aggression assay, handling affected the memory formed from losing

bouts, and introduction of flies by negative geotaxis, similar to the FlyPEZ but without the

gate, was deemed the best solution. A practical answer to assess the effect of the FlyGate

on the fly’s alertness may be finding a difference between a set of singly housed and released,

or grouped and then gated out flies in the looming escape paradigm to test their tendency

to escape. I would expect the flies to escape at a higher rate if the interaction with the gate

raises their alertness. Investigating these effects may be the most purposeful if the FlyGate

is adapted to assay other, sensitive behaviors, like aggression.

4.2 Feed-forward Generation of Escape Behavior by Descending

Neurons

A simple model of feed-forward descending control of the the fly escape a system involves

distinct DN cell types triggering each sub-behavior of the escape sequence. For freezing,

postural adjustment, wing raising, and takeoff (wing depression and middle leg extension)

[23], the activity in a particular LC4DN cell type generates each distinct action, in a feed-
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forward manner. This model is plausible because we found that the GF activity drives takeoff

[155], so perhaps the other sub-behaviors could be controlled in a similar fashion.

Using the FlyPEZ to perform optogenetic activation experiments with the LC4DN driver

lines, we predicted that distinct DNs can generate particular escape sub-behaviors. We found

that activation of DNp04 and DNp11 generated long-mode escapes, indicating that they can

drive both wing raising and takeoff. The timing between wing raising and takeoff varied

widely. These observations are surprising because they suggest a downstream mechanism

that can perform both actions separated by a variable amount of time. One possibility is

that initial activity from the DNs activates a wing raising circuit, and if the DN activity

passes a threshold, a takeoff is generated by a separate DN-coupled circuit.

In contrast to finding LC4DN cell types that can generate one or multiple escape sub-

behaviors, a study in the locust found evidence for multiplexing escape sub-behaviors in a

single DN, the DCMD (descending contralateral movement detector) [48]. Locust escape is

composed a preparatory cocontraction of antagonistic leg muscles and a jump. Fotowat et

al. showed that cocontraction begins at a DCMD firing rate threshold and the jump timing

matches peak firing rate. Whether the locust jumps or not depends on the total spike count.

The current model for descending control involves activity of a pair of DNs: the DCMD

and a nearly identical ipsilateral DN. Perhaps some multiplexing properties of the DCMD

are present in circuits for LC4DNs that can generate multiple sub-behaviors. Initiation, and

threshold properties could be substantiated if DN activity could be precisely monitored with

motor activity.

Activation of DNp02 and DNp11 generated postural shifts that lead to directional escape.

These postural shifts aren’t exactly like those observed in response to looming stimuli. When

evoked by activation, shifts move the fly center of mass regardless of initial position. When

visually-evoked, repositioning of the legs only occurs when the position needs to be changed.

This observation is the basis for describing the leg repositioning as motor planning [23].

The behavior is likely to have a reading of current postural state, and this seems to not be
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engaged or is overridden by the activation. There may exist proprioceptive feedback control

to these DNs through ascending neurons to engage shifting only when appropriate. While

the activated shifting was effective in determining escape direction, leg repositioning was

never observed. Perhaps group co-activity in DNs is important in naturalistic shifting and

leg repositioning. The phenotype for DNp06, which is looming sensitive, involved raising a

variable number of legs. The fly may lose its balance and hit the filming platform. This was

difficult to quantify in FlyPEZ videos, but may be a clue into different motor components

coordinated by DN signaling.

To contextualize our LC4DN silencing results, we can consider previous work on the

LC4 visual output neurons and the GF. When LC4 is activated, flies generate a short-mode

escape similar to GF activation. When LC4 is silenced, looming-evoked short-mode escapes

are reduced nearly to the extent of GF-silenced flies [156]. These results are consistent with

idea that LC4 activation drives a spike in GF to produce short-mode escapes, interrupting

any wing-raising expected of downstream DNp04 and DNp11 long-mode escapes. Evidence

and modeling for a GF override property has been explored in previous work [155]. Silencing

of LC4 also reduces loom-evoked escape rates at high looming expansion rates (l/v = 10,

20, 40 ms) to a greater degree than GF silencing [156]. This suggests that LC4 silencing

decreases overall escape drive by reducing visual drive to all LC4DN escape pathways. We can

relate this to our observation that activation of multi LC4DN lines produced higher escape

rates than would be expected from a summation of escape rates of individually activated

LC4DNs. Together, these findings suggest a convergence in downstream motor circuits where

drive from LC4DNs is integrated. We did not observe consistent differences in escape rates

from control at the same looming expansion rates tested in the LC4 experiments. The two

multi LC4DN lines did not show reductions either; however, we were unable to develop a

driver line with both DNp04 and DNp11, the two LC4DNs which can individually drive long-

mode escape. Considering that GF can generate some long-mode looming-evoked escape due

to its override property [155], we would expect elimination of long-mode only if there are
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no other wing-raising pathways. To resolve this question and investigate the possibility

of pooled drive to downstream circuits, future experiments could investigate methods that

allow improved selectivity and flexibility in the control expression in groups of distinct but

functionally-related cell types.

4.3 Mechanisms for Generating the Escape Sequence

Differential tuning in DNs to expansion properties of the looming stimulus could set the

order of the escape sequence. The freezing DN would have sensitivity to a small, slowly-

expanding start of the looming stimulus, while the takeoff would be most sensitive to the

large, quickly-expanding end of the looming stimulus. Peak activity in the DNs as the

looming stimulus proceeds would piece together the escape sequence. Peak activity at a

looming stimulus size (η response) has been observed in the GF and in loom-encoding neurons

in many escape systems. This response profile is computed through the combination of

excitatory and inhibitory visual inputs [114], and so a group of DNs with slightly different

looming stimulus size tuning seems a plausible mechanism for ordering the sub-behaviors of

the escape sequence.

To characterize the response profiles of a subset of the LC4DNs, I recorded DNp02,

DNp04 and DNp06 and presented looming stimuli. I found strong responses, especially at

fast looming expansion rates. All DNs were more active at the fastest looming rate tested

(l/v = 10 ms). Spiking activity was highest during the period of fastest expansion of the

looming stimulus, so I did not find clear evidence for peak activity during different periods

of the looming stimulus. There may be other properties of the response that better explain

the control than peak activity, such as the timing of the first spike.

To investigate how different attributes of the looming responses correspond to the escape

behavior, I tried to perform recordings while measuring escape behavior. GF spike activity

has a one-to-one correspondence with leg extension and flight initiation through in vivo elec-

trophysiology experiments [155], and I used these same methods to investigate the LC4DNS.
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The escape sub-behaviors could be initiated by a single spike, like the GFs. Alternatively,

because the recorded LC4DNs can fire bursts of spikes, there may be a spike rate code where

a period of high activity corresponds to the initiation and amplitude of the behavior. For

example, in postural adjustment, the magnitude of displacement of the center-of-mass of the

fly could be controlled by the number of spikes in DNp02. While significance of the tuning in

the LC4DNs will require investigation of downstream VNC circuits, it is critical and possible

now to correlate the measured activity to observed behavioral output.

In my recordings, I utilized a wingbeat tachometer to detect flight initiation (a proxy for

takeoff). I did not observe consistent flight initiation to looming stimuli. In some experi-

ments, I used a small piece of tissue attached to a rod to provide tarsal contact. Because the

GF is likely intact in these preparations and could generate some escapes, it is most likely

that the flies were not in a sufficiently healthy state to perform the behavior due to the

damage from experimental access required for the pipette. The relationship between spike

activity and behavior remains unresolved. For now, our understanding of the relationship

between activity and behavior is limited to the FlyPEZ optogenetic activation experiments,

in which we assume activation drives spiking activity.

If we could assess the correspondence between LC4DN activity and behavior, we also

determine whether the DNs are active during behaviors other than escape. The GF appears

to have a dedicated role for escape behaviors. This is not necessarily the case with the other

LC4DNs. My recordings show that they are tuned to fast visual stimuli, but I also observed

mechanosensory responses as well, indicating that other inputs drive the LC4DN outside

of the looming stimulus context. While the activation data implicates the DNs in escape,

they may serve distinct roles when the fly is flying, such as object avoidance. Multi-behavior

capabilities in LC4DNs would indicate that their axonal targets, including the lower tectulum

tract in the VNC, are motor centers which have the capability to read out DN activity into

distinct actions. For now, we do not have evidence for such circuit properties.
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