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Abstract
1. Animal migration is one of nature's most spectacular phenomena, but migratory 

animals and their journeys are imperilled across the globe. Migratory birds are 
among the most well- studied animals on Earth, yet relatively little is known about 
in- flight behaviour during nocturnal migration. Because many migrating bird spe-
cies vocalize during flight, passive acoustic monitoring shows great promise for 
facilitating widespread monitoring of bird migration.

2. Here, we present Nighthawk, a deep learning model designed to detect and iden-
tify the vocalizations of nocturnally migrating birds. We trained Nighthawk on 
the in- flight vocalizations of migratory birds using a diverse dataset of recordings 
from across the Americas.

3. Our results demonstrate that Nighthawk performs well as a nocturnal flight call 
detector and classifier for dozens of avian taxa, both at the species level and for 
broader taxonomic groups (e.g. orders and families). It achieves an average preci-
sion score above 0.80 for 50 species and a mean average precision of 0.96 across 
4 orders. The model accurately quantified nightly nocturnal migration inten-
sity (80% variation explained) and species phenology (78% variation explained) 
and performed well on data from across North America. Incorporating modest 
amounts of additional annotated audio (50–120 h) into model training yielded 
high performance on target datasets from both North and South America (aver-
age precision on order Passeriformes >0.99).

4. By monitoring the vocalizations of actively migrating birds, Nighthawk provides 
a detailed window onto nocturnal bird migration that is not presently attainable 
by other means (e.g. radar or citizen science). Scientists, managers and practition-
ers could use acoustic monitoring with Nighthawk for a number of applications, 
including: monitoring migration passage at wind farms; studying airspace usage 
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1  |  INTRODUC TION

Seasonal migration is fundamental to the life histories of countless 
organisms. Migrating animals have captured human imagination for 
millennia, and movement is a key mechanism by which organisms 
can adjust to rapid environmental change (Van Doren et al., 2021). 
Movement is a fundamental mediator of organisms' interactions 
with their environment and with each other. As anthropogenic pres-
sures increasingly influence these interactions, knowledge of move-
ment is increasingly necessary for guiding conservation action (Davy 
et al., 2017; Fraser et al., 2018). This is particularly true for animals 
that use the atmosphere—a key habitat where volant organisms in-
teract, forage and even rest (Diehl, 2013; Liechti et al., 2013). For 
species constantly on the move, their life histories and conservation 
threats are inextricably tied to ever- changing spatiotemporal dis-
tributions. Despite the need for movement data to inform science 
and conservation, migratory animals are often challenging to moni-
tor. They may be rare, secretive, sensitive to disturbance, too small 
to carry a tracking device or too expensive to monitor at sufficient 
numbers or resolution (Kays et al., 2015).

Migratory birds, for instance, are among the world's most 
well- studied moving organisms, but scientists still lack important 
information about the movements of most species. There is great 
urgency to develop better methods for monitoring migratory birds, 
as populations of these global travellers have declined precipitously 
over the last half century (Rosenberg et al., 2019). Available tools for 
monitoring migratory birds include Doppler radar networks (Bauer 
et al., 2019; Dokter et al., 2011; Gauthreaux et al., 2003) and wide-
spread citizen science projects such as eBird (Sullivan et al., 2014). 
These tools are invaluable: radar can measure the fluxes of moving 
birds even at continental extents (Nussbaumer et al., 2021; Van 
Doren & Horton, 2018), and data from citizen scientists can sup-
port detailed spatial models used by scientists and practitioners 
globally (Fink et al., 2020; Reynolds et al., 2017). However, these 
tools also carry major shortcomings. Doppler weather radars can-
not discern individuals or species identities, and they are generally 
stationary, expensive and easily limited by mountainous topography. 
Scientific use of radar data is also frequently impeded by bureau-
cratic, political or technical issues (Shamoun- Baranes et al., 2022), 
and radar is still a developing tool outside of North America and the 
Western Palearctic. Citizen science databases such as eBird (Sullivan 

et al., 2014) can provide information at finer taxonomic scales, but 
survey coverage can be highly variable away from human population 
centres. In addition, most bird species migrate at night, so crowd-
sourced human observations have limited ability to actively monitor 
nocturnal avian movements. Fortunately, radar, citizen science and 
other data sources are highly complementary, and a growing num-
ber of studies integrate these and other multimodal data to infer un-
seen behaviour (Bota et al., 2020; Shipley et al., 2018; Van Doren, 
Lostanlen, et al., 2023). However, no current approaches provide 
a scalable and affordable path towards monitoring the in- flight be-
haviour of billions of nocturnally migrating birds at species and indi-
vidual resolution.

Acoustic methods are frequently used by bat researchers to 
monitor species presence and activity and increasingly by ornithol-
ogists to detect breeding species (Sugai et al., 2019), but their po-
tential to study animals on the move is often overlooked. Many bird 
species actively vocalize during nocturnal flights, and ground- based 
microphones can capture the ‘flight calls’ of migrating individuals 
(Farnsworth, 2005). Because flight calls often encode species iden-
tity, acoustic monitoring provides an accessible path towards por-
table, inexpensive and widely deployable systems for species-  and 
individual- level monitoring (Evans & Rosenberg, 2000). Recent work 
has demonstrated the potential of acoustic monitoring to document 
the nightly passage rates of migratory birds (Van Doren, Lostanlen, 
et al., 2023), and acoustic information could enable the study of 
intra-  and inter- species interactions during migration (Gayk & 
Mennill, 2023). The primary impediment to the widespread adoption 
of acoustic monitoring of bird migration is the large time investment 
needed to transform hours of recorded audio into counts of identi-
fied vocalizations. In recent years, however, the outlook has greatly 
improved due to advances in machine learning technology for sound 
detection and classification (Kahl et al., 2021; Lostanlen et al., 2018; 
Van Doren, Lostanlen, et al., 2023). The current state- of- the- art 
is the BirdVox model, which was trained to classify 14 species of 
frequently heard migrant species (Lostanlen et al., 2018). However, 
important challenges remain that prevent the broad application of 
acoustic systems for avian migration monitoring. Existing systems 
are rarely trained on large numbers of nocturnal flight calls and are 
frequently based on datasets that are restricted in taxonomic or 
geographic scope, and therefore these systems may not generalize 
well to other areas.

during migratory flights; monitoring the changing migrations of species suscep-
tible to climate change; and revealing previously unknown migration routes and 
behaviours. Overall, this work will empower diverse stakeholders to efficiently 
monitor migrating birds across the Western Hemisphere and collect data in aid of 
science and conservation.

K E Y W O R D S
acoustic monitoring, artificial intelligence, bioacoustics, bird migration, machine learning, 
machine listening, movement ecology
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    |  331VAN DOREN et al.

Merlin is a smartphone application that uses machine learning to 
identify bird vocalizations (https:// merlin. allab outbi rds. org/ ). The 
sound identification module of Merlin is powered by a convolutional 
neural network that applies computer vision principles to audio 
spectrograms. Merlin Sound ID is a high- performing system with 
great promise for a range of acoustic monitoring applications, but 
the current system is not available or downloadable for research use, 
and it is not ideal for migration monitoring applications for several 
reasons. Merlin outputs species detections on 3- s chunks of audio, 
but flight calls are much shorter than this duration (often lasting only 
50–250 ms; Evans & O'Brien, 2002; Lanzone et al., 2009). Temporal 
resolution is therefore limited to 3 s; the use of smaller chunk sizes 
could increase temporal resolution. Furthermore, many flight calls 
cannot be easily identified by species and Merlin does not capture 
this taxonomic uncertainty (but see Cramer et al., 2020). However, 
because neural networks are highly configurable, adjustments to 
model architecture and training data could address these challenges.

Here, we present Nighthawk, a deep learning model based on 
Merlin Sound ID that is designed to detect and identify the vocal-
izations of nocturnally migrating birds. We trained Nighthawk on in- 
flight vocalizations from a diverse collection of recordings collected 
across the Americas. In this research paper, we examine the perfor-
mance of the Nighthawk model across spatial and taxonomic scales. 
We evaluate model performance across a taxonomic hierarchy of 82 
species, 18 families and 4 orders of birds that vocalize during noctur-
nal migration. We apply Nighthawk to >6000 h of continuous audio 
recordings collected across an entire migration season and investi-
gate how well the model generalizes across spatial scales. Finally, we 
discuss best practices for using Nighthawk to monitor bird migration 
in the Americas.

2  |  METHODS

2.1  |  Overview

Our analysis comprised three parts (Figure 1). In Part 1, we assembled 
a dataset of annotated recordings and trained Nighthawk to predict 
the presence of flight calls from different avian taxa in an audio 
segment. We refer to this dataset as the ‘Core dataset’. In Part 2, we 
trained additional versions of Nighthawk and applied them to data 
from locations not included in training (hereafter, ‘target datasets’). 
We tested target recordings from regions well represented in the 
Core dataset (‘in- domain’ data) and regions poorly represented (‘out- 
of- domain’ data). In Part 3, we applied Nighthawk to continuous 
recordings collected across an entire migration season—the intended 
use case of Nighthawk.

2.2  |  Acoustic data

We obtained annotated recordings from 25 data sources, comprising 
published and unpublished datasets from across the Americas. 

Geographically, most data came from eastern North America, with 
some from western North America and a small sample from northern 
South America. A summary of data sources is in Table S1. These data 
primarily comprised passive nocturnal audio recordings (~72%); 
the remainder were general sound datasets (~18%), recordings 
of captive birds (~2%) or not easily placed in one category (~8%). 
These datasets were generated using varied approaches, and we 
anticipated variation in their error rates. We checked representative 
samples of each dataset to verify error rates were less than 5%, and 
we corrected errors where encountered.

2.3  |  Data annotation

To assign recorded vocalizations to specific avian taxa, we visualized 
audio as spectrograms and annotated the onset and offset of each 
vocalization event. When a bird made repeated vocalizations, we 
considered sounds occurring more than 0.5 s apart as separate 
events. We used multiple software platforms that support temporal 
annotation, including Audacity, Raven Pro and a custom web 
interface (https:// merli nvisi on. macau layli brary. org).

Identification uncertainty is a fundamental part of acoustic mon-
itoring; many flight calls can be classified by species, but others can-
not (e.g. due to recording quality or overlap with similar- sounding 
species; Evans & O'Brien, 2002; Landsborough et al., 2019). We 
addressed this challenge by explicitly modelling taxonomic uncer-
tainty. Annotators labelled flight calls at the finest taxonomic res-
olution possible. We used species, families and orders as defined in 
the Clements Checklist, the avian taxonomy used by the eBird data-
base (Sullivan et al., 2014). We recorded species- level classifications 
using the abbreviated codes defined in this taxonomy (e.g. ‘amered’ 
is the code for American Redstart Setophaga ruticilla). For species 
that have broadly similar flight calls, we created an additional ‘group’ 
classification level. We defined a group as two or more similar- 
sounding species in the same family. Each species can belong to at 
least one group. For example, Swamp Sparrow (Melospiza georgiana) 
and Lincoln's Sparrow (M. lincolnii) give highly similar flight calls, and 
we treat them together here as the ‘SWLI’ group. Thus, we used a 
four- level taxonomic hierarchy: species, group, family and order. 
Table S2 lists all defined groups and their member species. Table S3 
gives the proportion of annotations provided at family and species 
levels for each dataset.

2.4  |  Taxa included

We focused on the following taxa: (1) nocturnally migrating 
landbirds in the orders Passeriformes and Cuculiformes; (2) 
nocturnally migrating shorebirds in the order Charadriiformes; and 
(3) nocturnally migrating waterbirds in the order Pelecaniformes. 
We included taxa known to migrate at night and vocalize during 
flight (Evans & O'Brien, 2002). For example, we did not include the 
Passeriformes families of Fringillidae and Hirundinidae because 
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these taxa primarily migrate diurnally. We included taxa for which 
we were able to compile at least 50 training examples and 20 
testing examples, totalling 82 species, 17 groups, 18 families and 
4 orders.

2.5  |  Part 1: Assembling the Core dataset

After compiling annotated recordings, we focused on building a 
balanced and accurate test dataset. We used three steps: first, we 
constructed a Core test split that minimized spatiotemporal overlap 
with the Core train split; second, we subsampled test data to obtain 
a taxonomically balanced and representative sample; and third, we 
manually reviewed all annotations for accuracy.

To ensure separation between Core test and train splits, we ran-
domly assigned audio to train or test splits based on recording loca-
tion wherever possible, such that each recording site was included in 

either train or test sets but not both, thus preventing the model from 
using idiosyncratic information about recording location or micro-
phone setup (i.e. data leakage). We were unable to subdivide 33% of 
the data solely by location, either because data came from a single 
recording location (e.g. captive recordings from a single research sta-
tion) or because location was not consistently reported. For these 
remaining data, we randomly assigned each audio file to either the 
train or test split based on the recording session, such that no data 
from the same session was included in both train and test splits.

Next, we prepared test data for manual review by subsampling 
the data. For each taxonomic class, we randomly selected an anno-
tated call from each of our source datasets in sequence until we ei-
ther reached 500 calls or ran out of annotations for that class. We 
then randomly sampled an additional 10,000 negative examples 
(e.g. ambient noise or vocalizations that were not flight calls) fol-
lowing the same procedure. Our dataset includes many audio files 
containing more than one vocalization, and we annotated all flight 

F I G U R E  1  Analysis overview. In 
Part 1, we compiled annotated acoustic 
datasets and split acoustic data into 
nonoverlapping ‘Core’ test and train sets, 
from which we trained the Core model. 
In Part 2, we applied Nighthawk to three 
target datasets (from Pennsylvania, 
New Mexico and Colombia) using three 
different model construction strategies 
(Naïve, Tuned and Batch). For Tuned and 
Batch model types, we initialized model 
weights to those of the Naïve model, 
which was trained on data excluding 
those from the target dataset. In Part 3, 
we applied the Core model to >6000 h 
of continuous audio from a migration 
monitoring array in central New York 
State, USA.
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    |  333VAN DOREN et al.

call vocalizations of non- target taxa, so in practice, our test set in-
cludes more than 500 examples from frequently recorded taxa. See 
Table S4.

Finally, two authors (BMVD and AF) reviewed all Core test set 
annotations to correct any errors. If the two reviewers disagreed 
about the identity of a vocalization, we used a more general taxo-
nomic categorization for that vocalization. For example, if there was 
agreement that a call was made by a thrush (family Turdidae) but not 
on its species identity, we used ‘Turdidae’ as the classification. After 
review, the Core train and test sets consisted of 428,009 and 47,305 
annotations, respectively (Table S4).

It was most important for us to closely review the test set be-
cause the conclusions of this study rely on an accurate assessment 
of model performance (Northcutt et al., 2021; Van Horn et al., 2015). 
Although the compiled training dataset was too large to manually 
review every annotation, we also checked representative samples 
of training data to verify error rates were less than 5%, and we cor-
rected errors where encountered.

For Core model training and evaluation, we extracted all audio 
segments containing flight calls as well as an approximately equal 
number of audio segments containing no flight calls. We refer to this 
approach as a ‘Balanced Cropped Vocalization’ analysis.

2.6  |  Part 1: Building the Core Nighthawk model

To build the Core Nighthawk model, we adapted the existing Merlin 
Sound ID deep learning framework. Merlin is trained to identify 
bird vocalizations but is not optimized for the short- duration 
calls prevalent in recordings of nocturnal bird migration. Merlin 
uses a deep neural network to predict the bird species present in 
short audio segments. Merlin takes as input a 3- s audio clip and 
outputs a vector that represents learned features relevant to the 
classification task at hand. These features are then used as inputs 
to a logistic regression model to predict the presence of each 
species. The neural network backbone of Merlin is a MobileNet 
(Howard et al., 2019), a compact network designed to perform well 
on mobile devices.

We modified the Merlin Sound ID architecture in three important 
ways (Figure 2). First, we decreased the input duration from 3 to 1 s 
because flight calls have shorter vocalizations (generally 50–250 ms) 

than those typically evaluated by Merlin (Evans & O'Brien, 2002; 
Farnsworth, 2005). Second, because we were not constrained to 
smartphone deployments, we replaced the MobileNet backbone 
with a ResNet- 34 backbone (He et al., 2016). ResNet- 34 is a larger 
architecture that can achieve higher performance than MobileNet 
but requires more computational resources. Third, to facilitate clas-
sification at our four taxonomic levels (species, group, family and 
order), we replaced Merlin's single, species- level output layer with 
four output layers, each of which received a shared feature vector as 
input (Figure 2). With this multi- head output, Nighthawk can simul-
taneously make predictions of the species, group, family and order 
classes of every input.

Altogether, Nighthawk takes as input a 1- s audio sample at a 
sample rate of 22,050 Hz. It then generates a mel spectrogram with 
a frequency range of 100–11,025 Hz using a hop length of 128 sam-
ples, an FFT length of 512 samples and 128 mel bands. This is ren-
dered as a single- channel 171 × 128 pixel grayscale image, which is 
rescaled to decibel scale (max of 80 dB), normalized and rescaled to 
a maximum value of 255. This serves as the input to the ResNet- 34 
backbone, which ends in a global max pooling operation and out-
puts a 512- dimension feature vector. The feature vector is sep-
arately passed directly to each of four fully connected layers with 
linear activations, outputting logit values for each taxonomic class. 
We regularize the network with L2 regularization throughout and a 
dropout layer after global max pooling with a dropout rate of 0.2. 
During training, we apply several augmentation techniques, includ-
ing mixup within each batch, randomly masking 5% of frequency 
values, randomly shifting the time axis by up to 90%, randomly shift-
ing frequency values by up to 5% and randomly applying one of the 
following filter operations with a probability of 0.3: high pass, low 
pass, band pass or band stop. These augmentation parameters were 
determined from initial experiments. Model training and evaluation 
were implemented in Python using the Tensorflow framework.

We trained Nighthawk on the Core training set of 428,009 an-
notations. During training, any examples with an unknown classifi-
cation at one or more taxonomic levels were masked so that they did 
not incur loss at those taxonomic levels. In this way, the model could 
incorporate information from partially labelled examples (e.g. when 
order and family are known but not species). We did not implement 
separate noise classes in the model. Instead, all non- flight call sounds 
were pooled and treated as negative data (i.e. loss incurred across 

F I G U R E  2  Nighthawk takes as input a 1- s spectrogram and outputs a high- dimensional feature vector that is a learned representation of 
the input. The final layers of the model apply logistic regression to this feature vector to make predictions across multiple taxonomic levels.
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334  |    VAN DOREN et al.

all classes); these sounds included environmental and mechanical 
sounds, non- bird animals and bird vocalizations that were not flight 
calls. Hyperparameter sweeps revealed consistent performance 
after training for 100 epochs (batch size = 64) using stochastic gradi-
ent descent optimization with cosine learning rate decay, starting at 
a learning rate of 0.1.

2.7  |  Part 1: Evaluating the Core model

We evaluated Core model performance on the Core test dataset 
of Balanced Cropped Vocalizations with average precision (AP) 
scores. Average precision is a metric favoured by the machine 
learning community because AP captures overall performance 
without setting an arbitrary score threshold. AP summarizes the 
precision- recall curve for a single class and takes a value between 
0 and 1, where 1 represents a system with perfect precision and 
perfect recall for that class. Precision refers to the proportion of 
classifications that are correct, and recall refers to the proportion 
of true calls that are correctly classified. The mean average preci-
sion (mAP) is the mean of AP scores across multiple classes and 
summarizes overall model performance. Here, we evaluate mod-
els by calculating mAP scores separately for species, group, family 
and order levels.

2.8  |  Part 2.1: Constructing target datasets

After evaluating the Core model (Part 1), we investigated Nighthawk's 
performance on data from locations not included in its training 
dataset (‘target datasets’). We constructed and evaluated models 
with three target datasets, respectively, from (1) Pennsylvania, USA; 
(2) New Mexico, USA; and (3) Colombia. In each case, we split target 
datasets into train and test halves by recording sessions.

2.9  |  Part 2.2: Evaluating target models

We evaluated all target models on the holdout (test) portion of the 
target data. We conducted two types of evaluations. In the first, 
we constructed Balanced Cropped Vocalization datasets for model 
training, in which we extracted all target audio segments containing 
flight calls and roughly 2× as many audio segments without flight 
calls. We evaluated these data using average precision (AP), as for 
the Core evaluation.

In field applications, we expect to deal with very unbalanced 
datasets, in which there are many more sections of audio with-
out flight calls than those with flight calls. Therefore, in a second 
evaluation, we ran Nighthawk on the full- length, continuous re-
cordings comprising the target dataset. All target audio files were 
fully annotated by an author or collaborator. For this continuous 
listening application, we evaluated 1- s windows incremented by 
0.2 s and retained predictions that exceeded a score threshold as 

‘detections’. We set score thresholds using the precision- recall 
curve from the corresponding Balanced Cropped Vocalizations 
evaluation, selecting a threshold that achieved high precision 
(0.99) on the target data.

We postprocessed detections from continuous listening in 
three steps: first, we enforced taxonomic consistency by only re-
taining detections that are consistent across species, group (if ap-
plicable), family and order at the given score threshold. Second, 
when using 1- s windows incremented by 0.2 s, we expect each call 
to trigger multiple model ‘hits’ since each audio sample is included 
in multiple overlapping windows. Thus, in the continuous listen-
ing application, we dropped single, uncorroborated detections, as 
these were usually false positives. Third, we simplified output by 
merging overlapping detections up to a maximum duration of 5 s 
per detection.

To quantify performance for continuous listening, we calculated 
precision and recall across all files using existing annotations. In 
addition, we manually reviewed predictions in case some detected 
calls had been missed by the original annotator. Here, we focused on 
evaluations of the Passeriformes class because it broadly captures 
the model's ability to separate flight calls from background noise.

2.10  |  Part 2.3: Well- represented target dataset

The first target dataset came from central Pennsylvania, USA (PA) 
(dataset 18 in Table S1, hereafter ‘PA dataset’). These recordings 
were made in the northeast US (a well- represented region in our 
training dataset), but >200 km from our other large datasets (e.g. 
datasets 5, 6, 7, 8, 9 and 10). The PA dataset consists of 119 h of 
annotated audio, from which we extracted 2069 annotated calls and 
randomly sampled 5064 audio clips without flight calls. We used 
3532 of these annotations for additional model training and set 
aside 3600 for evaluation, as described below.

We then constructed target models using three different strat-
egies (Part 2 in Figure 1). First, we trained a new model on non- PA 
Core training data using the same hyperparameters as the Core 
model. We refer to this as the ‘Naïve’ model. It is similar to the Core 
model, but its training data includes no PA data. We then experi-
mented with two approaches to fine- tuning a target model to per-
form well on PA data. In approach 1, we initialized model weights 
to those of the Naïve model and trained further on the PA data 
not used for evaluation (3532 annotations) (hereafter the ‘Tuned’ 
model). In approach 2, we trained two Nighthawk models, in which 
we again initialized model weights to those of the Naïve model, then 
took the data used to train the Naïve model and augmented it with 
PA data (3532 annotations). To emphasize performance on PA data, 
we employed a custom batch construction strategy where we filled 
half of each batch with PA data. For the first model (hereafter the 
‘Batch–More’ model), we filled half of each batch from the PA data 
used in the Tuned model; in the second (hereafter the ‘Batch–Less’ 
model), we filled half of each batch from a smaller pool of 1000 ex-
amples of PA data.
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For Tuned, Batch–More and Batch–Less models, we started 
training by initializing model weights to those of the Naïve model. 
For the Tuned model, we performed 30 epochs of training using 
stochastic gradient descent optimization with cosine learning rate 
decay starting at a learning rate of 0.001. For Batch–More and 
Batch–Less, we used the same procedure with one adjustment: 
we trained for 15 epochs because each epoch consisted of ap-
proximately twice as many examples due to the batch construc-
tion strategy. Based on our results, we also introduced a version of 
the Batch–More and Batch–Less models trained for only 1 epoch 
instead of 15 because our results suggested that 1 epoch might 
be sufficient.

2.11  |  Part 2.4: Underrepresented target dataset

We next used a target dataset from a region poorly represented 
in the Core data: White Sands Missile Range, New Mexico, 
USA (dataset 17 in Table S1, hereafter ‘NM dataset’). Recording 
locations at White Sands Missile Range are >1000 km from the 
recording locations of our other large audio datasets. The NM 
dataset consists of 45 h of audio annotated primarily at the order 
level, from which we extracted 2174 annotated calls and randomly 
generated 5061 clips of audio without flight calls. We used 3412 
of these annotations for additional fine- tuning and set aside 3823 
for evaluation.

To construct the NM dataset, we followed the same procedure 
as for PA. The NM dataset is annotated primarily at the order level 
(virtually all Passeriformes), so for this analysis, we only evaluated 
performance for the Passeriformes class.

2.12  |  Part 2.5: Out- of- domain target dataset

Nearly all our Core training data come from North America, but many 
of the migratory species we record in North America have migration 
routes that traverse Central and South America. Therefore, Nighthawk 
could be useful in these out- of- domain areas, although it would likely 
encounter soundscapes that are very different from those in the Core 
dataset (e.g. different ambient noises and bird species).

We used a target dataset from six recording stations in 
Colombia, located in or near the cities of Bogotá, Barrancabermeja 
and San José del Guaviare (hereafter ‘CO dataset’). Some data 
from these locations are included in datasets 12 and 19 (Table S1), 
so we excluded these datasets from training and trained a new 
model on the remaining data (‘Naïve’ model). The CO dataset con-
sists of 51 h of annotated audio, annotated primarily at the order 
level, from which we extracted 5650 annotated calls and randomly 
generated 10,132 clips of audio without flight calls. We used 9990 
of these annotations for additional fine- tuning and set aside 5791 
for evaluation.

To construct the CO dataset, we followed the same procedure 
as for PA and NM.

2.13  |  Part 3: Evaluating continuous listening for 
migration monitoring

Lastly, we applied Nighthawk to a large dataset of continuous re-
cordings from an entire autumn migration season; this scenario 
represents our envisioned use case of Nighthawk for continu-
ous nocturnal listening. This dataset comprises >6000 h of audio 
from a regional microphone array, recorded in autumn 2015 in 
Tompkins County, New York, USA (the BirdVox- full- season data-
set; Farnsworth et al., 2022). Previous work used this dataset to 
relate acoustic measures of bird migration to independent radar and 
citizen science measures (Van Doren, Lostanlen, et al., 2023). Their 
model, called BirdVoxDetect (Lostanlen & Salamon, 2022; Salamon 
et al., 2016; Van Doren, Lostanlen, et al., 2023), was trained to de-
tect and classify the flight calls of 14 bird species. As a comparison, 
we ran the Core Nighthawk model on the BirdVox- full- season data-
set. Following Van Doren, Lostanlen, et al. (2023), we trimmed our 
analysis to only include nocturnal periods (between civil twilight 
dusk and dawn). We calibrated model scores by fitting class- specific 
logistic regression models using the Core test dataset, effectively 
treating the Core test dataset as a validation split for this analysis. 
Calibrating model scores makes the resulting scores more compara-
ble across classes, as long as sufficient validation data are used for 
calibration and they are representative of the test data. If scores are 
not calibrated, the same score may have very different performance 
properties in different classes. After calibration, we extracted out-
puts for the >6000 h of audio and kept all detections that exceeded 
a calibrated score of 0.8.

We then replicated the analysis from Van Doren, Lostanlen, 
et al. (2023) using the original analysis code. Briefly, we (a) related 
acoustic measures of nightly migration intensity to concurrent mea-
sures of migration intensity from nearby Doppler radar; (b) com-
pared how well data generated with Nighthawk and BirdVoxDetect 
explained radar measures of migration; and (c) generated species- 
specific migration timing estimates from acoustic data and compared 
them to migration timing estimates derived from citizen science ob-
servations. See Van Doren, Lostanlen, et al. (2023) for details. For 
analysis (c), we followed that study by including all species with aver-
age daily eBird reporting frequencies of at least 1% of checklists and 
average nightly call rates of at least 0.25 calls per hour.

3  |  RESULTS

3.1  |  Core model performance (Part 1)

We trained Nighthawk on the Core training dataset and evaluated 
performance on the Core test dataset using mean average precision 
(mAP) (Table 1). Nighthawk achieved performance of AP > 0.80 on 
50 (61%) species classes, 17 (100%) group classes, 13 (72%) family 
classes and 4 (100%) order classes (Table 1). Full performance met-
rics for all taxa are in Table S4, and confusion matrices for each taxo-
nomic level are in Figures S1–S4.
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There was a strong association between training sample size and 
model performance (Figure 3, Figures S5–S7). Species classes with 
at least 1000 training examples performed very well (mAP = 0.92; 
n = 26). For example, see results for White- throated Sparrow in 
Figure 4 and for all other classes in Figure S10 through Figure S129. 
In contrast, species classes with fewer than 200 training examples 
often performed poorly (mAP = 0.42; n = 17).

3.2  |  Performance on well- represented target 
dataset (Part 2.3)

We evaluated Nighthawk on target audio from Pennsylvania, USA 
(dataset 18 in Table S1; Figure 5). All Nighthawk models performed 

well, but the Tuned and Batch–More models performed best on 
PA data. However, there was a difference in how these two top 
models performed on the Core test data: Batch–More maintained 
good performance (−0.008 species mAP compared to Naïve), 
while Tuned lost performance (−0.063 species mAP compared to 
Naïve). This indicates that fine- tuning only on target data came at 
the cost of lower performance on the Core dataset. See Table S5 
and Figure 5.

For the continuous listening evaluation, tuning with Batch–More 
decreased the false positive rate from 33.4% (N = 315) to 0.7% (N = 6) 
while increasing the percentage of successfully detected annotator- 
marked calls from 59% to 78%. A manual review of detections re-
vealed that some calls Nighthawk found had been missed by the 
annotator. See Table S5.

3.3  |  Performance on underrepresented target 
dataset (Part 2.4)

We next evaluated Nighthawk on target audio from the White 
Sands Missile Range in New Mexico (NM), USA (dataset 17 in 
Table S1; Figure 6). Tuned and Batch–More models performed 
best on NM data and were substantially better than the Naïve 
model. However, we again saw a difference in how these two top 
models performed on our original Core test dataset: Batch–More 
maintained good performance (−0.003 species mAP compared to 

TA B L E  1  Summary of model performance across taxonomic 
levels on the Core test dataset. Mean average precision (mAP) 
scores are given for all evaluated classes and for the subset of 
classes with at least 1000 training examples.

Level
No. 
classes mAP

mAP 
(N > 1000)

No. classes 
(AP > 0.8)

Order 4 0.96 0.96 4

Family 18 0.86 0.95 13

Group 17 0.94 0.95 17

Species 82 0.75 0.92 50

F I G U R E  3  Model performance 
for species classes on Core test data. 
Performance is measured by average 
precision (AP) and plotted against the 
number of training examples. Species 
with more training examples generally 
performed better. Classes plotted in grey 
have less than 20 testing examples, so 
their reported performance is subject to 
increased uncertainty.
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Naïve), while Tuned lost performance (−0.06 species mAP com-
pared to Naïve), indicating that fine- tuning only on target data 
came at a cost of lower performance on the Core dataset. See 
Table S6 and Figure 6.

For the continuous listening evaluation, tuning with Batch–More 
decreased the false positive rate from 18.8% (N = 228) to 3.5% 
(N = 33) while keeping constant the percentage of successfully de-
tected annotator- marked calls (69% and 69%). A manual review of 
detections again revealed that some calls Nighthawk found had been 
missed by the annotator. See Table S6.

3.4  |  Performance on out- of- domain target dataset 
(Part 2.5)

Our final target evaluation was based on target audio from 
Colombia. Although the Naïve model performed poorly, fine- 
tuning with CO data yielded a high- performing model for both 
Tuned and Batch–More strategies (Figure 7). Again, there was a 
difference in how these two top models performed on our Core 
test dataset: Batch–More lost some performance (−0.037 spe-
cies mAP compared to Naïve), while Tuned substantially lost 

performance (−0.108 species mAP compared to Naïve). See 
Table S7 and Figure 7.

For the continuous listening evaluation, tuning with Batch–More 
decreased the false positive rate from 24.7% (N = 21) to 9.3% (N = 25) 
while increasing the percentage of successfully detected annotator- 
marked calls from 14% to 51%. See Table S7.

3.5  |  Continuous listening in New York State, USA 
(Part 3)

We used Core Nighthawk output to model nightly nocturnal 
migration intensity in central New York State. Acoustic detec-
tions alone explained 69% of the variation in radar- based mi-
gration intensity (Figure 8 A; methods in Van Doren, Lostanlen, 
et al. (2023)). Our ability to explain migration intensity using 
acoustics improved after incorporating wind variables and time 
of season, which yielded a model explaining 80% of the varia-
tion in nightly migration intensities (Figure 8b). Models using 
Nighthawk detections outperformed otherwise identical models 
using detections generated by BirdVoxDetect (from Van Doren, 
Lostanlen, et al. (2023); Figure 8c,d). Evaluation on an annotated 

F I G U R E  4  Classification examples for White- throated Sparrow drawn from the test dataset, shown as cropped spectrograms. The 
numbers in the upper- right corners are calibrated probability values returned by the model. (a) Test examples scoring highest for this species. 
Any incorrect classifications are outlined in red. (b) Incorrectly classified examples scoring highest for this species (i.e. the most confusing 
cases for the model). Spectrogram parameters: x- axis: 0–0.3 s; y- axis: 3–11 kHz; window type: Hanning; window length: 200 samples; hop 
size: 20 samples; dynamic range floor: −60 dB).
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F I G U R E  5  Performance on the central Pennsylvania holdout dataset. (a) Precision- recall curves for order Passeriformes. Recall values are 
displayed only from 0.75 to 1.00 to emphasize the subtle differences in performance between models. (b) Performance across taxonomic 
levels. Shown are mean average precision (mAP) scores for taxa with at least 20 examples in the holdout test set.
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F I G U R E  6  Precision- recall curves for order Passeriformes on a dataset from the White Sands Missile Range, NM, USA. Note that recall 
values are displayed only from 0.5 to 1.00 to emphasize the subtle differences in performance between models.
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F I G U R E  7  Performance on the Colombia holdout dataset. (a) Precision- recall curves for order Passeriformes. (b) Performance across 
taxonomic levels. Shown are mean average precision (mAP) scores for taxa with at least 20 examples in the holdout test set.
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F I G U R E  8  Using Nighthawk to monitor the intensity of nocturnal bird migration over Tompkins County, New York, USA, in autumn 
2015. (a) Explaining migration intensity with acoustics. The grey line shows migration densities observed by radar; the teal lines show 
cross- validated predictions made with a generalized linear model comprising only flight call counts. (b) Explaining migration intensity with 
acoustics, weather and date information. Same as (a), with weather and date added to the generalized linear model. (c) R- squared values for 
three generalized linear models of migration intensity, comparing acoustic data generated with BirdVoxDetect and Nighthawk. (d) Observed 
increase in model fit (R- squared) after adding acoustic data to a model including weather and date variables for acoustic data generated with 
BirdVoxDetect (grey) and Nighthawk (blue).
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subset of the dataset (BirdVox- 296h: Farnsworth et al. (2021)) 
for stations in the test dataset yielded a precision of 0.51 and a 
recall of 0.89.

Acoustic detections generated with Nighthawk captured fine 
temporal variation in migration behaviour among species (Figure 9 
and Figure S8). Nightly time series of acoustic detections showed 
that many species used airspace over central New York during only 
a handful of nights in the fall season. See Figure S8 for plots of all 
included species.

Species- specific migration timing estimates derived from 
Nighthawk detections closely matched timing estimates from the 
independent eBird database (Figure 9b). This close correspon-
dence was quantified by the estimated slope of the relationship be-
tween these two measures, which did not significantly differ from 
1 (slope = 1.04; 95% CI [0.84–1.24]). Acoustic timing estimates ex-
plained 78% of the variation in eBird- derived timing estimates. The 
species included in the timing analysis had a mean AP score on the 
Core test set of 0.90 (SD 0.13).

F I G U R E  9  Acoustic monitoring of migration timing at the species level, estimated with acoustic and eBird data, from Tompkins County, 
New York, USA, in fall 2015. (a) Nightly flight call detections made by Nighthawk for four representative migrant species. The y- axis shows 
the proportion of the season's calls detected for that species on a given night. For example, 29% of all Cape May Warbler calls recorded 
during this season were detected on 4 September. The coloured lines and points beneath the scatterplot show estimated the peak migration 
timing and 95% confidence interval. (b) Comparison of migration timing at the species level, estimated with acoustic and eBird data. Each 
point represents one species, with confidence bars showing 95% credible intervals for acoustic and eBird estimates. The dashed line is the 
identity line; when the acoustic confidence interval (x- axis) intersects the identity line, the 95% CI in acoustic timing overlaps the eBird 
estimate.
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4  |  DISCUSSION

Our results demonstrate that Nighthawk performs very well as 
a nocturnal flight call detector and classifier for dozens of avian 
taxa. The taxonomic breadth, geographic coverage and quantity 
of training data exceed previously published tools (e.g. compare 
BirdVoxDetect, trained on 14 species and focused on one migra-
tion season in one US county; Lostanlen and Salamon (2022), 
Lostanlen et al. (2019) and Van Doren, Lostanlen, et al. (2023)). 
Taxa with at least 1000 training examples consistently performed 
well, though performance was variable for classes with less train-
ing data. Total Nighthawk detections accurately captured nightly 
nocturnal migration intensity and species phenology in our mi-
gration monitoring evaluation. The target dataset analyses show 
that the Core Nighthawk model performed well on data from 
North American locations not included in model training, and 
that incorporating modest amounts of additional annotated audio 
(50–120 h) can yield high performance on custom datasets within 
North America and beyond.

Our analyses also show that gathering meaningful data about 
bird migration with acoustics does not require a perfect system. 
In our migration monitoring evaluation (Part 3), the combination of 
acoustics, weather and date explained 80% of the nightly variation 
in migration intensity, and acoustics alone explained 69%. These as-
sociations were drawn from a Nighthawk run that achieved a preci-
sion of ‘only’ 0.51 (recall: 0.89) on a subset of these data. The results 
outperform those obtained with BirdVoxDetect and analysed using 
identical methods. This result is encouraging because it suggests that 
even moderately skilled flight call classifiers may yield high- quality 
data if the objective is to measure overall migration passage rates.

We note that Nighthawk differs from BirdVoxDetect in sev-
eral important ways, some of which make direct comparison of 
these models challenging. BirdVoxDetect uses a combined detec-
tor and classifier approach, while Nighthawk uses only a classifier. 
BirdVoxDetect can therefore achieve higher temporal precision in 
its detections. The training datasets also differ between these two 
tools, with Nighthawk incorporating substantially more training 
data. At present, Nighthawk is trained on substantially more data 
from a greater variety of locations, and Nighthawk includes many 
more taxa. It is likely that augmenting BirdVoxDetect with additional 
training data would improve its performance.

Our migration monitoring evaluation using a regional array of 
acoustic stations (Part 3) also highlights that the bulk of many mi-
gratory species may use airspace over a given region during only a 
small number of nights. For example, 29% of all Cape May Warbler 
detections occurred on 4 September, and 38% of all White- throated 
Sparrow detections occurred on three dates (8, 15 and 23 October) 
(Figure 9a). Previous studies using radar observations have shown 
that the bulk of avian migrants pass a given location on only a hand-
ful of nights in a given season (Horton et al., 2021). Our results sug-
gest that this pattern may also hold true at the species level. This 
finding is particularly relevant for species of concern, as it suggests 
that most migratory species utilize a given aerial habitat during only 

a small number of nights each season—nights that may represent 
particularly important targets of conservation action (e.g. reducing 
light pollution or pausing wind turbines).

Species- specific migration timing estimates derived from acous-
tics (Part 3) closely matched those derived from independent citizen 
science observations, validating the accuracy of acoustic measures. 
The slope of the relationship between acoustic and eBird- derived 
timing measures was not distinguishable from 1, but there were a 
handful of species that showed larger deviations. Of particular in-
terest are Veery (Catharus fuscescens) and Wood Thrush (Hylocichla 
mustelina), species that are difficult to detect visually during migra-
tion periods. eBird observations peaked at the very start of August 
and declined smoothly thereafter, likely reflecting dwindling detec-
tion of breeding birds and negligible detection of migrants. However, 
with acoustics, we were able to identify the subsequent passage 
periods of these secretive species. Another advantage of acoustic 
monitoring over citizen science data is the standardization of sam-
pling effort. Autonomous recording units collect standardized sam-
ples while citizen scientists submit varying numbers of checklists 
from varying locations from day to day. Even in Tompkins County, 
NY, one of the most heavily birded counties in the world, the num-
ber of checklists submitted to eBird in autumn 2015 varied greatly 
from day to day and declined at the beginning and end of the sea-
son (Figure S9). For long- term analyses over many years (e.g. Fink 
et al. (2020)), such variation can be overcome, but daily variation in 
observer effort poses a much greater challenge to daily analyses of 
migrating birds. For applications that require standardized estimates 
of nocturnal migration at fine taxonomic levels, acoustic monitoring 
may have great utility.

The Core Nighthawk model achieved AP > 0.8 on 50 species, 
highlighting its potential for monitoring entire communities of birds 
on the move. However, there were some species where the model 
distinctly underperformed, even with robust training sample sizes 
(Figure 3). These species included Magnolia Warbler (Setophaga 
magnolia), Black- throated Green Warbler (Setophaga virens), Bay- 
breasted Warbler (Setophaga castanea), Blackpoll Warbler (Setophaga 
striata) and Song Sparrow (Melospiza melodia). These species share an 
important characteristic: their calls are very similar to those of other 
species and are readily confused by the model. Fortunately, our 
modelling approach explicitly accounted for species- level identifica-
tion uncertainty by joining similar- sounding species in ‘groups’. For 
example, the ‘ZEEP’ group includes Magnolia Warbler, Bay- breasted 
Warbler and Blackpoll Warbler, and it is one of the highest- scoring 
classes in the Core evaluation (AP = 0.97) (Figure S5, Table S4). 
Similarly, Black- throated Green Warblers belong to the ‘DBUP’ 
group (AP = 0.91), and Song Sparrows belong to the ‘SFHS’ group 
(AP = 0.97). All groups achieved AP scores >0.80 on Core test data, 
further highlighting the usefulness of the ‘group’ construction: even 
if Nighthawk is not able to accurately classify some vocalizations at 
the species level, it can still confidently classify these signals to a 
small group of closely related species, maximizing information gain.

We tested Nighthawk on recordings from three target lo-
cations outside the Core training dataset: Pennsylvania, New 
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Mexico and Colombia. The performance of ‘Naïve’ models on 
target data varied; Naïve models performed best on in- domain 
data from central Pennsylvania and worst on out- of- domain data 
from Colombia. However, in all cases, we successfully fine- tuned 
a high- performing model using a modest amount of annotated 
audio data from target locations. Performance on target data after 
fine- tuning was comparable to (or better than) performance on lo-
cations included in the Core training set. We observed dramatic 
performance improvements when using a custom batch construc-
tion strategy in which half of each batch came from the target 
dataset. Remarkably, Batch–More models appeared to need only 
one epoch of fine- tuning to achieve excellent performance on 
target data. Although we could achieve similar, if not better, per-
formance by initializing the model to ‘Naïve’ weights and doing 
further training only on target data (‘Tuned’ models), the Batch–
More models retained better performance on the Core test set 
and sometimes on the target dataset. This behaviour could be 
advantageous in cases where a researcher tunes Nighthawk for a 
particular target dataset but may not have a fully representative 
sample of annotated audio. In these cases, custom batch construc-
tion could boost overall performance by maintaining skill on spe-
cies not included in the target training data.

For all three target datasets, Nighthawk detected a meaning-
ful number of calls that had been overlooked during the original 
annotation process, thus exceeding the abilities of skilled humans. 
Annotating hours of continuous audio is a tedious process, and hu-
mans may miss, for example, faint vocalizations that Nighthawk is able 
to detect. These results highlight both the difficulty of constructing 
a high- quality evaluation split and the advantages of systems that in-
tegrate both humans and machines in iterative data processing pipe-
lines (Branson et al., 2014). Although it may be tempting to just ‘set 
the computer loose’ on a dataset, human input and quality control are 
still essential to producing a high- performing system. In the case of 
evaluating performance on target datasets, having a human review 
the final Nighthawk output drastically changed our interpretation of 
performance. For example, on PA target data, our estimate of con-
tinuous listening precision on order Passeriformes went from 0.73 
before human review to 0.99 after review. Thus, including a human 
in the loop changed our view of the Nighthawk system from one that 
performed poorly (precision = 0.73) to one that performed impres-
sively well (precision = 0.99). Although we did not explicitly assess 
the different types of errors made by Nighthawk, we observed that 
insects and non- flight call bird vocalizations were frequent sources 
of false positive detections. In the future, incorporating additional 
training data and analysing these confusions may lead to model im-
provements. One challenge with applying our model in a continuous 
listening context is that the model encounters a substantially higher 
proportion of negative data than we included in the training dataset. 
For example, some full- night recordings may contain hours of audio 
without any flight calls. We found that our post- processing meth-
ods of enforcing taxonomic consistency and requiring corroborating, 
overlapping detections helped reduce the number of false positives 
encountered in continuous listening.

4.1  |  Using Nighthawk

By monitoring the vocalizations of actively migrating birds, 
Nighthawk provides a detailed window onto nocturnal bird migration 
that is not presently attainable by other means (e.g. radar or citizen 
science). Important advantages of this method include its ability to 
collect data at simultaneously fine spatial, temporal and taxonomic 
resolutions. Scientists, managers and practitioners could use acoustic 
monitoring for a number of applications, including: monitoring 
migration passage at wind farms at the species level; studying how 
bird species use different parts of the landscape during migratory 
flights; monitoring the changing arrival, departure and passage times 
of species susceptible to climate change; and revealing previously 
unknown migration routes and behaviours. These applications 
could be most important in areas lacking adequate radar or citizen 
science coverage. See the Data Availability section for information 
on downloading Nighthawk.

Our results suggest that Nighthawk's Core model will func-
tion well for monitoring nocturnal bird migration in much of North 
America, especially in the eastern half of the continent. The current 
public release of Nighthawk includes the Core model and makes it 
easy for users to run this model on their own data. Support for full 
model retraining and fine- tuning is left as future work. In our anal-
yses of target data, annotators reviewed approximately 50–120 h 
of audio. To achieve the greatest benefit from fine- tuning and in 
order to function properly as validation data, researchers should in-
corporate target training data that is as representative as possible 
of the broader target dataset across locations, dates, seasons and 
species. In our target datasets, we split annotated data into two ap-
proximately equal- sized sets for training and validation. Validation 
data allow researchers to select score thresholds that fit their needs 
on a larger dataset. Detection results are sensitive to the choice of 
threshold; some applications may call for higher precision (e.g. fully 
autonomous monitoring) and others for higher recall (e.g. locating 
rare species with some manual review). We intend to continue build-
ing our library of annotated recordings and expanding the capabili-
ties of Nighthawk to more species and locations.
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