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CHAPTER 1

INTRODUCTION

Physics is the process of discovering and studying the laws of nature; of understanding the

cosmos and how it functions. It is also, at its core, a process of model-building: as physicists,

we build models that attempt to explain how the universe functions. We test these models

through the process of the scientific method, resulting in predictive tools that allow us to

explain, at some level, what the universe is made of and the mechanisms by which natural

phenomena occur. Over the course of this enterprise, physicists have studied processes that

span an enormous breadth of scales in terms of size, from the motions of planetary bodies and

galaxies to the interactions of subatomic particles – and through thoughtful modeling and

careful experimentation, have produced theories that can successfully predict and describe

phenomena across this broad range. Here, we will turn our attention to the study of the

shortest length-scales yet probed, where we try to understand the fundamental building

blocks of the universe and their interactions.

It is in this realm – what we refer to as high-energy physics – where we currently seek

to address some of the deepest mysteries in physics and the shortcomings of our current

knowledge. What is the particle nature of the dark matter that seems to constitute a majority

of the universe? How is our current model of high-energy physics, for all its successes,

incompatible with our similarly successful model of gravitation? And why does our model

seem to need extremely precise tuning of its parameters, lest it return predictions entirely

inconsistent with reality? Addressing these questions requires not only the ability to modify

the Standard Model, our current best description of high-energy physics, to address these

shortcomings, but also the ability to verify aspects of any new model via experimentation.

Experimental high-energy physicists approach this problem by measuring the interactions

of subatomic particles at – as the name of the field may imply – extremely high energies,

whereby they can study the particles’ fundamental interactions. This can be done using
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high-energy particles that the universe provides us – cosmic rays produced from energetic

sources such as supernovae and quasars – or by producing them in particle accelerators,

where they can then be collided inside detectors that measure the energy and momenta of the

outgoing products of particle interactions induced by the collisions. As of writing this thesis,

the highest-energy particle accelerator in the world is the Large Hadron Collider [1] (LHC),

located on the French-Swiss border near Geneva, Switzerland. Stationed along the collider

are multiple detectors, such as the ATLAS [2] and CMS [3] experiments, that measure the

high-energy collision of proton beams. This allows for performing precision measurements of

the Standard Model, as well as searching for evidence of new physics – whether indirectly

through tensions between experimental observations and Standard Model predictions, or

directly through the discovery of new fundamental particles or interactions.

In this thesis, we will focus on a search for new physics targeting candidate models for

explaining dark matter, as well as resolving a multiple examples of model fine-tuning that

make the Standard Model seem awkwardly fit to our observations of nature. We will also

turn our attention to some of the computational tools and methods we use when analyzing

our measurements of high-energy particle interactions, and how directly incorporating well-

established elements of our fundamental theories of nature into these tools can improve their

performance and extend their usefulness. Along the way, we will review the Standard Model

of physics, the new models we seek to investigate, and the ATLAS experiment. In each case,

we ask a simple question with a complex answer: What is it made out of, and how does it

behave?

1.1 A road-map for this thesis: where to find things

We have quite a number of topics to cover in order to contextualize the search for new

physics described in Chapter 5 – and while we will only delve so deeply into each, this

will still amount to a sizeable review. We will start with a review the Standard Model of
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particle physics in Chapter 2, together with a common (hypothetical) extension known as

supersymmetry – wherein we will touch upon some fundamental topics in quantum field theory,

the general theoretical framework of which the Standard Model is a particular example. We

will follow this with a discussion of axion physics in Chapter 3, another popular theory of

Beyond-Standard Model physics – which we will couple with supersymmetry to yield axino

physics. In Chapter 4 we will review the design and functioning of the ATLAS experiment,

and also how the LHC delivers proton beams to it. After our in-depth review of the new

physics search in Chapter 5, targeting supersymmetric models (including one with axinos),

we will briefly but importantly touch upon developments in the field of equivariant machine

learning in Chapter 6 and its applications to high-energy physics.

1.2 How to read this thesis: some notes on structure

Throughout this thesis, there will be plentiful footnotes. These bring up topics or asides that

may be of help in understanding the various concepts that are introduced – or simply details

that I think are interesting but which may distract from the main points. Some will also

explicitly reference external sources, that are not directly referenced in the body text. Some

of these are review papers, which provide general overviews of particular topics – and in some

cases, pedagogical explanations and derivations of results. Others are historical papers, which

are often treated as “common knowledge” and thus rarely cited. While there is a certain

amount of subjectivity or arbitrariness to how I cite these papers – for example, almost any

topic referenced from a common quantum field theory textbook is likely available in some

older original source – I think it is important to occasionally emphasize that even aspects

of the field that researchers take for granted were at some point noteworthy discoveries,

and their discoverers deserving of acknowledgement. These historical sources may also be

genuinely interesting to the reader, as they are largely available online and provide a window

into how the field operated in the past.
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You may also notice that most mathematical expressions in this thesis are followed by

boxes, that contain a brief explanation of the various terms that appear in them. At the risk

of being verbose, I will employ these unless all the terms have previously appeared in another

expression in the same (sub)section[1], so that these expressions can be referenced more easily

without needing to find all the definitions within the prose that surrounds them.

1. While this notation may not be strictly conventional, I adopt it as an extension of the small-font
typography used in Ref. [4], a well-known (if every so slightly dated) quantum field theory textbook.
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CHAPTER 2

THE STANDARD MODEL OF PARTICLE PHYSICS, AND

SUPERSYMMETRY

In this chapter we will outline the basics of the Standard Model (SM) of particle physics,

our most complete description of the known fundamental particles that comprise matter,

and three of the four fundamental forces that govern their interactions. Specifically, we will

review the model’s particle content, as well as a couple key mechanisms relevant to further

discussions. We will also review some of the existing issues and limitations of the SM and see

how supersymmetry, a popular extension of the SM, seeks to address these.

2.1 The Standard Model

The Standard Model (SM) of particle physics is a quantum field theory that describes the

fundamental building blocks of Nature, at the shortest length scales[1] that we are able to

probe. It describes all the known elementary particles that constitute our Universe, and three

of the four fundamental forces that describe their interactions – the electromagnetic, weak[2]

and strong forces[3].

One difficulty in succinctly describing the SM is that of finding a good place to start. As

it is a quantum field theory, we may try to write down the Lagrangian of the entire theory

from which its dynamics may be derived via the Euler-Lagrange equations. However given

1. High-energy physicists will interchangeably talk about “length scales” and “energy scales”, one being
the inverse of the other: Short length scales correspond with high energy scales. This is in reference to the
quantum mechanical concept of the de Broglie wavelength, the energy-dependent wavelength at which a
particle can be described as a wave – which is a consequence of so-called “particle-wave duality” [5].

2. As we will discuss further on, the weak and electromagnetic forces can be described as a unified
electroweak force. That we observe it as two separate forces is then a consequence of the mechanism of
spontaneous symmetry-breaking.

3. The SM does not contain a description of gravity, which is instead modeled by the theory of general
relativity. These two theories have so far not been unified – the first of (numerous) issues we will see that
motivate extending the SM.
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the complexity of the model, this is cumbersome and not particularly instructive[4]. A more

natural starting point may be the set of fundamental particles it describes, which we can

then organize into different sectors that correspond with the different fundamental forces and

the corresponding symmetry groups.

The particle content of the SM is outlined in Figure 2.1, which also highlights some of

the particles’ intrinsic quantities. Let us briefly review what these quantities mean and how

they fit into the theory, before returning explicitly to the particle content.

2.1.1 Properties of the Standard Model

The particle content of the SM is outlined in Figure 2.1, which also highlights some of the

particles’ intrinsic quantities. We will review these quantities below.

2.1.1.1 Mass

We sometimes refer to the mass as invariant mass, which is a reference to the fact that it is

invariant under transformations by the Lorentz group, the group of all transformations in the

Minkowski spacetime that describes physics under the theory of special relativity [10][5]. In

fact, the mass of a particle can be defined as the Minkowski norm of its energy-momentum

vector (or 4-momentum), which is the length of the vector in Minkowski spacetime:

m =
√
E2 − |~p|2 , (2.1)

• m is the particle mass,
• E is the particle energy,
• ~p is the particle momentum.

4. For examples of how one might approach the SM via the Lagrangian picture, see Refs. [6, 7]. The latter
in particular focuses on “constructing” the Lagrangian piece-by-piece.

5. For a brief review of special relativity and the Lorentz group, see Appendix B.
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Figure 2.1: The particle content of the Standard Model, indicating the mass, electric charge
and spin of each particle, as well as left- and right-handed hypercharge and weak isospin
charges. Modified from Ref. [8], with the particle masses taken from Ref. [9]. The top quark
mass shown here is the result from direct measurements at the LHC (currently in tension
with indirect measurements from electroweak precision data, via cross-section measurements,
at the level of ∼ 1.7σ [9]). The neutrino mass limits from Ref. [9] correspond with limits on
m2
ν

(eff)
x ≡

∑
i |Uxi|2m2

νi where U is the PMNS matrix and x ∈ {e, µ, τ} (see Section 2.1.2.1).
For the electron neutrino νe, mass measurements corresponding to antineutrino ν̄e are used.
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where we are using the c = 1, h̄ = 1 convention[6]. This expression is sometimes referred to

as the mass-energy equivalence formula.

Each particle has an associated mass m0, that all real particles of that species will

share. In quantum field theories there are also virtual particles – intermediate states that

participate in particle interactions, but which are not a part of the final products of these

interactions. These virtual particles can be off-shell, so that their mass differs from m0
[7],

however the amplitude of an interaction will decrease the more any involved virtual particle’s

mass differs from m0. Thus if we try to measure the mass of some particle X through a

decay like X → Y Y , where we reconstruct the mass of the sum of the stable Y particles, we

do not find a delta function-like mass distribution, but instead a (relativistic) Breit-Wigner

distribution [11] [8] centered on m0.

2.1.1.2 Spin

A particle has a spin angular momentum (or simply spin[9]) S, given by

S =
√
s (s+ 1) , (2.2)

• s = n/2 is the spin quantum number,
• n ∈ Z is an integer.

6. We shall use this convention throughout this thesis, except in places where explicitly using the speed of
light – for example, when discussing particle displacements as in Section 4.2.1.4, where we explicitly want the
particle displacement in length units. This convention, known as “natural” or Planck units, is convenient as
it removes the need for lots of factors of c and h̄, and owing to the units of these quantities there is always
only one unambiguous way to use them to convert to “real” units.

7. Another common way of phrasing this phenomenon is that virtual particles may violate the mass-energy
equivalence formula.

8. In actual experiment where our particle detector has limited energy and angular resolutions, this
distribution is further convolved, typically with some Gaussian distribution.

9. While historically thought of as actual angular momentum – corresponding to a spinning, massive
body – this interpretation has been dropped in favor of a more abstract approach as particles are treated
as point-like (and thus a concept of them spinning is not well-defined). Whatever the interpretation, the
effects of spin are very real as demonstrated in the Stern-Gerlach experiment [12] (although the experiment’s
demonstration of particles’ intrinsic spin was not understood at first [13]).
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where s is referred to as the spin quantum number and is either a half-integer or integer.

Particles with half-integer spins are known as fermions, and those with integer spins

as bosons, and these two different types of particles obey different statistics: Two fermions

cannot occupy the same space and have the same quantum numbers, a phenomenon known

as the Pauli exclusion principle. By contrast, two or more bosons can occupy the same state.

These two very different behaviours can be understood within the framework of quantum

field theory as a consequence of whether or not particle creation operators acting on a state

commute or anti-commute[10].

In the language of quantum field theory, we often refer to bosons as scalars and fermions

as spinors, owing to how these objects are represented owing to their spins.

In the SM, the fermions are specifically modeled[11] as Dirac fermions. These are given

by the solution ψ to the Dirac equation,

(
i /D −m

)
ψ = 0 , (2.3)

• /D = ∂µ +ieAµ is the gauge-covariant derivative,
• Aµ is the gauge field,
• m is the particle mass,
• ψ is the Dirac fermion wave-function.

which describes the dynamics of a free (uncoupled) Dirac fermion.

10. For details see Ref. [14], where it is explained in Chapters 2 and 3 how Klein-Gordon (scalar) fields
obey bosonic Bose-Einstein statistics, whereas Dirac fields obey fermionic Fermi-Dirac statistics.

11. The possible exception to this statement are the neutrinos of the SM. Whether they are Dirac fermions
or Majorana fermions – meaning that they are their own antiparticles – is an open quesion [15].
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2.1.1.3 Charge

Perhaps the most familiar kind of charge is the electric charge. It appears in the expression

for the Coulomb force that exists between two point-like electric charges,

||~FCoulomb|| ∝
|q1q2|
r2

. (2.4)

• qi is the magnitude of the i’th electric charge,
• r is the distance between the charges.

However, the SM contains other types of charges, such as the color charge carried by the

quarks and gluon. We can define charge a little more formally in the context of the SM, with

some help from group and representation theory[12]. This requires introducing the notion of

gauge transformations, which are transformations performed by operating on the Lagrangian

of a theory by an element of a Lie group [13].

The SM has multiple gauge symmetry groups, associated with different sectors of the

theory: the fields of the SM can perhaps be best described as abstract objects with different

representations under these groups, and thus they interact differently with them. The

combined gauge symmetries of the SM are given by

SU(3)C × SU(2)L × U(1)Y , (2.5)

• SU(3)C is the 3× 3 special unitary group – the Lie group consisting of all 3× 3 matrices

with a determinant of 1 – corresponding with color charge,
• SU(2)L is the 2× 2 special unitary group, which only involves left-handed fermions,
• U(1)Y is the group of all complex numbers with an absolute value of 1.

where the subscripts indicate details of these gauge symmetries:

12. For a very brief review of group theory, see Ref. [6], Section 10.1.1.

13. A lot more can be said about symmetries in general, and gauge symmetries in particular. As shown by
Noether’s theorem [16], symmetries of the action of a theory are fundamentally important in describing that
theory, as they indicate the presence of a conserved quantity. For a review of gauge symmetries, see Ref. [17].

10



• SU(3)C corresponds with color charge, which has three components (red, green and

blue).

• SU(2)L is the weak isospin group. The subscript indicates that only left-handed fermions

interact via charged weak currents[14].

• U(1)Y corresponds with (weak) hypercharge[15].

In the language of representation theory, charges we allude to above can be defined as

the generators of the gauge symmetry groups of the SM, so that a given particle’s charge

indicates how it transforms under actions by elements of the corresponding gauge symmetry

groups.

While gauge groups corresponding with color charge, weak isospin and hypercharge

appeared in the above description, one corresponding with electromagnetism did not. This is

not an error of omission, but rather a consequence of the fact that the electric charge is a

linear combination of weak isospin and hypercharge given by

Q = T3 +
1

2
Y . (2.6)

• T3 is the 3rd component of weak isospin,
• Y is hypercharge.

It is the charge associated with the U(1)EM gauge symmetry, which the SM acquires after

electroweak symmetry-breaking of SU(2)L × U(1)Y → U(1)EM as we shall discuss later.

In quantum field theory, we are sometimes interested in whether a particular theory

exhibits charge conjugation symmetry; that is, whether or not the theory is invariant under

14. A particle’s handedness or chirality voerns how it transforms under parity transformations (Ap-
pendix D.1). We will discuss this a little bit in Section 2.1.1.4.

15. The terms “hypercharge” and “weak hypercharge” are typically used as synonyms, but historically had
different meanings.
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the transformation that takes particles to antiparticles. For Dirac fermions, this acts as [6]

C : ψ → −iγ2ψ∗ . (2.7)

• ψ is a Dirac fermion,
• γ2 ≡ iσ2 ⊗ σ2 is a Dirac gamma matrix,
• σ2 is the Pauli matrix ((0,−i), (i, 0)) .

2.1.1.4 Chirality

The listings of hypercharge and weak isospin quantum numbers in Figure 2.1 show two values

per fermion, which correspond with so-called left- and right-handed fermions. A fermion’s

handedness, or chirality, refers to which irreducible representation of the Lorentz group under

which it transforms [6]. As noted in Section 2.1.1.2, we model the fermions of the SM as

Dirac fermions. These can be represented as doublets of Weyl fermions[16] – also known as

Weyl spinors – of which there are left- and right-handed varieties:

ψ =


ψR

ψL

 , (2.8)

where the two Weyl spinors are different irreducible representations of the Poincaré group.

In quantum field theory, we say that a theory is a chiral theory if it is not symmetric under

chiral transformation (L↔ R). We can also say that such theories are not invariant under

parity transformations of the form

P : (t, ~x) → (t, −~x) , (2.9)

16. At this point, we have (however briefly) mentioned Dirac, Weyl and Majorana fermions. For a review
of these different types, see Ref. [18].
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which (together with time reversal transformations) are part of the full Lorentz group[17].

One example of a chiral theory is that of weak interactions, as demonstrated by the Wu

experiment [19] in the asymmetry in the distribution of electrons produced by the weak decay

of a polarized 60Co atoms.

A related but somewhat less abstract concept is that of helicity, which is the projection

of a particle’s spin onto its direction of motion. Chirality and helicity are equivalent for

massless particles[18].

2.1.2 Particles of the Standard Model

Having briefly outline some of the intrinsic properties of the SM particles, let us now explicitly

list the particles.

2.1.2.1 Fermions

There are twelve fermions, a subset of which comprise all the stable massive matter in the SM.

Six of these fermions are the leptons, associated purely with the electroweak sector. There

are 3 flavors of (electromagnetically-)charged leptons – electron, muon, tau – each with an

associated neutrally-charged neutrino. Of the charged leptons, only the electron is stable. All

three neutrinos are stable, but they exhibit the special behaviour of oscillating between flavor

states as they interact with matter, as has been observed in numerous experiments [20–23].

This is a consequence of the flavor eigenstates being different than the mass eigenstates, with

the mixing between the two described by the Pontecorvo-Maki-Nakagawa-Sakata (PMNS)

17. See Appendix B regarding the Lorentz group.

18. Note that while chirality is a Lorentz-invariant quantity, helicity is not: for a massive particle, its
momentum is a frame-dependent quantity. For further discussion of chirality, helicity and spin, see Section
11.1 of Ref. [6].
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matrix [24] U as


ντ

νµ

νe

 = U


ν3

ν2

ν1

 . (2.10)

• νa, a ∈ {e, µ, τ} are neutrino flavor eigenstates,
• U is the 3× 3 PMNS matrix,
• νi, i ∈ {1, 2, 3} are neutrino mass eigenstates.

The other six fermions are quarks, associated with the strong sector and carrying the

associated color charge. The quarks also carry electromagnetic charge.

1. We do not observe bare quarks as a consequence of the phenomenon of color confinement,

which relates to the properties of the strong force by which the quarks interact with

one another[19].

2. By contrast, we do observe bound states consisting of combinations of (anti)quarks,

known as hadrons. Those with two quarks are known as mesons, and those with three

quarks as baryons. There are no stable mesons, and one stable baryon – the proton[20].

2.1.2.2 Bosons

There are five bosons in the SM. This includes 4 gauge bosons associated with the strong

and electroweak forces, as well as the Higgs boson.

The gauge bosons are often referred to as force carriers, as they mediate interactions in

their associated sectors: the gluon for the strong force, the photon for the electromagnetic

force, and the W and Z bosons for the weak force. Of these gauge bosons, only the photon

and gluon are stable – but they are also massless.

19. See Appendix E.1

20. To be clear, we do commonly observe other baryons in stable matter, namely neutrons. However,
neutrons are not stable in isolation.
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The Higgs boson is a scalar boson – specifically an example of a Nambu-Goldstone boson

associated with the eponymous Higgs potential. It arises due to the spontaneous symmetry-

breaking of the Higgs potential, specifically a mechanism known as electroweak symmetry

breaking, which breaks the SU(2)L × U(1)Y gauge symmetry to U(1)EM, and gives the SM

particles their masses.

2.1.2.3 Particle decays

To describe particle decays – and in fact all high-energy particle interactions – we typically

use Feynman diagrams, such as the example diagram in Figure 2.2. Read left-to-right, it

shows the interaction of two fermions to produce a gauge boson, which decays to scalar and

gauge bosons: these then decay to fermions, with the scalar boson propagator including a

loop[21]. Feynman diagrams are not only useful pictorial representations of processes, but also

serve as computational tools: interpreted using Feynman rules, they can be translated into

computations that can be used to compute the transition probabilities, or matrix elements,

between the quantum states corresponding with the initial and final particles in the diagram.

Figure 2.2: An example Feynman diagram, including a loop. Particles only present in
intermediate states can be off-shell. Here, explicit particle labels have been omitted for
clarity.

Thus the question of what decays are possible can be rephrased as one of how many

21. We will discuss these a little more in Section 2.1.2.6.
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Feynman diagrams one can create, with one particle in the initial state and multiple particles

in the final state[22]. The types of connections (or vertices) allowed between the particles (or

propagators) in the diagram corresponds with what couplings – direct interactions between

particles – are available in the quantum field theory. The shading in Figure 2.1 indicates the

allowed couplings in the SM. Furthermore, the theory imposes some conservation laws that

constrain possible processes. Due to energy conservation, a particle’s decay products must

have equal or lower mass[23]. Decays must also obey certain constraints on preserved quantum

numbers: charge must be conserved, as well as quantities such as lepton and baryon numbers

(the number of leptons minus anti-leptons, and the number of quarks minus anti-quarks,

respectively). Even with these constraints, we are left with an infinite number of diagrams

we can draw, particularly due to the phenomenon of loops – we can always attach more and

more loops to a given diagrams’ propagators[24]. Here we will only cover the basic decays

that will help guide our discussions in Chapters 5 and 6, focusing on those corresponding

with tree-level diagrams – those without loops.

Among the charged leptons, muons may decay to a combination of electrons, neutrinos

and photons (within the above-mentioned constraints), such as[25]

µ− → e−νeνµ , (2.11)

µ− → e−νeνµγ ,

µ− → e−νeνµe+e− .

22. We typically exclude from this definition the processes where the same particle appears in the initial
and final states, such as bremsstrahlung (or “braking radiation”) processes like e− → γe−.

23. Although this in principle limits what kinds of decays are possible, keep in mind the discussion of
off-shell particles in Section 2.1.1.1. Thus, what might be thought of as “forbidden” decays are possible
processes, as long as they are only intermediate steps in some larger process (as the off-shell particles cannot
be stable final states).

24. This may sound worrisome from the computational side of the theory, as one can generate an infinite
number of diagrams describing the transition between two given quantum states. We will touch upon this in
Section 2.1.2.6.

25. Note that this is not a complete list, but just some representative decays.
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where the decays are mediated by (virtual) gauge bosons, as shown in the Feynman diagram

in Figure 2.3.

µ−
ν̄eW−

νµ

e−

Figure 2.3: An example Feynman diagram of muon decay.

Tau neutrinos have similar leptonic decays,

τ− → e−νeντ , (2.12)

τ− → µ−νµντ ,

but are sufficiently massive that they can also decay hadronically,

τ− → π−π0ντ , (2.13)

τ− → π−ντ .

The W -, Z- and Higgs bosons exhibit both leptonic and hadronic decay channels. The

W - and Z-bosons can decay as

W → qiq̄j , (2.14)

W → lν ,

Z → qiq̄i,

Z → ll̄,

• qi is a quark,
• l is a charged lepton,
• ν is a neutrino.
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where the available decays are constrained by the bosons electric charge (if any). For the

hadronic decay channels, the branching ratios of the different W -boson decays are given by

the Cabbibo-Kobayashi-Maskawa (CKM) matrix that describes the mixing between the weak

interaction and mass eigenstates of the down-type quarks,


b′
s′
d′
 = V


b

s

d

 . (2.15)

• {d′, s′, b′} are the weak interaction doublet partners of the down-type quarks,
• V is the 3× 3 CKM matrix,
• {d, s, b} are the down-type quark mass eigenstates.

The Higgs boson has perhaps the richest set of decay channels, as it can decay into a pair

of fermions (a fermion and anti-fermion) or into a pair of gauge bosons. With these decay

products themselves featuring a range of available decays (namely the t, W and Z), the set

of potential final states is vast.

2.1.2.4 Particle lifetimes

One striking property of the SM is how few stable particles there are, both in terms of

fundamental particles and the (composite) hadrons. By “stable”, we mean that the particle

does not undergo decay – at least on any observable timescale[26].

Figure 2.4 provides an overview of particle lifetimes. Many of the particles – including the

relatively massive Higgs, W - and Z-bosons – are sufficiently unstable to be “detector-prompt”,

by which we mean that in all collider experiments to date, their decays are fast enough to

effectively be instantaneous. As will be discussed in Section 4.2.1.4 and Chapter 5, particles

26. For example, the proton is a stable particle in the SM. Nonetheless there is ongoing effort to observe
proton decay, as certain beyond-SM theories allow for proton decay processes. Measuring or bounding the
decay rate thus bounds (or provides evidence for) such theories. At the present time, the proton mean lifetime
bound is given by > 9.6× 1029 yr [25].
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Figure 2.4: Lifetimes and masses of the Standard Model. Some particles are excluded, such as
quarks other than the top quark (which hadronize before decay, as discussed in Appendix E.1),
or hadrons where multiple (excited) states have very similar masses and lifetimes. Modified
from Ref. [26], with masses taken from Ref. [9].
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produced in collider experiments that have intermediate lifetimes (labeled as “Displaced

vertex” in Fig. 2.4) may travel a measurable distance into the detector before subsequent

decay. If the paths of their decay products can be traced, the decay vertex may be identified

– which can be a useful search strategy for beyond-SM theories that include high-mass,

long-lived particles.

2.1.2.5 Electroweak symmetry breaking

As noted in Section 2.1.2.2, the Higgs boson gives mass to the gauge bosons through the

process of electroweak symmetry breaking – which is also the process whereby the electroweak

gauge symmetry is broken, yielding the familiar electromagnetic sector. This is an example of

a more general mechanism in quantum field theory known as spontaneous symmetry breaking.

Sometimes analogized with a see-saw, the basic concept is that the Lagrangian of a quantum

field theory may be constructed such that to minimize its potential, a field must take on a

non-zero vacuum expectation value (VEV). Consider, for example, a simple Lagrangian of a

scalar field given by [27]

L =
1

2

(
∂µφ

∗) (∂muφ) + 1

2
m2|φ|2 − λ

4
|φ|4 , (2.16)

• φ is a complex scalar field,
• ∂µ is the 4-derivative,
• {m,λ} are coefficients.

The m2|φ|2 term looks like a “standard” mass term under the transformation m2 → −m2.

Note that this Lagrangian has a global U(1) symmetry, as it is invariant under the transfor-

mation φ(x) → exp (iθ)φ(x) for any choice of θ. However a consequence of this Lagrangian’s

27. See Chapter 29 of Ref. [6] for a fuller treatment of this phenomenon.
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particular formulation is that it is minimized not at φ = 0, but rather for

φ =

√
2m2

λ
exp (iθ) . (2.17)

where θ can take on any value – the potential term is independent of it. We may want to

rewrite the Lagrangian so that we expand this field around this minimum, which corresponds

with its VEV. To do this, we will choose to set it as θ = 0 for simplicity, so that the VEV is

real. Now, we can parameterize φ(x) in terms of radial and axial modes, as

φ(x) =

(√
2m2

λ
+

1√
2
σ(x)

)
exp (iπ(x)/Fπ) , (2.18)

• σ(x) is the radial mode,
• π(x) is the axial mode,
• Fπ is some real number (that we are free to choose).

so that we can now rewrite our Lagrangian in terms of the radial σ(x) and axial π(x) as

L =
1

2

(
∂µσ

)2
+

(√
2m2

λ
+

1√
2
σ(x)

)2
1

F 2
π

(
∂µπ

)2
−
(
−m

4

λ
+m2σ2 +

1

2

√
λmσ3 +

1

16
λσ4

)
. (2.19)

Choosing Fπ = 2m/
√
λ gives us a familiar, canonically-normalized kinetic term for π, which

(as we can see from the potential terms) is massless while σ is not. This formulation of the

Lagrangian is useful because, again, we are expanding it around the minimum (vacuum)

of φ. However, there were an infinite number of vacua from which we could choose from,

corresponding with different values of θ, and any choice would have been equally valid.

Furthermore, it looks like our U(1) symmetry has vanished, because the Lagrangian is not

invariant under transformations σ → exp (iθ) or φ → exp (iθ). The symmetry is not gone,

but it has been hidden away: our theory is still symmetric under such transformations applied
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to the original φ(x). The vacuum – whichever one we have chosen to expand the field about

– has “broken” our symmetry. This is the phenomenon of spontaneous symmetry-breaking –

of which electroweak symmetry breaking is an example. Before moving on to that specific

case, it is worth noting that the massless field π(x) in our example is not some quirk of

this particular model. Rather, any model that exhibits spontaneous breaking of a global

symmetry will have a massless field, known as a Nambu-Goldstone boson [27, 28].

Turning our discussion from toy models back to the SM, the process of electroweak

symmetry breaking is a particular example of this same phenomenon, where the Higgs field

plays the role of φ in our model[28]. We have a somewhat more complicated Lagrangian,

given by

L = −1

4

(
W a
µν

)2 − 1

4
B2
µν +

(
DµH

)† (
DµH

)
+m2H†H − λ

(
H†H

)2
, (2.20)

• W a
µν are the SU(2) gauge boson field strengths,

• Bµν = ∂µBν − ∂νBµ, where Bµ is the hypercharge gauge boson,
• H is the Higgs multiplet, which is a complex doublet,
• Dµ(· · · ) = ∂µ(· · · )− 1

2 igW
a
µσ

a(· · · )− 1
2 ig

′Bµ(· · · ) is the gauge-covariant derivative,
• {g, g′} are SU(2) and U(1) group coupling constants,
• σi are the Pauli matrices,
• {m,λ} are coefficients.

The gauge bosons correspond with the SU(2)L and U(1)Y gauge groups discussed in Sec-

tion 2.1.1.3. Like in Equation 2.16, this Lagrangian has a potential that is minimized for a

non-zero VEV for H. Without loss of generality, we can choose this so that we may rewrite

H as

H = exp

(
i

√
λπaσa

m

)
1√
2

(
m√
λ
+ h
)0

 . (2.21)

28. As with our toy example, a fuller treatment of this process can be found in Chapter 29 of Ref. [6]. In
particular, we will avoid writing out the entire Lagrangian after diagonalization of masses, since the final
expression is quite cumbersome (although useful for reading off Feynman rules).
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We can eliminate the πa(x) via a gauge transformation corresponding with the original

Lagrangian’s gauge symmetry – so we are free to do this to simplify things without actually

modifying the theory itself[29]. Rewriting the Lagrangian using this expression for H, we find

the mass terms come out as

Lmass =
g2m2

8λ

((
W

(1)
µ

)2
+
(
W

(2)
µ

)2
+

(
g′

g
Bµ −W

(3)
µ

)2
)
. (2.22)

This expression is not diagonalized, as we have some mixing between the Bµ and W
(3)
µ due

to the last term. To diagonalize it, we choose the following basis, from which we identify the

W - and Z-bosons of the Standard Model, as well as the electromagnetic field Aµ:

W±
µ =

1√
2

(
W

(1)
µ ∓ iW

(2)
µ

)
, (2.23)

Z0
µ =

1√
g2 + (g′)2

(
gW

(3)
µ − g′Bµ

)
,

Aµ =
1√

g2 + (g′)2

(
g′W (3)

µ + gBµ

)
. (2.24)

We find the electromagnetic field to be massless (as expected), while the W - and Z-boson

masses are given by

mW =
1

2
g
m√
λ
, (2.25)

mZ = mW / cos θW ,

where we have introduced the weak mixing angle tan (θW ) = g′/g by convention.

29. In fact, the story is a little more complicated. Here we are following the naïve description of the so-called
Higgs mechanism, as is done in textbooks such as Ref. [6]. However, the Higgs VEV is gauge-dependent and
more generally, gauge symmetries cannot be spontaneously broken [29]. Nonetheless, this approach yields
the correct results as a consequence of this particular theory’s construction, and the Higgs mechanism can
be reformulated in an entirely gauge-invariant manner [30]. For a pedagogical review of this phenomenon –
including aspects well beyond the scope of our discussion of theory – see Ref. [31].
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Returning to our Lagrangian, by focusing on the terms involving our field h(x) – which

unlike the πa(x), is not eliminated by our choice of gauge – we find that it has mass

mh =
√
2m . (2.26)

From experimental measurements, we find these masses to be [9]

mW = 80.3692 ± 0.0133 GeV ,

mZ = 91.1880 ± 0.0020 GeV ,

mh = 125.20 ± 0.11 GeV .

While this may seem all fine and well, the Higgs boson mass is suspiciously low given the

contributions that this mass should receive from its many couplings. This is a sign that there

might possibly be something missing from our model, and as we will discuss in Section 2.3,

serves as motivation for a wide swathe of current searches for new physics.

2.1.2.6 Renormalization

Before moving on from our review of the SM, let us briefly touch upon the concept of

renormalization, which is crucial to quantum field theory[30]. To understand this, we should

first consider what exactly it is that we do in quantum field theory. At its core, the theory

describes transitions between quantum states – as we depict in Feynman diagrams of high-

energy particle processes. As noted earlier, these diagrams are tools that we can use to

compute the probability of transitions between these quantum states, from which we can

compute process cross-sections, or likelihoods, and decay rates. The presence of loops in

Feynman diagrams can lead to divergences when computing process amplitudes, as their

30. A lot more can be said on this topic, and entire books have been written on the subject. For reference,
see (for example) Part 3 of Ref. [6].
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inclusion allows for producing an infinite number of diagrams describing processes between

some given initial and final states. We can regulate these divergences in the theory by

introducing counterterms into calculations, which add infinite contributions to intermediate

steps in computations [6] in order to eliminate (or regulate) divergences. Importantly, any

final results in computations should be independent of these counterterms. There are multiple

techniques by which one can perform this regularization, such as introducing an energy cutoff

scale, or (a little more abstractly) performing computations in a lower-dimensional space [32].

In the case of introducing an energy cutoff scale, this process can be interpreted as making a

statement about the characteristic energy (or length) scale up to which the theory is valid.

2.2 Issues with the Standard Model

The Standard Model (SM) is a very successful theory, describing much of particle physics

phenomenology and experimental results to an incredible degree of precision. However, it

leaves open some important questions. There are phenomena that the SM does not describe,

and the model is in need of significant fine-tuning in order to be consistent with experimental

observations[31]. These shortcomings suggest that the SM is not a complete model, and

motivates the search for beyond-Standard Model (BSM) physics[32]. Perhaps two of the most

striking issues[33] with the SM are its inability to explain dark matter, and the fine-tuning

necessary for the Higgs boson mass to match experimental findings.

31. We will discuss the concept of fine-tuning further below.

32. Here, we are focusing on extensions of the SM, which accounts for a significant portion of past and
present theoretical physics research. There have been limited efforts – whether serious or simply exercises in
model-building – to replace the SM, as in Ref. [33]. However, such models are well beyond the scope of this
thesis.

33. It is important to note that these are not the only issues or open questions related to the SM. For
example, absent from our discussion is the question of neutrino masses: where do they come from? The SM
does not provide a mechanism, as the Yukawa coupling between the Higgs and fermions requires both left-
and right-handed varieties of these particles, but right-handed neutrinos have not been observed (and are
absent from the model). Multiple experiments have observed that neutrinos oscillate in flavor when passing
through matter [20–23], which implies that they are massive, and that the mass eigenstates are different than
the flavor eigenstates (Section 2.1.2.1).
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2.2.1 Dark Matter

Astronomical observations of galaxy rotation curves [34] – the measurement of the speeds

at which different parts of galaxies rotate – together with measurements of the cosmic

microwave background [35–37], suggest the presence of so-called dark matter [38, 39], which

is weakly-interacting and thus not directly observable[34]. In fact, the evidence suggests that

dark matter accounts for the majority of matter in the universe. This dark matter may

consist of one or many species of particles not currently described by the SM, but which may

(weakly) couple to SM particles. Thus we may be able to directly detect their presence in the

universe, or produce and detect them in particle colliders. Alternatively, we may indirectly

measure their existence through how they may modify the parameters and dynamics of the

known SM particles – the details of which may heavily depend on the dark matter model.

2.2.2 The hierarchy problem

In the SM, the Higgs boson mass receives contributions from all the particles to which it

couples. This requires a high level of fine-tuning of model parameters, so that divergences in

contributions from higher-order corrections cancel out across 30 orders of magnitude (see

Appendix C) to make the SM consistent with observations. While such fine-tuning is possible,

it may seem “unnatural” as succinctly described by physicist Gerardus t’Hooft:

The concept of causality requires that macroscopic phenomena follow from micro-

scopic equations... One may either consider these microscopic properties to have

been chosen at random by Nature, or attempt to deduce these from even more

fundamental equations at still smaller length and time scales. In either case, it is

unlikely that the microscopic equations contain various free parameters that are

34. There are, perhaps unsurprisingly, alternative theories that attempt to account for the astronomical
observations without introducing new particles, such as modified Newtonian dynamics (MOND). However,
these theories have largely fallen out of fashion, as current observations strongly favor dark matter [40].
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carefully adjusted by Nature to give cancelling effects such that the macroscopic

systems have some special properties [41].

Thus one can take the necessity of fine-tuning the SM as strong motivation (if not exactly

hard evidence) of new physics. Specifically, this motivates extensions of the SM that would

introduce some mechanism(s) to dynamically resolve the fine-tuning problem, and result in

a theory where the phenomenology is no longer extremely sensitive to the exact values of

certain model parameters.

2.3 Supersymmetry

From the last section, we are evidently in need of an extension of the SM that provides for new

species of particles to serve as dark matter, and that resolves the fine-tuning problem of the

Higgs boson mass. SUSY potentially fulfills both of these requirements[35]. The basic premise

is that it introduces a new global symmetry, the eponymous supersymmetry, that relates the

SM particles to a new set of particles that serve as their super-partners: Each SM boson has a

super-partner fermion, and each SM fermion a super-partner boson, the super-partners having

the same quantum numbers other than spin. The super-partner particles, or sparticles[36] , are

joined together with their SM counterparts into supermultiplets, irreducible representations of

the supersymmetry algebra in which the full theory is written [42][37]. This global symmetry

is broken at some high energy scale, so that the particles and sparticles have different masses.

That SUSY provides a possible explanation for dark matter may seem almost obvious on

the surface level; it provides for new particles beyond those in the SM and one or many of these

35. While I will provide a high-level overview of SUSY, focusing on details necessary for motivating the
phenomenological and experimental work described later on, a fuller review can be found in Ref. [42].

36. When discussing SUSY particles, it is conventional to name them by prepending an “s” onto fermions’
super-partners, or adding the suffix “-ino” onto bosons’. For example, “quark” → “squark”, or “W -boson” →
“Wino”.

37. For some more (historical) context, see Ref. [43, 44] for a discussion of supermultiplets in the context of
supersymmetric gauge theories – such as that we will discuss in Section 2.3.1.
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may comprise the dark matter in the universe. It is also not the only BSM theory to fulfill this

requirement. For example, the hypothetical axion of Peccei-Quinn theory [45] (discussed in

Section 3.1) serves a dark matter candidate independent of SUSY. Other possibilities include

the introduction of “sterile” right-handed neutrinos [46, 47], or “little Higgs” models [48, 49]

– where the Higgs boson is a pseudo-Nambu-Goldstone boson of some new broken symmetry,

and new particles are introduced to handle the Higgs boson couplings as well as the Higgs

mass divergences.

The way in which SUSY resolves the hierarchy problem is a little more subtle: Bosonic

and fermionic loop diagrams provide opposite-sign contributions when computing the Higgs

boson mass. Due to how SUSY is constructed – specifically the relationship between SM

particles and their super-partners – the parts of these diagrams divergent in the cutoff scale

will cancel as shown in Appendix C.

There are different ways of extending the SM via SUSY. In the following section, we

will review one particular way of doing this, called the “Minimal Supersymmetric Standard

Model”, which will also feature in our discussion of axino physics in Section 3.2 and the

ATLAS BSM search in Chapter 5.

2.3.1 The Minimal Supersymmetric Standard Model

The Minimal Supersymmetric Standard Model (MSSM) is the simplest way of extending the

SM with SUSY, and is constructed on a relatively simple set of assumptions [50]:

• The MSSM is based on the same gauge symmetry as the SM, as in Eq. 2.5.

• Each SM fermion has a spin-0 super-partner. There are two chiral Higgsino superfields

(up- and down-types) with scalar components given by

Hd =


H−
d

H0
d

 Hu =


H+
u

H0
u

 , (2.27)
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so that there are four scalar Higgsinos in total[38].

• We assume the discrete, multiplicative symmetry of R-parity, where the operator R is

given by

R = (−1)2s+3B+L . (2.28)

• s is the spin quantum number (Section 2.1.1.2),
• B is the baryon quantum number.
• L is the lepton quantum number.

SM particles have quantum number R = +1, and SUSY particles have R = −1. The

implications of this symmetry are significant: SUSY particles are produced in pairs

and decay to odd numbers of SUSY particles, and the lightest SUSY particle (LSP)

is stable. This last feature is particularly relevant to the dark matter, which might

consist of stable LSPs.

• The theory exhibits soft SUSY breaking. In general, we want to construct a SUSY model

whereby SUSY is a symmetry of the Lagrangian that is spontaneously broken at low

energies, similar to electroweak symmetry breaking. In the effective Lagrangian – which

describes the model below the SUSY breaking scale – we allow for the introduction of soft

breaking terms, which are those with a positive mass dimension. This avoids introducing

quadratic divergences in the quantum corrections to scalar particles’ masses [52], which

would otherwise introduce a serious issue in the model’s basic structure.

Under these assumptions, we are free to construct a model with a very large number of

parameters. Fortunately, we can apply a wide variety of phenomenological constraints – from

past collider experiments as well as cosmological arguments and astrophysical observations –

38. The reason for having multiple Higgsinos is to resolve a chiral anomaly, as only supermultiplets of the
same handedness can have Yukawa couplings to one another – so two supermultiplets are needed to have
couplings to left- and right-handed fermions [51] – two charged, and two neutral components.
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to constrain the parameter space [50][39].

Of particular consequence to experimental searches, we typically do not assume that the

flavor eigenstates of the scalar and gauge boson superpartners are the same as their mass

eigenstates, but rather that they mix, with the mixing given by


χ̃04

χ̃03

χ̃02

χ̃01

 = Nij


H̃0
u

H̃0
d

W̃

B̃

 , (2.29)

• χ̃0
i is the i’th lightest neutralino,

• N is a unitary 4× 4 matrix,
• {B̃, W̃} are the Bino and neutral Wino,
• {H0

u, H
0
d} are the up- and down-type Higgsinos.

where the matrix N converts between the two bases. This can be thought of as analogous to

neutrinos and the PMNS matrix in Section 2.1.2.1. [40]

39. In the existing literature, this is sometimes referred to as the phenomenological MSSM (pMSSM).

40. One practical consequence of the difference between mass and flavor eigenstates here is the use of
nomenclature: high-energy physicists may use either basis depending on the context, and sometimes the flavor
eigenstates are used colloquially to refer to the mass eigenstates in models where neutralinos are assumed to
be mostly composed of only a subset of flavors, such as a neutralino composed only of up- and down-type
Higgsinos.
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CHAPTER 3

AXION AND AXINO PHYSICS

So far we have seen an overview of the Standard Model (SM) of particle physics, as well as

supersymmetry (SUSY), an extension of the model that addresses some of the shortcomings

of the SM – namely its lack of a description of dark matter, and the apparent fine-tuning of

the Higgs boson mass.

In this section, I will describe the theoretical motivations for Peccei-Quinn (PQ) theory,

another extension of the SM that addresses yet another fine-tuning problem in the SM,

one related to observed violations of combined charge conjugation and parity symmetries.

This theory yields a new scalar particle called the axion, and when combined with SUSY, a

sparticle called the axino. I will describe the phenomenological consequences of the axino for

collider-based particle physics experiments – which (partly) motivates the ATLAS analysis

described later on in this thesis.

3.1 Peccei-Quinn theory, and the QCD axion

As we saw in the previous section, extending the SM via SUSY is partly motivated by the

Higgs boson mass and the associated hierarchy problem, an example of a fine-tuning that

can be resolved by introducing an extension of the original theory (resulting in some new

particles). Another example of a fine-tuning problem in the SM is the so-called strong CP

problem.

3.1.1 CP symmetry and violation

Charge conjugation parity (CP) symmetry, refers to whether or not a particular term in

the Lagrangian is symmetric with respect to simultaneous charge conjugation and parity

transformations, as discussed in Sections 2.1.1.3 and 2.1.1.4, respectively.
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To see where the issue of CP violation arises, let us consider the portion of the SM that

describes the interactions of quarks and gluons. The theory of these particles and their

dynamics is called quantum chromodynamics (QCD), referring to the color charge that these

particles carry. QCD is an example of a non-Abelian gauge theory, also known as a Yang-Mills

theory. Its symmetry group is SU(3), with the name “chromodynamics” alluding to the color

charge the quarks carry under this group.

The Yang-Mills Lagrangian[1] can be written as [6, 53]

LQCD =− 1

4
GaµνG

µνa − θg2

32π2
GaµνG

a
αβε

µναβ

+ ψ
†
i

(
iγµ(Dµ)ij −mδij

)
ψj . (3.1)

• Gµν = ∂µA
a
ν − ∂ν A

a
µ + gfabcAb

µA
c
ν is the field-strength tensor,

• Aµ is the gauge field,
• g is a coupling constant,
• fabc are the structure constants of the gauge group generators’ Lie algebra,
• ψi is the fermion field,
• (Dµ)ij = ∂µ δij − ig(Ta)ijAa

µ is the gauge-covariant derivative,
• T a are the generators of the Lie algebra.

The second, so-called theta term, which is dependent on parameter θ, is CP-odd. The

phenomenon that this term is present in the Lagrangian is commonly referred to as strong

CP violation. Its presence can be understood as a consequence of an anomalous global

chiral symmetry: an anomalous symmetry is one present in the classical Lagrangian but not

its quantum counterpart, as the classical action is invariant but the path integral measure

changes [6]. In the case of QCD, this is a symmetry which transforms the fermions as

ψ → exp (iγ5θ)ψ , (3.2)

1. Keep in mind that there are multiple conventions for how exactly the terms in the Lagrangian are
defined – which has consequences for the various factors that appear. Such details are not particularly relevant
to our current discussion, but are worth keeping in mind when consulting sources.
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• γ5 is a Dirac gamma matrix,
• θ is a parameter of the transformation.

which changes the fermion path integral measure as

∫
Dψ̄Dψ →

∫
Dψ̄Dψ exp

(
iθ

∫
g2

32π2
GaµνG

a
αβε

µναβ
)
, (3.3)

thus yielding the theta term in Eq. 3.1[2]. In fact, one can perform chiral rotations of the

quarks to transform θ as

θ → θ̄ ≡ θ − arg det (YdYu) (3.4)

• arg (. . .) is the argument function (of complex analysis),
• det (. . .) is the determinant,
• {Yd, Yu} are Yukawa matrices.

where the Yukawa matrices {Yd, Yu} parameterize the quark-Higgs Yukawa couplings.

However, θ itself depends on the chiral rotation, and the upshot is that the term θ̄ =

θ− arg det (YdYu) is invariant under these rotations.[3] In other words, we find that the theta

term (now generalized with the replacement θ → θ̄) is basis-invariant, and thus physically

meaningful.

One observable consequence of θ̄ 6= 0 would be a proportional neutron electric dipole

moment[4] dn. However, the best current measurement of dn, determined by studying

the Larmor precession of ultra-cold neutrons in co-linear electric and magnetic fields, is

dn =
(
0.0± 1.1stat ± 0.2sys

)
× 10−26e ·cm [58]. In other words, we appear to live in a world

with θ̄ ≈ 0, which requires a fine-tuning of the SM akin to the hierarchy problem (Appendix C).

Alternatively, there may be some yet-undiscovered mechanism that dynamically eliminates

2. For a review of this phenomenon, see Ref. [54]. This QCD anomaly is an example of an Adler-Bell-Jackiw
anomaly [55, 56], which occurs in quantum field theories with chiral fermions.

3. For a pedagogical review of this phenomenon, see Ref. [57].

4. See Appendix D.
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the strong CP violation. The apparent need for such a mechanism – to avoid fine-tuning – is

what we refer to as the strong CP problem.

3.1.2 Peccei-Quinn theory

One resolution to the strong CP problem is that of Peccei-Quinn (PQ) theory [45]. The

theory introduces the PQ symmetry – a global, chiral anomalous U(1)PQ symmetry .

The spontaneous breaking of the U(1)PQ symmetry[5] yields a pseudo-Nambu-Goldstone

boson, the axion [59, 60]. The inclusion of the axion yields an additional term in the

Lagrangian [61],

Lpotential
PQ = ξ

a

fa

g2

32π2
GaµνG

a
αβε

µναβ . (3.5)

• ξ is the anomaly coefficient,
• a is the axion field,
• fa is the axion decay parameter.

Combined with the QCD anomaly term, the new effective vacuum angle is θ̄ + ξ〈a〉/fa, and

the effective potential is then minimized for

〈a〉 = −faθ̄
ξ

. (3.6)

Thus the inclusion of this new scalar dynamically eliminates the strong CP-violation, and

without the need for fine-tuning as this mechanism is not sensitive to the precise value of fa.

Fortunately, PQ theory is testable: we can search for the axion. A potential dark matter

5. This is analogous to the electroweak symmetry-breaking discussed in Section 2.1.2.5.
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candidate[6], it has a mass given by [63–65]

ma ∼ 6µeV 1012GeV
(fa/NDW )

, (3.7)

and it couples to photons with a coupling strength given by [63, 66–69]

gaγγ =
α

2π

NDW
fa

(
E

N
− 2

3

4 + z

1 + z

)
(3.8)

• α is the fine structure constant,
• NDW is the domain wall number,
• fa is the axion decay parameter,
• E is the electromagnetic anomaly of the axion axial current,
• N is the color anomaly of the axion axial current,
• z = mu/md = 0.462± 0.020 is the ratio of up- and down-type quark masses [9].

Owing to the axion-photon coupling, one can search for axion production in the presence

of a (strong) magnetic field as is done in direct-detection experiments[7] As noted as early

as 1978 [59, 60], there was already strong evidence from particle physics experiments that

the axion, at least as described in this early model, does not exist. As is often the case in

physics, this was not a complete showstopper for axion phenomenology: further developments

of and modifications to the PQ theory framework produced so-called “invisible axion” models.

Featuring feebly-interacting axions, these models retain the PQ mechanism but are not

as readily ruled out by cosmological arguments and astrophysical measurements. The two

notable invisible axion models are the KSVZ [74, 75] and DFSZ [76, 77] models.

The KSVZ model introduces a Higgs singlet, and a fourth generation of quarks which

carry PQ charge. By contrast, in the DFSZ model[8] – which will be our focus – the PQ charge

6. For a recent review of axion cosmology – how axions may explain dark matter, as well as cosmological
bounds on different axion models – see Ref. [62].

7. For a (non-exhaustive) set of such experiments, see Ref. [70–73].

8. For a review of DFSZ axion models, see Ref. [78–80]. In addition, Ref. [81] provides a review of both
KSVZ and DFSZ models, in addition to alternatives.
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is carried by right-handed fermions (both quarks and leptons), as well as in an expanded

Higgs sector containing two Higgs doublets and one complex scalar singlet.

3.2 Axinos, and their Phenomenology at Collider Experiments

While the implications of PQ theory are critically important for QCD, a part of the SM directly

probed at collider experiments like ATLAS, the prospects for collider-based direct axion

searches are quite dim. As shown in Figure 3.1, past and current collider experiments cannot

compete with astrophysical observation and dedicated, axion direct-search experiments [82]

in terms of probing increasingly small axion masses and axion-photon couplings. In fact,

these experiments are generally sensitive to axion-like particles, which are scalar particles

similar to axions but that do not necessarily obey the mass-decay parameter constraint of

Eq. 3.7 – these also do not resolve the strong CP problem, and thus are arguably of less

interest than the QCD axion (shown in yellow in Figure 3.1), but are nonetheless perfectly

valid targets for BSM searches.

The story is a little different under the assumption of SUSY. Combining the MSSM

with PQ theory, we may use a collider experiment in a search for the axino ã, the fermionic

superpartner of the axion[9].

In particular we shall focus on a DFSZ axino model – which as a combination of PQ and

MSSM theories, we shall refer to as the PQMSSM model. In this model, the axino couples to

the Higgs and Z-bosons, as well as the Higgsinos[10]. Under the assumption that the axino

to be the LSP, we may look for H̃ → ã+ h/Z decays. In fact, the axino may mix with the

9. A lot of the following discussion is based on ongoing work on an axino phenomenology study, for
which a paper is currently being written under the working title “Bridging the divide: axion and axino
phenomenology at colliders and direct-detection experiments”. The authors are Gabe Hoshino, Kristin Dona,
Keisuke Harigaya, David W. Miller, Bianca Pol, Benjamin Rosser, Cecilia Tosciri and myself.

10. While a little beyond the scope of our discussion, it is interesting to note that in PQMSSM, the PQ
symmetry actually plays a role in generating the Higgsino mass. The Higgsino mass term in the MSSM must
be taken to be around the electroweak scale – which seems reminiscient of the very fine-tuning that motivates
SUSY in the first place. However, in PQMSSM this term is dynamically generated via the spontaneous
breaking of the PQ symmetry [83].
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Figure 3.1: An overview of current limits on axions, in terms of axion mass and axion-photon
coupling. Note that as shown in (b), under the assumption of SUSY, the DFSZ axion line
shifts. Taken from Ref. [82], with (b) modified to show the SUSY DFSZ line.
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MSSM neutralinos, leading to a fifth neutralino χ̃05. We will assume the heaviest neutralinos

χ̃03 and χ̃04 to be Wino- and Bino-like[11], with the lighter χ̃01 and χ̃02 to be composed of up-

and down-type Higgsinos. Then to describe the axino-neutralino mixing, we will introduce a

fifth neutralino state χ̃05, which is almost purely axino with perturbative Higgsino coupling[12].

Computing lowest-order corrections to the MSSM neutralino mixing matrix in this theory,

we find that the axino-Higgsino couplings are suppressed by a factor of 1/fa. This results in

a suppressed rate of H̃ → ãh/Z decay – or in terms of mass eigenstates, χ̃01 → χ̃05h/Z decay

This means that the χ̃01 is long-lived, and we can approximate its lifetime as [84]

cτχ̃01
≈ 9mm

(
fa

1× 1010 GeV

)2
(
1TeV
mχ̃01

)3

. (3.9)

Thus for a particular PQ domain wall number NDW , we can relate the χ̃01 lifetime to the

axion mass (Equation 3.7). As shown in Figure 3.2, using NDW = 1 we find that for χ̃01
masses of O (100GeV) – O (1TeV), axion masses of O (µeV) – O (meV) correspond with χ̃01
displacements up to hundreds of millimeters. As shown in Figure 2.1.2.4, this corresponds

with the “displaced vertex” range – where these particles are sufficiently long-lived that they

will travel an appreciable distance into the detector before decay, but not so far that they

are effectively detector-stable. As we will see in Section 4.2.2, these displacements in fact

correspond with decays within the ATLAS charged particle tracking detector. This detector

measures tracks produced by charged particles with very fine position resolution, and thus

may be able to detect the presence of a long-lived χ̃01 decay: the neutrally-charged χ̃01 travels

into the tracker unseen, but then decays with some of its decay products being charged (e.g.

11. By “Bino-like”, we refer to a neutralino that is mostly composed of a Bino. This corresponds with
N2

11 > max{N2
12, N

2
13, N

2
14} in Eq. 2.29. This is one of many assumptions we are making here – the essence of

a lot of phenomenology is that we make a series of assumptions as to focus on particular subsets of physics
models, and how we may go about searching for them.

12. We are breaking the convention of ordering the neutralino indices by mass, but this is perhaps preferable
to shifting around all the indices and comparing this model to more “garden-variety” MSSM theories.
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h(bb̄) or Z(qq̄)). This results in multiple charged particle tracks appearing from the point

where the χ̃01 decayed, which the tracker may thus identify as a displaced decay vertex[13].

From Figure 2.1.2.4, we see that there are no SM particles that yield displaced vertices with

masses above approximately 1GeV. While some of the χ̃01 energy would be carried off by

the (potentially massive) ã, for a wide range of χ̃01 and ã masses we may expect enough left

for producing a Higgs or Z-boson that, even off-shell, will yield a displaced vertex easily

distinguishable from long-lived SM particles like lambda baryons, B-mesons, or kaons[14].

Figure 3.2: The χ̃01 mean lifetime cτ as a function of its mass, as approximated by Equation 3.9.
Taken from Ref. [84].

We need not only speculate on how an experiment such as ATLAS might search for DFSZ

axinos. As described in Chapter 5, we can actually perform a careful analysis of data collected

by the experiment to search for evidence of this process, as well as a number of other BSM

theories that similarly yield long-lived particles. Before delving into this analysis, however,

13. We will discuss this phenomenon a little more in the context of the ATLAS experiment in Section 4.2.1.4.

14. To be clear, a large section of the cτ range covered in Figure 3.2 is also well beyond any of the
meta-stable SM particle lifetimes, so we may have some sensitivity even if the ã mass were to be more similar
to these. However, we must keep in mind that even simply under the SM, there may be more sources of
displaced vertices than meta-stable particles produced at the collider interaction point. We will discuss these
backgrounds in detail in Chapter 5.
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we will review how the ATLAS experiment functions. How does it receive the proton beams

whose collisions it observes? What information does it capture from these collisions, and

how? As we will see, the ATLAS detector is a complex machine that leverages a multitude of

technologies developed over decades of radiation measurement, and that – together with its

partner experiments at the Large Hadron Collider – provides an incredible laboratory for

investigating the nature of high-energy particle physics.
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CHAPTER 4

THE ATLAS EXPERIMENT

In this chapter, we will review the technical details of the ATLAS detector and its operation.

ATLAS is perhaps best described as a “suite of detectors”, and we will focus on the different

components – the charged particle tracker, the calorimeters, the muon spectrometer and the

data acquisition system – with particular emphasis on some of the technologies and methods

that are most relevant to the analysis that will be discussed in Chapter 5.

Before describing the detector, however, there is the matter of how it receives the proton

beams whose collisions it observes. As a CERN accelerator physicist once commented to

me, “high-energy physicists seldom think about where the beam comes from, and accelerator

physicists seldom think about where it goes”. Thus we will first take a brief (but important)

look at the Large Hadron Collider (LHC), the particle accelerator along which ATLAS is

stationed, and how it operates. Without the LHC, the ATLAS experiment would not have

any physics events to observe. Understanding the structure of the LHC proton beam, even at

a very basic level, will help inform some details of how detectors like ATLAS are designed

and operated, in regards to both data acquisition and the reconstruction of particles (and

more generally “physics objects”) from this data.

4.1 The Large Hadron Collider (LHC)

The LHC [1, 85] is a circular particle accelerator and collider located near Geneva, Switzer-

land, at the European Center for Nuclear Research (CERN). It consists of a circular tube,

approximately 27km in diameter and 80m underground. The inside of the tube, or beam-pipe,

is a vacuum in which two beams of protons circulate in opposite directions. The beams are

guided, focused and accelerated to high energies by means of radio-frequency (RF) cavities

and superconducting magnets, and collided at four different interaction points along the ring,
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each housing one of the four main LHC experiments. Figure 4.1 shows an outline of the

LHC and the associated beam injection systems, together with the detectors stationed along

the accelerator.

Figure 4.1: A schematic of the accelerators used to produce the proton beam used by the
LHC [86], together with the various experiments that utilize these accelerators – note that
the four main experiments are stationed along the LHC ring, while others are connected
to the smaller accelerators that feed into the LHC. The relevant sequence for the LHC is
LINAC4 → BOOSTER → PS → SPS → LHC.
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4.1.1 The LHC experiments

The four main experiments associated with the LHC are ATLAS, CMS (Compact Muon

Solenoid), LHCb (Large Hadron Collider beauty experiment) and ALICE (A Large Ion

Collider Experiment)[1].

ATLAS and CMS are both general-purpose detectors for studying proton-proton collisions,

each consisting of a suite of sub-detectors – charged particle trackers, electromagnetic and

hadronic calorimeters, and muon spectrometers – that collectively reconstruct the kinematics

of particles produced in the collisions. These two detectors serve similar functions, probing

similar physics, but they are not redundant (at least in the colloquial sense): the detectors

differ in design, each having its advantages in measurement sensitivity, and they serve as

cross-checks of each others’ results as they independently perform similar Standard Model

measurements and searches for new physics. By contrast, the other two main experiments

have more specialized functions:

• LHCb: Unlike the other detectors’ symmetric designs, LHCb has a “forward configura-

tion” designed for measuring particles produced at a narrow angle with respect to the

accelerator beam axis. It is optimized for reconstructing bottom quarks in the forward

region, as a way of probing matter-antimatter asymmetry.

• ALICE: ALICE is designed primarily for studying heavy ion (Pb+) collisions[2]. These

are produced by using an ion beam from Linac3 [87] in lieu of protons, as shown in

Figure 4.1. This is particularly useful for studies of quantum chromodynamics (QCD),

the interaction of quarks and gluons, through measuring the dynamics of quark-gluon

plasma produced by colliding heavy nuclei.

1. One might notice that ATLAS is the only experiment whose name is not an abbreviation. It was
historically an acronym for “A Toroidal LHC Apparatus”, but this has since been officially deprecated.

2. Note that while ATLAS and CMS are not dedicated to heavy ion collisions, they do also study these
processes – and in fact, produce significant research output in this field.
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4.1.2 Producing the LHC proton beam

Prior to 2020, the proton beams in the LHC were produced from hydrogen gas: Hydrogen

molecules were ionized to yield hydrogen ions H+, which are single protons. These were then

accelerated by an “Alvarez-type” linear accelerator [88] (or linac), consisting of a series of

radio-frequency (RF) cavities, and injected into the Proton Synchrotron booster (PSB) at

50MeV. This first stage in beam production has been modified since the introduction of

Linac4 [89]. Unlike its predecessor, this linac uses negative hydrogen ions (H−) consisting of

one proton and two electrons. These ions are produced in a multi-step process [90], whereby

H+ ions are made by introducing hydrogen gas into an ion source, and then back-scatter on

a cathode, producing H− ions [91–93]. These ions are then accelerated to 45 keV, at which

point they enter the linac and are accelerated to 160MeV before injection into the PSB[3].

Upon PSB injection, electrons are stripped from the H− by means of interaction with a

carbon stripping foil, to yield protons. It is in this injection process where the advantage of

using H− ions becomes apparent: The proton beam circulating in the PSB and the incoming

H− beam from Linac4, owing to their opposite charges, will converge when passed through a

focusing magnet. This allows for easily merging the beams before the stripping foil. Figure 4.2

provides a schematic of this charge-exchange injection scheme.

4.1.3 Proton beam structure

Absent from the above description, the actual structure of the proton beams is crucial to

understanding how collisions are performed, and what the resulting data look like. The

word “beam” might imply a continuous stream of protons, but the LHC beams are anything

3. While the details of the Linac4 acceleration sequence are beyond the scope of this thesis, it is worth
noting that this early stage in beam production is particularly complex, as it involves accelerating particles
from being essentially at rest, to relativistic speeds – whereas the synchrotrons and the LHC only have to
deal with beam particles in the relativistic regime. The acceleration performed by Linac4 thus involves a
number of different accelerator technologies, as detailed in Ref. [89], and which I had chance to see during a
visit to the Linac4 surface facility.
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Figure 4.2: A schematic of the charge-exchange injection performed during the injection of
H− ions from Linac4 into the PSB. Modified from Ref. [90].
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but an uninterrupted flow of single particles. On the contrary, they consist of bunches of

O
(
1011

)
protons, spaced out along the circular path they travel. Bunches are spaced 25 ns

apart, with additional spacing between sets of bunches. Figure 4.3 shows this structure

as proposed in the original LHC design. It is a partly a consequence of how the beam is

produced, but also driven by practical considerations, as the spacing between bunches sets

the time window in which the detectors like ATLAS must operate: at the interaction point in

ATLAS where the beams collide there is a bunch crossing every 25 ns, corresponding with a

bunch crossing rate of 40MHz, wherein pp collisions take place. Within that time-frame, the

detector’s subsystems must detect the full collision, and the triggering and data acquisition

must determine whether or not to record it [4]. That the beam consists of bunches (versus

single protons) is also a practical consideration, as it increases the probability of a pp collision

in each bunch crossing. In fact, we typically have multiple collisions per bunch crossing, as

we will discuss in the following section.

4.1.4 Colliding beams: Luminosity and Pileup

So far, we have established that the LHC proton beams consist of bunches of protons, with a

bunch collision rate of 40MHz. We can quantify the actual pp rate by understanding how

these bunches interact. We typically model each proton bunch as a 3-dimensional Gaussian

packet, and the two cross at some angle (as the beams are not exactly head-on at the

collision point) [95] as shown in Figure 4.4. Then we can characterize the rate of collisions by

computing the collision luminosity as

L =
N1N2fNb
4πσxσy

√1 +

(
σz
σx

φ

2

)2
−1

(4.1)

4. We will discuss this further in Section 4.2.6. The 40MHz bunch collision rate has significant consequences
for the ATLAS data acquisition scheme, as it requires using detector sub-systems with fast response, as well
as specialized circuits and hardware that can process these signals with extremely low latency.
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Figure 4.3: An outline of the original proposed LHC bunch structure. Note that the current
bunch structure is different than that shown here, but the general principles are unchanged:
the inter-bunch spacings are set by the PS → SPS → LHC injection scheme. Modified from
Ref. [94].
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• Ni is the intensity of bunch i,
• f is the revolution frequency,
• Nb is the number of bunches in the beam,
• σi is the Gaussian width of the bunch along axis i,
• φ is the crossing angle of the bunches.

where we assume that the crossing angle φ is small. From Eq. 4.1, we can see that the units

of luminosity are inverse area-time (m−2 s−1). As it turns out, the luminosity is also related

to the cross-section σ, a measure of the probability of a particle collision, and can be written

as

L =
1

σ

dN

dt
. (4.2)

• σ is the total cross-section,
• N is the number of events (collisions),
• t is time.

Cross-section is in units of area (commonly measured expressed in a unit known as the

“barn”[5]), as it represents the area transverse to two particle’s relative motion, that they

must enter in order to interact[6]. Thus, luminosity quantifies the rate at which collisions are

produced, scaled by the cross-section. This quantity is particularly convenient because it can

be used to determine the rate at which some particular process a happens, which would be

given by

dNa
dt

= L · σa . (4.3)

• L is the luminosity,
• σa is the cross-section for process a.

Here, it is important to understand the difference between process-specific cross-sections – a

5. The name of this unit is in fact an allusion to agricultural barns, and was created by M. G. Holloway
and C. P. Baker during the Manhattan Project [96].

6. In classical mechanics, this would depend on the size of the two finite-volume “particles”. As we are
dealing with point-like particles, this is instead influenced not explicitly by their size, but by the forces by
which they can interact.
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measure of the likelihood of a particular process happening – versus the total cross-section

for pp collisions, which just tells us the likelihood for something to happen (in other words, a

sum over all possible processes). Figure 4.5 shows the various Standard Model cross-sections

for the ATLAS experiment.

ϕ

σz
σx

Figure 4.4: A schematic showing the crossing of two proton beams – or rather bunches of
protons – at some crossing angle φ. For the high-luminosity (HL) LHC upgrade, the proton
bunches will be rotated via RF pulses from crab cavities prior to collision, so that the two
bunches will maximally overlap at the collision point [97].

One can also integrate the luminosity over time, as a means of quantifying the amount of

data collected. This is how collider experiments like ATLAS typically report collected data –

and by multiplying the integrated luminosity by a particular process cross-section, we can

compute the number of events of that process we expect to have produced. Figure 4.6 shows

the integrated luminosity of pp collisions delivered to the ATLAS experiment, as a function

of time.
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Figure 4.5: Various Standard Model cross-sections as measured by the ATLAS experiment,
indicated by the (parton-level) final state produced. “Jets” refers to the collimated streams of
hadrons produced by quark and gluon emission, discussed in Section 4.2.1.5 and Appendix E.
The proton-proton cross-section is also included in the left-most bin. From Ref. [98].
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Figure 4.6: The integrated luminosity of pp collisions delivered to the ATLAS experiment.
Note the increase in the maximum slope of the curves after 2012, corresponding with an
increase in the maximum instantaneous luminosity. Taken from Ref. [99].

4.2 The ATLAS Experiment

In the following section, we will review the various sub-detectors that comprise the ATLAS

experiment, as well as the triggering and data acquisition system interlinked with these

sub-detectors that determines which events to save. As the ATLAS experiment undergoes a

series of phased upgrades – one already performed, and another underway – we will review

the “basic” detector structure and then the upgrades, with an emphasis on the “Phase 2”

upgrade for the high-luminosity LHC (HL-LHC) era. This will be particularly instructive for

highlighting some of my work regarding calibration of the ATLAS calorimeters for HL-LHC,

and for contextualizing the later chapter on a new physics search at ATLAS in which I

participated.

It is also instructive to review some basics about how particle detector technologies function:

What are trackers and calorimeters? How do we actually measure particle momenta? Some
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necessary context will be given when describing each detector system, but a more in-depth

discussion of these fundamentals is reserved for Appendix F, for easy access and to avoid

cluttering up the discussion of details specific to the ATLAS detector itself.

4.2.1 A Foreword: Some Collider Terminology and Concepts

Before reviewing the ATLAS detector, let us review some basic terminology that will help with

describing its design and operation. Collider physics is no stranger to complex terminology

and jargon, and the ATLAS experiment is no exception. To hopefully limit confusion, we

will explicitly review a couple key terms that will be used throughout, and general concepts

that inform both detector design and how we study the measurements that they perform.

4.2.1.1 Coordinate Systems

When describing the geometry of the ATLAS detector and the particle collisions it measures,

we conventionally define a Cartesian coordinate system where the z-axis coincides with the

beam axis – that along which both beams enter ATLAS and collide. We then define the x−

and y− axes so that the y+ direction is vertically upwards. We often refer to the xy−plane

as the transverse plane, as it is transverse with respect to the beam axis. Vectors in this

plane are referred to as transverse vectors, such as the transverse momentum pT .

The ATLAS detector has a cylindrical layout with respect to the z-axis, so we typically

use a cylindrical coordinate system rather than the Cartesian one. The detector’s cylindrical

geometry of the detector is no accident, and its choice is a consequence of the symmetries

inherent to the proton-proton (pp) collisions: there is no “preferred” direction in the transverse

plane for particles produced in collisions[7] and thus it often makes more sense to describe

7. The only sort of “bias” in azimuthal direction comes from the gravitational field, but gravity is far weaker
than the strong and electroweak forces that dominate particle interactions and is thus entirely negligible for
our purposes.
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particle positions and momenta in terms of their transverse (radial) components[8], a polar

angle θ with respect to the z-axis, and an azimuthal angle φ. Based on the preceding arguments

we expect particles produced in pp collisions to be evenly distributed in φ across events[9]. In

other words, the system we are observing (pp collisions) is cylindrically-symmetric.

Note that our system is explicitly not spherically-symmetric, owing to the presence of the

beam-line that defines the z-axis.

4.2.1.2 Rapidity, Pseudo-rapidity and Angular Distances

There is one more quirk to how we typically discuss coordinates in the detector, which is that

instead of using the polar angle θ, we instead use a quantity called pseudo-rapidity. Firstly,

we define the rapidity of a particle as[10]

y =
1

2
ln E + pz
E − pz

. (4.4)

• E is the particle’s energy,
• pz is the z-component of the particle’s momentum.

The rapidity is a meaningful quantity in the context of special relativity: it defines the

Lorentz boost along ẑ necessary to move from the lab frame, to a frame where the particle’s

momentum is entirely perpendicular to the beam axis[11]. However this is not a purely spatial

8. Another reason why we typically discuss quantities like transverse momentum is that we know that by
conservation of momentum, the transverse momenta of all the outgoing particles should balance out since the
beam protons have no transverse momentum – as discussed in Section 4.2.1.6. By contrast, we do not know
the total z-momentum of the system, as the proton’s constituent quarks (which interact) carry unknown
fractions of the total proton momentum; this is a phenomenon modeled by parton distribution functions. For
a related review, see Ref. [100].

9. Whether or not this translates to measuring distributions of particles in φ that are uniform is another
matter – issues with detector component calibrations, malfunction, or misalignment may prevent this.

10. The usage of the symbol y for rapidity is perhaps inconvenient, given that this is also conventionally
used for one of the Cartesian axes. However as we generally do not use Cartesian coordinates, there is
typically little ambiguity in usage.

11. To be precise, it is the boost necessary to move to a frame where the particle’s momentum along ẑ is
zero: For a particle with ~p ‖ ẑ, it is impossible to boost along ẑ such that ~p ∦ ẑ except for boosting such that
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quantity, as depends on a particle’s energy E. In other words, we cannot deduce a particle’s

rapidity solely from its 3-momentum ~p, as it will also receive a contribution from the particle’s

mass m. Thus while we can associate a rapidity with any 4-momentum pµ, we cannot use

the rapidity as a component of our spatial coordinate system.

In a similar spirit, we can define a quantity which we will call pseudo-rapidity, that is

spatial in nature. The pseudo-rapidity η is defined as

η = arctanh
(
pz
|~p|

)
≡ − ln

(
tan
(
θ

2

))
, (4.5)

The rapidity and pseudo-rapidity are related quantities: they are exactly equivalent for a

massless 4-momentum, and as the rapidity can be expressed in terms of pseudo-rapidity as

y = η − 1

2
tanh η

(
m

pT

)2

+O

((
m

pT

)4
)
, (4.6)

where pT is the transverse component of the momentum, the two quantities are very similar

when pT � m.

As η is purely spatially defined, we can use it in lieu of θ when describing positions in the

detector. With this ingredient, we now have the coordinate system most commonly used in

collider physics: radial position r, pseudo-rapidity η and azimuthal angle φ.

Besides describing the positions of particles and orientations of their momenta in the

collider, it is also useful to establish conventions for describing the distances between these

objects, in both position- and momentum-space. In particular, we often describe distances

|~p| = 0. Note that such a boost only exists for a massive particle, a massless particle (such as a photon) with
~p ‖ ẑ has infinite rapidity.

54



between momenta in terms of angular distance ∆R, which is given by

∆R =

√
(∆y)2 + (∆φ)2 . (4.7)

• ∆y is the difference in rapidity,
• ∆φ is the difference in azimuthal angle.

This is the Cartesian distance between two 4-momenta in the y−φ plane. Following from

our above discussion of pseudo-rapidity, it is convenient to substitute η for y to yield

∆R ≈
√
(∆η)2 + (∆φ)2 (4.8)

in order to have a purely geometric definition.

4.2.1.3 Collider events and pileup

In collider experiments like ATLAS, we often speak about physics events. An event is

the collision of two protons, and all the things that happen as a direct consequence: The

production of some particle(s) via interaction between these protons’ quarks, any subsequent

particle decays, and propagation of the resulting (meta)-stable particles through the detector.

At least, this describes an “idealized” event in a hadron collider like the LHC. As described

in Section 4.1.3, the proton beams consist of bunches of protons, spaced 25 ns apart, and

each bunch crossing results in multiple collisions. There are two consequences of this beam

structure that complicate the picture of an event described above:

• Multiple protons collide in each bunch crossing. Thus each event actually corresponds

to multiple, (nearly) simultaneous pp collisions.

• We measure an event via its interaction with our detector. The signals produced take

a finite time to propagate: for example, the electrons we detect from the ionization

of some material take some non-zero time to actually propagate from the point of
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ionization to the electronic readout. This is sometimes slow enough that information

from one event becomes mixed with that from a subsequent event.

These phenomena are collectively known as pileup, as they quite literally result in

information from different pp collisions “piling up”. One can mitigate the latter effect,

known as “out-of-time” pileup, by designing a detector with good timing resolution: the

better one can precisely measure the time at which a particle passed through a particular

detector component, the easier it can be associated with one bunch crossing or another. The

former effect, known as “in-time” pileup, can be partly addressed through primary vertexing,

the process of identifying a primary hard-scatter interaction, and the position where its

corresponding collision took place.

4.2.1.4 Primary and secondary vertexing

We are typically only interested in one pp collision per bunch crossing in our detector. The vast

majority of collisions produce gluon or light quark-initiated hadronic showers, many of them

at relatively low energies compared to the center-of-mass collision energy of
√
s = 13TeV.

These are not interesting processes[12] for most Standard Model measurements and new

physics searches, and can be thought of as some kind of background: We are most often

interested in the most energetic collision in each bunch crossing, which may yield a similar

interaction at higher energy or something rarer still, whether it be the production of heavy

quarks, vector or Higgs bosons, or something else (such as new physics!).

When we reconstruct an event – combining information on charged particle trajectories

from the tracker, and energy depositions from the calorimeters and muon spectrometer[13] to

reconstruct particles – we can trace these reconstructed particles back to the positions of the

12. To further qualify this statement, these processes are typically considered uninteresting precisely because
of their abundance. We are typically interested in the rarer interactions, of which we have produced (and
measured) fewer.

13. We’ll discuss the systems specific to ATLAS further below in this section. For more basic details on the
different types of particle detectors, see Appendix F.
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pp collisions from which they originated. We call these points in space and time vertices, and

more specifically primary vertices (to distinguish them from the secondary vertices we shall

discuss further below).

In order to identify the vertex corresponding with the pp interaction we wish to study in a

given event, we identify the hard-scatter vertex as that with the highest
∑
i

(
pT,i

2
)
, where the

sum is taken over all reconstructed particles we associate with this vertex[14]. All the other

primary vertices are then referred to as pileup vertices, the source of our in-time pileup. We

may be able to identify the products of in-time pileup in our event reconstruction by tracing

them back to these production vertices; however pileup removal is typically a more complex,

multi-step process built in to our reconstruction algorithms that uses additional information

to determine whether or not a given particle track or energy deposit is pileup-related.

As discussed in Section 2.1.2.4, many of the particles in the Standard Model (both

fundamental and composite) are unstable, and decay on very short timescales: we may detect

their presence in an event via the kinematics of their decay products, but their decays can

be considered effectively instantaneous for most intents and purposes. We typically refer

to these decays as prompt. By contrast, some particles have sufficiently long lifetimes that,

when produced in a pp collision (or subsequent prompt decays), they will typically propagate

a measurable distance before decay. We often refer to these particles as meta-stable or

long-lived.

We can identify long-lived particles produced in an event by looking for secondary or

displaced vertices, as we may trace their decay products to a vertex spatially separated from

the hard-scatter vertex. The mean distance by which the particle’s decay vertex is displaced

14. It is important to note that while this is the most common definition – we are typically interested in
the highest-energy collision – it is a choice nonetheless. We have multiple options for the algorithm used to
identify the primary vertex, and although our choices may be well-motivated by the physics processes we
study, they are by definition somewhat arbitrary. The sum of squares of transverse momenta is not the most
elegant quantity, being the scalar sum of components of vectors that are almost never parallel, but it is a
good metric for quantifying how energetic a particular pp interaction is.
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from its production vertex is given by

〈d〉 = βγcτ , (4.9)

• c is the speed of light in vacuum,
• β ≡ v/c is the particle’s velocity as a fraction of c,
• γ =

(
1− β2

)−1 is the Lorentz boost factor,
• τ is the particle’s mean lifetime.

which depends on both its mean[15] lifetime τ and speed β and may be used to identify the

particle species. For example, the B-mesons have mean lifetimes of O
(
10−3ns

)
, and thus

may travel a few millimeters before decay if moving near the speed of light, as shown in

Figure 4.7.
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Figure 4.7: The B0-meson lifetime in the lab reference frame, as a function of its speed β (as
a fraction of the speed of light in vacuum).

4.2.1.5 Jets: the manifestation of quarks and gluons

Perhaps one of the most important concepts in hadronic physics – the study of the strong

sector – is that of a jet. These are at the most basic level[16], collections of reconstructed

15. As a reminder, we discuss mean lifetimes as particle decay is a random Poisson process.

16. For a fuller review, see Appendix E.
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particles, “objects” that we make in order to identify and reconstruct the showering and

hadronization of gluons and quarks. As discussed in Section 2.1, we do not see “naked” quarks

or gluons as a consequence of QCD color confinement. Instead, the emission of quarks or

gluons in a pp collision results in the production of a collimated stream of hadrons[17] through

the process of showering and subsequent hadronization. The resulting hadrons are detected

via electromagnetic interactions with the detector’s charged particle tracker (if charged), and

the deposition of their energy in the detector’s electromagnetic and hadronic calorimeters.

Thus instead of directly measuring the 4-momentum of a quark or gluon ejected from a

collision, we instead observe a spray of particles emanating outwards roughly in a cone.

Summing these particles’ 4-momenta will give the 4-momentum of the quark or gluon

that initiated the shower, so if we wish to reconstruct the quark or gluon then our task is

to identify the presence of such a cluster of particles in our detector’s reconstruction of the

event, and correctly identify which reconstructed particles belong to this cluster. This task is

complicated by a number of factors, including that there are typically many such clusters

simultaneously present in an event, as a consequence of pileup. To identify these clusters, we

construct jets from our reconstructed particles’ momenta. The details of this process, known

as jet clustering, are described in Appendix E. For the present discussion, it suffices to say

that we attempt to identify hadrons among our reconstructed particles, and cluster those

that are close to one another in ∆R.

17. Predominantly pions π± and π0 (mesons composed of up- and down-type quarks) and kaons K±, K0
L

and K0
S (mesons composed of an up- or down-type quark together with a strange quark).
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4.2.1.6 Missing Transverse Energy

As the colliding beams have no momentum in the transverse direction[18] , we expect there

to be no net transverse momentum in an event. However, we may not be able to directly

measure all the particle momenta in an event. Specifically, neutrinos are effectively invisible

to the ATLAS detector as they do not interact via electromagnetic or strong forces, and thus

may carry off momentum and cause an imbalance in the net transverse momentum of the

event[19]. We refer to this imbalance as missing transverse energy[20], often denoted as /ET ,

Emiss
T or “MET”. There are typically multiple ways to define this quantity, depending on

what information is used from the ATLAS calorimeters and muon spectrometer, and how

this information is used to reconstruct signals – for example, what jet clustering algorithm is

employed.

4.2.2 The ATLAS Inner Detector

The ATLAS Inner Detector serves the purpose of reconstructing the tracks of charged particles,

which is used (in conjunction with the other detector components) to identify electron, muon

and photon[21] candidates, as well as for identification of displaced particle decays – which

produce displaced vertices if their decay products are charged and produce tracks. Owing to

its role, the Inner Detector is often referred to as the tracker. The portion of the detector

nearest to the beam pipe in which the proton beams circulate and collide, it consists of a

set of silicon tracking detectors – the Pixel and semiconductor tracking (SCT) systems – as

18. To be precise, the beams collide with a half-crossing angle of approximately 160µrad [101, 102], resulting
in some net transverse momentum for the pp collision system – however, this is so small as to be entirely
negligible. Similarly, one can neglect any effects from small transverse momenta of the protons’ constituent
partons.

19. The same holds true for certain beyond-Standard Model particles, such as those studied in Chapter 5.2.

20. This is arguably a bit of a misnomer, as we are really discussing momentum and not energy.

21. Combining the Inner Detector with other systems, photons can be identified precisely because they
do not produce tracks. They may otherwise look similar (to the detector) as electrons, as they produce
electromagnetic showers in the calorimeters described in Section 4.2.4 (and as discussed in Appendix F.2).
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well as a transition radiation tracker (TRT) [103]. As will be discussed below, these detector

systems use silicon pixels and strips, as well as “straw tube” technologies, to record particle

hits from which tracks can be fitted. Unlike the calorimeter and muon spectrometer systems

discussed in Section 4.2.4 and 4.2.5, the tracker is not meant to stop particles but rather

interact with them minimally: the goal is to record particle trajectories but not appreciably

alter their energies before they are measured by the other systems.

Figure 4.8 highlights the position of the ATLAS Inner Detector, and Figure 4.9 provides

an overview of the Inner Detector design.

Figure 4.8: A highlight of the components of the ATLAS Inner Detector. Taken from
Ref. [104].

4.2.2.1 Pixel Detector

The (silicon) Pixel Detector consists of barrel and end-cap sections, and covers a region of

|η| < 2.5. The barrel consists of 4 concentric layers of silicon pn junctions, segmented as

pixels, to detect the passage of charged particles via ionization – these layers include 3 from

the original detector design, as well as an additional “Insertable B-Layer” (IBL) that was

later added so as to improve the identification of bottom quark-initiated jets via identification
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Figure 4.9: An overview of the ATLAS Inner Detector design, highlighting the barrel and
end-cap components of each detector system. Taken from Ref. [105].

of displaced B-meson decays [106]. Each layer consists of an array of modules, each module

containing 47232 pixels of pitch (400 µm× 50 µm) or (582.5 µm× 30 µm) in (z, φ), depending

on the position [107][22]. Table 4.1 provides an overview of the Pixel Detector barrel section.

Layer 〈R〉 [mm] Active
half-length [mm]

Number of
pixels (×106)

Insertable B-Layer (IBL) 33.25 330.15 6.02
B-Layer (BL) 50.5 385 13.2
Layer 1 (L1) 88.5 385 22.8
Layer 2 (L2) 122.5 385 31.2

Table 4.1: An overview of the layers of the barrel section of the Pixel Detector, including the
Insertable B-Layer. For the radial position, the average for the sensitive components of the
layer is provided. Taken from Ref. [103, 106].

22. The dimensions for the IBL are slightly different. Its pixels have pitch (250µm × 50µm) [106].

22. In fact, even in the absence of any NCB, the distribution is not entirely flat but exhibits a very gentle
sinusoidal shape, with a small excess in the −φ region and deficit in the +φ region. This is due to the very
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The end-cap sections consist of silicon pixels arranged in concentric rings to form disks. The

silicon components consist of 150 µm-thick trapezoid plates, 5.3 cm in height and with inner

and outer edges of 1.249 cm and 1.491 cm, respectively. These are divided into 300 µm×50 µm

pixels, as in the barrel section. Figure 4.10 provides a rendering of the barrel and end-cap

sections.

(a)

(b)

Figure 4.10: Renderings of the Pixel detector, showing (a) an exploded side view of the barrel
and end-cap sections, and (b) a frontal view of the barrel section. Produced using the VP1
software package [108].

small but measurable mechanical sagging of the ATLAS detector, causing the interaction point to not be at
the perfect center of the detector.
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4.2.2.2 Semiconductor Tracker

The (aptly-named) SCT is, like the Pixel Detector, a silicon pn junction-based tracking

detector. However, its silicon components are segmented as strips rather than pixels – which

offer lower position resolution, but at a larger distance from the interaction point (where this

has less impact on tracking precision). It consists of 4 barrel layers and 9 end-cap disks, with

parameters outlined in Tables 4.2a and 4.2b. In the barrel region, each detector module

consists of 4 single-sided silicon strip detectors, with a pitch of 80 µm and an active length of

123.2mm [103]. Two of sets of strips run parallel to the z-axis, while two others are rotated

with respect to it by 40mrad as to allow for measurement in the z-direction. Figure 4.11

provides a cross-sectional view of the Pixel and SCT detectors.

Layer R [mm]
1 300.0
2 373.0
3 447.0
4 520.0

(a) SCT barrel parameters.

Layer z [mm] Rmin [mm]
1 835.0 259
2 925.0 336
3 1072.0 259
4 1260.0 259
5 1460.0 259
6 1695.0 259
7 2135.0 336
8 2528.0 401
9 2788.0 440

(b) SCT end-cap parameters.

Table 4.2: Overview of the (a) barrel and (b) end-cap layers of the SCT. For the barrel layers,
each has a half-length of 746.7mm and a pitch of 80 µm. For the end-cap layers, strip pitches
range from 54.53 µm to 90.34 µm, and each layer has a maximum radius of 560mm. Taken
from Ref. [103].

4.2.2.3 Transition Radiation Tracker

The TRT is a straw-tube tracker, consisting of Kapton and carbon-fiber tubes 2mm in radius,

filled with either a Xe:CO2:O2 or argon-based[23] mixture [109, 110]. With the tube walls

23. While designed for use with a xenon-based mixture, the TRT gas was eventually replaced with argon as
the system suffers from gas leaks, and xenon would be prohibitively expensive for the required replacement

64



Figure 4.11: A cross-sectional diagram of the Pixel and SCT detectors. Produced using the
VP1 software package [108].

kept at −1.5 kV and a 15.5 µm Au W cathode wire at the center of each tube, they act as

proportional counters. The TRT gets its name from the spaces between the tubes, which

is filled with polypropylene fibers and foil [111]: impinging, charged high-energy particles

produce transition radiation [112, 113] as they cross the material boundaries of the polymer.

The power emitted by the transition radiation is linearly proportional to the Lorentz factor

γ = E/m, which (together with energy measurement) allows for determining the particle

mass (and thus its identity). As the other subsystems, the TRT is divided into barrel and

end-cap sections. Table 4.3 provides an overview of parameters for these two sections.

4.2.3 The ATLAS Magnet System

Although not a detector itself, the ATLAS magnet system plays a crucial role in measurements

performed by the Inner Detector. Depicted in Figure 4.12, it consists of a central solenoid,

rate.

65



Parameter Value
Number of straw tubes 52544

Radial coverage (0.5m, 1.1m)
Pseudorapidity coverage |η| < 1

(a) TRT barrel parameters.

Parameter Value
Number of straw tubes 122880

z coverage (0.8m, 2.7m)
Pseudorapidity coverage 1 < |η| < 2

(b) TRT end-cap parameters.

Table 4.3: An overview of the design parameters of the Transition Radiation Tracker. Taken
from Ref. [109].

as well as barrel and endcap toroid sections. The system produces strong magnetic fields

parallel to the beam line [114], which serve to curve the trajectories of charged particles by

applying a Lorentz force given by

~F = q~v × ~B . (4.10)

• ~F is the Lorentz force,
• q is the particle charge,
• ~v is the particle velocity,
• ~B is the magnetic field.

If the magnitudes of the magnetic field and particle charge are known[24], the curvature of

the particle trajectory (such as measured in the Inner Detector) can be used to measure the

momentum-charge ratio p/m.

4.2.3.1 Central Solenoid Magnet

The central solenoid consists of a wound NbTi conductor, encased in a Al support cylinder,

and is located radially between the Inner Detector and the cryostat that houses the liquid

argon calorimeter [114, 116]. As it sits before the calorimeter, its design is optimized so that

the coil thickness is only approximately 0.66X0 radiation lengths [117]. Table 4.4 provides

an overview of the solenoid design parameters.

24. Note that as shown in Figure 2.1, all the charged particles have electric charges of ±1q. There are in
fact BSM theories that include particles with effective fractional charges, such as those searched for in the
MilliQan experiment [115].
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Figure 4.12: A highlight of the components of the ATLAS magnet system. Taken from
Ref. [104].

Parameter Value
Inner diameter 2.46m
Outer diameter 2.56m

Axial length 5.8m
Number of turns 1154

Bore magnetic field 0.9-2.0T

Table 4.4: An overview of the central solenoid design parameters. Taken from Ref. [117].
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4.2.3.2 Toroid Magnets

The barrel and end-cap toroid magnets, like the central solenoid, use NbTi conductor. The

barrel magnets consist of 8 “racetrack”-shaped vessels, containing the magnets inside a

vacuum. The end-cap magnets consist of smaller sets of square and “keystone”-shaped coils

located at either end of the detector, in the gear-shaped assemblies shown in Figure 4.12.

Their primary function is to strengthen the magnetic field in the end-cap regions of the muon

spectrometer. Table 4.5 provides an overview of the toroid magnet design parameters.

Parameter Value
Inner diameter 9.4m
Outer diameter 20.1m

Axial length 25.3m
Number of coils 8

Number of turns per coil 120
Bore magnetic field 0.2-2.5T

(a) Toroid magnet barrel parameters.

Parameter Value
Inner diameter 1.65m
Outer diameter 10.7m

Axial length 5.0m
Number of coils 2× 8

Number of turns per coil 116
Bore magnetic field 0.2-3.5T

(b) Toroid magnet end-cap parameters.

Table 4.5: An overview of the design parameters of the (a) barrel and (b) end-cap toroid
magnets Taken from Ref. [116].

4.2.4 The ATLAS Calorimeters

The ATLAS electromagnetic (EM) and hadronic calorimeters surround the inner detector,

consisting of two concentric cylinders and end-caps covering the radial region of approximately

(1, 4)m. Their function is to precisely measure the energy deposited by electrons, photons

and hadronic jets. Additionally, the calorimeter (in conjunction with the muon spectrometer)

provides a measurement of the missing transverse energy (as discussed in Section 4.2.1.6).

Aside from precision measurements, the calorimeters also provide input to the triggering and

data acquisition system, in order to determine whether or not to save a given event.

The two calorimeters share some similar design principles. They fundamentally operate

under the same basic principle of turning the ionization of their active media by impinging
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high-energy particles into measurements of those particles’ energies, and where those energies

were deposited. Furthermore, both are examples of sampling calorimeters. These are

calorimeters with their active media interleaved with non-instrumented absorber to encourage

the more compact development of particle showers by packing in more radiation lengths than

would be achieved otherwise[25]. However, the two calorimeters differ in the types of active

media used, and are optimized for measuring the energy of different types of particle showers

– electromagnetic and hadronic.

Figure 4.13 highlights the position of the ATLAS calorimeters in the detector.

Figure 4.13: A highlight of the components of the ATLAS calorimeters. Taken from Ref. [104].

4.2.4.1 Liquid Argon Calorimeter

The liquid argon (LAr) calorimeter is primarily an EM calorimeter, optimized to measure

the energy of EM showers produced by electrons and photons, but also includes subsystems

dedicated to measuring hadronic showers [118, 119]. Covering both the barrel of the detector

and the end-caps, it consists of four sections as outlined in Table 4.6. Each section is

25. For details on sampling calorimeters, see Appendix F.1.
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comprised of absorbers in an “accordion” configuration, interspersed with readout electrodes.

The whole system is submerged in liquid argon – the active medium of the calorimeter – and

is contained within a set of cryostats to maintain a temperature of approximately 89.3K. A

“presampler” system located before the beginning of the cryostat helps account for energy

loss from particles’ interactions with the inner cryostat wall – as well as the solenoid magnet

that separates the calorimeter from the inner detector. Figure 4.14 shows the design of the

calorimeter in the barrel and end-cap regions, and Figure 4.15 shows the accordion structure

of the absorber/electrode structure.

Name Coverage Absorber material
Electromagnetic barrel (EMB) |η| < 1.475 Lead

Electromagnetic end-cap (EMEC) 1.375 < |η| < 3.2 Lead
Hadronic end-cap (HEC) 1.5 < |η| < 3.2 copper

Forward calorimeter (FCAL) 3.1 < |η| < 4.9 copper/tungsten

Table 4.6: An overview of the different sections of the LAr calorimeter. This includes both
the electromagnetic calorimeter (EMB + EMEC), and parts of the hadronic calorimeter
(HEC + FCAL).
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the front and back face of the calorimeter using “motherboards”, which also carry the calibrat-
ing element (one resistor per channel).

Read-out and calibration signals are routed through cold-to-warm feedthroughs located at each
end of the cryostat. Electronics boxes containing the readout elements, up to and including the
ADCs, are located on each feedthrough, and provide electrical continuity of the ground so as to
form a single Faraday cage out of which come the digital signals.

1.4.2 End-cap calorimeter

Figure 1-3 shows a perspective view of an end-cap cryostat, containing the electromagnetic
wheel, the two hadronic wheels, and the forward calorimeter. In the end-caps, the amplitude of
the accordion waves scales with the radius. Given the practical limitations in fabricating the ab-
sober plates (which are arranged like the spokes of a wheel), the ratio of inner to outer radius of

Figure 1-1 Perspective view of one half of the barrel cryostat.

(a) Barrel.
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(endcap) presampler feature, a 1 cm (5 mm) liquid argon active layer instrumented with elec-
trodes roughly perpendicular (parallel) to the beam axis.

In the transition region between barrel and end-cap, around |η | = 1.4, the situation is particu-
larly critical, and a scintillator layer, between the two cryostats, is used to recover mainly the jet
energy measurement. This also helps for electrons and photons (see Performance Volume [1-1]).
Beyond a pseudorapidity of 1.8, the presampler is no longer necessary given the more limited
amount of dead material and the higher energy of particles for a given pT.

In order to avoid creating a gap in the electromagnetic calorimetry coverage (see Figure 1-5), the
electromagnetic end-cap wheels have to be as close as possible to the barrel modules. To satisfy
this requirement, we have tried to reduce to a minimum, in accordance with the ATLAS Techni-
cal Coordination, the gap between the two cryostats (95 mm), and the end-cap presampler,
which is of minimum thickness, is encased in a notch of the cryostat cold wall. This takes ad-
vantage of the fact that at this radius the mechanical stresses in the end-cap cryostat cold wall
are not too large.

1.4.4 Lead thickness and signal height

Detailed simulation of the response to high-energy electrons and photons has shown [1-1] that
the total radiation thickness up to the end of the EM calorimeter must be at least 24 X0 in the
barrel, and 26 X0 in the end-caps. On the other hand, the resolution at medium energy is better
if the sampling fraction is higher, meaning fewer X0’s in the same space.

Figure 1-3 Perspective view of one end-cap cryostat.

(b) End-cap.

Figure 4.14: Diagrams showing the basic layout of the (a) barrel and (b) end-cap sections of
the ATLAS liquid argon calorimeter. Taken from Ref [118].
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a given plate is limited to about three. As a consequence each end-cap EM wheel consists of two
concentric wheels, the large one spanning the pseudorapidity interval from 1.4 to 2.5, and the
small one from 2.5 to 3.2.

There are 768 plates in the large wheel (3 consecutive planes are grouped together to form a rea-
dout cell of 0.025 in φ) and 256 in the small wheel.

As for the barrel, the end-cap cryostats are built out of aluminium, and are vacuum insulated.
The outer radius of the cylindrical warm shell is the same as the barrel (2.25 m), and the length
of one cryostat is 3.17 m. In order to limit the thickness of the flat front faces of each cryostat, the
warm and the cold shells can push on each other through plastic bumpers (see Chapter 5). In to-
tal the two flat walls represent, however, almost 1 X0.

1.4.3 Presampler

The distribution of material in front of the EM calorimeter is shown in Figure 1-4. This amount
of material, the way it is distributed in space, and the presence of a magnetic field combine to
necessitate a presampler to correct for the energy lost in front of the calorimeter. The barrel

Figure 1-2 Sketch of the accordion structure of the EM calorimeter.
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Figure 4.15: A schematic showing the structure of the ATLAS liquid argon calorimeter in
the central barrel section. Note that the calorimeter consists of three concentric cylindrical
structures with differing η granularity. Taken from Ref. [118].

As shown in Figure 4.15, the barrel of the calorimeter consists of different radial layers,

referred to as samplings[26], each with a different η granularity. Table 4.7 provides an overview

of the granularity of the different samplings, for the EMB and EMEC.

Sampling |η| < 1.4 1.4 < |η| < 1.8 1.8 < η < 2.0 2.0 < |η| < 2.5 2.5 < |η| < 3.2

Presampler 0.025× 0.1 0.025× 0.1
Sampling 1 0.003× 0.1 0.003× 0.1 0.004× 0.1 0.006× 0.1 0.1× 0.1
Sampling 2 0.025× 0.025 0.025× 0.025 0.025× 0.025 0.025× 0.025 0.1× 0.1
Sampling 3 0.050× 0.025 0.050× 0.025 0.050× 0.025 0.050× 0.025

Trigger 0.1× 0.1 0.1× 0.1 0.1× 0.1 0.1× 0.1 0.2× 0.2

Table 4.7: An overview of the different samplings of the ATLAS liquid argon calorimeter
EMB and EMEC.Granularity is reported as (∆η,∆φ). Reproduced from Ref. [118].

26. This terminology may be a little confusing as the LAr calorimeter is a sampling calorimeter. This does
not refer simply to full sections of instrumented material separated by sections of absorber, but rather to
sections with differing η resolution.
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4.2.4.2 Tile Calorimeter

Like the HEC and FCAL subsystems of the LAr calorimeter, the Tile calorimeter (TileCal)

serves as a hadronic calorimeter: it is optimized to measure the energy deposited by hadronic

showers, those produced by hadrons (such as charged pions and kaons)[27]. These showers

develop over larger distances – in terms of radiation lengths[28] – and so TileCal is accordingly

made larger and is located outside of the LAr calorimeter, covering a radial region of

approximately (2.3m, 3.9m). It consists of a periodic structure of modules, each of which

is a laminate of scintillating plastic – transparent injection-molded polystyrene, containing

paraterphenyl (PTP) and 1,4-bis(5-phenyloxazol-2-yl) benzene (POPOP) wavelength-shifting

dyes – and steel absorber attached to a support girder [120]. Figure 4.16 shows the structure

of a single module, and Figures 4.17 and 4.18 show the full TileCal layout, consisting of

barrel and extended-barrel regions.

Readout is handled by wavelength-shifting fibers, that transmit signals from the scintilla-

tion photons produced in the plastic tiles, to photomultiplier tubes that convert these into

voltage pulses[29]

4.2.5 The ATLAS Muon Spectrometer

The muon spectrometer corresponds with the outermost layers of the ATLAS detector. Muons

are leptonic particles like electrons, but with roughly 200 times the mass of an electron, they

are not stopped as easily. Passing through the inner detector and the calorimeters, they

deposit the majority of their momentum in the muon spectrometers’ various subsystems.

These subsystems, all of them gaseous particle detectors, consist of the following:

• Monitored Drift Tubes (MDTs),

27. For a discussion of electromagnetic and hadronic calorimeters – and the differences in calibrating these
– see Appendix F.2.

28. See Appendix F.1.

29. For more details on photomultiplier tubes, see Appendix F.4.
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Figure 4.16: A schematic of a single TileCal module. Taken from Ref. [120].

Figure 4.17: A rendering of the TileCal structure. Taken from Ref. [120].
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2.2 Requirements for the HL-LHC

Figure 2.3: Map of Tile cells, showing tower structure. Also shown are the "gap" (E1,E2) and "crack"
(E3,E4) scintillators. The MBTS and E’ scintillators are not shown.

from several cells to form a fast analog trigger signal. It digitises the PMT signals, and
integrates continuous PMT current to measure low-light processes such as gamma rays
from the radioactive source calibration system and minimum bias events. The front-end
electronics also serialise the data and send it to the back-end system. The read-out requires
a dynamic range of 16 bits. The Tile calorimeter must be able to identify single muons which
deposit approximately 400 MeVin the smallest central cells, and to provide a linear response
to measure jets response up to several TeV. The simulations showed that only a few events
per year would reach cell energies of about 1.5 TeVor higher. Beam tests show that the
photoelectron yield for the scintillator is at least 70 photo-electrons/GeV. The expected
evolution of the light yield in the HL-LHC environment is discussed later in this chapter.

The CAN-bus interface is used for the monitoring of temperature and voltage by the De-
tector Control System (DCS).

Calibrations are performed in three ways: using local charge injection (CIS) into the front-
end electronics, laser pulses into the PMTs, and a Cs137 source that is moved through tubes
traversing all scintillators in the calorimeter.

2.2 Requirements for the HL-LHC

The Phase-II upgrades will prepare the ATLAS experiment for the HL-LHC, which is
planned to deliver more than ten times the integrated luminosity (3000–4000 fb�1) of LHC
Runs 1-3 combined. To achieve this integrated luminosity in a reasonable amount of time an
instantaneous luminosity of up to 7.5 ⇥ 1034 cm�2s�1, corresponding to an average of 200
simultaneous pp interactions per bunch crossing, is required. This peak luminosity is 7.5

5

Figure 4.18: A schematic showing the division of TileCal into different towers. Taken from
Ref. [121].

• Resistive Plate Chambers (RPCs),

• Thin Gap Chambers (TGCs),

• Cathode Strip Chambers (CSCs).

Figure 4.19 shows the position of the muon spectrometer components in the ATLAS detector,

and Figure 4.20 shows the locations of the subsystems.

Figure 4.19: A highlight of the components of the ATLAS muon spectrometer. Taken from
Ref. [104].
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1.3  Detector layout

The overall layout of the muon chambers in the ATLAS detector is shown in Figure 1-6, which
indicates the different regions in which the four chamber technologies are employed. The cham-
bers are arranged such that particles from the interaction point traverse three stations of cham-
bers. The positions of these stations are optimized for good hermeticity and optimum
momentum resolution. In the barrel, particles are measured near the inner and outer field
boundaries, and inside the field volume, in order to determine the momentum from the sagitta
of the trajectory. In the end-cap regions, for |η |  > 1.4, the magnet cryostats do not allow the po-
sitioning of chambers inside the field volume. Instead, the chambers are arranged to determine
the momentum with the best possible resolution from a point-angle measurement.

The barrel chambers form three cylinders concentric with the beam axis, at radii of about 5, 7.5,
and 10 m (Figure 1-iii). They cover the pseudorapidity range |η |  < 1. The end-cap chambers
cover the range 1 < |η |  < 2.7 and are arranged in four disks at distances of 7, 10, 14, and
21–23 m from the interaction point (Figure 1-ii), concentric with the beam axis. All chambers
combined provide almost complete coverage of the pseudorapidity range 1 < |η |  < 2.7, except
for an opening in the central r–φ plane (η = 0) for the passage of cables and services of the inner
detector, the central solenoid, and the calorimeters.

In the barrel, the chambers are arranged in projective towers. Particles are measured in 2 × 4
sensitive layers in the inner station and in 2 × 3 layers each in the middle and outer stations.
Within a projective tower, the chambers are optically connected by alignment rays which moni-
tor the relative chamber positions. No active repositioning of the chambers is foreseen. A differ-
ent alignment strategy is used in the end-caps, where the positions of complete chamber planes
are monitored.

Figure 1-6  Three-dimensional view of the muon spectrometer instrumentation indicating the areas covered by
the four different chamber technologies

chambers
chambers

chambers

chambers
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Figure 4.20: A schematic of the muon spectrometer layout. Taken from Ref. [122].
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These different systems have trade-offs in terms of position, energy and timing measure-

ment precision, and thus are used in concert – for collecting high-precision measurements for

muon reconstruction, as well as fast timing information for triggering purposes. Although

the muon spectrometer is perhaps the least relevant section of the detector for the physics

analysis discussed in Chapter 5, it is an instructive example of how different types gaseous

particle detectors can be employed in conjunction. In the following subsections we will review

the basic design of each of the spectrometers’ subsystems, and conclude with a brief summary.

4.2.5.1 Monitored Drift Tubes

The MDTs, which cover all the but the forward-most regions of the detector, are examples of

proportional counters[30]. The anode consists of an aluminum tube 3 cm in diameter with

400 µm wall thickness, filled with an Ar:N2:CH4 mixture. The cathode is a W Re axial wire

at the center of the tube, which is kept at a relative potential of 3270V [122]. The MDTs are

arranged into bunches of parallel tubes, placed within boxes or “chambers”. These chambers

are tiled around the barrel of the detector, as shown in Fig. 4.20, so that the MDTs are

perpendicular to the beam axis. Any deformations owing to mechanical stress on the system

are measured by an optical system, in order to be accounted for in detector operation, hence

the moniker “monitored drift tube”.

Charged particles (such as muons) that pass through the MDT will ionize the gas, and the

resulting electrons and ions will drift to the wire and tube. The location of where the muon

ionized the gas – specifically its longitudinal and radial coordinates [31] – can be determined

based on the system’s segmentation, as well as the ion-electron drift time: From the difference

in times between the electrons and ions reaching their respective receptors, one can determine

30. See Appendix F.3.

31. Hypothetically one can attain some very rough azimuthal information, since each MDT covers some
finite range in azimuth. However there are other systems that provide precision azimuthal measurements.
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the distance of the ionization from the tube center. [32] Figure 4.21 provides a schematic of

the MDT cross-section.

Figure 4.21: A cross-section of a Monitored Drift Tube in the ATLAS muon spectrometer.
Note the curved drift path produced by the muon, which is a consequence of the MDT being
located within the detector’s magnetic field. Taken from Ref. [122].

4.2.5.2 Resisitive Plate Chambers

The RPCs cover the central region as shown in Figure 4.20. They consist of sets of

parallel Bakelite plates, with a spacing 2mm, surrounded by insulating material as shown in

Figure 4.22. The space between the plates is filled with a C2H2F4:C4H10 gas mixture, and a

uniform electric field of 4.5 kV mm−1. In analogue with the MDTs, muons ionize this gas,

and the primary ionization electrons are multiplied by the electric field and accelerated into

the plates for readout. Unlike the MDTs, the RPCs provide both azimuthal and longitudinal

measurement of the position of the ionization, which is achieved by a set of readout wires

along either direction. The RPCs also play a role in the trigger system, owing to their good

32. This position measurement is slightly more complicated by the fact that the MDTs are within the
detector’s magnetic field, so that the electron/ion drift paths are curved. Thus the local magnetic field
strength introduces a radially-dependent shift to the drift time. For details, see Ref. [122], Section 5.1.1.1.
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timing resolution with an root-mean-square resolution of 1.5 ns.
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all four edges. The mechanical structure of an RPC is shown in Figure 1-16. The outside surfaces
of the resistive plates are coated with thin layers of graphite paint which are connected to the
high voltage supply. These graphite electrodes are separated from the pick-up strips by 200 µm
thick insulating films which are glued on both graphite layers. The readout strips are arranged
with a pitch varying from 30.0 to 39.5 mm. 

Each chamber is made from two detector lay-
ers and four readout strip panels. These ele-
ments are rigidly held together by two
support panels which provide the required
mechanical stiffness of the chambers. The pan-
els are made of polystyrene sandwiched be-
tween two aluminium sheets. One panel is
flat, 50 mm thick, with 0.5 mm thick alumini-
um coatings; the other panel is 10 mm thick
with 0.3 mm coatings and is preloaded with a
1 cm sagitta. The two panels are rigidly con-
nected by 2 mm thick aluminium profiles,
such that the preloaded support panel pro-
vides uniform pressure over the whole surface
of an RPC module. A typical timing distribu-
tion is shown in Figure 1-17. The principal
RPC parameters are summarized in
Table 1-5.      

The RPCs will be operated with a gas mixture
of 97% tetrafluoroethane (C2H2F4) and 3%
isobutane (C4H10), with a total volume of 18 m3. As for the precision chambers, the gas is stored,
mixed and purified on the surface and the distribution system is installed underground. A
closed loop circulation system with a complete renewal of the gas volume every five days is
foreseen.

Figure 1-16  Mechanical structure of an RPC chamber

Figure 1-17  Distribution of time-of-flight differences
between two RPCs
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Figure 4.22: A schematic of a Resistive Plate Chamber in the ATLAS muon spectrometer,
showing multiple units encased in the insulating “sandwich structure”. Taken from Ref. [122].

4.2.5.3 Thin Gap Chambers

The TGCs cover a forward region of |η| ∈ [1, 2.7]. They consist of sets of parallel graphite

planes, spaced 2.8mm apart. The gap between them is filled with a CO2:n C5H12 gas

mixture, with anode wires running parallel to the plates, equidistant from them and pitched

1.8mm apart. Figure 4.23 shows the basic structure of the TGCs.

These detectors are similar in principle to the MDTs, but with a few key differences:

Operating with an anode potential of 3.1 kV, the TGCs are in the so-called saturation mode.

This causes them to operate as Geiger-Müller tubes rather than as proportional counters,

and the combination of this high voltage and the small anode-cathode distance leads to

low ionization electron drift times – and thus good timing resolution. The anode wires run

parallel to those of the MDTs, but perpendicular Cu readout strips on the graphite planes

allow for measuring the azimuthal coordinate as well. As with the RPCs, the TGCs are used

as part of the triggering system.

4.2.5.4 Cathode Strip Chambers

The CSCs are multiwire proportional chambers, consisting of W Re anode wires with a pitch

of 2.54mm in a volume of Ar:CO2:CF4 gas. Cathode readout strips are located on planes
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• small sensitivity to mechanical deformations, which is important for the economical de-
sign of large-area chambers;

• small dependence of the pulse height on the incident angle, up to angles of 40°;

• nearly Gaussian pulse height distribution with small Landau tails, and no streamer for-
mation.

The main dimensional characteristics of the chambers are a cathode-cathode distance (gas gap)
of 2.8 mm, a wire pitch of 1.8 mm, and a wire diameter of 50 µm. The operating high voltage
foreseen is 3.1 kV. The electric field configuration and the small wire distance provide for a short
drift time and thus a good time resolution. As an example, the distribution of avalanche arrival
times with respect to an external trigger is shown in Figure 1-19 for minimum-ionizing particles
incident normal to the chamber surface. The tails of the timing distribution are mostly due to
particles traversing the chamber in the low-field region halfway between two anode wires. As
the angle increases, the tracks pass closer to the wire, thus reducing the maximum drift distance
and improving the time resolution. In the ATLAS chamber layout, all muons passing through
TGCs with transverse momenta above the required threshold have incident angles greater than
~ 10°. Ageing properties of the chambers have been investigated in detail and were found to be
fully adequate for the expected operating conditions at the LHC, with a large safety margin. The
principal characteristics of the TGCs are summarized in Table 1-6.  

TGCs are constructed in doublets and in triplets. The seven layers in the middle station are ar-
ranged in one triplet and two doublets; one doublet is used for the inner station, which only
serves to measure the second coordinate. Figure 1-20 shows cross-sections of a TGC triplet and
of a doublet. The anode plane is sandwiched between two cathode planes made of 1.6 mm G-10
plates on which the graphite cathode is deposited. On the back side of the cathode plates facing
the centre plane of the chamber, etched copper strips provide the readout of the azimuthal coor-
dinate; no readout strips are foreseen for the central layer of a triplet. The TGC layers are sepa-
rated by 20 mm thick paper honeycomb panels which provide a rigid mechanical structure for
the chambers. On the outside, the gas pressure is sustained by 5 mm thick paper honeycomb
panels. These are covered in turn by 0.5 mm G-10 plates.   

Figure 1-20  Schematic cross-section of a triplet (left) and of a doublet of TGCs. The width of the gas gap is
shown enlarged.

Figure 4.23: A schematic of Thin Gap Chambers in the ATLAS muon spectrometer, showing
both “triplet” and “doublet” configurations with the TGCs spaced apart by paper honeycomb
structures. Note that the gap sizes shown have been enlarged for detail. Taken from Ref. [122].

2.54mm above and below the anode wire plane, with one set of strips running perpendicular

to the anode wires and the other running parallel – thus providing measurements of both

spatial coordinates. Figure 4.24 provides a schematic of the CSC design.
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1.4.2  Cathode strip chambers

The CSCs are multiwire proportional cham-
bers with cathode strip readout and with a
symmetric cell in which the anode-cathode
spacing is equal to the anode wire pitch
(Figure 1-10). The precision coordinate is ob-
tained by measuring the charge induced on
the segmented cathode by the avalanche
formed on the anode wire. Good spatial reso-
lution is achieved by segmentation of the
readout cathode and by charge interpolation
between neighbouring strips. The cathode
strips for the precision measurement are oriented orthogonal to the anode wires. The anode
wire pitch is 2.54 mm and the cathode readout pitch is 5.08 mm; r.m.s. resolutions of better than
60 µm have been measured in several prototypes. Other important characteristics are small elec-
tron drift times (≤ 30 ns), good time resolution (7 ns), good two-track resolution, and low neu-
tron sensitivity. A measurement of the transverse coordinate is obtained from orthogonal strips,
i.e. oriented parallel to the anode wires, which form the second cathode of the chamber.  

The spatial resolution of CSCs is sensitive to the inclination of tracks and the Lorentz angle. To
minimize degradations of the resolution, they will be installed in a tilted position such that infi-
nite-momentum tracks originating from the interaction point are normal to the chamber sur-
face. The most important parameters of the CSC chambers are summarized in Table 1-3. 

Figure 1-11  Cutout view of a single CSC layer showing the construction details

Figure 1-10  Schematic diagram of the Cathode Strip
Chamber
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Figure 4.24: A schematic of a Cathode Strip Chamber in the ATLAS muon spectrometer.
Taken from Ref. [122].
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4.2.6 The ATLAS Triggering System

As discussed in Section 4.1.3, the LHC produces bunch crossings at a rate of 40MHz, with

multiple pp collisions occurring per bunch crossing. This produces far more data than can

be saved to disk, in terms of both total volume and data rate, with each event consisting

of approximately 1MB of information [123][33]. Furthermore, much of the information

coming off of the detector corresponds with high-energy processes we are not interested in

analyzing: Recall our discussion of cross-sections in Section 4.1.4. As shown in Figure 4.5,

the largest cross-section corresponds with jets, which refers to the emission of light quarks

and gluons[34]. These are plentiful QCD processes, and typically not ones of interest for many

SM measurements and BSM searches. In fact, these processes often serve as “background”

for other rarer ones that we wish to measure. Producing the rarer processes – and gathering

enough of their events to make statistically-meaningful measurements – necessarily means

producing a lot of this background as well. To mitigate this issue, ATLAS employs the

triggering and data acquisition (TDAQ) system to determine whether or not to save a

particular event, and cut down the recorded event rate to manageable levels. Crucially, the

TDAQ system must make this determination extremely quickly to keep up with the event

rate of 40MHz (corresponding with one event every 25 ns). To accomplish this task, it is

structured as a tiered system, consisting of “Level-1” trigger and “High-Level Trigger” (HLT)

subsystems, as shown[35] in Figure 4.25.

33. For reference, in Run 3 a single event corresponds with about 3MB of data, so that the raw data
production rate is approximately 1PB s−1. This increase in event size is due to changes and upgrades to the
underlying detector systems.

34. See Appendix E.

35. This is specifically the Run 2 layout of the TDAQ system. The layout has been modified for Run 3, as
shown in Figure 4.29, although its general design as a tiered system is unchanged.
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4.2.6.1 The Level-1 Trigger

The Level-1 trigger is the first tier of the TDAQ system, nearest the detector in terms of data

flow. It uses only a subset of information collected by the detector – most notably omitting

all tracking information from the Inner Detector – to make its decision. To process incoming

data, it employs application-specific integrated circuits (ASICs) that are located near the

detector sensors, rather than traditional computer processors, as to allow for fast and efficient

data processing at the cost of the computational complexity and flexibility[36]. As shown

in Figure 4.25, the Level-1 Accept decision is passed on to the HLT, as well as the detector

read-out that furnishes the HLT (and final data readout) with more data, including richer

readouts from the calorimeter and muon spectrometer systems, as well as information from

the Inner Detector.

4.2.6.2 High-Level Trigger

The HLT consists of the second tier of the TDAQ system, taking as inputs the Level-1

Accept decision, as well as the full detector readout. This corresponds with much larger

per-event data sizes than the coarser Level-1 inputs, but this size increase is facilitated by

the event rate reduction achieved by the Level-1 subsystem. Unlike Level-1, the HLT is a

software trigger, and runs on more traditional central processing units (CPUs) located in a

“processing farm”. This allows for more flexibility in algorithm design, in terms of complexity

and resource-sharing, as well as timing.

36. Unlike traditional central processing units (CPUs), ASICs are not programmable: the algorithm they
execute is effectively baked into the design, thus not allowing for on-the-fly changes. This limitation is
addressed by the inclusion of Field-Programmable Gate Arrays (FPGAs) in the TDAQ upgrade, as will be
discussed in Section 4.2.8.2.
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Figure 4.25: An overview of the ATLAS TDAQ system for Run 2. Note that this system has
since been significantly updated for Run 3. Also note that the Fast TracKer (FTK) was not
deployed – it was used only for testing purposes, and the project has since been deprecated.
Taken from Ref. [124].
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4.2.7 Phase-I Upgrade

The Phase-I upgrade of the ATLAS detector was performed before the start of Run 3, and

consisted of upgrades to the muon spectrometer, the front-end electronics for the liquid argon

calorimeter, as well as numerous upgrades to the TDAQ system. As these upgrades are not

relevant to analysis discussed in Chapter 5 (which uses data collected from Run 2), nor do

they relate to projects in which I participated, we will only briefly cover these topics.

4.2.7.1 The New Small Wheel

A substantial part of the Phase-I upgrade was the addition of the New Small Wheel

(NSW) [125, 126], a forward detector replacing part of the original end-cap sections of

the muon spectrometer – this includes all of the CSCs (Section 4.2.5.4). Covering the forward

region of 1.3 < |η| < 2.7, the NSW uses two different detector technologies: “small-strip”

TGCs (sTGCs) and “mcro mesh gaseous structure” (MicroMegas) detectors.

The sTGCs have many of the same design parameters as the regular TGCs, but the

readout strips have a much smaller pitch of 3.2mm. Like the regular TGCs (Section 4.2.5.3),

the sTGCs are used for triggering purposes due to their good timing resolution.

The MicroMegas detectors [127], are the precision-measurement counterpart to the sTGCs.

Similar to the RPCs, they consist of a set of parallel plates – one of them a cathode and the

other equipped with readout electrodes – with the space in between filled with a Ar:CO2 gas

mixture. In contrast with the RPC design, this space is divided into 5mm “drift/conversion”

and 128 µm “amplification” gaps by a stainless steel mesh, as shown in Figure 4.26. The

presence of this conducting mesh allows for applying different electric field strengths in the

two regions: 600V m−1 in the conversion gap, and a much stronger 40 kV m−1 in the small

amplification gap right adjacent to the readout plane. Thus the MicroMegas detector operates

as a proportional counter.
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5 Micromegas detector technology and

performance

In Chapter 2 the requirements for the precision tracking system in the NSW has been defined.
The tracking detectors should provide very good position resolution independent of the particle
incident angle, high efficiency even at the highest background rates, and good two track separation
to reject delta rays accompayining muons. In this chapter the excellent tracking capabilities of
MM detector (better than 100µm for all particle impact angles in the New Small Wheel) will be
demonstrated.

The very fine segmentation of the MM read out strips, together with a reasonably good time
resolution, can also be exploited to complement the trigger scheme based on sTGC, adding in the
robustness and redundancy of the system.

5.1 Detector technology and characteristics

The micromegas (an abbreviation for ’micro mesh gaseous structure’ (MM)) technology was
developed in the middle of the 1990’s [21]. It permits the construction of thin wireless gaseous
particle detectors. MM detectors consist of a planar (drift) electrode, a gas gap of a few millimetres
thickness acting as conversion and drift region, and a thin metallic mesh at typically 100–150µm
distance from the readout electrode, creating the amplification region. A sketch of the MM
operating principle is shown in Fig. 5.1. In the original design the drift electrode and the
amplification mesh were at negative high voltage (HV) potentials, the readout electrode is at
ground potential (the HV scheme has been modified for the MM application in ATLAS, see
following sections). The HV potentials are chosen such that the electric field in the drift region is a
few hundred V/cm, and 40–50 kV/cm in the amplification region. Charged particles traversing the
drift space ionize the gas; the electrons liberated by the ionization process drift towards the mesh.
With an electric field in the amplification region 50–100 times stronger than the drift field, the
mesh is transparent to more than 95% of the electrons. The electron avalanche takes place in the
thin amplification region, immediately above the readout electrode. The drift of the electrons in
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Figure 5.1: Sketch of the layout and operating principle of a MM detector.
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Figure 4.26: A schematic of the MicroMegas detectors. Taken from Ref. [126].

4.2.7.2 Upgrades to the TDAQ System

The Phase-I upgrade also included significant updates to the TDAQ system, as shown in

Figure 4.27. This includes the addition of so-called feature extractor (FEX) modules to the

Level-1 Calorimeter Trigger, for electron (eFEX), jet (jFEX) and global (gFEX) features [128],

respectively. These modules use Field-Programmable Gate Arrays (FPGAs), which are low-

latency, low-power processors, to efficiently process data from the LAr and Tile calorimeters

and attempt to identify certain types of physics objects[37] to be used in the trigger decision.

We will reserve further discussion of FPGA-based trigger systems for our discussion of the

Phase-II upgrade below.

4.2.8 Phase-II Upgrade

The Phase-II upgrade of the ATLAS detector is being performed in anticipation of the

high-luminosity LHC (HL-LHC) era, where the average number of simultaneous pp collisions

will be increased – with the instantaneous luminosity increasing by a factor of 5 [131]. This

will greatly increase the rate at which data can be collected – and at which SM processes can

be measured and BSM processes searched for – but comes at the cost of greatly increased

pile-up, and thus detector upgrades that can handle this more challenging environment.

37. For eFEX and jFEX, these objects correspond with electrons and small-radius jets. For gFEX, the
“global” features it searches for correspond with large-radius jets and /ET [129].
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Figure 4.27: An overview of the ATLAS TDAQ system for Run 3. Taken from Ref. [130].

In the following subsections, I will briefly describe these upgrades, and highlight particular

studies (related to calorimeter reconstruction) to which I directly contributed.

4.2.8.1 Upgrades to the Inner Detector

The five-fold increase in instantaneous luminosity will result in an increase in the average

number of interactions per crossing (and thus pileup), from approximately 34 to 200.This

presents a significant challenge for the inner detector – nearest the interaction point, where

hits from particles will become extremely dense. To deal with this challenge, the inner

detector will be replaced with a new system known as the Inner Tracker or “ITk”. This system

will use silicon pixel and strip technologies – as do the current Pixel and SCT detectors –

but unlike the current system, it will only use these silicon trackers and forego a transition

radiation tracker [132]. The ITk detector is complemented by the High-Granularity Timing

Detector (HGTD), a silicon detector covering the 2.4 < |η| < 4.0 range [133]. Figure 4.28

provides a diagram showing the ITk and HGTD layout.
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Figure 4.28: An overview of the ITk and HGTD layout. Taken from Ref. [134].

4.2.8.2 Trigger upgrades and the Global Event Processor

The Phase-II upgrade involves significant modifications to the triggering system. It will consist

of a “Level-0” (L0) hardware trigger using calorimeter and muon spectrometer information

operating at 40MHz – with an output rate up to 1MHz – followed by an “Event Filter” that

utilizes tracking information to further filter the L0-accepted events to a rate of 10 kHz [135,

136]e. The TDAQ system workflow is shown in Figure 4.29.

One component of this system is the “Global Event Processor” (GEP), which serves a

similar purpose as the Event Filter – making a triggering decision based on a large set of

event features (or high-level observables computed from these features), but as part of the L0

trigger[38] Figure 4.30 shows an overview of the GEP design.

In order to meet the L0 low-latency requirements, the GEP makes use FPGAs. As

discussed in Section 4.2.7.2, these are specialized computational “accelerators” that perform

low-latency, fixed-precision calculations[39]. Compared to ASICs, FPGAs have the advantage

38. In Figure 4.29, this is indicated as the “Event Processor” inside the “Global Trigger” block.

39. FPGAs, as computational accelerators, are sometimes compared to graphics processing units (GPUs),
in that they are very fast and efficient in performing certain types of operations, but algorithms have to be
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9 Global Trigger

9.1 Introduction

The design goal of the Global Trigger subsystem is to bring Event Filter (Event Filter)-like
capability to the Level-0 trigger system. Unlike the other hardware trigger upgrades, the
emphasis in the Global Trigger is overwhelmingly on firmware rather than on hardware.
Topologically the Global Trigger consists of a layer of incoming multiplexing MUX nodes1

feeding data into a layer of GEP processing nodes, where each GEP node receives the com-
plete trigger data for an event, followed by a demultiplexing CTP Interface node providing
the output to the CTP, illustrated in Fig. 9.1. Physically each node corresponds to one of
the two large FPGAs on a Global Common Module (GCM). This is a natural step in the
evolution away from custom hardware towards functionality being provided in firmware
or software.
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Figure 9.1: Illustration of the Global Trigger system processing and trigger decision flow.

The overall design of the ATLAS Global Trigger is analogous to that of the successful Run 2
CMS Calorimeter Trigger upgrade [9.1] and learns from the experience with the commis-
sioning of the ATLAS FTK and L1Topo subsystems. The use of common hardware, the
GCM, simplifies system design and long-term maintenance, and minimises the complexity

1 Throughout this chapter the term node is used in this topological sense and corresponds to a single large
FPGA running a common firmware infrastructure into which the specific firmware for a particular function
is embedded.
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Figure 4.30: An overview of the Global Event Processor design. Taken from Ref. [135].

that they are (re)programmable – however their firmware must be written in a very different

way than traditional CPU-based software, in order to handle fixed-precision calculations and

the devices’ memory management systems.

As shown in Figure 4.30, one of the tasks of the GEP is to reconstruct jets from groups of

energy deposits in the calorimeter known as topological clusters (or topo-clusters for short)[40].

This reconstruction also involves performing a jet energy scale (JES) calibration, whereby a

calibration factor is applied to the reconstructed jet energy based on its (uncalibrated) energy

and pseudo-rapidity[41]. As part of my work in Phase-II upgrade studies, I have derived

a JES calibration specifically for the GEP under HL-LHC conditions. This involves using

Monte Carlo (MC) simulations of QCD dijet processes – the production of light quark and

gluon jets – to simulate the calorimeter energy response, from which a set of calibration

functions can be derived. For this calibration, the “stand-in” trigger jet are formed using

4-2-2 topo-clusters, which are formed via the following algorithm [135]:

1. The topo-cluster is seeded by finding a calorimeter cell with an energy deposit signifi-

modified (or even custom-tailored) in order to run on them.

40. For a review of topological clustering, see Ref. [137]. Here, it suffices to say that these clusters are
defined by grouping neighboring calorimeter cells. As described further below, the topo-cluster is seeded by
finding a cell with energy above some noise significance threshold, and this is then iteratively joined with
neighboring cells possibly meeting some different significance thresholds.

41. For some general details about jet energy scale calibrations, see Appendix E.2.4.
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cance, sig (ET ) = |ET |/σET
, satisfying sig (ET ) > 4. Here, σET

is the calorimeter cell

energy resolution – so that cells with a higher sig (ET ) are less likely to be the product

of electronics or instrumentation noise.

2. Neighboring cells (in 3D) are combined with the topo-cluster, if they satisfy sig (ET ) > 2.

Once formed, these topo-clusters are used as inputs[42] to clustering anti-kt, R = 0.4 jets[43].

Figure 4.31 shows the trigger jet mean ET response before and after JES calibration, where

the calibration function has been implemented as a set of energy-binned calibration factors[44].

Such an implementation allows it to be deployed as a lookup table (LUT) on a GEP FPGA,

allowing for extremely fast application.

4.2.8.3 Calorimeter reconstruction: Algorithmic upgrades

In addition to physical upgrades to the detector systems and readout electronics, the Phase-II

upgrade also involves a large set of algorithmic upgrades for reconstructing particle candidates

– much of it owing to the significant increase in instantaneous luminosity and resulting pileup.

One particular upgrade – in which I participated – is the development of neural network-based

methods for energy calibration of topo-clusters constructed in the ATLAS calorimeters, to

replace the current local cell weighting (LCW) method [140].

The purpose of this energy calibration is to account for the calorimeters’ different energy

responses for electromagnetic and hadronic showers[45]. Thus, implicit in this calibration is a

classification problem – to identify if a particular topo-cluster is electromagnetic or hadronic

42. This is in contrast with offline jet clustering, which instead uses 4-2-0 topo-clusters from the calorimeters
(possibly among other inputs). These topo-clusters are formed similarly to the 4-2-2 variety, except that the
algorithm features an additional final step where all neighboring cells are combined with the topo-cluster.

43. See Appendix E.2.

44. For details, see the software package in Ref. [138] for producing the JES calibration, and Ref. [139]
for binning the resulting calibration functions. These are software repositories internal to the ATLAS
collaboration.

45. See Appendix E.2 for a discussion of this phenomenon. Aside from the different responses, this
calibration also implicitly corrects for energy losses in dead material.
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Figure 4.31: The (a) uncalibrated and (b) calibrated trigger jet mean ET response, as a
function of jet η (and binned in jet ET ). The calibration is evaluated in MC simulation with
respect to EM-scale Particle Flow jets (which are first calibrated with respect to truth-level
jets).
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in origin. This effectively boils down to being able to identify topo-clusters produced in

the LAr and Tile calorimeters by charged and neutral pions which constitute a significant

fraction of the outputs of hadronic showers, and the latter of which almost always decays

to photons via π0 → γγ and thus serves to siphon off energy into electromagnetic showers.

To perform this classification this, we can employ convolutional and graph neural networks

(CNNs and GNNs, respectively), as well as deep fully-connected neural networks (DNNs),

and treat topo-clusters as images in the (η, φ) plane[46] with pixel intensities representing

cell energy deposits, or as point clouds of energy deposits in 3D space. Figure 4.32 shows an

example of how a CNN classifier is structured.

Figure 4.32: A CNN topo-cluster classifier network architecture, corresponding with “CNN
(separated EMB1 layer)” in Figures 4.36 and 4.36. The “EMB” and “Tile” images correspond
with samplings of the electromagnetic barrel and Tile calorimeters. Taken from Ref. [141].

46. For a thematically-similar discussion of treating calorimeter energy deposits as images for jet identifica-
tion, see Section 6.1.
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To study the performance of these classifiers, a set of DNNs and CNNs were trained on

MC simulation consisting of single charged or neutral pions interacting with the ATLAS

calorimeters as modeled via the Geant4 software package [142]. As shown in Figure 4.33,

these samples were prepared such that the two species of pions had similar kinematics, and

were limited to the central |η| < 1 region as to focus on performance of the barrel calorimeter

sections[47].
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Figure 4.33: Topo-cluster kinematics for the MC simulation used to train and test the
topo-cluster classifiers, showing the (a) number of cells per cluster, (b) uncalibrated cluster
energy, (c) cluster η, and (d) truth cluster energies.

47. Of course, whatever calibration method(s) is used must ultimately handle the entire calorimeter.
However, the central region is a natural starting point for studying new algorithm designs, as it features a
regular geometry and thus eliminates η-dependent effects that may arise from inhomogeneity in the calorimeter
structure.
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Figures 4.34 and 4.35 show example images produced from 3 electromagnetic barrel (EMB)

and 3 TileCal (Tile) samplings, which together serve as 6 images of each pion topo-cluster

used as network inputs. In many cases, each species of pion deposits nearly all its energy in

only one of the two calorimeters, corresponding with the type of shower it produces. However

as shown in Figure 4.35, the two species can also produce similar shower profiles in some

cases – and it is here where leveraging the neural network-based methods makes a difference.

Figure 4.36 shows the receiver operating characteristics (ROC) curves of a number of different

image-based neural networks developed for this task, as well as of the LCW method, and

Figure 4.37 shows a set of false positive classification rates extracted from these curves. For

each classifier – and any general binary classification method – the ROC curve is produced in

the following manner:

1. We scan over different thresholds in the classifier output, which is represented as some

output score on the interval [0, 1] with higher scores indicating that the input is classified

as more signal-like.

2. For each choice of threshold, the numbers of signal and background events that are

classified as signal are recorded, and the resulting signal and background efficiencies

can be computed.

3. Each pair of these efficiencies corresponds with a point on the ROC curve, and it

quantifies how well the classifier discriminates between signal and background at a

particular choice of score threshold.

In practice, the information communicated in a ROC curve is useful as the score threshold

can always be adjusted to tune the classifier performance. For example, high background

rejection may be more desirable than high signal efficiency in classification tasks where the

background is much more plentiful – such as in the data filtering tasks of the ATLAS TDAQ

system – and so the ROC curve indicates how efficiently the classifier will identify signal
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Figure 4.34: Topo-cluster images produced by a charged pion and a neutral pion in (a) the 3
EMB calorimeter samplings, and (b) the 3 TileCal samplings. Each pion has an energy of
approximately 115GeV, and η = 0.6.
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Figure 4.35: Topo-cluster images produced by a charged pion and a neutral pion in (a) the 3
EMB calorimeter samplings, and (b) the 3 TileCal samplings. Each pion has an energy of
approximately 13GeV, and η = −0.7.
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events at a given false positive rate.
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Figure 4.36: A set of ROC curves for various neural network methods developed for π±/π0
classification in the ATLAS calorimeters. The existing LCW method is also shown for
comparison.

As shown in the ROC curves in Figure 4.36, even simple neural networks leveraging only

the first sampling of the EM barrel calorimeter (EMB1) can perform comparably to the LCW

method – and more complex networks can significantly outperform it. The highest-performing

image-based classifier, with the network architecture shown in Figure 4.32, is a CNN that

leverages information from all available EMB and TileCal samplings, merging the images from

each set of samplings but keeping the EMB1 sampling separate to leverage its particularly

high angular resolution. While the results reported here correspond with fully-connected NNs

and CNNs, state-of-the-art GNNs can achieve even higher performance [141], and possibly

offer a more natural way of representing and operating on the data[48].

48. For more discussion of how to “naturally” manipulate physics data in neural networks, see Chapter 6

96



LCW EM Prob. 
(baseline)

DNN 
(EMB1 only)

DNN CNN CNN 
(separated EMB1)

ResNet

Method

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

Fa
lse

 po
sit

ive
 ra

te

0.016 0.018 0.012 0.007 0.004 0.005

0.054 0.045 0.034 0.023 0.014 0.017

0.171

0.116
0.091

0.067

0.036 0.040

0.353

0.258

0.227

0.188

0.127
0.145

ATLAS Simulation Internal
Single Pion MC, Topo-clusters, | | < 1

@ True positive rate = 0.60
@ True positive rate = 0.80
@ True positive rate = 0.90
@ True positive rate = 0.95
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classifiers shown in Figure 4.36.
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for a discussion of Lorentz-equivariant network architectures.
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CHAPTER 5

SEARCHING FOR DISPLACED VERTICES AND MISSING

TRANSVERSE ENERGY AT THE ATLAS EXPERIMENT

In this chapter, I will describe an analysis of data from the ATLAS experiment in which I

participated, specifically a search for beyond-Standard Model (BSM) physics. Performed

using data collected by the experiment during its “Run 2” – specifically during the years

2016 through 2018 – this analysis targeted a set of physics models in which non-Standard

Model (SM) particles may be produced in proton-proton (pp) collisions, and travel unseen

partway through the inner detector before decaying into a combination of detectable and

(directly) undetectable decay products. Such a process may produce a telltale signature of

displaced particle production vertices together with an imbalance in the sum of the transverse

momenta of all particles detected in the event.

I will describe the entire analysis process, but place an additional emphasis on some of

the tasks and methods to which I directly contributed. A much more detailed description is

provided by Ref. [143], which will be cited at a number of points[1].

5.1 Introduction

Before delving into the details of this BSM search, let us briefly answer a basic but important

question: What is an “ATLAS analysis”? In Section 4.2 we reviewed how the different

components of the ATLAS detector record information from pp collisions. What do we

actually do with this information?

1. This is an “internal note” for the ATLAS collaboration, and is unfortunately only available to collabora-
tors via the CERN Document Server; at the time of writing this thesis, a paper is being written that will also
summarize this analysis, under the working title “Search for displaced decays of long-lived, massive particles
in events with missing transverse momentum in

√
s = 13TeV pp collisions with the ATLAS detector”. I

should also note that while many of the tables in this chapter contain information taken from Ref. [143], this
information is often presented or summarized differently here – in a way that I find potentially somewhat
clearer.
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5.1.1 What is an analysis?

The data from the ATLAS experiment are typically analyzed for two different purposes:

• Precision measurements of the SM. In other words, the data are analyzed to look for

processes which are already described by our established theory of particle physics.

The kinematics and cross-sections of these processes may depend on parameters of the

SM, and so they provide a way of indirectly measuring these parameters themselves.

• Searches for BSM physics. In this case, the data are analyzed to look for processes

which are not described by the SM.

On the surface, these two types of analyses may sound quite similar, the difference only being

whether or not the particle interaction(s) being looked for in the data is part of the SM.

However there are typically different methods employed, owing to the fact that the SM is

a theory already supported by many decades of experiment: in precision measurements we

look for processes that either have already been observed (in which case we seek to observe

them more and improve our statistical analyzing power) or which we expect to be a direct

consequence of properties of the SM already measured in some other way. By contrast, BSM

searches almost by definition look for rare processes that we have not yet seen, and are

typically …

5.1.2 Searching for long-lived particles: Some general comments

As discussed in Section 3.2, a physics scenario combining SUSY with Peccei-Quinn theory

may yield, for example, a long-lived SUSY particle that decays to an axino and a Higgs or

Z-boson. By “long-lived”, here we mean a meta-stable particle with a lifetime such that after

prompt production in a pp collision, it will decay within the ATLAS detector – and specifically

within the inner detector, yielding a secondary vertex (as discussed in Section 4.2.1.4). As we

will discuss below, there are in fact a number of BSM models (the majority of which do not
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involve the axion) that may result in such displaced vertices. The advantage of using displaced

vertices as a way to search for these processes is that, with a few caveats, they are a telltale

sign of new physics: the SM yields only a handful of long-lived particles whose mean lifetimes

and masses are known to a very high degree of precision, so these will not directly serve

as a background when looking for the long-lived particles with masses of hundreds of GeV

that are predicted by the models targeted in this search. As we will discuss in Section 5.5,

there are still sources of background owing to SM particles’ interactions with the material

of the ATLAS detector itself, and effects stemming from the complexity of reconstructing

events where tracks may intersect or overlap. Nonetheless, long-lived particle searches are

still relatively background-free when compared with their prompt decay counterparts.

5.2 Signal Models

While an analysis is designed around a particular detector signature, it is typically motivated

by one or more physics models – that is to say, there is a particular kind of new physics that

we are searching for[2], which we expect to yield the targeted detector signature. The way in

which some hypothetical particle produces this signature – how it interacts with the detector

– is estimated via simulation. This involves performing Monte Carlo (MC) simulations to

simulate the high-energy processes arising from pp collisions and subsequent particle decays,

as well as simulation of the resulting (meta)stable particles’ interactions with the detector

material, and how these interactions produce signals[3]. The ATLAS experiment leverages

a number of MC event generators – as will be noted below – while detector simulation is

2. One can in principle also perform a model-agnostic search, such as looking for “forbidden signatures”, by
which we mean those we do not expect to see as a result of any SM process. Another type of a model-agnostic
search is “anomaly detection”, which has become increasingly popular as a machine learning-driven technique,
where a neural network is tasked with finding events that look “anomalous” with respect to some training
set (which consists of either simulation, or actual data). For a review of anomaly detection methods, see
Ref [144].

3. In particle physics jargon, the MC simulation step is often referred to as “event generation”, with the
term “simulation” referring specifically to the detector interactions. For a review of MC methods in particle
physics, see Ref. [145–147]. For a review of detector simulation, see Ref. [148].
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primarily handled via the Geant4 toolkit [142][4]. In this analysis, we have four different

signal models, which correspond with different new physics scenarios (most of which explicitly

involve SUSY). In the following subsections, we will review each of these signal models.

Particular focus will be given to an axino model, which is an interpretation of this search

corresponding with the SUSY and axion physics discussed in Section 3.2, as I participated in

implementing the simulaton of this model.

5.2.1 Gluino R-hadrons

In this signal model, we consider gluino production in a split SUSY [154, 155] model[5] ,

where the gluino forms a long-lived R-hadrons, a bound state of the gluino together with SM

quarks or gluons. The R-hadrons decay to light quarks, and (invisible) χ̃01 neutralinos, where

we assume equal branching ratios for decays to the light quarks {u, d, c, s}. This process is

shown in Figure 5.1. For this search, we consider gluino masses and (R-hadron) lifetimes,

and gluino-neutralino mass splittings as given by Table 5.1.

Parameter Range

mg̃ 400GeV–3TeV

τg̃ 0.01 ns–30 ns

∆mg̃,χ̃01
{10GeV, 100GeV}

Table 5.1: An overview of the gluino R-hadron signal model parameters, over which we scan.
For the gluino-neutralino mass difference, only two values are used (as shown).

4. It is worth noting that Geant4 is very computationally expensive, especially for large detectors like
ATLAS with complex geometries. There has been considerable effort within the ATLAS experiment to move
towards faster alternatives for simulating particle interactions with the different subsystems, such as the
FastCaloSim project [149, 150]. There is also ongoing development outside of the calibration, to leverage
machine learning methods for both tracking and calorimetry simulations [151–153]. However, the “classic”
full simulation was used for all the models employed in this analysis, as the newer tools do not support some
of the features necessary for handling long-lived particle decays.

5. Split SUSY refers to a family models where the scalar sparticles are heavy – at the SUSY symmetry-
breaking energy scale – while the fermionic sparticles are lighter, typically around ∼ 1TeV.
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Figure 5.1: The “gluino R-hadron” process. Note that the hadronization of the gluino is
not explicitly shown in the Feynman diagram, but is implied: the gluino decay vertices are
displaced. Taken from Ref. [143].

5.2.2 Wino-Bino co-annihilation

In this signal model, we consider the co-annihilation of Wino- and Bino-like neutralinos [156,

157][6]. Specifically, we consider neutralino-chargino production pp→ χ̃±1 χ̃
0
2, where the χ̃±1

promptly decays to Bino-like χ̃01 by off-shell W± emission. The neutralino χ̃02 is long-lived,

and also decays to χ̃01 via off-shell Higgs or Z-boson emission. We target the case where

the Higgs boson decays to a bottom quark-antiquark pair[7]. A Feynman diagram of this

process is shown in Figure 5.2. For this search, we consider Bino masses, Wino lifetimes and

Wino-Bino mass splittings as given by Table 5.2.

6. As a reminder, by “Bino-like”, we refer to a neutralino that is mostly composed of a Bino.

7. We make the same choice for the axino model described below in Section 5.2.4. This is because the
h → bb̄ decay is the most probable Higgs decay, accounting for 53 ± 8% of the Higgs decay branching [9].
Furthermore, the decay is one of those more easily identified, owing to the resulting B-mesons’ displacements
(see Sections 2.1.2.4 and 4.2.1.4).
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Parameter Range

m
W̃

200GeV–1.1TeV

τ
W̃

0.03 ns–3 ns

∆m
W̃ ,B̃

20GeV–50GeV

Table 5.2: An overview of the Wino-Bino co-annihilation signal model parameters, over which
we scan.
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1

χ̃0
2

W ∗

h∗p

p

χ̃0
1

q/ν

q/l

χ̃0
1
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b

Figure 5.2: The “Wino-Bino co-annihilation ” process. Taken from Ref. [143].

104



5.2.3 Higgs Portal

In this signal model, we consider the decay of the Higgs boson to two heavy, long-lived scalars,

h→ SS, each of which decays to bottom quarks[8]. Unlike the other models considered in

this analysis, the Higgs Portal model is not strictly a SUSY model: one can more generally

expect such decays in models with axions, or the Gelmini-Roncadelli model [159, 160] where

the Higgs sector is expanded as a way of incorporating neutrino masses.An example Feynman

diagram is provided in Figure 5.3, and the model parameters over which we search are

provided in Table 5.3.

W/Z h

W/Z

S

S

p

p

ν

l/ν

b̄

b

b̄

b

Figure 5.3: An example Higgs Portal process, where the Higgs boson is produced by gluon-
gluon fusion. This analysis targets this Higgs production mechanism – production with an
associated vector boson (V H) – as well as production with associated top quarks (ttH) and
production via gluon-gluon fusion.

8. It is worth noting that this is not the first analysis of Run 2 data to search for a “Higgs Portal ” model.
This is a bit of an overloaded term, as some searches target models where the Higgs serves as a “portal” to
stable dark matter, such as in Ref. [158] where the h→ χχ process is targeted where χ is a weakly-interacting
massive particle (WIMP) and dark matter candidate. By contrast, this search targets a model where the
Higgs decays to a pair of meta-stable scalars, each of which decays into a quark-antiquark pair.
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Parameter Range

mS 5GeV–55GeV

τS 0.0033 ns–3.3 ns

Table 5.3: An overview of the Higgs Portal signal model parameters, over which we scan.

5.2.4 Axinos

In this model, we consider the combination of Peccei-Quinn (Section 3.1) and MSSM (Sec-

tion 2.3.1) models, as discussed in Section 3.2. We specifically consider the scenario where the

neutralinos are Higgsino-like (and the charginos Wino- and Bino-like). We introduce a fifth

neutralino χ̃05, which we take to be almost purely axino (with perturbative up- and down-type

Higgsino contributions)[9]. Under this scenario, we consider the process of pp→ χ̃01χ̃
0
2, with

subsequent χ̃02 → Z∗χ̃01 decay; here we assume the χ̃02-χ̃01 mass gap to be 2.5GeV, so that the

Z-boson is very off-shell, and its decay products will not be detectable as they will be very

soft emissions[10]. We assume the neutralinos χ̃01 and χ̃02 to be Higgsino-like, and that they

decay to a Higgs or Z-boson, together with an axino (which we assume to be the LSP). We

focus on the h→ bb̄ and Z → qq̄ decays for the two cases, respectively. Figure 5.4 shows an

example Feynman diagram for this process. Table 5.4 provides an overview of the parameters

we scan, and Figure 5.5 provides a visualization of the parameter grid.

9. Note that while it is conventional to number the neutralino states in order of increasing mass, we take
χ̃0
5 to be the lightest, to keep the meaning of χ̃0

1 and χ̃0
2 conceptually consistent with the other signal models

under discussion.

10. The reason we consider this seemingly roundabout set of processes – production of χ̃0
2χ̃

0
1 with prompt

χ̃0
2 → χ̃0

1 decay, instead of χ̃0
1χ̃

0
1 production – is because the former has a much larger cross-section. In fact,

while we simulate neutralino production, we also implicitly include for the case of chargino production by
using cross-sections computed by the CERN theory group, which cover combined Higgsino-like neutralino
and chargino pair production processes [161, 162].
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Figure 5.4: An example Feynman diagram of the axino process. The Z∗ is very off-shell, and
its decay products effectively invisible to the detector. Taken from Ref. [143].

Parameter Range

mã 0–500GeV

fa {5× 109 GeV , 5× 1010 GeV}

mχ̃01
200GeV–1TeV

τχ̃01
0.0075 ns–3.5 ns

Table 5.4: An overview of the axino signal model parameters, over which we scan. The range
in χ̃01 lifetime τ given here is derived using Eq. 3.9.

Figure 5.5: An overview of the parameter grid used to scan the axino model. Here, mn1
refers to the χ̃01 mass, and maxino to the χ̃05 mass (which is the same as the pure axino mass).
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5.2.4.1 Producing a Monte Carlo sample: from theory to code

This analysis represents a milestone in the search for axino at ATLAS. It is not the first new

physics search to feature an axino interpretation, as analyses such as Ref. [163] have probed

(prompt) axino production. However, this is the first analysis to search for displaced axino

production – and to use an explicit simulation of axino production processes. This was achieved

via close collaboration with phenomenologist colleagues at the University of Chicago[11],

whereby an DFSZ axino model Lagrangian was formulated and corresponding model files

produced via SARAH [164, 165] for use with the MadGraph [166] MC event generator[12]. The

resulting model – after multiple iterations of testing and validation to ensure that truth-level

kinematic distributions from MC generation matched expectations, and that it would properly

interface with Geant4– was merged into the centralized physics model repository for the

ATLAS collaboration, allowing for future use in other analyses as well as better software

preservation. It was then used in centralized ATLAS MC event generation and simulation,

with the resulting samples used in this analysis.

5.3 Event Reconstruction

With the target models and processes defined, we need to determine how exactly we will

reconstruct objects from the Run 2 data. In other words, how will we (for example) identify a

b-quark in the data? How precisely will we reconstruct /ET ? Fortunately these are not entirely

open-ended questions; ATLAS has a range of standardized algorithms for reconstructing

“physics objects”[13], from which we may choose. We will, however, introduce a new secondary

11. In particular, I would like to give special thanks to Gabe Hoshino and Keisuke Harigaya for their
significant contributions to this work.

12. This is, to the best of my knowledge, the first example of a fully-fledged axino model implementation in
MC generator software to be used in an experiment – though this requires special mention of an earlier study
in Ref. [167, 168] that focused on the collider phenomenology of KSVZ ãg̃g couplings.

13. These algorithms are developed and/or evaluated within the ATLAS collaboration by “combined
performance” groups.
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vertexing algorithm for this analysis, which will be useful for constructing displaced particle

production vertices where the particles produced are themselves long-lived. In the following

subsections, we will review how we reconstruct different objects – from low-level tracks and

vertices to particle candidates.

Note that some of the details (especially regarding the particle candidate reconstruction

in Section 5.3.2) are a little technical; they are included for completeness – and to emphasize

that event reconstruction is complex – but are not all crucial to understanding the event

selection or background estimate methods discussed in later sections. Nonetheless, in this

and subsequent sections (along with the associated appendices), we will risk being verbose in

outlining how objects are constructed and selected for the sake of precision. In particular,

tables of object selection criteria will not only list the criteria but explicitly state how they

are combined to define a selection: while this is straightforward in most cases, there are a

few selections with somewhat complex Boolean logic[14].

5.3.1 Inner Detector Reconstruction

As a search leveraging displaced vertices, the reconstruction of tracks and vertices in the

ATLAS Inner Detector is crucial to this analysis. These objects’ reconstruction is relatively

complex, as constructing a track requires relating a sequence of “hits” in the inner detector

and typically in a very dense environment. For an abridged discussion of tracking, see

Appendix A.1.

5.3.1.1 Large-Radius Tracking

The standard ATLAS tracking algorithm places relatively stringent cuts on the track impact

parameters d0 and z0, which are generally useful for rejecting fake tracks that may have

14. For Boolean logic, we will be using the standard notation: A ∧ B = A andB, A ∨ B = A orB,
A = notA.
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been produced by incorrectly linking together hits. However, searching for displaced vertices

may require identifying tracks with much larger impact parameters – namely those that

originate from the displaced vertices. To this end, we additionally employ the large-radius

tracking (LRT) algorithm [169], so that we have both standard and LRT tracks from which

displaced vertices may be reconstructed. The differences between LRT and standard tracking

are outlined in Table 5.5. For a discussion of tracking efficiency, see Appendix A.3.

Cut type Cut description Standard tracking Large radius tracking

Forward tracking

Min. pT 500MeV 900MeV
Max. |η| 2.7 5.0
Max. d0 10mm 300mm
max. z0 250mm 1500mm

Clustering Min. Si hits, not shared 6 5
Max. hits, shared 1 2

Back-tracking Min. pT 1000MeV -
Max. d0 100mm -

Table 5.5: A comparison of standard and large radius tracking parameters. Note in particular
the much looser maximum d0 and z0 cuts among the “forward tracking” cuts. Taken from
Ref. [143].

5.3.1.2 VSI Vertexing

As one of our secondary vertexing algorithms, we employ the standard VrtSecInclusive

(VSI) algorithm [170, 171], which constructs point-like vertices. We shall refer to these simply

as “VSI vertices”. For full details of the algorithm, see Ref. [170]. Here, we will provide a

general outline[15].

1. Tracks that are identified as selected tracks – if they pass the cuts outline in Table 5.6 –

15. It is worth noting that the VSI algorithm is quite complex, and is very configurable. Its different
configuration options are explained in detail in Ref. [170], and the parameter choices used for this analysis
preserved in the ATLAS analysis code-base and specified by a file in Ref. [172]. Unfortunately Ref. [170] is a
document internal to the ATLAS collaboration, and thus not necessarily accessible by all readers. However,
many of the details it discusses are beyond the scope of our discussion here – we will cover a few only to
understand that the algorithm performs a few steps to construct and refine its output vertices.
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are merged into 2-track seed vertices, if each track satisfies |d0| > 2mm. These 2-track

seed vertices are required to satisfy χ2/NDoF < 5.

2. The 2-track seeds are iteratively merged to form n-track vertices. This is done by

determining which sets of seeds are incompatible, which means that merging them

would create a vertex with too low quality.

3. As the seeds may be shared among multiple n-track vertices after merging, any ambiguity

is resolved by detaching any shared tracks from vertices where they are worse-associated

– those with fits with a χ2 to which they contribute more[16]), or merging two vertices

if they share at least 2 tracks or are within 1mm of one another.

4. Once the seeds are no longer shared between vertices, additional lower-quality associated

tracks – those passing the criteria in Table 5.7, looser than for the selected tracks – are

attached to the vertices.

5. The vertex mass is nominally calculated by associating the charged pion mass mπ±

with each track[17], and computing the tracks’ 4-momentum sum.

For a discussion of vertexing efficiency, see Appendix A.3.

16. As a reminder, we generally define the goodness-of-fit parameter χ2 by the formula χ2 =∑
i (Oi − Ei)

2
/Ei, where {Oi} are the observed values and {Ei} are the expected values. For fitting

tracks, this corresponds with the observed tracker hits versus the positions in the tracker where the fitted
track passes through – so each track has an associated χ2. Similarly, we can determine the goodness-of-fit of
a vertex by the impact parameters of its tracks with respect to itself, or in other words how close each track
is to the vertex. We can also then determine how much each track contributes to the vertex’s goodness-of-fit.

17. Recall that a track gives us a measurement of the momentum magnitude versus mass ratio p/m, as
well as the momentum direction. It is only be assuming some mass (or deducing it separately) that we can
reconstruct a full 4-momentum. Assigning mπ± is a standard choice, as the jets produced in pp collisions will
yield significant numbers of charged pions. Another common choice is to assume the tracks to be massless –
while the particles that produced them are certainly not massless, this can be thought of as a “small-mass
approximation” and is in practice not very different than assigning the relatively small mπ± ≈ 140MeV [9]
when considering tracks with momenta on the order of GeV.

111



VSI Track Selection

Index Criterion

A pT > 1GeV

B Not associated with any primary or pileup vertices

C NSCT > 6 if NPix = 0

D NTRT > 7 if NPix < 2

E NSCT > 7 if pT > 25GeV

F NTRT > 20 if ((pT < 25GeV) ∧ (|η| < 1.7))

Selection = A ∧ B ∧ C ∧ D ∧ E ∧ F

Table 5.6: Criteria for defining selected tracks for the VSI secondary vertexing algorithm.
Taken from Ref. [143].

VSI Track Association

Index Criterion

A pT > 1GeV

B χ2/Ndof < 20

C Not associated with any secondary vertex

D Require hit in adjacent outer tracker layer

E sig (∆d0 (track, vertex)) < 5

F sig (∆z0 (track, vertex)) < 5

Association = A ∧ B ∧ C ∧ D ∧ E ∧ F

Table 5.7: Criteria for defining associated tracks for the VSI secondary vertexing algorithm.
Here, sig (x) = x/σx is a measure of the significance of a quantity x with respect to its
resolution σx.
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5.3.1.3 Fuzzy vertexing

The VSI secondary vertices are effective in reconstructing displayed decays that produce

short-lived particles. However, its efficiency may suffer when attempting to reconstruct

displayed decays that produce (somewhat) long-lived particles, such as B-mesons – which is

precisely the scenario considered in the Higgs portal model (Section 5.2.3), and one of the

decay channels in the axino model (Section 5.2.4). Thus, we employ an alternative secondary

vertexing algorithm, known as fuzzy vertexing, that constructs finite-volume “vertices” that

may capture displaced decay products. We shall refer to these as “fuzzy vertices” (FVs).

Importantly (and as discussed further below in Section 5.4), we do not mix our two secondary

vertex algorithms: for a given event we construct both VSI and fuzzy vertices, but we shall

not handle the two sets of vertices simultaneously when computing features of the event and

determining whether or not it may represent a signal process[18]. The algorithm, described

in Ref. [143], works as follows.

1. Tracks that are identified as selected tracks if they pass the selections in Table 5.8. This

is similar to the VSI algorithm.

2. Before being merged into 2-track seeds, each pair of selected tracks is ranked by three

boosted decision trees (BDTs)[19], to determine how signal-like they are. Each BDT is

trained on a combination of MC simulation and data, the former corresponding with a

simulated Wino-Bino process (Section 5.2.2) with each using a sample with a different

mean χ̃02 lifetime. Table 5.9 provides an overview of the training data, Table 5.10

18. Of course, one could consider trying to reconstruct both types of DVs in the same event. However, this
could lead to some ambiguities – as each vertexing algorithm is unaware of the other one – and so would
require some additional tweaks in terms of reconstruction or event selection. For the purposes of this analysis,
we find event selections defined only in terms of one vertexing algorithm or the other to be sufficient.

19. BDTs are machine learning algorithms, that produce a classification score (typically represented as
some number between 0 and 1) based on a set of inputs. They consist of decision trees that are iteratively
trained, with some “boosting” algorithm that re-weights events from one training iteration to the next. For
a review of BDTs, see Ref. [173] for a general overview, and Ref. [174] for a review of their use in particle
physics.
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provides the variables used as BDT inputs, and Figure 5.6 shows the distribution of

BDT scores for the samples upon which the BDTs were trained. All track pairs with

one BDT output score greater than −0.05 are considered for 2-track seed forming. The

seed forming algorithm is identical to that in the VSI algorithm.

3. The 2-track seeds with BDT scores smiddle > 0.15 or slong > 0.15 are identified as

primary seeds. Seeds around the primary seed are merged into seed groups, if they meet

the criteria in Table 5.11.

4. Seed groups are merged iteratively, until no seed groups sharing seeds are left. The

resulting vertices are the FVs. Figure 5.7 shows an outline of this process.

As can be seen from the merging criteria in Table 5.11, the FVs have sizes on the order of a

few millimeters across. For a discussion of vertexing efficiency, see Appendix A.3.

FV Track Selection

Index Criterion

A pT > 1GeV

B Not associated with any primary or pileup vertices

C NSi > 2

Selection = A ∧ B ∧ C

Table 5.8: Criteria for defining selected tracks for the fuzzy secondary vertexing algorithm.
Here, NSi refers to the number of silicon hits – which includes the Pixel and SCT detectors.
Taken from Ref. [143].

5.3.2 High-Level Object Reconstruction

Together with our “low-level” inner detector objects reconstructed – tracks and secondary

vertices – we can also reconstruct particle candidates, jets, and missing energy /ET . These

objects will make use of measurements from all of the detector systems, as combining signals
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Process Category χ̃0
2 mass [GeV] χ̃0

2 lifetime [ns] ∆m
(
χ̃0
1, χ̃

0
2

)
[GeV]

MC, pp→ χ̃0
2χ̃

±
1 ,

χ̃0
2 → χ̃0

1h
∗,

h∗ → bb̄

Signal (long)
300-500

1
30Signal (middle) 0.1

Signal (short) 0.01

Data, Run 364292 Background - - -

Table 5.9: An overview of the samples used to train the 3 BDTs used in the fuzzy vertexing
algorithm. Each BDT is trained with one of the three signal processes, targeting different
lifetimes. Taken from Ref. [143].

Variables Note

η1, η2 -

d10, d
2
0 -

sig
(
d10
)
, sig

(
d20
)

sig (d0) = d0/σd0 : d0 significance

z10 , z
2
0 -

z10 − zPV, z
2
0 − zPV zPV: position of the hard-scatter PV

sig
(
z10
)
, sig

(
z20
)

sig (z0): z0 significance

innermost hit category of track #1, #2 0:IBL, 1:B-Layer, 2:{Layer-1,Layer-2}, 3:SCT

∆η between track #1 and #2 -

∆φ between track #1 and #2 -(
p1T − p2T

)
/
(
p1T + p2T

)
-

difference of the innermost hit category -

Table 5.10: An overview of the input variables for the BDTs used in the fuzzy vertexing
algorithm. Here, sig (x) = x/σx is a measure of the significance of a quantity x with respect
to its resolution σx. One may notice a certain level of redundancy in the input variables –
namely the use of ∆η and the difference in innermost hit category, which will correlate with
the individual η and hit category inputs. In practice, including these additional variables
allows constructing a decision tree with additional granularity with respect to these properties,
within a single “cycle” of the full list of input variables. Taken from Ref. [143].
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Figure 5.6: BDT scores for the 3 BDTs used by the fuzzy vertexing algorithm. Adapted from
Ref. [143].

tracks

Primary seeds (high BDT score)
Other seeds

Seed groups DVs

Merge seeds around 
the primary seeds.

Merge seed groups that 
have common seeds.

Repeat until all different seed 
groups have no common seed.

Figure 5.7: An overview of the production of seed collections and final vertex merging, in the
fuzzy vertexing algorithm. Taken from Ref. [143].
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FV Seed Merging

Index Criterion

A {x, y, z} <


1mm rseed < 23.5mm
3mm 23.5mm 6 rseed < 33.5mm
5mm 33.5mm 6 rseed

B
∑
p

primary
T +

∑
psub
T < 3×

(
φmax − π

2 + 4
)

Merge = A ∧ B

Table 5.11: Criteria for merging 2-track seeds into primary seeds in the fuzzy vertexing
algorithm. Criterion A is applied separately to the x-, y- and z-components of the 2-track
seeds. In criterion B,

∑
psub
T refers to the sum of the pT of the two tracks associated with

the seed being merged, and φmax is the maximum azimuthal angle between the tracks in the
primary seed, and the tracks in the substitute seed. The last criteria is found to prevent
the merging of large numbers of background seeds, particularly inside the beam-pipe region.
Taken from Ref. [143].

from them help us identify what type of particle may have produced a particular set of signals

via interaction with these different systems. In the following subsections, we will review the

different objects we reconstruct. This is followed by overlap removal, the process of removing

particle candidates of one kind that overlap with those of another, which is described in

Appendix A.2.

5.3.2.1 Lepton and Photon Reconstruction

We reconstruct electrons and muons are part of the /ET calculation, as well as to perform over-

lap removal. We do not reconstruct hadronically-decaying tau leptons[20]. Tables 5.12 and 5.13

provide an overview of the parameters for electron and muon candidate reconstruction.

We also reconstruct photons as part of the /ET calculation and overlap removal, with

20. The leptonically-decaying tau leptons will produce electrons and muons (that we do reconstruct).

21. In general, “looser” and “tighter” particle ID working points refer to sets of cuts that particle candidates
must pass: the tighter the cuts, the more stringent they are and the more likely the candidates are to be true
particles (at the possible cost of reconstruction efficiency). The details of electron ID tagging for the ATLAS
experiment in Run 2, and the various working points, are explained in Ref. [176], and this working point’s
configuration in the ATLAS reconstruction software is specified in Ref. [177].
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Baseline Electron Selection

Index Criterion

A pT > 10GeV

B |η| < 2.47

C Passing the LooseAndBLayerLLH electron ID working point[21]

Selection = A ∧ B ∧ C

Table 5.12: An overview of electron candidate requirements. Note that this excludes any veto
on the |η| ∈ [1.37, 1.52] “crack region”, a section of the calorimeter with 5-10X0 (radiation
lengths) of material before the first calorimeter layer [175] which is thus often vetoed in
electron identification. Taken from Ref. [143].

Baseline Muon Selection

Index Criterion

A pT > 10GeV

B |η| < 2.7

C Passing the Medium muon ID working point [178]

Selection = A ∧ B ∧ C

Table 5.13: An overview of muon candidate requirements. Note that there is no track-to-
vertex association requirement. Taken from Ref. [143].

118



baseline criteria given by Table 5.14. In addition, photons with pT > 60GeV are used to

veto DVs satisfying ∆R (DV, γ) < 0.1.

Baseline Photon Selection

Index Criterion

A pT > 25GeV

B |η| < 2.37

C Passing the Tight photon ID working point [179]

Selection = A ∧ B ∧ C

Table 5.14: An overview of photon candidate requirements. Taken from Ref. [143].

5.3.2.2 Jet Reconstruction

For this search we reconstruct jets, for use in the /ET calculation and background estimate,

as well as overlap removal. Known as “EMTopo ” jets, they are reconstructed using the

anti-kt algorithm [180] with a jet radius of R = 0.4, produced from calorimeter topo-

clusters [137] at the EM energy scale[22]. The selection requirements for these jets are

outlined in Table 5.15, including working points for the “Jet Vertex Tagger” (JVT), a

discriminant based on observables RpT and corrJVF [181], given by

RpT =
∑
k

p
trkk
T (PV0) /p

jet
T , (5.1)

corrJFV =

∑
k p

trkk
T (PV0)∑

l p
trkl
T (PV0) +

∑
n>1

∑
l p

trkl
T (PVn) /

(
k nPU

trk

) , (5.2)

22. The “EM scale” refers to energy as measured assuming electromagnetic interactions. Electromagnetic
and hadronic showers have different energy responses in calorimeters, necessitating calibration. For details,
see Section 4.2.8.3 for a discussion of neural network-based calibrations, and Appendix E.2 for a general
discussion of measuring hadronic showers.
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•
∑

k p
trkk

T (PVj) is the (scalar) pT sum of tracks associated with vertex j,
• PV0 is the primary vertex,
• k = 0.01,
• nPU

trk is the number of pileup tracks in the event.

which is used to estimate how likely a jet is to be associated with the primary vertex (versus

being a pileup jet). We also employ the “forward JVT” (fJVT), a variant of this tagger

specialized for jets in the |η| > 2.5 region [182, 183].

Baseline EMTopo Jet Selection

Index Criterion

A pT > 20GeV

B |η| < 4.5

C JVT < 0.64 (Medium working point)

D fJVT < 0.4 (Tight working point)

Selection = A ∧ B ∧ C ∧ D

Table 5.15: An overview of anti-kt, R = 0.4 EMTopo jet candidate requirements. For the
(f)JVT working point definitions, see Ref. [184]. Taken from Ref. [143].

We perform b-tagging on the EMTopo jets to gauge the likelihood of them being initiated

by b-quarks[23]. This is done using the DL1 tagger, a deep neural network[24] that classifies

jets as being initiated by b-quarks, c-quarks, or light quarks and gluons [185]. As inputs, DL1

uses jet kinematics (pT , |η|) as well as the outputs of lower-level taggers, including impact

parameters taggers and algorithms which identify possibly secondary vertices associated with

the jet. To be considered b-jet candidates, EMTopo jets must have pT > 10GeV, and have a

DL1 output score above its 77% tagging efficiency working point.

23. Although b-quark decays feature in a number of our signal models, we do not use this b-tagging
information for any of our event selections (Section 5.4), but it is employed in the background estimation
(Section 5.5).

24. DL1 is one of numerous examples of neural networks being utilized in the ATLAS experiment for
reconstruction tasks, especially classification problems such as jet flavour-tagging. While well-performing,
its fundamental architecture is not particularly specialized, consisting of fully-connected and “maxout”
layers [185]. See Chapter 6 for a discussion of neural network architectures specialized for particle physics.
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5.3.2.3 Missing Transverse Energy Reconstruction

Having briefly reviewed our reconstruction criteria for leptons, photons and jets, we can now

turn our attention to the missing transverse energy /ET . As discussed in Section 4.2.1.6,

/ET is defined as the negative vector sum of the pT of all the particles reconstructed in an

event – and thus in some way depends on how exactly those particles are reconstructed. Its

components are given by

/Ex(y) = /E
e
x(y) + /E

µ
x(y)

+ /E
τ
x(y) + /E

γ
x(y)

+ /E
jets
x(y)

+ /E
soft
x(y) , (5.3)

• /E
a
x(y) is the x- or y-component of the /ET associated with particle/object species a,

where /E
soft
x(y) refers to the /ET components associated with soft energy depositions that are not

explicitly a part of any of our particle candidates. An important subtlety of the /ET definition

is that its different components – or rather the sets of reconstructed particle candidates

with which they correspond – do not necessarily have to match the reconstructed particle

candidates used elsewhere in the analysis: for example, we may reconstruct the reference

electrons used for the /ET calculation differently than the electron candidates described in

Section 5.3.2.1. Such is the case in this analysis, and in fact we reconstruct /ET in multiple

distinct ways in this search. The first, which we shall refer to simply as /ET , is computed

the “standard” way following ATLAS combined performance recommendations, where the

/E
soft
T term is computed using tracks. The second, /E

LHT
T , is computed using topo-clusters

with local weights[25]. In addition to these two offline /ET definitions, we will also impose a

/ET -based trigger requirement on events, which involves reconstructing the online /ET . As

discussed in Section 4.2.6, the TDAQ system performs online reconstruction under stringent

timing constraints, and also performs this reconstruction using a limited amount of detector

input. The online /ET is reconstructed without muon spectrometer input, and thus can be

25. This is the local cell weighting method discussed in Ref. [137, 140].
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potentially offset by muons the event.

5.4 Event Selection, Region Definitions and Expected Yields

Having identified the reconstructed objects in our data – DVs, particle candidates, jets and

/ET – we can now describe a physics event in terms of a collection of these objects. As our

goal in this analysis is to search for the processes described in Section 5.2, we can attempt

to identify signal events by studying the event kinematics – the multiplicity, positions and

momenta of the events’ constituent objects. In the following subsections, we will review how

events are identified as signal-like or not – and in a few different ways, which are tailored to

the different signal models described in Section 5.2[26]. First, however, we will review the

basic concepts of how we define event regions, and how data is handled during the analysis

development process to avoid biasing the development process.

5.4.1 Defining event regions, and blinding

In particle physics analyses, we often speak about “regions” of our data, which are regions of

the event phase space defined by some set of kinematic selections[27]. For example, we might

define a particular region as events that have a certain number of jets, which have transverse

momenta above some threshold. In a new physics search such as this analysis, we define one

or more signal regions (SRs) where we expect to see an appreciable number of signal events,

based on our study of the signal process kinematics in our MC simulations. We can similarly

define regions where we do not expect to see signal events, which we can use to develop and

validate a background estimate whereby we estimate the number of background events in a

particular region. We ultimately extend this background estimate to the signal region, to

26. This section – like the preceding one – is a little technical, and it may be easy to get lost in some of the
details. While at least a quick review of this section is helpful to understanding the following discussions of
background estimation, it may also be useful to use simply as a reference when reading the following sections.

27. We sometimes colloquially refer to these selections as “cuts”.
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determine how many events we expect that region to contain due to background processes:

when we count the number of events in the signal region, based on the background estimate

and a given signal model, we can assess the statistical significance of any excess as evidence

of the model’s existence (or a statistical limit on the model’s existence).

Tightly interlinked with the above discussion is the concept of blinding, which is the

process whereby certain regions of the data are not observed until the analysis method

(in particular the background estimate) is fully complete[28]. This process is done to limit

the effects of the experimenter’s possible prior bias (in favor or against the existence of a

particular model), and the possibility of introducing (unintentional) statistical biases through

phenomena such as p-hacking [187]. We typically blind the signal region, as well as some

regions where we expect only background (or, in practice, minimal signal contamination),

which we refer to as validation regions (VRs). We develop our background estimate using

non-blinded regions referred to as control regions (CRs). We may then gradually unblind the

VRs to check the validity of the background estimate there – and by defining multiple VRs,

we provide ourselves multiple independent tests of the background estimate (allowing for

modification or refinement of the method along the way). Once the background estimation

is finalized, the signal region can be unblinded and the final results can be determined.

Importantly, the background estimate methods and region definitions should not be changed

after unblinding: once the proverbial box is opened, it cannot be closed.

To summarize, the regions in an analysis will typically consist of:

• Signal regions, where we expect to see signal events (based on MC), and which are

blinded,

• Validation regions, where we do not expect to see signal events, and which are initially

blinded,

28. For a review of blinding analyses in high-energy and nuclear physics, see Ref. [186].
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• Control regions, where we do not expect to see signal events, and which are not blinded.

It is important to note that blinding is only performed with respect to actual data: we do not

blind the MC simulations, which are used to determine the amount of signal in each region

(and which inform some elements of the background modeling strategy). This also means

that MC simulations can generally be used as an extra guide during analysis development, at

least to the extent that we trust their outputs.

5.4.2 Common signal region definitions: the MTR

This search features 3 different SRs, which are differentiated by the number and types of

DVs on which they impose requirements, and each of which has an associated set of VRs

(imposing similar DV requirements). These different SRs are not all explicitly orthogonal to

one another, so that an event can potentially fall into more than one of them. Specifically,

the non-orthogonality exists between SRs that use different vertexing algorithms. To avoid

complicating the statistical interpretation of results, we only use one vertexing algorithm per

signal model – that corresponding to the SRs which provide the most statistically significant

event yield[29]. We will, somewhat colloquially, refer to the three different sets of SRs and

VRs as three different analysis channels.

Before describing each of the analysis channels, we will review some selections that are

common to all of them. These are summarized in Tables 5.16 and 5.17. The former, our event

cleaning, consists of selections that remove events where measurements may be distorted by

unwanted beam or detector effects. The latter – which includes these cleanings – defines

a region consisting of events that pass some minimum /ET thresholds (at both offline and

trigger levels), which we refer to as the /ET -triggered region (MTR).

We also define the photon-triggered region (PTR) as events that are not in the MTR

and that pass a photon trigger, as in Table 5.18, which is used to define our VRs. In the

29. In some sense, one can think of this analysis as two or three parallel (but highly-related) analyses.

124



Event Cleaning

Index Criterion Short Description Reference

A General Event Cleaning Reject corrupted/bad events Section 5.4.2.1

B Good Runs List Reject low-quality events Section 5.4.2.2

C Primary vertex Require 1 PV with
(Ntracks > 2) ∧ (|zPV| < 200mm)

-

D
Non-collision

background veto
Reject beam-halo
distortions of /ET

Section 5.4.2.3

E
Dead tile

module veto
Reject dead TileCal module

distortions of /ET
Section 5.4.2.4

Selection = A ∧ B ∧ C ∧ D ∧ E

Table 5.16: An overview of the event-level selections that define our event cleaning. Taken
from Ref. [143].

MTR Selection

Index Criterion Short Description Reference

A Event cleaning Pass event cleaning selections Table 5.16

B /ET trigger Minimum online /ET threshold Appendix A.4
C Offline /ET

(
/E

LHT
T > 180GeV

)
∧
(
/ET > 150GeV

)
-

Selection = A ∧ B ∧ C

Table 5.17: An overview of the event-level selections that define the MTR. This is common
to all SRs. Taken from Ref. [143].
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following subsections, we will expand on the definitions of the selections that define the event

cleanings and the MTR.

PTR Selection

Index Criterion Short Description Reference

A Event cleaning Pass event cleaning selections Table 5.16

B /∈ MTR Fail MTR selection Table 5.17

C Photon trigger Require at least one photon
at HLT, with pT > 140GeV -

Selection = A ∧ B ∧ C

Table 5.18: Selections that define the photon-triggered region (PTR). HLT refers to the
High-Level Trigger (Section 4.2.6.2). Taken from Ref. [143].

5.4.2.1 General Event Cleaning

Our general event cleaning selection removes events where data may have been corrupted,

or the event reconstruction may have been affected by the restart of a detector subsystem.

Specifically, we remove events with

• Noise bursts or data corruption from the LAr and Tile calorimeters,

• Effects from non-operational cells in the Tile and Hadronic End Cap calorimeters,

• Effects from the recovery procedure for single event upsets in the SCT – which are

effects of particle interactions with the SCT readout electronics itself [188].

5.4.2.2 Good Runs List (GRL)

The GRL is a list of all luminosity blocks – sets of collisions approximately spanning

approximately 1min – where all the data quality flags indicate optimal operation of the

detector. This ensures that the data was properly and fully recorded [189], as any malfunction
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in a detector system could lead to missing or incorrectly-reconstructed particle candidates in

the data.

5.4.2.3 Non-collision background (NCB) veto

The non-collision background (NCB) corresponds with a number of processes, unrelated

to the pp collisions that can produce signals in the detector and lead to incorrect event

reconstruction, such as beam interactions with gas in the beam-pipe[30], or a beam halo of

muons produced by beam interaction with tertiary beam collimators located outside of the

detector [190, 191]. These processes can produce an imbalance in the reconstructed /ET , and

so we seek a way to veto this events – particularly for the inclusive background estimate

described in Section 5.5.1, where the estimated probability of DV production (conditioned on

jets or track density) may be influenced by NCB contamination[31]. Figure 5.8 shows the /ET

distribution before applying an NCB veto. The presence of NCB can be seen in the peaks at

{0,±π}, resulting from beam halo effects.

Following from studies in Ref. [192], we define the NCB veto via the selections in Table 5.19,

based on the following jet variables:

• fmax: The maximum fraction of the jet energy deposited in any single layer of the

calorimeter.

• fEM: The fraction of the jet energy deposited in the EM calorimeter[32].

• SuperLooseBadLLP: A very loose jet cleaning working point meant to eliminate fake

jets produced by calorimeter noise, described in Appendix A.7.

30. The vacuum pressure in the beam-pipe, in the interaction point regions, is on the order of 1×10−9 Pa [85].
This is a near-perfect vacuum, but nonetheless we may expect to see effects of protons scattering off of the
remaining gas.

31. By contrast, the event yields in the SRs are not significantly affected by NCB contamination, due to
the DV-level requirements that are imposed.

32. See Section F.2 for a discussion of this phenomenon.
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Figure 5.8: The distribution of the azimuthal direction of
−→
/ET in the MTR, with and without

a standard jet cleaning selection applied. The peaks correspond with NCB from beam
halo effects, and the standard jet cleaning has practically no effect on the distribution –
necessitating construction of a dedicated NCB veto. Taken from Ref. [143].

Note that the fmax and fEM selections are only applied to the leading (highest-pT ) jet in the

event, while the SuperLooseBadLLP selection is applied to all jets in the event (so that the

event fails the veto if any jet fails SuperLooseBadLLP). Figure 5.9 shows the effect of the

NCB veto on the distribution of the azimuthal direction of
−→
/ET .

NCB Veto

Index Criterion

A fmax > 0.8 (leading jet only)

B fEM > 0.96 (leading jet only)

C fail SuperLooseBadLLP (any jet in event)

Pass Veto = (A ∧ B) ∨ C

Table 5.19: An overview of the selections that define the NCB veto. Taken from Ref. [143].
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Figure 5.9: The distribution of the azimuthal direction of
−→
/ET in the MTR, with and without

the NCB veto applied. The veto significantly reduces the magnitude of the peaks in the
distribution, bringing it closer to the expected flat shape[33]. Taken from Ref. [143].

5.4.2.4 Dead tile module veto

Some events will have incorrectly-measured /ET , due to dead (non-functioning) modules in

TileCal, as can be seen by the spikes in Figure 5.10. To remove these events, we define a

dead tile module veto based on the jet-level selections in Table 5.20. We reject an event that

contains any EMTopo jets passing all these selections.

Dead Tile Module Veto

Index Criterion

A jet on a dead tile module[34]

B pT > 50GeV

C ∆φ
(−→
/ET , j

)
< 0.3

Pass Veto = A ∧ B ∧ C

Table 5.20: The dead tile module veto is defined as an event containing an EMTopo jet that
matches all criteria. Taken from Ref. [143].
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Figure 5.10: The distribution of the azimuthal direction of
−→
/ET , in the MTR, with and without

the dead tile module veto applied. For reference, the distribution with and without the NCB
veto is also shown, as in Figure 5.9. On top of the NCB veto, the dead tile module further
reduces the peaks (although less significantly). Taken from Ref. [143].

5.4.3 1 VSI DV Analysis Channel

The 1 VSI DV SR, as its name implies, targets events that produce at least one VSI DV

that is determined to be signal-like. This SR is used to target the gluino R-hadron model

(Section 5.2.1) – for which it is optimized – as well as the axino model ( 5.2.4), for which

it is found to have the best sensitivity[35]. This SR is defined by the common selections in

Section 5.4.2, as well as track cleanings and DV-level selections that we will detail in the

following subsections.

33. In fact, even in the absence of any NCB, the distribution is not entirely flat but exhibits a very gentle
sinusoidal shape, with a small excess in the −φ region and deficit in the +φ region. This is due to the very
small but measurable mechanical sagging of the ATLAS detector, causing the interaction point to not be at
the perfect center of the detector.

34. See Appendix A.8.

35. As the axino model was developed later than the other models in this analysis, none of the SR definitions
were optimized to target it. Prior to its development, it was assumed that the Higgs decay channel would
be best targeted by one of the FV SRs, as the FV algorithm is meant to target heavy-flavor decays such
as the h→ bb̄ in this signal model. However, we ultimately found that the 1 VSI DV SR provided stronger
constraints on this model for both its decay channels, and thus opted to use its results in that SR for final
interpretation.
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5.4.3.1 VSI Track Cleanings

The track cleanings correspond with a set of selections placed on the selected and attached

tracks of VSI DVs (Section 5.3.1.2). Tracks that fail these selections are removed, and

the DV mass (assigning mπ± to the tracks) and track multiplicity are recalculated – other

properties of the DV such as its position are left unchanged. The track cleanings are outlined

in Table 5.21, using the following additional variable definitions:

• α(~v1, ~v2): The 3D angle between two 3-vectors,

• −−−−−→DV−PV: The 3-vector between a DV and the (hard-scatter) PV.

In general, the purposes of these cleanings is to remove tracks that are more likely to

be produced by background processes – in particular, the α(~v1, ~v2) selections target tracks

associated with hadronic interactions (Section 5.5.2.1) that typically produce highly-collimated

sets of tracks, and accidental crossing of DVs by unrelated tracks (Section 5.5.2.3) that

conversely may produce DV tracks with high crossing angles. Figure 5.11 shows the efficiency

of the track cleanings for a range of gluino R-hadron signal models.

5.4.3.2 VSI DV Baseline Selections

After applying track cleanings, we finally perform a series of VSI DV selections – optimized

for the gluino R-hadron model – to eliminate poorly-reconstructed or background-like DVs.

We separate these selections into two groups, which we will refer to as the baseline and signal

selections. The former defines the region in which our VRs and SR reside, with the latter

separating between these two. These selections are indicated in Table 5.22, and we will

discuss a few of the selections below (as indicated).

5.4.3.2.1 DV - PV transverse distance This selection serves to eliminate PVs that

may be reconstructed as DVs, by requiring sufficient distance between the DVs and the
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VSI DV Track Cleaning

Index Criterion

A No hits with Rxy < Rxy,DV

B pT >


4GeV attached track, DV outside last Pixel layer
3GeV attached track, DV outside beam-pipe
2GeV otherwise

C sig (d0) >


15 attached track, DV within last Pixel layer
10 selected track, DV outside last Pixel layer
10 DV within beam-pipe

D α
(

track, −−−−−→DV−PV
)
< π/2 attached tracks

E α
(

track,
−−−−−→
DV−PV

){> 0.2 pT < 4GeV, DV outside beam-pipe
> 0.02 otherwise

F ∆φ(track,
−−−−−→
DV−PV) < 3

G Pass a hit pattern check (Appendix A.9)

Pass Cleaning = A ∧ B ∧ C ∧ D ∧ E ∧ F ∧ G

Table 5.21: An overview of the 1 VSI DV track cleanings. Taken from Ref. [143].
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Figure 5.11: The track cleaning efficiency for a range of gluino R-hadron signal models, in
the 1 VSI DV analysis channel. Studies of the effect of selections and cleanings on MC
simulations of signal processes, like this one, are a crucial tool in designing an analysis. Taken
from Ref. [143].
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1 VSI DV-level Baseline Selection

Index Criterion Short Description Reference

A Fiducial volume
(
Rxy < 300mm

)
∧ (|z| < 300mm) -

B
DV- PV

transverse distance RDV−PV
xy > 4mm Section 5.4.3.2.1

C Vertex fit quality χ2/NDoF < 5 Section 5.4.3.2.3

D Photon veto ∆R (DV, γ) > 0.1 Section 5.4.3.2.3

E Material veto Outside strict material
map veto region Appendix A.10

F Max pT veto max
(
ptrack
T

)
/
∑

tracks pT < 0.95 -

Pass DV Baseline Selection = A ∧ B ∧ C ∧ D ∧ E ∧ F

Table 5.22: An overview of the baseline VSI DV-level selections, which require an event to
have at least 1 DV that passes all these selections. This is common to the 1 VSI DV VRs
and SR, the latter having additional selections. Taken from Ref. [143].

hard-scatter PV. This also serves to suppress the background produced by heavy-flavor

decays, such as B-mesons[36].

5.4.3.2.2 Vertex fit quality This selection serves as a check on the vertex goodness-of-fit,

requiring the reduced χ2 statistic – as reported by the VSI fitting algorithm [170] – to be

sufficiently small. This selection eliminates fake DVs, that are a product of the vertexing

algorithm itself.

5.4.3.2.3 Photon veto As noted in Section 5.3.2.1, we use photons to veto DVs that

satisfy ∆R (DV, γ) if pγT > 60GeV. This selection eliminates DVs that may be produced via

photon conversions[37], a potential SM background. It also helps make the CRs’ kinematics

36. See Figure 2.4 in Section 2.1.2.4.

37. First documented in 1933 [193], photon conversion (or e+e− pair production) results from the interaction
of a high-energy photon with matter.
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more similar to those of the SR, the former being defined as the PTR in combination with

these baseline-level DV selections.

5.4.3.2.4 Max pT veto This selection eliminates DVs that may be reconstructed as

signal-like due to errors in track reconstruction. Such errors may cause a particular track to

be reconstructed with too large pT and resulting in too large a DV mass.

5.4.3.3 Signal VSI DV Selections, and the Full Region Definitions

The preceding DV-level selections, in combination with the event-level selections that define

the MTR, demarcate the region consisting of the SR and VRs. To separate between these

two, the SR is defined by the further DV-level cuts provided in Table 5.23.

1 VSI DV-level Signal Selection

Index Criterion Description

A DV mass mDV > 10GeV

B DV track multiplicity NDV
tracks > 5

C DV selected track multiplicity NDV
sel. tracks > 2

Pass DV Signal Selection = A ∧ B ∧ C

Table 5.23: An overview of the signal VSI DV-level selections, which require an event to have
at least 1 DV that passes all these selections, in addition to the selections in Table 5.22. Here,
“selected track” refers to DV tracks passing the VSI selection criteria in Table 5.6. Taken
from Ref. [143].

With both our event-level and DV-level selections defined, as well as the track cleanings

we apply to the DV tracks, we can now summarize (and visualize) the SR, VRs and CRs for

the 1 VSI DV analysis channel. Table 5.24 summarizes the region definitions. Figure 5.12

shows the SR, VR and CRs in the
(
mDV , N

DV
tracks

)
plane, with two different choices of

binning[38], and Table 5.25 also outlines the VR and CR binnings.

38. The fact that there are different binning choices is a little bit of a historic quirk of the analysis
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(a) (b)

(c) (d)

Figure 5.12: The signal, validation and control regions for the 1 VSI DV analysis channel,
depicted in the

(
mDV , N

DV
tracks

)
plane, with (a,b) fine and (c,d) merged binning. The track

cleanings and baseline DV-level selections (Tables 5.4.3.1 and 5.4.3.2) are implicit. Taken
from Ref. [143].
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1 VSI DV Channel: Region summary

Shorthand Criterion Reference

- MTR Table 5.17

- PTR Table 5.18

DVB 1 VSI DV-level baseline Table 5.22

DVS 1 VSI DV-level signal Table 5.23

Signal Region = MTR ∧ DVB ∧ DVS

Validation Regions = MTR ∧ DVB ∧ DVS

Control Regions = PTR ∧ DVB

Table 5.24: An overview of the region definitions for the 1 VSI DV analysis channel. Note
that the DVs used in the DV-level selections always have track cleanings applied, as outlined
in Table 5.4.3.1. Taken from Ref. [143].

5.4.4 1 FV Analysis Channel

The 1 FV SR is conceptually similar to the preceding 1 VSI DV SR, except that it uses FVs

to identify displaced particle decays. This SR is used to target the Wino-Bino co-annihilation

model (Section 5.2.2) – not only is the SR optimized for that model, but the FV algorithm

itself was developed using a similar class of models for training its BDT (Section 5.3.1.3).

Like its VSI counterpart, this SR is defined by a combination of event-level selections, track

cleanings and DV-level selections.

5.4.4.1 Event-Level Selections

Both FV SRs feature slightly extended event-level selections compared to the 1 VSI DV SR,

featuring a stricter non-collision background veto. These selections are outline in Table 5.26.

development. Having more VRs provides more independent tests of background estimates, but at the cost of
decreased statistics per bin (and thus possibly limited usefulness of each test).
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1 VSI DV Channel: Validation Regions

Region (merged) Region (fine) mDV [GeV] NDV
tracks

VR1
[ 2 , 5] 4

CR1

VR2
[ 5 , 10] 4

CR2

VR Low Track
CR Low Track

VR3
[10 , 15] 4

CR3

VR4
[15 , 20] 4

CR4

VR8
> 20 4

CR8

VR Low Mass
CR Low Mass

VR5
[ 5 , 10] 5

CR5

VR6
[ 5 , 10] 6

CR6

VR7
[ 5 , 10] > 7

CR7

Table 5.25: An overview of the binning of the VRs and CRs for the 1 VSI DV analysis
channel, indicating both region binning systems. Taken from Ref. [143].

FV Region Event-level Selections

Index Criterion Short Description Reference

A MTR /ET -triggered region Table 5.17

B
Strict non-collision
background veto

Reject beam-halo
distortions of /ET

Section 5.4.2.3

Selection = A ∧ B

Table 5.26: An overview of the event-level selections for the 1 and 2 FV SRs. Taken from
Ref. [143].
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5.4.4.1.1 Strict NCB Veto The strict NCB veto is similar to the standard one in

Table 5.19, except that it also applies a condition on the leading jet’s fch, the ratio of the

scalar sum of pT of tracks associated to the jet (via ghost association) and the jet pT [39], and

the veto is failed if any of its conditions are not met. Its definition is outlined in Table 5.27.

Strict NCB Veto

Index Criterion

A fmax > 0.8 (leading jet only)

B fEM > 0.96 (leading jet only)

C fch/fmax < 0.1 (leading jet only)

D fail SuperLooseBadLLP (any jet in event)

Pass Veto = A ∨ B ∨ C ∨ D

Table 5.27: An overview of the selections that define the strict NCB veto. Note that this is
similar to the standard NCB veto (Table 5.19), except that it has an extra condition and
requires all its conditions to be met for an event to pass. Taken from Ref. [143].

5.4.4.2 FV Track Cleanings

Similar to VSI (Section 5.4.3.1), we apply a set of track cleanings to the tracks attached to

the FVs, and any tracks that fail the cleanings are removed (and the FV mass and track

multiplicity updated). These track cleanings, outlined in Table 5.28, are used for both

the 1 and 2 FV SRs, and the efficiency is shown in Figure 5.13 for a range of Wino-Bino

co-annihilation signal models as well as a Z → νν̄ + jets MC background process. Note

that while the track pT cut in particular may appear a little fine-tuned, its purpose is to

further reduce background tracks eliminated by the FV track selection criteria (Table 5.8)

that impose a pT < 1GeV requirement – the background track pT distribution (in MC

simulation) is found to exponentially fall as a function of increasing pT , so slightly tightening

39. This is effectively a measure of the charge fraction of the jet, as associated tracks will correspond with
charged particles. For details on the ghost association method, see Ref. [194, 195].
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this selection criteria significantly reduces background. The signal and background track pT

distributions are shown in Figure 5.14.

FV Track Cleaning

Index Criterion

A No hits with Rxy < Rxy,DV

B pT > 1.1GeV

C sig (d0) > 5

D {α
(

track, −−−−→V−DV
)
} > 0.15 if

(
Rxy,DV 6 34mm

)
∧ (sig (d0) 6 60)

E {α
(

track, −−−−→V−DV
)
} > 0.15 if

(
34mm < Rxy,DV 6 150mm

)
∧ (sig (d0) 6 70)

F ∆φ
(

track, −−−−−→DV−PV
)
< 1.75 if Rxy,DV 6 34mm

G ∆φ
(

track, −−−−−→DV−PV
)
< 1 if 34mm < Rxy,DV

Pass Cleaning = A ∧ B ∧ C ∧ D ∧ E ∧ F ∧ G

Table 5.28: An overview of the FV track cleanings. In the selections above,
{α
(

track, −−−−→V−DV
)
} is computed ∀V ∈ [PV, {PU}], where {PU} refers to the set of pileup

vertices in the event. Taken from Ref. [143].

5.4.4.3 Baseline FV Selections

The baseline FV selections are outlined in Table 5.29. As in the 1 VSI DV analysis channel,

these (together with the track cleanings) serve to isolate the DVs that, together with the

corresponding event-level selections, define our SR, VRs and CRs[40]. In fact, these are mostly

the same types of selections as are imposed on VSI DVs (Table 5.22), except that there is no

40. To be precise, these selections do not fully define the VRs for the FV analysis channels, as we shall
discuss below.
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Figure 5.13: A test of the FV track cleaning efficiency for a set of Wino-Bino co-annihilation
MC samples, as well as a background Z → νν̄ + jets sample for reference. The track
cleanings remove relatively few FVs from the signal samples, at least when compared with the
significant elimination of background FVs – significantly improving the signal-to-background
ratio. Taken from Ref. [143].

vertex fit quality selection[41]. We also apply a condition on the number of seeds in the FV,

as described below.

5.4.4.3.1 NDV
seeds Selection Due to how the FV algorithm functions, FVs can have

between 0 and[42] C
(
NDV

tracks, 2
)

seeds, the former representing the case where all tracks in

the FV belong to disconnected pairs, and the latter the case where tracks are maximally

interconnected. This selection, optimized in MC simulation studies, is found to limit the

contamination of background FVs still present at this stage of event selection.

41. The FVs are constructed in a fundamentally different algorithm (Section 5.3.1.3) employing a BDT,
than their VSI counterparts (Section 5.3.1.2).

42. Here we are using the notation C(n, k) ≡
(
n
k

)
.
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Figure 5.14: Track pT distributions for a range of signal processes (“WB” = Wino-Bino
co-annihilation, “HP” = Higgs Portal), as well as MC simulation background (“BKG” =
Z → νν̄ + jets). For each signal model, the legend indicates the particle masses ((mχ̃02

, mχ̃01
)

for Wino-Bino co-annihilation, mS for Higgs Portal), and the LLP mean lifetime/displacement.
Taken from Ref. [143].
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1 FV: FV-level Baseline Selection

Index Criterion Short Description Reference

A Fiducial volume
(
Rxy < 300mm

)
∧ (|z| < 300mm) -

B
DV- PV

transverse distance RDV−PV
xy > 4mm Section 5.4.3.2.1

C NDV
seeds Selection NDV

seeds > NDV
tracks!/

(
NDV

tracks − 2
)
!/2!− 1 Section 5.4.4.3.1

D Photon veto ∆R (DV, γ) > 0.1 Section 5.4.3.2.3

E Material veto Outside strict material
map veto region Appendix A.10

F Max pT veto max
(
ptrack
T

)
/
∑

tracks pT < 0.9 -

Pass Baseline FV Selection = A ∧ B ∧ C ∧ D ∧ E ∧ F

Table 5.29: An overview of the baseline FV-level selections, for the 1 FV analysis channel.
Note that the NDV

seeds and material veto conditions are lifted for some of our VR definitions,
as will be discussed in Section 5.4.4.5. Taken from Ref. [143].
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5.4.4.4 Signal FV Selections

Finally, we have our signal FV selections, as outlined in Table 5.30. These are similar to the

signal VSI DV selections, except that we also apply a track ∆η selection as described below.

1 FV: FV-level Signal Selection

Index Criterion Short Description Reference

A Material veto Outside strict material
map veto region Appendix A.10

B Max track ∆η ∆ηmax < 3.5 Section 5.4.4.4.1

C Track multiplicity NDV
tracks > 5 -

D DV mass mDV > 10GeV -

Pass FV Signal Selection = A ∧ B ∧ C ∧ D

Table 5.30: An overview of FV-level SR selections, for the 1 FV SR. Taken from Ref. [143].

5.4.4.4.1 ∆ηmax Selection We apply a selection on

∆ηmax = max
(
{∆η

(
~ptrack, i , ~ptotal − ~ptrack, i

)
}
)
, (5.4)

• ~ptrack, i is the 3-momentum of the i’th track attached to the FV,
• ~ptotal =

∑
i ~ptrack, i is the vector sum of the 3-momentum of all tracks attached to the FV.

in order to eliminate FVs that may be produced by accidental crossings (Section 5.5.2.3),

which are often characterized by large track-−−−−−→DV−PV crossing angles.

5.4.4.5 Full Region Definitions

The full region definitions for the 1 FV analysis channel are structurally similar to those for

the 1 VSI DV analysis channel (Table 5.24), with the appropriate substitution of selections

in the event-level, baseline DV-level and signal DV-level categories. However, there are a

couple distinct differences that affect the VR definitions:
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• As noted earlier, the FV VRs include regions without the material map applied. They

also include regions with the map applied.

• The FV VRs also include regions where we specifically lift the NDV
seeds baseline FV-level

selection.

• When imposing the material map and the NDV
seeds conditions, we only use one VR which

is the effective analogue of VR1 in the 1 VSI DV analysis channel (Figure 5.12).

This results in a larger number of VRs than for the 1 VSI DV analysis channel[43]. The VRs

are summarized in Table 5.31.

5.4.5 2 FV Analysis Channel

This SR targets events that produce at least two FVs, as is expected in processes such as the

Higgs Portal signal model for which it is optimized. As noted earlier, this analysis channel is

made orthogonal to the 1 FV analysis channel by designing the latter to require strictly 1

FV– thus while the two FV-based SRs are optimized for different signal models, they are

used in conjunction with one another. It is also subdivided differently than the 1 VSI DV

and FV analysis channels, where there is close correspondence between the two channels’ VR

and SR definitions. The event-level selections and track cleanings are identical to those in

the 1 FV analysis channel (Sections 5.4.4.1 and 5.4.4.2 respectively).

5.4.5.1 Baseline FV Selections

The baseline FV-level selections are the same as those in the 1 FV analysis channel (Table 5.29),

except that the NDV
seeds selections is different. At the risk of redundancy, we outline these

selections in Table 5.32. Note that we require 2 FVs to pass these selections.

43. Having additional, independent opportunities for validation is useful in practice – particularly when
using a new vertexing algorithm whose performance is less studied.
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1 FV Analysis Channel: Validation Regions

Region Name mDV [GeV] NDV
tracks

NDV
seeds

Requirement
Material Map

Veto

VR1inside [ 2, 5] 4

Nominal Fail

VR2inside [ 5, 10] 4

VR3inside [10, 15] 4

VR4inside [15, 20] 4

VR5inside [ 5, 10] 5

VR6inside [ 5, 10] 6

VR7inside [ 5, 10] > 7

VR8inside > 20 4

VR9inside > 10 > 5

VR1N seeds [ 2, 5] 4 [2,4]

Pass

VR2N seeds [ 5, 10] 4 [2,4]

VR3N seeds [10, 15] 4 [2,4]

VR4N seeds [15, 20] 4 [2,4]

VR5N seeds [ 5, 10] 5 3

VR6N seeds [ 5, 10] 6 3

VR8N seeds > 20 4 [2,4]

VR9N seeds > 10 > 5 3

VR1 [ 2, 5] 4 Nominal Pass

Table 5.31: An overview of the VR definitions used for the 1- and 2-FV analysis channels.
Event-level selections are applied, as well as baseline FV selections (except as noted otherwise).
The VR9inside and VR9N seeds regions are similar to the SR, except for different material map
and NDV

seeds conditions. Taken from Ref. [143].
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2 FV: FV-level Baseline Selection

Index Criterion Short Description Reference

A Fiducial volume
(
Rxy < 300mm

)
∧ (|z| < 300mm) -

B
DV- PV

transverse distance RDV−PV
xy > 4mm Section 5.4.3.2.1

C NDV
seeds Selection NDV

seeds > NDV
tracks -

D Photon veto ∆R (DV, γ) > 0.1 Section 5.4.3.2.3

E Material veto Outside strict material
map veto region Appendix A.10

F Max pT veto max
(
ptrack
T

)
/
∑

tracks pT < 0.9 -

Pass Baseline FV Selection = A ∧ B ∧ C ∧ D ∧ E ∧ F

Table 5.32: An overview of the baseline FV-level selections, for the 2 FV analysis channel.
Taken from Ref. [143].

5.4.5.2 Signal FV Selections

The signal FV-level selections are modified with respect to the 1 FV SR, as shown in

Table 5.33.

5.4.5.3 Full Region Definitions

The 2 FV SR structure is similar to the other SRs – a set of event-level selections, track

cleanings, and FV-level selections – except that at least two FVs must pass the FV selections.

The VR and SR definitions are outlined in Table 5.34. Note that the material map veto and

NDV
seeds selections are changed for some of the VR definitions (Table 5.32).

5.4.6 Expected Signal Yields

Having defined our various signal regions, we can now turn to the question of how many

signal events we actually expect to see for each signal model, over the various ranges of
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2 FV: FV-level Signal Selection

Index Criterion Short Description Reference

A
−−−−−→DV−PV Pseudo-rapidity |ηDV−PV| < 2.5 -

B Jet matching ∆R (DV, j) < 0.4 -

C Track multiplicity NDV
tracks > 4 -

D DV mass mDV > 1.5GeV -

Pass FV Signal Selection = A ∧ B ∧ C ∧ D

Table 5.33: An overview of FV-level SR selections, for the 2 FV SR. Note that the lower
bound on the FV mass is much lower than in the 1 FV SR. Taken from Ref. [143].

parameters we are testing. We summarize the model sensitivities in a series of plots in the

following subsections.

5.4.6.1 Gluino R-hadron Yields

Figure 5.15 shows the expected signal yield for the gluino R-hadron model, in the 1 VSI DV

SR. As a reminder, this SR was developed specifically to optimize the gluino R-hadron yield,

and as expected it provides a higher sensitivity to probing this model than the other SRs.

5.4.6.2 Wino-Bino Co-annihilation Yields

Figures 5.16 and 5.17 show the expected signal yield for the Wino-Bino co-annihilation model,

in the 1 and 2 FV SRs (the former of which was optimized to target it).

5.4.6.3 Higgs Portal Yields

Figure 5.18 shows the expected signal yield for the Higgs Portal model, in the 1 and 2 FV

SRs. Note that there is effectively no sensitivity for the case of a 5GeV scalar S, which would
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2 FV Analysis Channel: Validation and Signal Regions

Region NDV
tracks NDV

seeds
Material

Map Veto

VR1 3 > NDV
tracks

Fail

VR2 3 ∈ [2, NDV
tracks)

VR3 > 4 > NDV
tracks

VR4 > 4 ∈ [2, NDV
tracks)

VR5 3 > NDV
tracks

Pass

VR6 3 ∈ [2, NDV
tracks)

VR8 > 4 ∈ [2, NDV
tracks)

SR > 4 > NDV
tracks

Table 5.34: An overview of the VR and SR definitions for the 2 FV analysis channel. Note that
for VR8, the loose material veto is used as opposed to the standard strict one (Appendix A.10),
and the mDV condition is changed to mDV > 0 due to signal contamination. Taken from
Ref. [143].
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Figure 5.15: Expected signal yields for the gluino R-hadron signal model, for (a) fixed
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= 100GeV. Taken from Ref. [143].
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Figure 5.17: Expected signal yields for the Wino-Bino co-annihilation model, for (a,b)
∆m

(
χ̃02, χ̃

0
1

)
= 40GeV and (c,d) ∆m

(
χ̃02, χ̃

0
1

)
= 50GeV. Taken from Ref. [143].
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correspond with decay to significantly off-shell b-quarks[44]

5.4.6.4 Axino Yields

As mentioned in Section 5.2.4, the axino model did not benefit from the custom-tailoring

of a specific SR, as did the other 3 models considered in this analysis. Prior to producing

the full axino MC simulation samples, it was assumed that the axino processes involving a

h → bb̄ decay channel would achieve highest efficiency in one of the FV-based SRs, as the

resulting long-lived B-mesons would be best identified as products of a single displaced decay

by the FV algorithm. However, the 1 VSI DV SR provides the highest signal yield for both

the h→ bb̄ and Z → qq̄ axino channels, and so it is chosen for use with this model as well.

Figure 5.19 shows the expected signal yield for the two decay channels of the axino model,

and Appendix A.11 provides the yields for each of the SRs.

5.5 Background Estimation

Our goal in this analysis is to count how many events fall into our SRs, and make a

determination of the statistical significance of what we find: does it provide evidence of any

of our signal models, or does it rule them out? And if so, how strongly? To do this, we will

want to have a very good understanding of any background processes that contribute to this

count – that is, anything that isn’t the new physics we are looking for.

For this analysis, we use a data-driven background estimate strategy, whereby we model

the background processes using real data in the (non-blinded) CRs, which we will extrapolate

to the SRs[45]. This is in contrast to using a MC-based estimate, where we would estimate

44. Beyond suppression of this process due to the off-shell b-quark production, such low-mass scalars are
difficult to reconstruct as they are hard to distinguish from b-quarks.

45. To be a little more precise, we extrapolate the estimate to the VRs, which we sequentially unblind
(to allow for continued refinement of the background estimate strategy, without immediately exhausting all
opportunities for cross-checking the method). At this point, extending the estimate to the SR is something
between and extrapolation and interpolation – the wording is perhaps a little tricky, as our VRs flank it in
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Figure 5.18: Expected event yields for the Higgs Portal signal model, in the (a) 1 and (b) 2
FV SRs. Taken from Ref. [143].

154



97
.5

3

64
8.

08

17
1.

52

24
.2

5

53
9.

66

17
0.

42

25
.4

9

23
0.

35

15
8.

44

26
.2

8

13
7.

41

27
.4

6

72
.5

0
27

.7
8

25
.9

1
3.

38

200 400 600 800 1000

 [GeV])
1

0χ∼m(

0

100

200

300

400

500

 [G
eV

]
)

50
χ∼

m
(

0

100

200

300

400

500

600

E
xp

ec
te

d 
ev

en
t y

ie
ld

, 1DVSR-1 = 13 TeV, 137 fbs, ATLAS Internal

eVµ = 1138 m(a), )bh (b
5

χ∼ → 
1

0χ∼Axino H->bb, 

(a)

58
7.

38

16
98

.6
7

38
5.

39

53
.3

8

41
.4

4

14
90

.0
6

38
6.

49

55
.4

8

84
7.

50

38
0.

23

58
.0

0

10
.9

0

34
0.

86

59
.5

7

22
8.

24

62
.6

5

2.
45

64
.6

4

200 400 600 800

 [GeV])
1

0χ∼m(

0

100

200

300

400

500

 [G
eV

]
)

50
χ∼

m
(

0

200

400

600

800

1000

1200

1400

1600

E
xp

ec
te

d 
ev

en
t y

ie
ld

, 1DVSR-1 = 13 TeV, 137 fbs, ATLAS Internal

eVµ = 1138 m(a), )fZ (f
5

χ∼ → 
1

0χ∼Axino Z->ff, 

(b)

Figure 5.19: Expected signal yields for the axino signal model, for the (a) h → bb̄ and (b)
Z → qq̄ channels. Note that these both correspond with ma = 1138 µeV, which in turn
corresponds with fa = 5× 109 GeV. None of the channels are appreciably sensitive to the
other tested value of fa = 5× 1010 GeV. Taken from Ref. [143].
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the background level in the SRs based on MC simulations of SM processes. The strength of

an MC-based estimate is that the analyzer nominally has a good understanding of precisely

what processes are contributing to the background. However, this is only true in as much

as the MC simulation is an accurate representation of reality. While these simulations are

designed and tuned to match data, we know that they are inherently imperfect – and there

are in fact multiple MC generators used by experiments in ATLAS, that implement different

computational models of SM processes (such as hadronization),producing results that are not

entirely consistent with one another.

One possible downside of the data-driven approach used here is that it is agnostic to

the precise mechanisms that produce the background. To mitigate this issue – and serve as

a cross-check of the background estimate – we perform a second, independent background

estimate[46] comprised of three parts: each models a process that, based on physics principles

and past analyses, we suspect will contribute to the background. We refer to these two

methods as the inclusive and combined background estimates, respectively. In the following

subsections we will review both methods, with particular emphasis given to the accidental

crossing component of the combined background estimate, a component to which I significantly

contributed.

5.5.1 Inclusive Background Estimate: 1 DV Analysis Channels

Our main background estimate method is referred to as the track density method, and its

basic assumption is that the number of background DVs in a given region is correlated with

the track density of the event[47] . We will outline this method below, before discussing its

the two-dimensional DV mass-multiplicity space as shown for example in Figure 5.12.

46. As will be discussed further below, this independent estimate is only performed for the 1 VSI DV SR.
For the FV-based SRs, only the first background estimate method is performed.

47. We also develop a more complex version of this method, the aptly-named hybrid method, that uses
an additional step of matching DVs to jets and parameterizes the background in a slightly more complex
way. This method is only used as a validation check – in addition to the combined background estimate
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application to the specific analysis channels.

In the track density method, we use the CRs to estimate an event-DV probability (EDP),

which is computed as

EDP (DV|Event(x, y)) =
# of DVs in events with

(
Nb-tag = x, Nevent

tracks = y
)

# of events with
(
Nb-tag = x, Nevent

tracks = y
) . (5.5)

• Nb-tag is the number of b-tagged EMTopo jets,
• N event

tracks is the number of tracks in the event.

In fact, omitted from Equation 5.5 is the fact that the EDP is calculated independently for

different mDV and NDV
tracks ranges: we are interested in the probability of an event having

a background DV that falls within a particular mass range and track multiplicity, as these

are the variables that define our VRs and SR[48]. In practice, computing the EDP consists

of producing histograms of the number of DVs as a function of their events’ Nb-tag and

Nevent
tracks, as well as histograms of these events, and dividing one by the other as shown in

Figure 5.20. Note that when constructing these histograms, we reweight their entries as

to match the underlying pileup distributions between the CRs and VRs[49]. We treat the

resulting quotient histogram as a model of the EDP, with which we can then compute the

number of background events in a region as

Nbackground =

Nevents∑
i=0

EDP (DV|eventi) , (5.6)

where the EDP used is that corresponding to the desired DV mass range and track multiplicity.

(Section 5.5.2) – and is described in Appendix A.13. In fact, a third method is also discussed in Ref. [143],
which was developed in the analysis discussed in Ref. [196]. However as it was only used to motivate the
development of the other methods, we omit its discussion for the sake of clarity (and brevity).

48. In light of this, it would be perhaps more transparent to write the EDP as
EDPNtracks

mDV
(DV (mDV, Ntracks) |Event(x, y)). However this notation is cumbersome, so we will con-

tinue to suppress it with the understanding that computing the background for a particular region requires
using the EDP for the associated mDV range and NDV

tracks value.

49. See Section 5.6.1.2.1.
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One weakness of this approach is that it requires sufficient statistics in the data to build a

reliable model. This is not always the case, which necessitates an extension of the method

discussed in Appendix A.12.

10

1.89±
3.78

2.6±
6.86

2.76±
7.8

1.61±
2.8

4.97±
25.8

4.13±
15.2

0 100 200 300 400 500 600
nTracks

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

n
B

T
a

g
C

a
lib

J
e

ts

-1= 13 TeV, 137 fbs, ATLAS Internal

(a)

6
10

710

2.27e+03±
5.52e+06

5.55e+03±
3.2e+07

4.64e+03±
1.84e+07

924±
9.13e+05

2.4e+03±
6e+06

2.05e+03±
3.63e+06

0 100 200 300 400 500 600
nTracks

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

n
B

T
a

g
C

a
lib

J
e

ts

-1= 13 TeV, 137 fbs, ATLAS Internal

(b)

6−
10

3.42e-07±
6.84e-07

8.13e-08±
2.14e-07

1.5e-07±
4.24e-07

1.77e-06±
3.06e-06

8.29e-07±
4.3e-06

1.14e-06±
4.19e-06

0 100 200 300 400 500 600
nTracks

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

n
B

T
a

g
C

a
lib

J
e

ts

-1= 13 TeV, 137 fbs, ATLAS Internal

(c)

Figure 5.20: The track density estimation method, performed in the PTR with NDV
tracks > 4,

mDV > 5GeV, outside detector material, for the 1 VSI DV analysis channel. The histograms
correspond with (a) the number of DVs, (b) the number of events, and (c) the resulting
EDP. The non-integer counts are a consequence of pileup re-weighting, whereby PTR events
are re-weighted so that the event pileup distribution matches that of the MTR. Taken from
Ref. [143].

5.5.1.1 1 VSI DV Analysis Channel

The results for the inclusive background estimate are provided in Table 5.35. Note that

VR8 was left blinded until unblinding of the SR, as it was found to have significant signal
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contamination. It is thus omitted from the results of this analysis channel, being of relatively

little use.

The largest discrepancy is seen in VR1, which (based on MC simulation studies) is likely

due to contributions from B-meson decays and hadronic interactions not present in the other

VRs[50]. As this background appears to be significantly different in nature than that in the

SR, this discrepancy is not particularly concerning[51].

Background Estimate: 1 VSI DV

Region
Name mDV [GeV] NDV

tracks Estimate Validation
(Hybrid method)

Observed
Events

VR1 [ 2, 5] 4 1228 ± 203 1519 ± 252 1971

VR2 [ 5, 10] 4 7.0 ± 1.8 7.2 ± 1.9 9

VR3 [10, 15] 4 0.52 ± 0.39 0.50 ± 0.38 0

VR4 [15, 20] 4 1.1 ± 0.6 1.2 ± 0.6 2

VR5 [ 5, 10] 5 2.2 ± 0.9 2.3 ± 0.9 3

VR6 [ 5, 10] 6 1.6 ± 0.7 1.7 ± 0.8 1

VR7 [ 5, 10] > 7 1.6 ± 0.7 1.6 ± 0.8 0

SR > 10GeV > 5 0.56 ± 0.40 0.60 ± 0.43 −

Table 5.35: An overview of the 1 VSI DV background estimate results, as well as the observed
number of events in the VRs. VR8 is omitted as it was ultimately not used during validation
of this method. The hybrid method corresponds to an additional validation method described
in Appendix A.13. Uncertainties are a combination of statistical uncertainties, as well as
non-linearity and pileup systematic uncertainties (Section 5.6.1); the systematic uncertainties
can be asymmetric but – with little loss in precision – we report symmetrized errors here for
simplicity. Taken from Ref. [143].

50. A similar discrepancy was seen in the corresponding VR in the analysis described in Ref. [196].

51. It is worth noting that, if we did not observe any qualitative differences, this discrepancy would be
notable: given a large set of VRs, from Gaussian statistics we might naïvely expect to see a > 2σ deviation
in approximately 4% of the VRs, while we see it here in ∼ 14% of them here.
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5.5.1.2 1 FV Analysis Channel

The results for the inclusive background estimate are provided in Table 5.36, for the FV VRs

and SR.

5.5.2 Combined Background Estimate for the 1 VSI DV Analysis Channel

The combined background estimate serves as a cross-check for the inclusive background

estimate, which we perform specifically in the 1 VSI DV analysis channel. As such, it is

only used to derive a “non-closure” uncertainty for the inclusive background estimate results,

given by the extent to which these estimates’ results diverge.

The combined background estimate method consists of three components:

• Hadronic Interactions (HI): This process corresponds with the interaction of SM

particles with the detector material – both the sensors and the mechanical support

structures – that may produce DVs with sufficient reconstructed mass and track

multiplicity as to be signal-like.

• Merged Vertices (MV): This process is purely a reconstruction effect, where two

(non-signal-like) DVs may in fact be reconstructed as a single, merged DV if they

are sufficiently close to one another. This also may produce a DV with sufficient

reconstructed mass and track multiplicity as to be signal-like.

• Accidental Crossings (AX): This process is, like MV, a reconstruction effect. In

this case, we consider the process whereby a non-signal-like DV may be accidentally

crossed (intercepted) by an spurious track (such as from pileup processes). This track

is then treated as one of the DV tracks, and may result in a reconstructed mass and

track multiplicity that promote the DV to signal-like status.

In the following subsections, we will describe the modeling of each of these processes.
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Background Estimate: 1 FV

Region
Name mDV [GeV] NDV

tracks Estimate Validation
(Hybrid method)

Observed
Events

VR1
[ 2, 5] 4

1057.9 ± 20.24 1013.92 1287

VR1inside 17465.72 ± 69.94 15069.52 14669

VR1N seeds 983.8 ± 18.40 906.72 850

VR2inside
[ 5, 10] 4

1028.31 ± 16.11 887.52 890

VR2N seeds 356.2 ± 11.33 324.62 363

VR3inside
[10, 15] 4

72.14 ± 4.34 62.69 55

VR3N seeds 100.25 ± 5.72 91.86 101

VR4inside
[15, 20] 4

18.26 ± 2.02 15.93 20

VR4N seeds 26.81 ± 2.61 24.64 28

VR5inside
[ 5, 10] 5

603.16 ± 11.45 512.79 528

VR5N seeds 17.86 ± 2.66 14.84 15

VR6inside
[ 5, 10] 6

369.56 ± 8.84 314.05 327

VR6N seeds 3.55 ± 1.06 2.98 2

VR7inside [ 5, 10] > 7 303.58 ± 7.89 257.88 269

VR8inside
> 20 4

11.44 ± 1.51 10.01 17

VR8N seeds 27.24 ± 2.58 24.84 40

VR9inside
> 10 > 5

45.63 ± 3.02 38.94 43

VR9N seeds 10.97 ± 1.64 9.94 9

SR > 10 > 5 0.81 ± 0.49 - −

Table 5.36: An overview of the 1 FV background estimate results, as well as the observed
number of events in the VRs. Uncertainties are treated as in Table 5.35, and are omitted from
the hybrid method validation for simplicity. For the various VR definitions, see Table 5.31.
Taken from Ref. [143].
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5.5.2.1 Hadronic Interactions (HI)

As briefly described above, the HI process primary corresponds with SM particles scattering

off of the detector material’s constituent nuclei. It also includes – to a lesser extent – the

scattering of SM particles off of lower-density materials such as gases[52]. The DV-level

material map selection (Section 5.4.3.2) is meant to eliminate this source of background.

While it does this quite effectively, it nonetheless may leave behind HI-induced DVs that will

contaminate the SR, and so we want to model this background contamination.

To model the HI process, we examine DVs in events in the MTR (Section 5.4.2) that pass

the baseline DV-level selections in Section 5.4.3.2. The DV track multiplicity distribution is

fit with the function

NDV
tracks (m) =

(
1

C(m− b)
+ exp m−B

l

)−1

, (5.7)

• NDV
tracks is the DV track multiplicity,

• m is the DV mass (reconstructed by assigning mπ± to the tracks),
• {b, l, B,C} are fitting parameters.

which – as validated in MC-based studies on Z → νν̄ + jets samples[53] – models the

multiplicity distribution of DVs produced by the HI process. This fit is performed in the

VRs, and extrapolated to the (blinded) SR (mDV > 10GeV Ntracks > 5) to estimate its HI

contamination.

In data, where we do not have truth-level information by which we can validate our

methods (as in MC simulation), we perform a closure test for this modeling by comparing it

against a selection of ∆Rmax < 0.8, and verifying that the fit and the selection yield similar

results. This selection, based on studies performed for the analysis described in Ref. [196],

52. These are in some way similar processes as the non-collision background described in Section 5.4.2.3,
except that they are not induced by beam particles (and the corresponding energy distributions of the
interactions may be quite different).

53. See Appendix A.14.
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eliminates DVs that are more likely to be the products of accidental crossings (Section 5.5.2.3),

where ∆Rmax is the maximum ∆R between a DV track and the vector sum over transverse

momenta
∑
i ~pT ,i of the other tracks attached to the DV. As an additional cross-check of

this method (within both data and MC simulation), the fit is also performed in a similar

region defined by the MTR and baseline DV-level selections, except that the material map

veto is lifted and the fit is extended to the mDV > 10GeV Ntracks > 5 region. The HI fits –

both for the estimate and for validation in data – are shown in Figure 5.21. The resulting

contributions to the background estimate are provided in Table 5.37.

ATLAS Internal
s =  13 TeV, 137 fb 1

ATLAS Internal
s =  13 TeV, 137 fb 1

ATLAS Internal
s =  13 TeV, 137 fb 1

ATLAS Internal
s =  13 TeV, 137 fb 1

ATLAS Internal
s =  13 TeV, 137 fb 1

ATLAS Internal
s =  13 TeV, 137 fb 1

Figure 5.21: Fits performed to estimate the HI contribution to the background. Note that
fits are performed in both the inside and outside material regions. For the latter, the SR is
blinded. Modified from Ref. [143].
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Region Track Multiplicity mDV [GeV] Number of HI Events

VR1 4-track [ 2, 5] (2.00 ± 0.36)× 103

VR2 4-track [ 5, 10] (8.5 ± 2.0 )× 100

VR3 4-track [10, 15] (1.1 ± 1.4 )× 10−4

VR4 4-track [15, 20] (1.4 ± 9.1 )× 10−9

VR5 5-track [ 5, 10] 4.5 ± 1.3

VR6 6-track [ 5, 10] 1.40 ± 0.94

VR7 > 6-track [ 5, 10] 0.0 ± 0.0

VR8 4-track > 20 (0.17 ± 4.30)× 10−13

SR > 4-track > 10 (1.8 ± 5.9 )× 10−5

Table 5.37: The HI background estimate results. Note that the expected numbers of events
cover many orders of magnitude, depending on the region. Taken from Ref. [143].

5.5.2.2 Merged Vertices (MV)

In the VSI algorithm, two DVs may be merged into a single vertex if their distance measure,

S =

√
(~v1 − ~v2) (cov (~v1)− cov (~v2))−1 (~v1 − ~v2)

T , (5.8)

• S is the distance measure,
• ~vi is the −−−−−→DV−PV corresponding with the i’th DV,
• cov (~vi) is the covariance matrix of the i’th DV, from the VSI fitting algorithm.

satisfies S < 10, and one of the following conditions is satisfied [143, 170]:

1. Re-assembling: DVs with more tracks will have better position resolution than those

with fewer, and so tracks of a lower-multiplicity DV are extrapolated to the higher-

multiplicity DV. If these tracks all point towards the higher-multiplicity DV, the two

DVs are merged.

2. Suggested refitting: The lower-multiplicity DV is refit, using the position of the

higher-multiplicity DV as the starting point. If S < 4 after this refitting procedure, the
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two DVs are merged.

3. Magnet merging: Each track from the higher-multiplicity DV is iteratively associated

with the lower-multiplicity DV, and the lower-multiplicity DV is refit. If S < 4 after

any of the refits, the two DVs are merged.

4. Wild merging: All tracks from both of the DVs undergo a single vertex fit, and if

the resulting DV’s position is within 4σ of the higher-multiplicity DV, the two DVs are

merged.

This merging process ensures that massive LLPs that produce multiple charged decay products

will not be incorrectly reconstructed as clusters of low-mass, low-multiplicity DVs. As a

consequence, however, it may merge background DVs to produce one that appears signal-like.

To model the MV background process, we use data from the VRs. The basic procedure is

as follows:

1. We artificially overlay events, to produce a sample of mixed events.

2. In the mixed events, we merge pairs of DVs that satisfy S < 10, in order to produce

artificial DVs. We expect these to have similar properties to the DVs produced by the

MV process during reconstruction.

3. We use the artificial DVs to construct a mass template from the distribution of their

masses, applying full DV track cleanings (Section 5.4.3.1) to them.

4. We use the mass template to estimate the number of MV events in the SR.

Multiple independent iterations of this procedure are performed, for treating the merging of

m- and n-track DVs for different values of {m, n}. While this procedure is relatively simple,

there are two important caveats regarding the production of the mass template:
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• We have to account for the combinatoric effects of artificially overlaying events, which

will produce more artificial DVs than there are DVs produced by the actual MV process.

We will account for this by computing a scale factor.

• We also have to account for the fact that, based on the preceding discussion of merging

conditions, the S < 10 is a necessary but not sufficient condition for merging DVs. Thus

in reality only some fraction of DV pairs with S < 10 will be merged (although this is

the only condition we apply when producing the aritificial DVs). We will refer to this

fraction as the merging rate, which we estimate by measuring the difference in DV pairs

in the S < 10 region, between those from the same event, and from artificially-overlaid

events. Figure 5.22 provides a schematic of this procedure, and Figure 5.23 shows an

example set of S2 distributions, for merging 2- and 3-track DVs.

After production of the mass templates, we integrate the mass and multiplicity regions

corresponding to the VRs and SR to estimate the contributions to the background in these

regions. The results of this are provided in Table 5.38.

Region Track Multiplicity mDV [GeV] Number of MV Events

VR1 4-track [ 2, 5] 0.0065 ± 0.0032

VR2 4-track [ 5, 10] 0.0690 ± 0.0093

VR3 4-track [10, 15] 0.270 ± 0.018

VR4 4-track [15, 20] 0.270 ± 0.019

VR5 5-track [ 5, 10] 0.0098 ± 0.0044

VR6 6-track [ 5, 10] 0.0063 ± 0.0037

VR7 > 6-track [ 5, 10] 0.0042 ± 0.0030

VR8 4-track > 20 0.730 ± 0.030

SR > 4-track > 10 0.183 ± 0.029

Table 5.38: The MV background estimate results. Taken from Ref. [143].
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(a)

(b)

Figure 5.22: A schematic of measuring the distance in S between (a) same-event and (b)
different-event DV pairs, for estimating the merging rate for the MV estimate method. Taken
from Ref. [143].
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Figure 5.23: Example distributions of S2 for DVs within the same event, and within mixed
events. The (a) full distributions show good agreement in the S > 10 region (after application
of the scale factor), while (b) the S < 10 region shows a deficit in DV pairs in the same-event
distribution, which is used to compute the S2-dependent merging rate via the ratio between
the two distributions: the merging rate is the difference of this ratio from unity. Taken from
Ref. [143].

5.5.2.3 Accidental Crossings

The AX process corresponds with the scenario where a non-signal-like DV is “accidentally

crossed” (or AX’ed, for short) by a spurious track originating from a different DV or PV.

The AX’ing track becomes combined with this DV, increasing its track multiplicity NDV
tracks

as well as its computed mass mDV, with this latter effect being particularly pronounced if

the AX’ing track has a large opening angle with respect to the DV’s track 3-momentum

vector sum. A number of the track cleanings and selections discussed in Section 5.4 are

explicitly designed to eliminate AX’ing tracks, or DVs with the resulting misconstructed

features; for example, the track cleaning requirement of rejecting tracks with hits that satisfy

Rxy < Rxy,DV will remove tracks that may have originated from a different origin closer

to the beam line. However, some amount of this background is expected to remain and

contaminate the SRs, so we seek to model it as a means of validating the inclusive background

estimate method (that implicitly covers it).

To model the AX process, we take the general approach outlined in Figure 5.24, which
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works as follows:

1. We identify 2-track DVs in the data that correspond with K0
S → π−π+ decays.

2. We also identify 3-track DVs which are candidate AX’ed K0
S decays, where 2 of the

tracks are from the K0
S → π−π+ decay and the third is the AX’ing track.

3. Using the 2-track and 3-track K0
S candidates, we estimate an accidental crossing rate

(or “AX’ing rate”) as the ratio of 3-track K0
S candidates versus all K0

S candidates.

4. Using the 3-track K0
S candidates, we identify which track is the likely AX’ing track,

and save its kinematics to a track database. Specifically, we record its direction, as well

as its opening angle with respect to the vector sum of the other DV tracks.

5. Using DVs in data – outside of our SR, and in or adjacent to our VRs in the(
mDV , N

DV
tracks

)
plane – we produce artificially AX’ed DVs by randomly sampling our

track database, and (artificially) attaching a track from it to a DV. We recompute the

mass and track multiplicity of these AX’ed DVs, and use these to produce mass tem-

plates, which are distributions of these DVs’ mass in a particular NDV
tracks region. When

adding a particular AX’ed DV’s mass to a mass template, we scale its contribution

by the appropriate AX’ing rate as to normalize it by the probability of the DV being

AX’ed.

6. By integrating the mass templates over the corresponding mDV and NDV
tracks ranges, we

produce estimates of the AX background in the VRs and SR.

Figure 5.25 shows an example mass template produced with the above method, and

Table 5.39 provides the estimated AX background contribution in the VRs and SR. Ap-

pendix A.15 provides more details on the AX estimate method.
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Figure 5.24: A schematic of the AX background estimate process, whereby we use K0
S

candidates identified in data to estimate and parameterize an AX’ing rate, and collect
kinematics of likely AX’ing tracks. We use this information to model the AX background by
attaching the AX’ing tracks to real DVs outside the SR. Taken from Ref. [143].

0 5 10 15 20 25 30 35 40 45 50
(3+1)-track mass [GeV]

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

N
um

be
r 

of
 D

V
s

VR1
6.7e-02

±
1.7e-02

VR2
2.3e-01

±
5.8e-02

VR3
3.6e-01

±
8.9e-02

VR4
3.6e-01

±
8.7e-02

VR8
8.4e-01

±
2.0e-01

ATLAS Internal

Figure 5.25: An example mass template produced as part of the AX background estimate,
showing the integration of the different regions to produce estimated numbers of background
events. Taken from Ref. [143].
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Region Track Multiplicity mDV [GeV] Number of AX Events

VR1 4-track [ 2, 5] 0.067 ± 0.017

VR2 4-track [ 5, 10] 0.230 ± 0.058

VR3 4-track [10, 15] 0.360 ± 0.089

VR4 4-track [15, 20] 0.360 ± 0.087

VR5 5-track [ 5, 10] 0.061 ± 0.015

VR6 6-track [ 5, 10] 0.0170 ± 0.0043

VR7 > 6-track [ 5, 10] 0.0038 ± 0.0009

VR8 4-track > 20 0.84 ± 0.20

SR > 4-track > 10 0.76 ± 0.14

Table 5.39: The AX background estimate results. Taken from Ref. [143].

5.5.2.4 Combining results

With each of the combined background estimate’s components computed, we can combine

them to produce our final combined background estimate – which serves as a validation

check for the inclusive background estimate (Section 5.5.1) in the 1 VSI DV analysis channel.

Figure 5.26 shows the combined estimate in the VRs and SR, and Table 5.40 provides a

comparison of the inclusive and combined background estimates. We find that the nominal 1

VSI DV background estimate is in good agreement with the combined background estimate –

as well as results from using the hybrid background estimate strategy – with the predicted

number of background events falling within 1σ of one another. Thus, we choose not to assign

a non-closure uncertainty – a measure of limited confidence in the background estimate –

when assessing the uncertainties in this analysis.

5.5.3 Inclusive Background Estimate: 2 FV Analysis Channel

Owing to some of its structural differences with respect to the 1 DV analysis channels, the 2

FV analysis channel uses a somewhat different background estimation strategy. This involves
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Figure 5.26: The combined background estimate, for the SR, as well as the fine-binned VRs.
Taken from Ref. [143].

1 VSI DV Background Estimate Comparison

Method Estimate

Inclusive - Nominal 0.56+0.40
−0.39

Inclusive - Hybrid 0.60+0.44
−0.43

Combined 0.94 ± 0.15

Table 5.40: A comparison of the background estimates for the 1 VSI DV analysis channel.
Taken from Ref. [143].
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the computation of a jet-DV probability (JDP), which parameterizes the likelihood of a

background DV being produced in the presence of a jet with certain properties[54]. The basic

procedure, performed in the CR, is as follows:

1. FVs are matched to jets if they satisfy ∆R(FV, j) < 0.4, and the number of jet-matched

DVs is parameterized as a function of the jet’s pT and b-tag. An FV may be matched

with multiple jets; those matched with more than one jet are counted separately than

those matched with only one. The jets are also counted and similarly parameterized[55].

2. Using the two sets of matched jets and their events, we compute two JDP values, the

JDP(1) and JDP(>2), the former using FVs with one jet match and the latter using

those with multiple jet matches. Each is computed as

JDP(n) (FV|jet(x, y)) =
# of FVs with n matched jets with (btag = x, pT = y)

# of events with (btag = x, pT = y)
,

(5.9)

which is analogous to the EDP in Section 5.5.1.

3. With the two JDP(n) definitions, we now predict the number of events with n background

54. Note that this concept also appears in the hybrid background estimate strategy discussed in Section A.13.
However, the way that we define the JDP here is subtly different: As discussed below, we count the number
of jet-matched FVs, as opposed to the number of DV-matched jets, allowing for multiple FVs to be matched
to the same jet.

55. The parameterization is accomplished in practice by producing 2D histograms as in the track density
method.
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FVs, for n ∈ {0, 1} and the n > 2 cases, as

N0 FV
background =

∑
events

∏
jets

(
1− JDP(1) − JDP(>2)

)
, (5.10)

N1 FV
background =

∑
events

∏
jets

(
1− JDP(1) − JDP(>2)

)

×

∑
jets

JDP(1)

1− JDP(1) − JDP(>2)

 , (5.11)

N> 2 FV
background = Nevents −N1 FV

background −N0 FV
background , (5.12)

where the sums and products over jets are taken over each event.

The results of this background estimate are provided in Table 5.41.

Background Estimate: 2 FV

Region
Name

mDV
[GeV] NDV

tracks
Material

Map Veto NDV
seeds Estimate Observed

Events

VR1 > 1.5 3 Fail > NDV
tracks 158.81 ± 12.93 193

VR2 > 1.5 3 Fail ∈ [2, NDV
tracks) 108.09 ± 4.25 138

VR3 > 1.5 > 4 Fail > NDV
tracks 80.68 ± 5.02 89

VR4 > 1.5 > 4 Fail ∈ [2, NDV
tracks) 47.52 ± 3.04 41

VR5 > 1.5 3 Pass > NDV
tracks 4.55 ± 1.04 7

VR6 > 1.5 3 Pass ∈ [2, NDV
tracks) 42.20 ± 3.08 40

VR8 > 0 > 4 Pass (loose) ∈ [2, NDV
tracks) 36.55 ± 3.09 43

SR > 1.5 > 4 Pass > NDV
tracks 1.29 ± 0.59 −

Table 5.41: An overview of the background estimate results for the 2 FV analysis channel,
for the VRs and SR. Uncertainties on the background estimates reported here are given as a
combination of statistical, pileup and non-linearity uncertainties, treated as independent of
one another. Taken from Ref. [143].
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5.5.4 Summary of Background Estimates

To summarize the preceding sections, we have reviewed methods for producing data-driven

background estimates for each of the analysis channels, as well as a set of cross-checks

that validate these methods. By modeling the background through real data in CRs, these

estimates have the advantage of not relying on the accuracy of MC simulations, and –

particularly for the 1 DV analysis channels – we find good agreement between the estimation

method and validation checks performed in data. Table 5.42 summarizes the final background

estimates from above.

Background Estimate Summary

Analysis Channel Background Estimate

1 VSI DV 0.56 ± 0.40

1 FV 0.81 ± 0.49

2 FV 1.29 ± 0.59

Table 5.42: A summary of the background estimates for the SRs of all analysis channels.
Uncertainties are symmetrized for simplified reporting – the asymmetries are very small, as
the uncertainty is dominated by the (symmetric) statistical component. Taken from Ref [143].

In the following sections, we will see how the background estimates – together with the

observed numbers of events – translate into limits on the various signal models studied. First,

however, we will review some important details regarding the treatment of uncertainties in

the analysis.

5.6 Uncertainties

One of the most important steps in any physics analysis – and in fact, any data analysis in

general – is assessing and quantifying the uncertainties associated with any measurements,

both the statistical uncertainties stemming from the data statistics, as well as the systematic

uncertainties introduced by the data reconstruction and analysis methods themselves. Simply
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put, a measurement without an associated uncertainty is typically not meaningful.

In the following subsections, we will review how the dominant sources of uncertainty are

modeled, in each part of the analysis[56]. Particular emphasis will be given to systematic

uncertainties stemming from large-radius tracking (LRT), for which I developed a dedicated

study to model its effects on signal yield uncertainties across the four different signal models.

5.6.1 Background Estimate Uncertainties

As a data-driven estimate, the inclusive background estimate methods described in Sec-

tions 5.5.1 and 5.5.3 are sensitive to statistical uncertainties in the underlying data they use,

in addition to possible effects of mismodeling.

5.6.1.1 Statistical Uncertainties

These uncertainties enter into the background estimates via the EDP and JDP(n) calculations,

which involve histogramming DVs, jets and events. For the latter two, the statistics are

sufficient that they can safely be approximated as Gaussian[57], with each histogram bin with

count Ni being assigned an uncertainty of σi =
√
Ni. However, this is not a safe assumption

to make for the DV histograms, which typically have too low counts and should be treated

with Poisson statistics. To handle this, we perform the following method[58] to estimate the

resulting uncertainties in the background estimate:

56. While we will discuss various sources of uncertainty, as well as the concept of limit setting in the
following chapter, we will not have a formal discussion or review of the statistical methods themselves. For a
relatively comprehensive review of statistical methods relevant to particle physics, see Ref. [197, 198] (with a
slight emphasis on Bayesian methods), as well as Ref. [199] for a concise yet thorough overview targeting
particle physics applications.

57. Note that all these objects obey Poisson (or “counting”) statistics. One can approximate a Poisson
distribution as a Gaussian when the distribution mean is sufficiently high – a common rule-of-thumb is
a threshold of approximately 20, at which point the difference between the distributions is at around the
percent level [200].

58. Here we discuss the EDP. The same methods apply to the JDP(n)’s.
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1. For each DV histogram, we run 104 pseudo-experiments using the extended-statistics

variant of the method (Appendix A.12) whereby extended CRs are used to compute

the EDP and the result is scaled by f = N
target
DV /Next

DV to account for the ratio of DVs

in the original and extended regions.

2. In each experiment, the number of DVs in the (extended) CR is varied bin-by-bin by

drawing a count for bin bi from a Poisson distribution X ∼ Poisson (Ni) where Ni is

the original number of counts in bi.

3. To vary the f -factor, a new value of N target
DV is drawn from X ∼ Poisson

(
N

target
DV

)
.

4. The resulting background estimate is computed for each experiment, and the standard

deviation of these results is taken as the final statistical uncertainty on the background.

Figure 5.27 shows the mean and standard deviation for each VR and SR in the 1 VSI DV

analysis channel, from the above method.
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Figure 5.27: The mean and standard deviation for the background estimate for the 1 VSI DV
analysis channel, computed using the pseudo-experiment method to simulate the effects of
Poisson statistics, in the merged VR bins. VR1, which nominally has 1228 ± 203 estimated
background events, is excluded for better color scaling of the plot. Taken from Ref. [143].
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5.6.1.2 Systematic Uncertainties

We evaluate a few different sources of systematic uncertainty in the background estimation[59]

– which based on detailed studies of the method, are determined to be the dominant systematic

uncertainties. For each background estimate, we will only report the two dominant systematic

uncertainties. The two dominant systematic uncertainties are combined in quadrature, as they

are assumed to be independent, and are then combined[60] in quadrature with the statistical

uncertainty to yield the final background estimate uncertainty shown in Table 5.42. In

practice, we find the systematic uncertainties to be dominated by the statistical uncertainty.

5.6.1.2.1 Pileup Uncertainties One systematic uncertainty that we model for the

background is the pileup uncertainty, which accounts for differences in the pileup distributions

of the PTR and MTR (and thus the CRs and VRs). As shown in Figure 5.28, the MTR has

higher average pileup – which is to be expected, as pileup activity correlates with /ET triggers.

In the background estimate (Section 5.5.1), we account for this by reweighting the events in

the PTR and MTR to match the pileup distribution of the former with that of the latter. We

take the difference between the nominal estimate and a non-pileup-reweighted version as the

pileup systematic uncertainty, of approximately 5%. Due to the relatively simple modeling of

this uncertainty, it is treated as symmetric.

59. Note that in Ref. [143], there is not a clear distinction made between statistical and systematic
uncertainties – at least in terms of nomenclature (as they are treated correctly). In general, terms like
“systematics” are used somewhat colloquially in the discussion of uncertainties in physics analyses. Here, we
will make a clear distinction between uncertainties stemming entirely from counting statistics – which are of
a statistical origin – and those which may stem from mismodeling effects and biases in the various estimation
and reconstruction methods, which we shall refer to as systematic.

60. It is in fact typical to keep the reporting of statistical and systematic uncertainties separate, as the former
is symmetric whereas the latter may be asymmetric. However, for simplicity we combine these uncertainties
when reporting results here – a choice motivated partly by the fact that the statistical uncertainties are the
dominant ones in this analysis, and also by the fact that owing to how we model the systematic uncertainties,
we do report than as symmetric.
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Figure 5.28: A comparison of the number of pileup vertices in the MTR and PTR. The lack
of a bump in the 50-60 region of the PTR distribution is due to the enforced orthogonality of
the MTR and PTR selections. Taken from Ref. [143].
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5.6.1.2.2 Non-closure Uncertainties One last systematic uncertainty we will consider

is non-closure, the discrepancy in background estimate validation. We have multiple types of

background estimate validations in play – the combined estimate method for the 1 VSI DV

analysis channel, the hybrid inclusive estimate method, and the validation tests performed

using our VRs for each method. We define our non-closure uncertainty as the largest

discrepancy between the nominal background estimate and any validation method, in any

of the VRs or SR. As with the pileup uncertainty, we treat this as a symmetric uncertainty

although it is assumed to be (partly) systematic in nature.

5.6.2 Summary of Background Uncertainties

In Table 5.43, we summarize the uncertainties on the background estimates. While the

contributions from systematic uncertainties are non-negligible, we see that the statistical

uncertainty is by far the largest – and as we treat these independent of one another (and

thus add them in quadrature), it dominates in the total uncertainty we compute.

Background Uncertainty Summary

Analysis
Channel Estimate Statistical

Uncertainty
Systematic

Uncertainties
Total

Uncertainty

1 VSI DV 0.56 ±70%
Pileup

±71%
±5%

1 FV 0.81 ±57%
Non-closure Pileup

±61%
±22% ±2%

2 FV 1.29 ±45%
Non-closure Pileup

±50%
±20% ±4%

Table 5.43: An overview of background estimate uncertainties for the three analysis channels.
Note that the reported uncertainties for each analysis channel are not necessarily the same.
Due to how the systematic uncertainties are modeled, only the uncertainty for the 1 VSI
DV channel is reported as asymmetric, with the asymmetry being very small. Taken from
Ref. [143].
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5.6.3 Signal Yield Uncertainties

So far, we have seen how limited statistics and potential mismodeling effects contribute to

uncertainties in the estimated number of background events in each SR. As we are ultimately

counting some number of observed events, and comparing it to the combined estimated signal

and background yield (the signal yield being different for each model and choice of model

parameters), the only other place where uncertainties may reside is in the expected signal

yield. The signal yields are estimated using MC simulations – there is not a “data-driven”

approach available such as with the background estimation – and so we must contend with a

host of uncertainties that originate from the theory inputs into the MC generators and the

imperfections of their simulations. We must also consider the effects of detector reconstruction

errors and inefficiencies, which will vary from one signal model to another as their different

processes produce different kinds of signals (such as DVs with different masses and track

multiplicities). In the following subsections, we will review the major sources of uncertainty

in the signal yields. As noted earlier particular attention will be given to the systematic

uncertainties associated with large-radius tracking – which is one of the leading sources of

signal systematic uncertainties.

5.6.3.1 Theory Uncertainties

The process of MC simulation for high-energy processes effectively consists of sampling

high-dimensional probability distributions to statistically model the kinematics of particle

interactions[61]. These probability distributions are constructed and scaled based on the-

ory inputs, so that the MC generators are tuned to match theory predictions – and past

measurements from experiments such as those at the LHC and Tevatron experiments, when

possible. However these distributions all carry some associated uncertainties, stemming from

61. For a general review of MC methods – not specific to high-energy physics – see Ref. [201].
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the limits of analytical theory calculations in estimating process cross-sections[62]. Handling

of theory-based cross-sectional uncertainties is largely standardized across LHC experiments,

and in practice is straightforward in its implementation (owing to common theory and software

frameworks). While not specific to this analysis, we will briefly touch on a few specific sources

of these uncertainties, if only to dispel possible mystery regarding their origins.

5.6.3.1.1 General Cross-section Uncertainties All the cross-sections used for the

parton-level processes in the signal MC simulations are computed by the LHC theory

group [203]. These include next-to-leading order (NLO) corrections, and resummation

of soft gluon emissions to next-to-leading logarithmic (NLL) accuracy when possible[63].

Similarly, the theory group provides factorization scheme uncertainties, which relate to

the computational process of QCD factorization that allows us to approximate parton

interactions [205].

5.6.3.1.2 Parton Distribution Function Uncertainties The parton distribution func-

tion, closely related with the factorization scheme, is used to model how momentum is

shared amongst partons in a proton. Modeling this momentum distribution is an important

part of estimating pp collision cross-sections, as it determines the distribution of momenta

of the interacting quarks – and the likelihood that an impinging particle will encounter a

quark of a particular flavor, that carries a particular fraction of the full hadron momentum.

PDFs cannot currently be determined by entirely analytic means, and are thus estimated via

parameterized models that are fit to experimental data [206]. The PDF uncertainties are

62. As a reminder, a cross-section is the likelihood of a particular process. What precisely we mean by
“process” here is context-dependent: we may simply refer to a parton-level process in a pp collision, or
may also factor in subsequent particle interactions and decays (and processes such as hadronization). In
practice, we typically distinguish between the parton-level process – the matrix elements of a process – and
the subsequent hadronization, with separate models for each (with their associated uncertainties). For a
discussion of these processes, and a review of efforts to combine them, see Ref. [202].

63. These corrections refer to dealing with divergences in perturbative treatments of QCD. For a brief
review of this topic, see Ref. [204].
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derived via differences between PDF models – and the precise handling of these uncertainties

is standardized among LHC experiments [207].

5.6.3.1.3 QCD Coupling Uncertainties Another source of uncertainty in cross-section

calculations is the strong coupling[64] αs. Something we have left out of our discussion of the

SM in Section 2.1 are the dynamics of QCD. To touch on this briefly, the strong coupling is

given by [6, 208, 209]

αs

(
Q2
)
=
g22
(
Q2
)

4π

≈
(
β0 ln

(
Q2/Λ2

QCD

))−1
, (5.13)

• Q2 is the momentum transfer factor,
• β0 is a constant,
• ΛQCD is the location of the Landau pole in QCD, a boundary condition set by renormaliza-

tion.

An interesting consequence of this is that the QCD strong force is weaker at higher energy

scales (corresponding with smaller length scales). Conversely, it becomes stronger at long

distances, and one consequence of this phenomenon is color confinement, the fact that we do

not observe bare color-charged particles[65]. Figure 5.29 shows the most recent measurements

of αs
(
m2
Z

)
, the coupling strength at the scale of the Z-boson mass. As with PDF uncertainties,

the handling of uncertainties on αs are standardized across LHC experiments [207].

64. This is often referred to as the strong coupling constant, and described as an effective constant. However
– as with other effective constants in the SM – it is important to remember that, as an “effective” constant,
this term is not a true constant as it depends on the momentum transfer factor Q2.

65. Color confinement is why we see jets as opposed to free quarks or gluons. For some more discussion of
its consequences, see Appendix E. For a more general overview of the running of the QCD coupling – a topic
deeply interlinked with the renormalization group – see Ref. [210] and Chapter 26 of Ref. [6].
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Figure 5.29: Various measurements of the strong coupling at the Z-boson mass scale. The
Particle Data Group 2023 world average is αs

(
m2
Z

)
= 0.1180 ± 0.0009. Taken from Ref. [9].
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5.6.3.2 Systematic Uncertainties

Aside from theory uncertainties, we also need to assess the systematic uncertainties that will

affect our expected signal yields. These are, broadly speaking, related to how the physics of

each model interacts with the ATLAS detector – and how our MC simulations may not fully

capture particle-detector interactions or subsequent processing of that information to yield

our final reconstructed objects.

5.6.3.2.1 Jet and /ET Uncertainties We assess the impact of systematic uncertainties

stemming from jet and /ET reconstruction on the signal yields, following standard ATLAS

prescriptions for handling jet energy scale[66] (JES) and jet energy resolution (JER) uncer-

tainties [211], as well as uncertainties on the soft /ET component stemmning from tracks not

associated with any of our reconstructed objects. To do this, we recompute signal yields

with these jet and /ET -related terms shifted within envelopes defined by their uncertainties.

The standard deviation in the resulting signal yields is our final jet and /ET systematic

uncertainty[67].

5.6.3.2.2 /ET Trigger Uncertainties The online /ET selection used by this analysis

(Appendix A.4) is below the so-called plateau region where the /ET trigger efficiency nears

100% and is well-understood. By working in a lower-efficiency region, where a non-negligible

fraction of events may be discarded due to online /ET mismeasurement, we need to account

for the possibility of some resulting bias in our signal yields due to differences in how the

trigger behaves in data and MC simulation.

66. This is related to the jet energy scale calibration briefly discussed in Section 4.2.8.2 and Appendix E.2.4.

67. As a technical note, we do not apply the full material map veto (Appendix A.10) to the signal yields
when applying jet and /ET systematic variations, in order to lessen the computational cost. We instead
apply a simpler veto, that operates the same way but lifts the check on the DV position uncertainty. This
potentially shifts the nominal signal yield, but as the quantities being varied are not expected to strongly
correlate with the uncertainty of DV positions, the resulting scale of the estimated errors is assumed to be
comparable to what would be found with the full material map veto applied.
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To account for this, we compare the trigger efficiencies in data and MC simulation. Of

course, we cannot know the “efficiency” of the trigger in data in the classic sense, as we do

not know the true /ET of a data event – and furthermore, we do not have information on an

event if it did not pass any trigger (as we will not have saved it in the first place). Instead, we

use a highly-efficient muon trigger as a reference trigger, and study the /ET trigger efficiency

with respect to this muon trigger: does an event that activates the muon trigger also activate

the /ET trigger? Our use of a muon trigger as a reference is apt as the online /ET is computed

without muon spectrometer information – so muons will “look like” /ET to the /ET trigger

algorithms.

In our comparison study[68], we measure the /ET trigger efficiency as a function of /E
/µ

T , the

offline /ET computed where muons are treated as invisible as in the online /ET . An example of

such a comparison plot is shown in Figure 5.30. We use the ratio of data and MC simulation

trigger efficiencies to derive scale factors, with associated uncertainty determined by the data

and MC simulation statistics. We apply these scale factors to the simulated samples, to

account for any efficiency that they do not model.

5.6.3.2.3 Systematic Tracking Uncertainties Of particular interest, we must consider

the systematic uncertainties stemming from imperfect tracking in our detector – in particular

LRT reconstruction. To model this, we take an approach thematically similar to the accidental

crossing (AX) background estimate (Section 5.5.2.3) and use K0
S → π+π− candidate decays

as a benchmark process. This time, we are interested in comparing the K0
S yield in data and

MC simulation:

1. We select 2-track DV K0
S candidates, using the same general selection criteria as in the

AX background estimate. As opposed to that estimate, we consider both VSI DV and

68. There are some additional technical details of our comparison study, that involve handling the different
/ET triggers available during the various data-taking periods. We will omit some of these details from our
discussion, as while important to the implementation of this study, they do not alter its underlying principle.
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Figure 5.30: An example /ET trigger turn-on curve, showing the /ET trigger efficiency (with
respect to a muon trigger) as a function of /E

/µ

T . As the /E
/µ

T increases, the trigger efficiency
gradually reaches its plateau near 100% efficiency. The ratio of data versus MC simulation
efficiency curves is used to determine the scale factor to apply to the MC simulation, and its
uncertainty. Taken from Ref. [143].
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FV cases, in order to model the tracking uncertainties for all analysis channels.

2. We compare the K0
S yield in data and MC, as a function of Rxy as shown in Figure 5.31.

The MC yield is normalized to data in the innermost detector region of Rxy ∈ (0, 38) mm

where tracking efficiency is well-understood (from standard tracking algorithms).

3. We associate any excess in the MC simulation K0
S yield with a tracking inefficiency

that exists in data, but that is not being properly modeled in the MC simulation. In

other words, the simulation is too optimistic in its modeling of track reconstruction.

We combine the resulting estimated tracking inefficiency with a baseline value of 1.8%

that is determined by the ATLAS tracking combined performance group, as shown in

Figure 5.32.

4. We use the modeled inefficiency to perform a series of track-killing studies for each

signal model, where tracks from DVs are randomly eliminated with a probability given

by the tracking inefficiency and the resulting signal yield is recalculated.

5. The standard deviation of the signal yields from the track-killing studies are taken as

the tracking systematic uncertainties for each model.

Figure 5.33 shows the tracking systematic uncertainties for a set of gluino R-hadron models,

and Figure 5.34 shows these for a set of Wino-Bino co-annihilation models. In general, we find

the tracking systematic uncertainty to be the largest of the signal systematic uncertainties,

ranging from O (1%) - O (10%). However, its significance in the statistical interpretation of

our results is small compared to the statistical uncertainties. For more details on the tracking

systematic uncertainties study, see Appendix A.16.
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S yields, as a function of Rxy. Taken
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Figure 5.33: Tracking systematic uncertainties for the gluino R-hadron model, in the 1 VSI DV
analysis channel, for fixed (a) mχ̃01

= 100GeV and (b) ∆m(χ̃01, g̃) = 100GeV, corresponding
with the signal yield shown in Figure 5.15.

190



0.03 0.3 3

[ns]τ

0

0.1

0.2

0.3

U
n

c
e

rt
a

in
ty

M = 30 GeV∆) = 200 GeV, 
0

2
χ∼m(

M = 50 GeV∆) = 200 GeV, 
0

2
χ∼m(

M = 50 GeV∆) = 500 GeV, 
0

2
χ∼m(

W(ff')
0

1
χ∼→

±

1
χ∼), bh(b

0

1
χ∼→

0

2
χ∼, 

±

1
χ∼

0

2
χ∼→EWK Wino-Bino, pp 

1FV

ATLAS Internal
-1= 13 TeV, 137 fbs

Figure 5.34: Tracking systematic uncertainties for the Wino-Bino co-annihilation model, in
the 1 FV analysis channel. Taken from Ref. [143].

5.7 Results: Yields and Setting Limits

In the previous sections, we have outline the entire analysis method: what signal models we

are looking for; how we reconstruct events and define signal regions (SRs); how we model our

backgrounds; and lastly, how we model statistical and systematic uncertainties. With our

analysis methods defined and all our estimates completed, the last step is to actually look at

the data.

5.7.1 Event Yields

The estimated background yields in each SR are provided again in Table 5.44, this time

together with the observed signal yields. Given the small number of observed events – and

the uncertainties on our background estimate – we can already see that we (unfortunately)
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have not discovered new physics[69], as while we see an excess of events with respect to the

mean counts we have estimated[70], this excess is not statistically significant (as we will see

below). Simply put, our results seem consistent with the Standard Model.

Another consequence of the small event yield in the SRs is that we can actually inspect

the events individually. This is not how we will actually assess the significance of these results

– which will require a statistical treatment, given the nature of the physics we are testing –

but it is nonetheless instructive to actually study these events now that they are unblinded.

SR Event Yield Summary

Analysis Channel Background Estimate Observed Events

1 VSI DV 0.56 ± 0.40 1

1 FV 0.81 ± 0.49 3

2 FV 1.29 ± 0.59 2

Table 5.44: A summary of the background estimates and observed event yields in all the SRs.
Taken from Ref. [143].

5.7.1.1 Visualizing an Event: The 1 VSI DV SR

We find a single event in the 1 VSI DV SR, which is visualized in Figure 5.35 using the VP1

software package [108]. Table 5.45 outlines some event-level observables, and Table 5.46

outlines the properties of the signal-like DV. While we can only speculate at the source of

this DV, its positioning with respect to the b-tagged jets and the large crossing angle of its

second track appear consistent with an accidentally-crossed B-meson decay.

69. It is important to emphasize that negative results are, while not necessarily exciting, nonetheless
important. As we will discuss further on, such results allow us to place limits on the likelihood of a particular
model, which is a statement about how confidently we can rule out its existence for a particular choice of
model parameters.

70. Here, it is important to keep in mind that we are fundamentally dealing in statistical interpretations
– the event yields that we have estimated are what we expect to see on average. To put things in context,
we expected to see a total of 2.7 events across analysis channels, and observed a total of 6. From Poisson
statistics, the probability of seeing 6 or more events when we expect 2.7 is approximately 5% (when ignoring
the uncertainty on our expected event count).
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(a) (b)

Figure 5.35: Two different visualizations of the single event in the 1 VSI DV SR. Primary
vertices are shown in blue, with secondary b-tagging vertices in yellow and VSI vertices in
red. Note that the actual tracks are not visualized. The two views show (a) a zoomed-in
view of the beampipe, featuring EMTopo jets (yellow cones), and (b) a zoomed-out view,
showing the cutaways of the Pixel, SCT and TRT sections of the inner detector, surrounding
the beampipe. The signal-like DV is one of the two inside the beampipe, near the origin of
the EMTopo jets.

1 VSI DV SR: Event-Level

Variable Value

Run Number 338897

Event Number 1534801244

/ET 211GeV

Njets 6

Nb-tag 2

Leading jet pT 232GeV

Ntracks 487

Npileup 46

Table 5.45: An overview of event-level observables for the single event in the 1 VSI DV SR.
The run and event numbers are unique indices used to identify this event in ATLAS data.
Taken from Ref. [143].
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1 VSI DV SR: DV-Level

Variable Value

mDV 15.1GeV

NDV
tracks 5

NDV
sel. tracks 3

NDV
LRT tracks 0

Rxy 5.88mm

η 2.84

φ −2.42

Track pT [GeV] { 5.80, 2.09, 4.67, 4.85, 4.53}

Track η { 0.71, 2.34, 0.68, 0.67, 0.84}

Track φ {−2.54,−0.86,−2.55,−2.38,−2.40}

Track Selection Status { 1 , 1 , 1 , 0 , 0 }

Table 5.46: An overview of properties of the signal-like DV in the 1 VSI DV SR. A track
selection status of 1 corresponds with a selected track, and 0 with an associated track. Taken
from Ref. [143].
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5.7.2 Setting Limits: Constraining Our Signal Models

Fortunately, we do not have resort to pure speculation to interpret our results, and can

instead turn (back) to statistical frameworks. Using our expected signal yields (Section 5.4.6),

background estimate and observed yields, we can set limits on our signal models through the

process of maximum likelihood fitting. Let us briefly review this method, before applying it

to our results to produce our final signal model constraints[71]. Also note that the limits on

signal models reported here correspond with preliminary analysis results, and may be subject

to updates prior to publication of the final analysis paper[72].

5.7.2.1 Maximum Likelihood Fitting: A Quick Review

In this process, we use the observed data to test our background-only hypothesis – that there

is no new physics – against the hypothesis that there is. In a single-channel search[73], we can

express the probability of observing n events in the channel given data {x0, x1, . . . , xn} = {x}n

as [212]

P (x, a|µ,α) = Poisson (n|µS +B)

·

[
n∏
i=1

µSfS(xi;αS) +BfB(xi;αB)

µS +B

]

·
∏
i

fα,i (ai|αi) , (5.14)

71. For a fuller review of this process – and its implementation in the software we use – see Ref. [212, 213].
We will only cover the basic method underpinning our limit-setting procedure.

72. In practice, updates may consist of reevaluation of the systematic uncertainties – which will likely have
no significant impact given the outsize effect of the statistical uncertainties – as well as possible evaluation of
additional points in parameter space to smooth the interpolated limit curves, some of which are currently
quite rough.

73. Our search is in fact a multi-channel search. However we treat the 1 VSI DV analysis channel
independently from the FV-based channels, so a model’s likelihood is only tested using the 1 VSI DV channel
or the combination of FV-based channels. Without loss of generality, we will describe here the single-channel
case: Our 1 VSI DV SR corresponds with a single-channel fit, whereas our FV SRs – which are treated
together – correspond with a two-channel fit.
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• x are the data,
• µ is the signal strength,
• {fS , fB} are signal and background probability density functions of the discriminating

variable x in the data,
• {S,B} are the number of signal and background events,
• α = {αS , αB} are nuisance parameters governing the shapes of {fS , fB}, such as uncertain-

ties associated with the signal and background,
• a are measurements constraining the nuisance parameters,
• fα,i is the probability distribution function of nuisance parameter αi.

where we have introduced a signal strength variable µ such that µ = 0 corresponds with the

background-only hypothesis, and µ = 1 with the original signal hypothesis so that our signal

has its nominal predicted strength[74]. This probability, which folds in counting statistics (in

the Poisson distribution) as well as signal and background probability density functions of

the discriminating variable x, is formally referred to as the likelihood function L(µ;α), where

we treat the data as fixed and vary µ instead:

L(µ;α) ≡ P ({x1, x2, . . . , xn} |µ,α) .

We often refer to constructing this likelihood function as fitting, since we are effectively fitting

our model to the data. We can test the probability of a hypothesized value of µ via the

likelihood ratio [213], given by[75]

λ(µ;α) =
L
(
µ, ˆ̂α(µ)

)
L(µ̂, α̂)

. (5.15)

• ˆ̂α(µ) maximizes L
(
µ, ˆ̂α(µ)

)
,

• µ̂, α̂ maximize L(µ̂, α̂).

74. At this point, µ might seem like a very abstract parameter. We will ultimately understand it as a
scaling on the full signal process cross-section, and it will allow us to place constraints on this cross-section.

75. Some of this notation is potentially a little cumbersome, but we will use it in order to closely match the
expressions found in Ref. [213] and [212] for easier cross-reference.
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What this likelihood ratio effectively does is that, given some hypothesized µ, it tests that

value paired with a choice of α that maximizes its likelihood, against an unconditional

likelihood function where both µ and α are “floated” so that they each take on whatever

values – when combined – maximize the likelihood. In fact, this likelihood ratio formula is

agnostic to the fact that we are considering models with an implicit µ > 0 constraint. Thus

if we were to find µ̂ < 0, the most consistent physical value of µ would be µ = 0. From this,

we can define a modified likelihood ratio given by

λ̃(µ;α) =


L
(
µ, ˆ̂α(µ)

)
L(µ̂,α̂) µ̂ > 0

L
(
µ, ˆ̂α(µ)

)
L(0,α̂) µ̂ < 0

, (5.16)

and from this modified likelihood ratio we construct a test statistic q̃µ given by [213]

q̃µ =


−2 ln

(
λ̃(µ)

)
µ̂ 6 µ

0 µ̂ > µ

. (5.17)

From this test statistic, we can finally compute a p-value as

pµ′ =

∫ ∞

q̃obs
µ

f
(
q̃µ|µ′

)
dq̃µ , (5.18)

• q̃obs
µ is the value of q̃µ we observe,

• f (q̃µ|µ′) is the probability distribution function of q̃µ, under the hypothesis of µ = µ′

where we leave some details on the test statistic probability distribution f
(
q̃µ|µ′

)
to Ap-

pendix A.17. In practice, we often refer to the significance Z of results, which is related to

the p-value via [213]

Z = Φ−1(1− p) . (5.19)
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• Φ(. . .) is the Gaussian cumulative distribution function.

We also sometimes refer to a metric known as the CLS , given by [214]

CLS(µ) =
pµ

2− p0
. (5.20)

• pµ is the p-value for some choice of µ,
• p0 is the p-value for µ = 0, the background-only hypothesis.

One important detail we have glossed over thus far is how we handle the constraints on

our nuisance parameters α. This is where we make use of our various uncertainty estimates.

As expressed in Equation 5.14, we treat these estimates as drawn from external measurements

– and thus sampled from their own respective probability distributions. As is the case in this

search, we typically model the impact of the nuisance parameters on our likelihood function

via Gaussian distributions[76] as

fα,i (ai|αi, σi) =
1√
2πσ2i

exp

(
−1

2

(ai − αi)
2

σ2i

)
. (5.21)

Note that, without loss of generality, we parameterize the αi such that[77] the nominal value

corresponds with αi = 0, and σi = 1. As noted earlier, we float the values of these nuisance

parameters, effectively allowing them to differ from their nominal value when determining

the (modified) likelihood ratio[78].

76. We are technically not limited to this assumption – and there are cases where other common distributions
like the Poisson distribution are more appropriate (such as if handling a parameter estimated via counting of
data). For nuisance parameters that should not be negative, we can also choose to use a Gaussian probability
distribution but truncate and scale it accordingly to avoid non-physical regions. It is also worth noting how
we choose to parameterize our uncertainties in the nuisance parameters – as shown in Section 5.6 some of our
uncertainties are asymmetric. We can accommodate this by choosing our nuisance parameterization as to
separately model the upwards and downwards shift effects on fS or fB , and we may also choose to abandon
the prior of Gaussian probability distributions altogether. For details, see Ref. [212].

77. Consequently, our measured values of the nuisance parameters enter into the probability distributions
fS and fB .

78. Keep in mind that it is not the a but the α that appear in fS and fB . Our measurements a are used as
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Using the above method, we fit the data and report an observed limit corresponding

with CLS = 0.05 by convention. We also fit a so-called Asimov dataset[79], to produce an

associated Asimov fit. This is an artificial dataset constructed to be most consistent with the

background-only hypothesis: In practice, this means that for whatever set of data x is being

fit, we define the Asimov dataset such that its probability distribution function(s) exactly

match fB . In other words, this is a dataset where the expected number of events is exactly

the number of events we predict via our background estimate. From our Asimov fit, we derive

an expected limit, again corresponding with CLS = 0.05. This expected limit establishes how

well we can exclude the signal hypothesis if we observe data maximally consistent with the

background-only hypothesis. [80].

In practice, we typically report these limits as curves, which we produce by scanning over

the parameters of our model and evaluating the µ at which we achieve CLS = 0.05 for each

choice of model parameters. We can interpret the variable µ as a scaling of our signal process

cross-section – so that we are making an assessment about what magnitude of cross-sections

we can rule out. With this (very) brief review of maximum likelihood fitting in hand, we are

now ready to interpret the limits that we derive from the background estimate results and

constraints on the nuisance parameters; we have drawn them from some distribution (Gaussian) distributions,
and claim these measurements are representative of their true values. The fit effectively tests this, and will
return α that are different from a if the data are more consistent with these. Under such a scenario we might
be tempted to simply use this result to constrain what the nuisance parameters ought to be – at which point
we might as well throw out our measurements of the systematic uncertainties altogether and try to let the fit
simply handle it. However, we would be constraining these uncertainties together with (or under constraint
of) the signal model parameters which we originally set out to independently constrain. Thus finding our α
to significantly drift from a is a strong sign that we have poorly modeled the systematic uncertainties – and
that it is this modeling that should be fixed.

79. As noted in Ref. [213], where this nomenclature is adopted, this is a reference to Isaac Asimov’s short
story Franchise, which depicts a society where elections are held by “selecting the single most representative
voter to replace the entire electorate”. In a similar spirit, the concept of an Asimov dataset is one that is – by
design – most representative of the background-only hypothesis.

80. Another practical function of the Asimov fit is that it serves as a test of our nuisance parameter modeling
– where any effects of the presence of a signal in the data have been eliminated. If the fit results in these
parameters drifting significantly from their nominal values, it is a likely sign of mismodeling. Of course, a
more robust test of the nuisance parameter modeling is a full validation fit performed in data, however in
practice this may be complicated by the potential need to adjust the parameter modeling to the validation
region.
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yields reported in Section 5.7.1.

5.7.2.2 Limits for the gluino R-hadron model

Figure 5.36 provides limits on the gluino R-hadron model, in terms of contours in 2D model

parameter space. To interpret these limits, we take the drawn contours to be representing the

edge of an excluded region of parameter space: in the present case, this corresponds with the

lower region of each plot[81]. As described in Section 5.7.2.1, our expected limits corresponds

with the Asimov fit, which is fit to data maximally consistent with the background-only

hypothesis. We see that our observed limits are less stringent, as they exclude a region that

is slightly smaller. However, the observed limits fall within the ±1σ uncertainty bands of our

expected limits, so there is not any significant tension between these two limits. In other

words, our observations are highly consistent with there being no new physics. Had we found

our observed limits to be far less stringent – leaving space between them and our expected

limits – this might have been a sign of new physics, or at least that the data are consistent

with the signal model hypothesis.

We also report cross-section limits as shown in Figure 5.37. Here the excluded regions

correspond with where our observed limits are below the theory limit, which provides the

nominal signal model cross-section. In some cases, we are able to set cross-section limits

multiple orders of magnitude lower than the theory prediction – until we reach sufficiently

high g̃ or χ̃01 masses where we start to run into the limitations of our pp collision energy.

5.7.2.3 Limits for the Wino-Bino co-annihilation model

Figure 5.40 provides limits on the cross-section of this process. Figures 5.38 and 5.39 provide

2D limits on this model, in terms of χ̃02 mass and lifetime, as well as in terms of the χ̃02-χ̃
0
1

81. In practice, it is usually unambiguous as to which region is excluded. In this case, there is some upper
limit to particle masses we can probe – imposed by the center-of-mass energy of our pp collisions – and so it
is clear that we are excluding a range of lower particle masses.
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Figure 5.36: Preliminary limits on the gluino R-hadron model, in terms of (a-c) g̃ mass and
(R-hadron) lifetime, and (d) g̃ and χ̃01 mass. Taken from Ref. [143].
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Figure 5.37: Preliminary limits on the gluino R-hadron model cross-section, as a function
of g̃ mass with (a) fixed g̃-χ̃01 mass splitting and (b) fixed χ̃01 mass, and as a function of (c)
χ̃01 mass with fixed g̃ mass. Uncertainty bands are set not using the asymptotic assumption
described in Appendix A.17, but rather by modeling the test statistic probability distribution
function via the Monte Carlo method with 104 pseudo-experiments. Taken from Ref. [143].
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mass splitting. In these plots we see a slight difference between the observed and expected

limits, with the two limits’ ±1σ uncertainty bands just barely touching one another. This

corresponds to a greater tension in the results than with the gluino R-hadron model – although

with the observed limit less than 2σ away from the expected limit (in terms of the theory

uncertainties), this is still not what would be considered significant tension.
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Figure 5.38: Preliminary limits on the Wino-Bino co-annihilation model, in terms of χ̃02 mass
and lifetime. Taken from Ref. [143].
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Figure 5.40: Preliminary limits on the Wino-Bino co-annihilation process cross-section. Taken
from Ref. [143].
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5.7.2.4 Limits for the Higgs Portal model

In Figure 5.41, we report the limits on the h→ SS branching ratio[82].
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Figure 5.41: Preliminary limits on the Higgs Portal branching ratio, as a function of the
scalar S lifetime. We suppress the observed limit uncertainties for improved legibility. Taken
from Ref. [143].

5.7.2.5 Limits for the axino model

Finally we arrive at the axino model – which is perhaps of the most interest to us, given the

theory and phenomenology discussion of Chapter 3. To reiterate, while we may not have

discovered the axino, setting limits is nonetheless an important exercise for constraining this

particular model and understanding what regions of parameter space are (or aren’t) thus

excluded. In the case of axinos, this is also interesting insofar as we can relate these limits

back to axions, akin to Figure 3.1. Of course any such limits we set are accompanied by a

host of assumptions – namely that SUSY is real – but this simply a natural consequence

of our bridging of the axion-collider divide. Figure 5.42 provides our cross-section limits in

terms of the axino model parameters, as well as in terms of the axion mass.

82. We report a branching ratio and not a cross-section, as we are explicitly probing a hypothetical
Higgs-boson decay as opposed to some (possibly multi-process) production of a hypothetical particle.
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Figure 5.42: Preliminary limits on the axino model cross-section, in terms of (a) χ̃01 mass, (b)
χ̃05 (axino) mass, (c) χ̃01 lifetime, and (d) axion mass. Taken from Ref. [143].
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5.7.3 Final Remarks

With limits established to constrain each of our signal models, we can take a moment to reflect

on the analysis. With a multi-pronged estimate of background processes – ultimately a simple

data-driven parameterization, but with multiple cross-checks – and a careful assessment of

sources of uncertainty, we have constrained multiple beyond-Standard Model physics scenarios

by searching for displaced vertices and /ET , an unusual event signature. Furthermore, we have

done this using Run 2 data from the ATLAS experiment, collected in the previous decade.

Just as this analysis has extended results from previous searches [192], we may expect an

analysis of Run 3 data (which is currently being collected) to further improve our limits and

resolve the few very small tensions we have found – or perhaps widen them.
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CHAPTER 6

LORENTZ-EQUIVARIANT MACHINE LEARNING

In the previous chapters, we have reviewed a few different facets of particle physics: the

Standard Model (SM) and some of its common hypothesized extensions; the basic design

and operation of the ATLAS experiment; an analysis of ATLAS data conducted to search

for beyond-SM (BSM) physics. Before concluding this thesis, we will turn our attention

to the topic of data analysis algorithms for particle physics, and machine learning (ML) in

particular. In fact, we have already touched upon some examples of ML in physics, such

as the discussion of ATLAS calorimeter energy deposit calibrations in Section 4.2.8.3, as

well as the description of the fuzzy vertexing method described in Section 5.3.1.3. These are

but two of many examples of ML usage in ATLAS, where such techniques are applied to a

host of detector operation and physics reconstruction tasks. As such tools only grow more

ubiquitous in particle physics, we will turn our attention to a fundamental question: How

should ML tools be designed for these tasks? We will posit one possible answer, from the

relatively nascent but growing field of equivariant neural networks for particle physics, that

may inform design principles for ML usage not only in ATLAS but across the broader field.

To motivate these networks, we will begin our discussion outside of particle physics and on

the topic of neural network image recognition.

6.1 Computer vision: A motivational story

One of the more significant breakthroughs in ML research in the last two decades has been

the development of convolutional neural networks (CNNs) for image recognition tasks [215,

216]. These neural networks (NNs) use two-dimensional convolutions to process images into a

feature map as shown in Figure 6.1. The feature map is effectively some down-scaled image,

and the convolution process can be repeated in tandem to produce increasingly abstract
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features that combine information over larger areas of the image. In practice, this procedure

is repeated a few times before the final feature maps are in some way averaged, and the

results put through a standard multi-layer perceptron (MLP) as in a fully-connected NN[1],

as in Figure 6.2.

Figure 6.1: An schematic of a 2D convolution performed in a CNN. Taken from Ref. [216].

Figure 6.2: A schematic of a typical CNN architecture. Taken from Ref. [216].

Such a neural network can be trained to perform image recognition, a classification

task. What makes CNNs particularly powerful tools for this problem, and more flexible

than fully-connected NNs, is that their convolution layers exhibit translational equivariance

by design. In the realm of image recognition, this means (for example) that a particular

sub-image will produce the same output no matter where it is located: the convolution filter

will scan over it regardless of its position. This translational symmetry in the network design

is favorable, as this is a symmetry inherent to the problem of image recognition itself (and,

somewhat abstractly, the space in which images reside). In practice, this equivariance leads

not only to strong performance, but efficient training: to train a CNN image classifier to

identify a particular object in an image, it does not need to see examples with the object in

1. For a historical review of MLPs, see Ref. [217].
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every possible location. By contrast, a fully-connected NN will typically need some kind of

training data augmentation to achieve similar performance – and possibly a larger network

size in terms of its number of learnable parameters.

The success of CNNs in computer vision tasks was not unnoticed among particle physicists,

and CNN-based methods have been developed for the task of jet flavor tagging[2], which use

“images” corresponding to energy deposits in a collider detector calorimeter [218–220], in the

(η, φ) plane, as shown in Figure 6.3. While these methods have shown success, they beg the

question of whether or not a more specialized network architecture can be leveraged, that

exploits the underlying symmetries inherent in particle physics processes.

Figure 6.3: A schematic of “unfurling” a particle calorimeter to produce jet images in the
(η, φ) plane. These can be fed into a CNN to perform jet flavor tagging. Taken from Ref. [220].

2. See Appendix E for a short discussion of this topic, and jet reconstruction in general.
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6.2 Equivariant Neural Networks, and PELICAN

In this section, we review the concept of equivariance as it relates to neural networks, and

then discuss the PELICAN neural network architecture.

6.2.1 Equivariant Network Architectures

The basic concept of equivariance[3] is that for any object that transforms under representations

of some group, there may exist a class of functions that preserve these transformations.

Without delving into the details of representation theory, what we mean by this in the

context of the Lorentz group is that the physical observables that we study in high-energy

particle physics transform in a prescribed manner when acted upon by elements of the Lorentz

group: particle masses and identities are invariant under Lorentz boosts or rotations; particle

energies are conversely dependent on the choice of reference frame. This is analogous to

how images transform under translations, except that we are dealing with a somewhat more

complex group. Similar to how CNN architectures exhibits transformation invariance, we

may wish to construct a neural network operating on measured particle 4-momenta which

is Lorentz-equivariant[4]. This is not only interesting as a possible means of constructing a

high-performance jet tagger or momentum regression network, but also as it may improve

prospects of network interpretability: constructing a Lorentz-equivariant neural network

requires designing an architecture where all the operations performed on the data themselves

preserve Lorentz equivariance. This corresponds with preserving Lorentz symmetry – and as

we have seen in Section 2, symmetries play an important role in how we model and analyze

physical systems. If we think of a neural network as a computation graph, where we perform

3. For a very brief review of invariance and equivariance in the context of the Lorentz group, see
Appendix B.3.

4. We may also consider a neural network architecture that is explicitly only Lorentz-invariant, but as we
typically measure non-invariant quantities (such as energy) a more general Lorentz-equivariant formulation
may address more possible use cases in particle physics data analysis.

211



a sequence of operations on our input data and eventually produce an output, enforcing

Lorentz equivariance requires each node on the computation graph to correspond to a physical

observable. Thus, we may be able to study the inner workings of a Lorentz-equivariant neural

network, and interpret what observables it leverages in its operation[5].

6.2.2 PELICAN

One way of implementing a Lorentz-equivariant neural network is the so-called “Permutation

Equivariant and Lorentz Invariant or Covariant Aggregator Network” (PELICAN) [221,

222][6]. Originally developed in the context of jet flavor tagging, this is a general architecture

that operates on collections of 4-momenta as input, and can be trained to predict Lorentz-

invariant or covariant quantities: the former may include particle masses or identities (such as

in flavor tagging), and the latter may include quantities such as full particle 4-momenta. As

the name implies, PELICAN preserves not only Lorentz but also permutation-equivariance:

as it operates on collections of 4-momenta, there is typically not some notion of a natural

ordering to these and we are most often interested in permutation-invariant quantities[7].

Figure 6.4 outlines the PELICAN architecture – which we can understand through the

descriptions below of building in Lorentz permutation equivariance.

5. Whether or not this is a simple task is another matter – in practice we may construct arbitrarily complex
functions that maintain Lorentz equivariance. However, interpretability of neural networks is a longstanding
point of concern in their use throughout the physical sciences, and designing a network where its internal
operations map to physically-meaningful operations is an important step in building generally interpretable
systems.

6. PELICAN is not the first Lorentz-equivariant neural network architecture to have been developed – nor
the first that I have helped develop, having previously worked on the Lorentz Group Network [223] with many
of the same collaborators. It is also important to note that there have been efforts to incorporate elements
of Lorentz symmetries into particle physics-oriented neural networks prior to my work, such as the Lorentz
Layer [224] which explicitly computes a set of Lorentz-invariant quantities on 4-momenta, or the Lorentz
Boost Network [225] which effectively reconstructs input 4-momenta in input-based rest frames.

7. Much like with Lorentz symmetry, we consider the more general case of encoding permutation equivari-
ance in the network architecture – and typically project onto permutation invariant quantities (or permutation
scalars) in the output layers of the network.
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Figure 6.4: A schematic of the basic PELICAN architecture layout. Taken from Ref. [222].

6.2.2.1 Lorentz Equivariance in PELICAN

Encoding Lorentz equivariance turns out to be the easier of the two tasks. This is effectively

accomplished by producing a rank-2 tensor consisting of all (Minkowski) inner products of

the input four-momenta pi · pj [8]. All totally symmetric Lorentz-invariant quantities that are

functions of momenta can then be constructed from these inner products [221],

I ({pi}) ≡ I
(
{pi · pj}

)
. (6.1)

• I(· · · ) is some arbitrary function,
• pi is the i’th 4-momentum.

Here, I is some arbitrary function, which in practice can be an MLP. While the expression

in Equation 6.1 is a way to construct Lorentz scalars, we can by extension produce all

Lorentz-covariant quantities by employing these functions together with the input 4-momenta,

as

Fµ ({pi}) =
∑
k

Ik
(
{pi · pj}

)
p
µ
k . (6.2)

What we are effectively doing is producing weighted sums of the input 4-momenta, where

those weights are nothing other than functions of pi · pj as in Equation 6.1.

8. In this section, we use notation pi · pj ≡ pµi pµ, j and suppress the Greek indices for simplicity in this
term.
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6.2.2.2 Permutation Equivariance in PELICAN

The above ingredient gives us Lorentz equivariance, but simply producing any function

of pi · pj does not guarantee permutation equivariance – which turns out to be the more

complicated symmetry to encode in the PELICAN architecture. To accomplish this we need a

permutation-equivariant mapping between rank-2 tensors, specifically one that is equivariant

under the simultaneous swapping of a row and column that corresponds to reordering the

{pi} in the {pi · pj} tensor. We can write this mapping as [222]

T ′a
ij = Sa

(
{Tkl|k, l : Baijkl 6= 0}

)
. (6.3)

• Tij is a rank-2 tensor,
• {Sa} are symmetric functions,
• {Ba

ijkl} are rank-4 binary tensors.

Here, a set of output rank-2 tensors T ′a
ij are each given by some general symmetric function

S – by which we mean permutation-invariant with respect to its inputs – acting on a set of

components of the input rank-2 Tkl that are selected by the binary rank-4 tensors {Baijkl}
[9].

It is these binary tensors that span the different permutation-equivariant mappings: these

correspond with simple maps such as the identity and transpose, as well as maps which

aggregate over rows, columns or the diagonal of the input tensor. There are 15 of these

permutation-equivariant mappings in total[10]. These are depicted pictorially in Figure 6.5

for the case of a 2× 2 rank-2 tensor.

9. In practice, each of the {Sa} corresponds with an averaging of all its inputs, followed by a scaling
by factor (N/N̄)αa where N is the number of particles in the event, N̄ is a hyper-parameter representing
the average number of particles in an event, and the {αa} are learnable parameters. In principle, the {Sa}
could be chosen to be different functions for each a – such as some combination of averages, maximum and
minimum functions – while still preserving total permutation equivariance.

10. Although 15 may seem like an odd and arbitrary size for this space of mappings, as explained in
Ref. [226] it can be understood through the concept of partitioning sets: each Bijkl is a rank-4 tensor,
and there are 15 ways to partition a set of size 4. This number of possible partitions is known as a Bell
number – and although the Bell numbers are named after Eric Temple Bell who wrote about them in the
1930s [227], their formal study can in fact be traced back at least to Edo-period Japan, with studies inspired
by combinatoric symbols used to number the chapters of “The Tales of Genji” [228].
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Figure 6.5: The 15 binary arrays of rank 4 that represent the basis elements of the permutation
equivariant aggregators of PELICAN. Each2× 2 square contains a smaller 2× 2 square in
each position. The larger square represents the output tensor, with each smaller square
representing the input tensor and the dots indicating which elements are aggregated from
the input tensor and placed in this location of the output tensor. The first row consists of
aggregators that are “rank-0” in terms of tensor dimension N , such as the identity mapping
and trace. The second consists of “rank-1” aggregators that aggregate over rows, columns or
the diagonal. The third consists of “rank-2” aggregators that aggregate over both rows and
columns. Taken from Ref. [222].

6.3 Identifying hadronic top quark decays with PELICAN

As noted earlier, PELICAN was developed in the context of top quark tagging – the specific

example of quark flavor tagging where we attempt to distinguish top quarks from other

species. Top quark tagging is an task well-motivated by both Standard Model (SM) precision

measurements [229–231], as well as searches for new physics that involve top quark signals [232–

234]. It is also an interesting task from the perspective of the structure of top quark decays:

the heaviest of the SM particles, the top quark decays before hadronization (Appendix E.1),

almost always producing a W -boson and b-quark[11]. The W -boson may decay leptonically

or hadronically, the latter via W → qq′, and thus the full top quark decay may yield a set of

multiple jets or a single large-radius jet with significant substructure owing to the different

particle mass scales involved in the preceding decay chain. Top quark decays are therefore a

11. Other down-type quarks can be produced, with the branching ratios determined by the CKM matrix
(Section 2.1.2.1). Owing to large differences in the sizes of the matrix elements, the branching ratio t→W b
dominates.
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strong motivation of – and playground for – jet substructure measurements, including both

“classical” and ML-driven approaches [235, 236].

As a first benchmark of using PELICAN, we employ it on a top-quark tagging dataset

in Ref. [237], on which a large set of other ML-based taggers – some of them also with

theoretically-motivated designs – were tested [238]. This dataset corresponds with MC

event simulation performed with the Pythia MC generator for parton-level simulation and

hadronization [239], with fast detector pseudo-simulation performed via the Delphes software

package[12] [240]. Each “event” in the dataset corresponds with a single jet, chosen as the

leading jet from either tt̄ production, or from a QCD dijet event (producing either light

quark or gluon jets). The jets are clustered using Delphes energy-flow information. Both

sets of jets prepared so that their high-level kinematic distributions match closely as shown

in Figure 6.6. Table 6.1 summarizes the performance of a number of top-tagging neural

networks on this dataset, with ROC curves shown in Figure 6.7. We find that PELICAN

achieves state-of-the-art performance in terms of accuracy, area under the ROC curve and

background rejection. Furthermore, instances of PELICAN using only tens of thousands of

learnable parameters perform comparably or even better than other networks with one or

two orders of magnitude more – a consequence of the efficient parameterization generally

afforded by equivariant neural network methods.

6.3.1 Measuring momenta in top quark decays

As noted in Section 6.2.2.1, the PELICAN architecture allows not only for predicting Lorenz-

invariant quantities, but also predicting Lorentz-covariant quantities such as 4-momentum.

This can be accomplished by changing the PELICAN output layer, from projecting onto

12. This pseudo-simulation corresponds with smearing of particle energies and angular distributions, as well
as a series of parameterized reconstruction efficiencies, that emulate the effects of detector reconstruction.
Tools like Delphes are popular for phenomenology studies as these methods’ computational cost is vastly
lower than full event simulation using libraries such as Geant4, at the cost of realism. In addition, Delphes
fully publicly-available, including its parameterization of the ATLAS detector (in contrast with the official
ATLAS Geant4 geometry simulation, which is internal to the collaboration).
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Figure 6.6: Jet kinematic distributions from the top-tagging benchmark dataset in Ref. [237].
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Architecture Accuracy AUC 1/εB (εS = 0.3) # Params

TopoDNN [241] 0.916 0.972 382± 5 59k

LGN [223] 0.929(1) 0.964(14) 424 ± 82 4.5k

PFN [242] 0.932 0.982 891 ± 18 82k

ResNeXt [238] 0.936 0.984 1122 ± 47 1.46M

ParticleNet [243] 0.938 0.985 1298 ± 46 498k

ParT [244] 0.940 0.9858 1602 ± 81 2.1M

LorentzNet [245] 0.942 0.9868 2195 ± 173 220k

PELICAN132/78 0.9426(2) 0.9870(1) 2250 ± 75 208k

PELICAN60/35 0.9424(1) 0.9868(1) 2148 ± 125 48k

PELICAN25/15 0.9410(3) 0.9858(4) 1879 ± 103 11k

Table 6.1: An overview of a number of top-tagger metrics on the top-tagging benchmark:
network accuracy (fraction of correctly classified results, using a score threshold of 50%),
area under the ROC curve, background rejection (the inverse of background efficiency) at
a fixed 30% signal efficiency, and the number of learnable parameters. The three different
instances of PELICAN correspond with different configurations in terms of Reproduced from
Ref. [222].
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Figure 6.7: Receiver operating characteristic (ROC) curves for a set of top-tagging neural
networks, evaluated on the top-tagging benchmark. These networks are also summarized in
Table 6.1.

Lorentz invariants (as shown in Figure 6.4) to projecting onto Lorentz covariant quantities

constructed as in Equation 6.2.

This also requires a new dataset – a mundane yet important problem, particularly for

phenomenology studies performed outside of large collaborations such as ATLAS with access

to centrally-produced MC simulations and dedicated software and computing infrastructure.

To remedy this, we can use a custom-made dataset [246], produced using the HEPData4ML

MC simulation interface for Pythia and Delphes [247][13]. Inspired by the top quark tagging

benchmark, this dataset also consists of anti-kt, R = 0.8 jets corresponding with fully

hadronic top quark decays. However, we make a few notable changes:

13. This package not only provides an easy Python-based interface for Pythia, but integrates FastJet for
jet clustering and Delphes for (optional) fast detector simulation. In addition, it features tools for defining
what truth-level and reconstruction-level particles are saved per event, as well as high-level features and
observables (e.g. truth particle containment in jets, recording truth-level daughter particles of a particular
decay) that can be used to decorate the resulting dataset. Importantly, the produced datasets contain
metadata specifying the entire configuration and the version of the package that was used – to mitigate the
simple yet common issue of simulation dataset reproducibility.

219



• Jets are clustered only using calorimeter information, from Delphes “Tower” objects.

• Initial- and final-state radiation effects are not included. Including these effects would

generally broaden jet mass distributions.

• We explicitly save information on the truth-level W -boson 4-momentum, as well as

which stable decay products (at truth level) can be traced back to the W -boson decay.

This allows us to use the W -boson 4-momentum as a regression target.

• We identify whether or not jets are fully-contained (FC), by which we mean whether or

not the entire top quark decay is contained within the jet. To quantify this, we define

jets as FC if the truth-level b-quark and the two light quarks from W → qq′ all satisfy

∆R (quark, jet) < 0.8.

Figure 6.8 shows the jet-level kinematics of this dataset. Note that although we track whether

a particular jet is contained, we do not explicitly remove uncontained jets from the dataset.

Thus the mass distribution in Figure 6.8c looks notably different than that in Figure 6.8c, as

we see a significant sub-population of jets that only contain the W -boson decay products –

as well as a low-mass tail corresponding to jets only containing a fraction of these (or only

the b-quark)[14].

With this dataset, we can try to train PELICAN to reconstruct the truth-level W -boson

4-momentum – or we can target the contained W -boson 4-momentum,

p
µ
W, cont. =

∑
i∈contained

p
µ
i , (6.4)

14. The jet pT spectra are also notably different between the two datasets. This is because the former
employed a jet pT cut, with generation performed as to produce a relatively flat jet pT distribution. By
contrast, the latter involved producing events with a relatively flat distribution in the truth-level pT of the
leading top (anti)quark in tt̄ production. Each is a somewhat arbitrary but sensible choice for developing a
benchmark – in either case it is important to keep track of these kinematics, particularly when comparing
one dataset to another.
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Figure 6.8: Jet kinematic distributions from the W -boson regression dataset [246].
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as to attempt to reconstruct whatever fraction of the W -boson decay was captured by the

jet[15]. As an algorithmic benchmark against which we can compare these regression results,

we also record the W -boson 4-momentum as reconstructed by the Johns Hopkins (JH) top

tagger [248], a (non-ML) top-tagging algorithm that reconstructs this momentum as part of its

tagging procedure. Of particular note, the JH tagger does not reconstruct the 4-momentum

for events that fail its tagging, and thus has a low reconstruction efficiency (albeit decent

precision among the momenta it does reconstruct).

Tables 6.2 and 6.3 summarizes PELICAN and JH momentum reconstruction, in terms of

the reconstructed W -boson mass, pT , and its distance in the (η, φ) plane from the true particle

– for both choices of W -boson momentum regression target. The most direct comparison can

be made between the JH results and “PELICAN|JH”, where the PELICAN regression has

been evaluated only on jets that were successfully tagged as top quarks by JH: here, both

algorithms are operating on the exact same set of events, and PELICAN achieves better

pT , mass and angular resolution. Nonetheless it is also interesting to note that PELICAN

produces reconstructed W -bosons for all events, albeit with lower precision. On the surface,

these predictions may not appear useful as they serve to worsen the general resolution[16].

However, as shown in Figure 6.9, the PELICAN momentum regression output can be leveraged

to efficiently tag whether or not a particular jet contains a W -boson.

6.4 Conclusions, and further directions

As we have seen, equivariant neural networks perform well in benchmarks of standard particle

physics classification tasks like jet flavor tagging – with PELICAN and the similarly Lorentz-

15. For a discussion of this task – and more general details on momentum and mass reconstruction – see
Ref. [222].

16. Keep in mind that in Table 6.3, the resolution is still defined with respect to the true W -boson
4-momentum. Thus it is not surprising that the resolution – particularly the mass resolution – is very poor
when PELICAN is evaluated on all jets in the dataset, as the network is not explicitly trying to reconstruct
the true W -boson to begin with (but only the momentum of whatever fraction of its decay products are
contained in the jet).
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W -boson truth-level 4-momentum reconstruction

Dataset
Type Method σpT (%) σm (%) σ∆R (crad)

Truth-level

JH 0.66 1.26 0.216

PELICAN|JH 0.26 0.57 0.113

PELICAN|FC 0.30 0.71 0.139

PELICAN 0.79 1.12 0.473

Delphes

JH 9.8 8.3 9.6

PELICAN|JH 3.5 2.6 2.8

PELICAN|FC 4.0 2.9 3.1

PELICAN 5.1 3.0 4.7

Table 6.2: W -boson 4-momentum regression results. Here, “PELICAN|JH” refers to PEL-
ICAN applied only to JH-tagged jets, and similarly “PELICAN|FC” refers to PELICAN
applied only to FC jets. Here we report PELICAN results for models trained to reconstruct
the truth-level W -boson 4-momentum. Taken from Ref. [222].
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Figure 6.9: W -boson mass as predicted by PELICAN, targeting the (left) true and (right)
contained W -boson 4-momentum. The distribution is separated into FC and non-FC jets,
depicted with proportional bin heights – for each bin, the ratio of FC and non-FC jets
is depicted by the (linear) ratio of the bins, with the combined distribution drawn on a
logarithmic scale. Taken from Ref. [222].
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W -boson jet-contained 4-momentum reconstruction

Dataset
Type Method σpT (%) σm (%) σ∆R (crad)

Truth-level

JH 0.66 1.26 0.216

PELICAN|JH 0.27 0.62 0.113

PELICAN|FC 0.34 0.86 0.142

PELICAN 2.37 38.93 0.681

Delphes

JH 9.8 8.3 9.6

PELICAN|JH 3.6 2.8 3.1

PELICAN|FC 4.2 3.6 3.4

PELICAN 6.2 39.6 5.6

Table 6.3: W -boson 4-momentum regression results. Here, “PELICAN|JH” refers to PEL-
ICAN applied only to JH-tagged jets, and similarly “PELICAN|FC” refers to PELICAN
applied only to FC jets. Here we report PELICAN results for models trained to reconstruct
the contained W -boson 4-momentum. Note that the resolutions are still computed with
respect to the truth W -boson 4-momentum, and that the results for JH are repeated from
Table 6.2 (as that method is independent of the PELICAN regression target). Taken from
Ref. [222].
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equivariant LorentzNet achieving state-of-the-art performance. Furthermore, networks like

PELICAN can be naturally extended to full 4-momentum reconstruction. While we have

investigated these tasks in the implicit context of physics analysis, where the methods operate

on large amounts of precisely-reconstructed information, equivariant networks may also be

useful for online tasks such as physics object reconstruction within the ATLAS TDAQ system

(Section 4.2.6). Here equivariant methods may be particularly appealing because of their

efficient parameterization, a necessity for operating on FPGAs onboard the TDAQ system

with significant memory constraints [249]; with a high “performance-to-complexity” ratio,

equivariant networks employing only a handful of learnable parameters can still achieve

respectable performance [250] as shown in Figure 6.10. Another possible extension of the

network could be expansion to the full Poincaré group, including position-level information.

This may be leveraged in the existing jet classification tasks, where vertexing information

associated with jets can assist in b-jet tagging[17]. This also opens up the possibility of

using PELICAN or similar networks in track reconstruction – in collider experiments like

ATLAS, or liquid argon TPC experiments where use of GNNs for object reconstruction is

being actively investigated [251, 252].

17. See Appendix E.2.3.
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Figure 6.10: Top quark tagging background rejection (at 30% signal efficiency) as a function
of number of network parameters, for neural networks evaluated on the dataset in Ref. [237].
Here, nPELICAN and nPELICANN are low-parameter modifications of PELICAN which may
be amenable to use in TDAQ systems – and PELICANIRC is an infrared and colinearity-safe
modification of the original network (Appendix E.2.2), discussed in Ref. [222]. In addition to
the networks shown in Table 6.1, this plot also includes points corresponding with the Boost
Invariant Polynomials [253] and DisCo-FFS [254]. Taken from Ref. [250].
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CHAPTER 7

CONCLUSION

In this thesis, we have reviewed the method and results of a new physics search at ATLAS.

Although we did not find strong evidence supporting the new physics models targeted, we

have applied some of the tightest constrained these models to-date, further squeezing the

parameter space where new physics is likely to reside. We have also reviewed an emerging

class of equivariant machine learning methods developed for particle physics, which appear

to be promising tools for increasing our analytic power in particle physics experiments – and

possibly even for reconstructing the low-level signals from particle detectors. With these

two topics, we have seen examples of how high-energy physicists search for answers to open

questions in our understanding of how the universe functions at the smallest scales, and how

we may leverage our understanding of the fundamental symmetries of nature to improve the

toolkit with which we try to answer these questions. We have also – in spite of hundreds

of pages – only scratched the surface. Collider experiments like ATLAS are host to many

parallel searches for new physics as well as precision measurements that test our current

understanding, some using similar methods to what we have covered and others very different

techniques. Nonetheless, even our single example of a new physics search conveys some of the

most fundamental aspects of how we engage in experiments: a combination of highly precise

apparatuses for recording our observations, and a very careful accounting for all the ways in

which our data may be obscured or biased in the measurement process.

As the high-energy physics community embarks on long-term plans to build a successor to

the LHC – and, to a certain extent, debates precisely what should be built – it is clear that

there remains a whole host of studies we can perform on past and current LHC experiment

data, if we wish to leave no stone unturned in the search for physics beyond the Standard

Model – and perhaps more conclusively answer the questions we started with: What is the

cosmos made of, and how does it behave?
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APPENDIX A

DISPLACED VERTICES AND MISSING TRANSVERSE

ENERGY SEARCH AT THE ATLAS EXPERIMENT:

OVERFLOW

In this appendix, we will cover some details of the physics search discussed in Chapter 5, as

well as some more general topics about ATLAS event reconstruction that were not covered

prior to that chapter.

A.1 Tracking in ATLAS: A brief review

While not specific to this particular analysis, it will be instructive to briefly review track

reconstruction in ATLAS, and how the signals measured by the Inner Detector (Section 4.2.2)

are turned into reconstructed charged particle tracks.

As described in Section 4.2.2, the inner detector consists of a set of silicon-based tracking

detectors, as well as the Transition Radiation Tracker – a system that instead uses proportional

counters and measurements of transition radiation, but which is also fundamentally a type of

tracking detector. When a charged particle passes through these systems, its ionization of

the silicon pn junctions and the gas of the TRT produces a set of hits, points in space (and

time) where it passed. To produce a track, we must string together these hits – a task made

complicated by the dense event environment and resulting high occupancy of the tracker[1] –

in order to produce the helical paths along which charged particles travel in the detector’s

magnetic field. The basic track reconstruction procedure consists of two steps: a forward

pass starting from the Pixel and SCT detectors and working outwards, as well as a backward

pass starting from the TRT. The forward pass procedure is as follows [255–257][2]:

1. Simply put, there are a lot of hits – and thus many different ways in which we may (naïvely) combine
them.

2. Note that Ref. [257] is hosted at a link which is not necessarily stable – during the course of writing
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1. We construct points in 3D space called space-points, from clusters of Pixel and SCT

sensors. Each space-point has an associated position uncertainty, which is determined

based on the geometry and position of the sensors from which it is constructed.

2. Triplets of space-points in the Pixel or SCT detectors are combined into track seeds,

and these seeds’ approximate trajectories are computed.

3. Search roads are constructed, which consist of sets of modules along the track seeds’

approximate trajectories. Seeds are extended along the search roads via a combinatorial

Kalman filter (CKF), that adds additional space-points to the seed[3] to build track

candidates.

4. Low-quality track candidates are filtered out, as are tracks that share too many hits.

To resolve ambiguities, a neural network is used to determine the likelihood of multiple

charged particles having contributed to a single cluster, and update these clusters’

positions.

5. The track candidates are re-fit using the ATLAS global χ2 fitting method [259], and

are attempted to be extended into the TRT (following similar steps of building search

roads and employing a CKF, followed by the global χ2 fitter).

Figure A.1 shows a sketch of this process. The backward pass, which is used to increase the

acceptance for non-prompt electrons produced by photon conversion in the detector, operates

similarly to the forward-pass but starts from the TRT, and is seeded by energy deposits in

the EM calorimeter that determine regions of interest where track-finding is performed [257].

Figure A.2 shows how tracks are typically parameterized, in terms of angles and their

impact parameters (displacements) in transverse and z directions.

this thesis, it has changed at least once. A more stable albeit non-public version can be found in Ref. [258].

3. The benefit of using search roads is that it greatly reduces the combinatorial complexity of reconstruction
at this stage.
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Figure A.1: An overview of track construction in the ATLAS inner detector, showing the
construction of track seeds, candidates and final tracks. Taken from Ref. [260].
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Figure A.2: An example of how tracks reconstructed in the ATLAS inner detector are
parameterized in terms of angles (θ, φ), impact parameters (d0, z0) and |~p|/m. Taken from
Ref. [261].

A.2 Overlap Removal

Overlap removal – the process of removing overlapping particle candidates – is another

example of a method not specific to this particular analysis, but rather a general tool for

resolving ambiguities and avoid double-counting of energy deposits in the detector. This is

generally performed via a list of rules, where one type of particle candidate is removed if it

is within some ∆R of another candidate or shares tracks with it. For a general overview of

overlap removal, see Ref. [262][4]. For this analysis, the overlap removal algorithm proceeds

as follows [143]:

1. Electron-muon: Electrons are removed if they share a track with a muon.

2. Jet-electron: Jets are removed if ∆R (e, j) < 0.2, to remove jets originating from EM

4. This is an internal note. For a publicly-available source, see the Athena software package [263].
Although reading through the Athena algorithms is not particularly easy, it is potentially an effective way of
understanding how precisely detector signals are reconstructed (as these are the very same algorithms as
deployed in the experiment).
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calorimeter showers initiated by electrons.

3. Electron-jet: Electrons are removed if ∆R (e, j) < 0.4, to remove electrons originating

from hadronic decays (which we instead treat as components of the jets).

4. Jet-muon: Jets with fewer than three associated tracks are removed if they have a

muon with ∆R (µ, j) < 0.2[5].

5. Muon-jet: Muons are removed if ∆R (µ, j) < 0.2.

6. Photon-lepton: Photons are removed if ∆R (e, γ) < 0.4 or ∆R (µ, γ) < 0.4.

7. Jet-photon: Jets are removed if ∆R (j, γ) < 0.4.

A.3 Tracking and Secondary Vertexing Efficiency

As a search looking for displaced vertices, this analysis is particularly sensitive to tracking

(Section 5.3.1.1) and secondary vertexing (Sections 5.3.1.2 and 5.3.1.3) efficiencies: how well

do we reconstruct these objects? We can study our reconstruction algorithms’ efficiencies by

using Monte Carlo (MC) samples, where we have access to both the reconstructed objects,

and the MC truth-level information. Figure A.3 shows the tracking efficiency for two different

signal MC samples; here we have defined the efficiency (or acceptance) as the ratio of true

LLP decays for which at least two true charged particles are reconstructed, and the number

of true LLP decays with at least two charged particles[6], within the search fiducial volume

(Rxy < 300mm and |z| < 300mm) with pT > 1GeV and |η| < 5 – and have parameterized

this with respect to the Rxy of the LLP decay. As we can see, including LRT tracks greatly

5. This includes regular muon candidates, as well as ghost-associated muons, which are muons whose
tracks are assigned an infinitesimal momentum, and are associated if their tracks are then clustered into the
jet [195, 264].

6. With this definition, we are computing the tracking efficiency with respect to LLP decays – which is
what we are interested in, as we want to understand how well we can reconstruct tracks associated with these
decays.
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improves the tracking efficiency, owing to its relatively loose cuts on track impact parameters

(see Table 5.5). Note that this definition of efficiency is somewhat nuanced, as we are checking

whether an LLP decay has at least two tracks reconstructed, and not necessarily that it has

as many tracks reconstructed as it has produced charged particles[7] – thus this efficiency

metric will exhibit correlation with the number of charged particles produced. We can see

the effect of this correlation by comparing Figure A.3 with Figure A.4.
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(a) An R-hadron sample with mg̃ =
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= 100GeV, and τg̃ = 10 ns.

0 50 100 150 200 250 300

[mm]DVR

0

0.2

0.4

0.6

0.8

1

1.2

A
c
c
e

p
ta

n
c
e

Standard + LRT

Standard Tracking

ATLAS Simulation Internal

(b) A Wino-Bino sample with mχ̃0
2

=
200GeV, mχ̃0

1
= 170GeV and τW̃ = 3 ns.

Figure A.3: LLP tracking efficiency with and without LRT tracking for (a) R-hadron sample
and (b) a Wino-Bino sample, as a function of the DV radial position Rxy. The acceptance is
defined as the ratio of number of true LLP decays for which two true reconstructed charged
particles are reconstructed, and the number of true LLP decays within the fiducial volume
with two charged particles with pT > 1GeV and |η| < 5. Taken from Ref [143].

A.4 Missing transverse energy triggers

The definition of the /ET -triggered region (Section 5.4.2) of the analysis includes the require-

ment that an event pass a /ET -based trigger. These triggers are part of the “derived raw”

data format used by the R-parity and long-lived particles group, referred to as DRAW_RPVLL in

7. To be clear, the number of charged particles “produced” is not necessarily those produced in the LLP’s
immediate decay, but includes subsequent (prompt) processes – such as hadronization and showering in the
case of decay to quarks. Thus while we are in principle only considering 1 → 2 processes for the LLP decays,
we may expect these decays to ultimately yield more than two charged particles.
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Figure A.4: The number of tracks reconstructed per LLP for (a) R-hadron sample and (b) a
Wino-Bino sample. The R-hadron sample has, on average, more tracks reconstructed per
track, and thus is expected to have a higher estimated tracking efficiency than the Wino-Bino
sample, as shown in Figure A.3. Taken from Ref [143].

Ref. [143]. These triggers are explicitly listed in Table A.1, where the algorithm for computed

the High-Level Trigger (HLT) /ET is one of the following:

1. cell: The /ET is computed as the negative pT vector sum of all calorimeter cells that

pass a noise cut.

2. mht: The /ET is computed as the negative pT vector sum of all anti-kt, R = 0.4 jets,

with pileup subtraction and with the jet energy scale calibration (Section E.2.4) applied.

3. pufit: The /ET is computed as the negative pT vector sum of all calorimeter topo-

clusters, with pileup subtraction.

Note that offline /ET – both at the L1 and HLT stages – is computed without information

from the muon spectrometer.

Trigger /ET algorithm /E
HLT
T threshold [GeV] /E

L1
T threshold [GeV]

cell 90 50

cell 100 50

(Table A.1 – continued on following page)
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(continued from previous page)

Trigger /ET algorithm /E
HLT
T threshold [GeV] /E

L1
T threshold [GeV]

cell 120 50

cell 90 55

cell 100 55

cell 120 55

cell 90 60

cell 100 60

cell 120 60

tc_lcw 90 50

tc_lcw 100 50

tc_lcw 120 50

tc_lcw 90 55

tc_lcw 100 55

tc_lcw 120 55

tc_lcw 90 60

tc_lcw 100 60

tc_lcw 120 60

mht 90 50

mht 100 50

mht 110 50

mht 120 50

mht 90 55

mht 100 55

mht 110 55

(Table A.1 – continued on following page)
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(continued from previous page)

Trigger /ET algorithm /E
HLT
T threshold [GeV] /E

L1
T threshold [GeV]

mht 120 55

mht 90 60

mht 100 60

mht 110 60

mht 120 60

mht 130 50

mht , cell {110, 65} 50

mht , cell {110, 70} 50

mht , cell {110, 75} 50

mht , cell {110, 80} 55

mht , cell {110, 65} 55

mht , cell {110, 70} 55

mht , cell {110, 75} 55

mht , cell {110, 80} 55

pufit 110 60

mht , cell {120, 80} 60

pufit 110 50

pufit 110 55

pufit 120 70

pufit 120 60

mht , cell {120, 80} 60

pufit , cell {110, 70} 50

pufit , cell {110, 65} 55

(Table A.1 – continued on following page)

236



(continued from previous page)

Trigger /ET algorithm /E
HLT
T threshold [GeV] /E

L1
T threshold [GeV]

pufit , cell {100, 75} 60

pufit , cell {110, 65} 60

Table A.1: An overview of the /ET triggers. The /E
HLT
T and /E

L1
T refer to /ET as computed

by the High-Level Trigger and Level-1 Trigger systems, respectively. The algorithm choice
refers to the /E

HLT
T computation.

A.5 Comparison of MTR and PTR Kinematics

In Figure A.5, we compare the kinematic and object multiplicity distributions of the MTR

and PTR (Section 5.4.2). In addition to standard event-level variables (number of pileup

interactions, and the sum of the scalar event p2T ) and objects defined in Section 5.3, we also

compare the number of track jets in each region. The definition of these jets is given in

Appendix A.6.

A.6 Track Jets

In addition to the EMTopo jets (Section 5.3.2.2), we also reconstruct track jets that are

not used for the background estimate directly, but which do play a role in modeling the

systematic uncertainties. As their EMTopo counterparts, these jets are built using the anti-kt

algorithm with R = 0.4. However, they are constructed not from calorimeter energy deposits,

but rather from collections of tracks that pass the selections in Table A.2a and which are

associated with the same PV. This track-PV association is determined via the following

method:

1. Tracks are associated with a PV if they are found to satisfy sig (z0) < 3, where z0 is

the impact parameter with respect to the PV and sig (x) = x/σx is the significance.
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Figure A.5: A comparison of MTR and PTR, in terms of (a) number of EMTopo jets,
(b) number of track jets, (c) number of PV-associated tracks, (d) scalar sum of p2T of all
PV-associated tracks, and (e) number of pileup vertices. Taken from Ref. [143].
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2. Remaining tracks are associated with a PV if they are found to satisfy |z0| < 0.5mm

with respect to the PV.

3. If a track is associated with multiple PVs, it is given to that with the highest
∑
p2T .

The “Loose” track criteria in Table A.2a are provided in Table A.3. After clustering, track

jets are required to meet the selection criteria in Table A.2b.

Baseline track jet
track criteria

pT > 1GeV

|d0| < 2mm

Passing the Loose track criteria

(a) Constituent track requirements.

Baseline track
jet criteria

pT > 10GeV

N
jet
tracks > 2

(b) Jet requirements.

Table A.2: Selection requirements for (a) track jet’s constituent tracks, and (b) track jets
clustered from these tracks. Taken from Ref. [143].

Loose track criteria

pT > 400MeV

|η| < 2.5

NSi > 7

Nmodules
shared < 2

Nholes < 3

NPixel
holes < 2

Table A.3: An overview of the “Loose” track criteria. NSi refers to silicon hits (Pixel and
SCT detectors), Nmodules

shared to the number of modules shared with other tracks (1 module
corresponds with 1 Pixel hit or 2 SCT hits). Nholes refer to holes, which are non-existing
but expected measurement points for a given track, excluding disabled modules. Taken from
Ref. [265].
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A.7 The SuperLooseBadLLP Jet Cleaning Working Point

The SuperLooseBadLLP jet cleaning working point is defined by the selections in Table A.4

whose definitions include the following additional variables [266]:

• Eneg: The sum of all cells in the jet with negative reconstructed energy. Such cells can

be produced in a real jet due to electronic and pile-up noise, but can also be a sign of

noise activity that produces a fake jet.

• fHEC: The fraction of the jet energy deposited into the Hadronic End Cap (HEC)

section of the LAr calorimeter.

• QLAr
cell : This is the quadratic difference between actual and expected pulse shapes in the

LAr calorimeter, with the latter produced via simulation of the calorimeter electronics

response. A cell-level quantity, it is defined by

QLAr
cell =

4∑
j=i

(
sj − A · (gj − τg′j)

)2
, (A.1)

• A is the signal amplitude [267],
• τ is the signal time,
• sj is the amplitude of sample j (in analog-digital converter counts),
• gj is the normalized predicted ionization shape,
• g′j = dgj/dt is the time derivative of gj .

• f
Q
HEC: The fraction of the jet energy deposited in HEC with poor signal shape quality,

which is defined as QLAr
cell > 4000.

• f
Q
Lar: The fraction of the jet energy deposited in LAr cells with poor signal shape

quality.

• 〈Q〉: The energy-squared weighted average of QLAr
cell . This quantity is normalized[8] so

8. Note that this normalization is not implicit in the variable definition used in Ref. [143], resulting in
some differences between the formulae there and in Table A.4.
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that 〈Q〉 ∈ (0, 1).

SuperLooseBadLLP jet flag

Index Criterion

A (fmax > 0.99) ∧ (|η| < 2)

B Eneg > 60GeV

C (fHEC > 0.5) ∧
(
f
Q
HEC > 0.5

)
∧ (〈Q〉 > 0.8)

D (fEM > 0.95) ∧ (f
Q
Lar > 0.8) ∧ (|η| < 2.8) ∧ (〈Q〉 > 0.8)

pass SuperLooseBadLLP = (A ∨ B ∨ C ∨ D)

Table A.4: An overview of the selections that define the SuperLooseBadLLP jet cleaning
working point. Note that a jet that meets any of the criteria fails the jet cleaning. Taken
from Ref. [143].

A.8 Dead TileCal Modules

To determine whether or not a particular TileCal module is dead in a given event (Sec-

tion 5.4.2.4), the modules are monitored to keep track of not only dead module locations

but the times when these modules stopped functioning, as this changes during the course of

detector operation. This information is indicated in Table A.5, per run and year.

Year Run Dead TileCal Module Region

2016 302053-311481 0.0 < η < 0.9, −1.33 < φ < −1.13

2016 306988-311481 −0.9 < η < 0.0, 0.34 < φ < 0.54

2017 325713-340453 −0.9 < η < 0.0, −0.25 < φ < −0.05

2017 325713-340453 0.8 < η < 1.7, 0.14 < φ < 0.34

2018 350310-352514 0.0 < η < 0.9, 2.7 < φ < 3.0

2018 355261-364292 0.0 < η < 0.9, |φ| > 3.0

Table A.5: Location of the dead TileCal modules. Taken from Ref. [268].
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A.9 VSI Track Hit Pattern Check

The hit pattern check – part of the VSI track cleanings described in Section 5.4.3.1 – is part

of the VSI algorithm described in Ref. [170], which checks the constituent hits of selected

and attached tracks for a DV. As configured in Ref. [172], we use the ExtrapolationAssist

hit pattern check algorithm, which is an extension of the Classical algorithm. Thus it will

be instructive to first explain the Classical algorithm, which functions as follows.

1. The algorithm identifies the Rxy region in which the DV is located. This determines

what is considered the inner and adjacent outer tracker layers.

2. The track is rejected if it does not have a hit in the adjacent outer layer.

3. The track is rejected if it does have a hit in the inner layers.

This method is illustrated in Figure A.6. One downside of this algorithm is that it is agnostic

to the presence of disabled tracker modules, which may cause it to reject tracks that should

be associated with the DV if they pass through a disabled module (and thus fail to produce

a hit on a certain layer). This issue is mitigated by the ExtrapolationAssist algorithm,

which extrapolates the track to the end of the SCT and records any disabled modules through

which it passes: the algorithm then behaves as the Classical algorithm, except that it

operates on a combination of the hit pattern and disabled module pattern.

A.10 Material Map Veto

In order to eliminate DVs produced not by the decay of LLPs produced in pp collisions but

by scattering of SM particles off of the detector material nuclei, we apply a material map

to veto DVs that are reconstructed inside the detector material. The material map – as

its name implies – is a spatial map of the detector components, indicating what volumes

are occupied by material. There are two material maps available, one produced by Geant4
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Figure A.6: An illustration of the Classical hit pattern check algorithm for the VSI
secondary vertexing algorithm, for two DVs. Note that in the example on the right, the DV
is located within the B-layer, and the required and forbidden hits are both located outside of
this layer. Taken from Ref. [170].

(wherein the position of detector materials is assumed to be known), and one produced from

data. We refer to the former as the MC map, as it is derived from the Geant4 models used

in MC simulation. The latter, which we call the data map, is produced by a combination of

two methods:

• For the Pixel detector, the detector components are effectively mapped out by tomogra-

phy via tracking, by counting the density of low-mass, low-multiplicity tracks (that are

deemed to not be K0
S decays). These tracks are assumed to be the product of hadronic

interactions (Section 5.5.2.1), and regions are marked as inside material if the track

density passes a certain threshold.

• For the SCT, the low-mass and low-multiplicity tracks are of too low density for the

same method to be used as in the Pixel detector. In this case, the map is derived using

the MC map as a guide, augmented by track measurements in data [269].

Figure A.7 shows the material and data maps. While these would ideally be equivalent,

there are noticeable visual differences between the two, as was discovered in the analysis

discussed in Ref. [196]. To mitigate potential issues from these differences, we develop a set
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(a) Geant4-based (b) Data-based

Figure A.7: The (a) Geant4-based and (b) data-based material maps. The material map
veto effectively removes DVs found to be inside the detector material. Taken from Ref. [143].

of vetoes based off of both maps. The first set of vetoes are referred to as the loose MC and

data vetoes. These both use the data map, with the only difference being whether or not

an offset to the Pixel layers (as measured in the data map) is applied[9]. From these loose

vetoes, we also define strict vetoes, where we make the following additional corrections:

• For the map used in the veto, we add regions deemed to be inside material by the MC

map. This is motivated by the fact that the MC map’s underlying Geant4 model is

meant to accurately reflect the detector design (i.e. it should not contain material that

is not actually present), and it is possible that the data map lacks certain regions due

to limited statistics in the tomography method used to build it.

• The data map is divided into bins (as a consequence of its construction method), and

so we also veto a DV if it is in a bin adjacent to one that is inside material. This is

meant to mitigate edge effects from binning, whereby a bin considered outside material

9. In MC simulations, the detector is assumed to be perfectly centered in the ATLAS cavern. In reality,
this centering is imperfect and can be measured (and incorporated into the data map). For the loose MC
veto, this offset is explicitly not applied – it is effectively removed from the map in use.
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may in reality contain some material from one of its neighbors.

• For each DV, a 3D ellipsoid is constructed from its covariance matrix. For VSI DVs,

the covariance matrix is derived from the uncertainties in the DV position fit, whereas

for FVs it is determined from the seed positions. The ellipsoid represents the 1σ

uncertainty on the DV position, and a DV is vetoed if this ellipsoid intersects an inside

material region.

For this analysis, we use the strict vetoes for MC and data (as appropriate).

A.11 Axino Signal Sensitivity

While the 1 VSI DV SR was ultimately chosen for targeting the axino model, the other

SRs were tested in case they would have better sensitivity. Figures A.8 and A.9 provide an

overview of each decay channel’s sensitivity in the three SRs, and Figure A.10 provides the

sensitivity for the h→ bb̄ decay channel with fa = 5× 1010 GeV in the 2 FV SR.

A.12 Inclusive Background Estimate: Extended EDP

As discussed in Section 5.5.1, one potential weakness of the EDP estimation is that it requires

sufficient statistics such that there are at least a few DVs per (mDV, N
DV
tracks, Nb-tag, N

event
tracks)

bin. This is unfortunately not always the case, and following the standard estimation

procedure would yield an EDP of zero in a number of the VRs. To mitigate this, we modify

the method by extending the (mDV, N
DV
tracks) range used for computing each EDP, to produce

and extended EDPext. We then compute the background as

Nbackground = f ·
Nevents∑
i=0

EDPext (DV|eventi) , (A.2)
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Figure A.8: Expected signal yields for the axino signal model with the h→ bb̄ decay channel,
in the various SRs. Taken from Ref. [143].
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Figure A.9: Expected signal yields for the axino signal model with the Z → qq̄ decay channel,
in the various SRs. Taken from Ref. [143].
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Figure A.10: Expected signal yields for the axino signal model with the h→ bb̄ decay channel,
with fa = 5× 1010 GeV, in the 2 FV SR. Taken from Ref. [143].
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where f = N
target
DV /Next

DV gives the ratio of DVs in the target and extended regions. The

extended region definitions, used for the 1 VSI DV analysis channel, are provided in Table A.6.

Extended Regions for 1 VSI DV

Region mDV [GeV] NDV
tracks

VR Low Track
> 10 4

CR Low Track

VR Low Track Mid Mass
[10,20] 4

CR Low Track Mid Mass

VR Low Mass
[ 5,10] >5

CR Low Mass

SR Extended
> 5 >4

CR Extended

SR
> 10 >5

CR

Table A.6: An overview of the extended regions used for the track density background
estimate method, for the 1 VSI DV analysis channel. Note that these region definitions partly
coincide with the merged bins in Table 5.25, and that these bins are not entirely independent
of one another. Taken from Ref. [143].

A.13 Inclusive Background Estimate: The Hybrid Method

As noted in Section 5.5.1, we developed a hybrid background estimation method in addition

to the nominal inclusive method. This aptly-named method is based on matching DVs with

EMTopo jets, with unmatched DVs being used to compute an EDP as in the track density

method. The matched DVs are used to calculate a similar quantity referred to as the jet-DV

probability (JDP). The estimation method, which is performed in the PTR, is as follows:

1. DVs are matched to the highest-pT jet that satisfies ∆R (DV, j) < 0.4. Matched jets

and DVs are set aside to compute the JDP, with unmatched DVs reserved for computing
248



an EDP.

2. The JDP is computed as

JDP (DV|jet(x, y)) =
# of jets with a matched DV, with (btag = x, pT = y)

# of jets with (btag = x, pT = y)
, (A.3)

which is similar to the EDP except computed over jets, and is parameterized in terms

of the jet b-tag (btag) and pT . The EDP is computed using the unmatched DVs.

3. The number of background events is computed as

Nbackground =

Nevents∑
i=0

EDP (DV|eventi) +
Njet∑
i=0

JDP (DV|jeti) , (A.4)

where in practice the EDP and JDP can each be extended via the method discussed

in Appendix A.12, in order to mitigate the issue of low statistics in their respective

derivations.

A.14 Hadronic Interactions Background Estimate Validation

The HI background estimate method (Section 5.5.2.1) is validated on a Z → νν̄ + jets MC

sample, where the results of the estimate can be compared to the MC truth-level information.

The fits of the NDV
tracks (mDV) distribution are shown in Figure A.11, and the results of this

validation are shown in Table A.7, where the background estimate is in good agreement with

the truth information.
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Figure A.11: Fits performed to estimate the HI contribution to the background, both the
inside and outside material regions, on a Z → νν̄ + jets MC simulation sample. Modified
from Ref. [143].
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MC Estimate Closure

Region Inside Material Outside Material

NDV
tracks mDV [GeV] HI Estimate Truth HI Estimate Truth

4 [ 2, 5] 1436.9 ± 232.5 1464.9 ± 133.9 182.4 ± 35.8 169.0 ± 28.7

4 [ 5, 10] 21.9 ± 5.0 26.7 ± 11.5 1.7 ± 2.0 2.2 ± 2.2

4 [10, 20] 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0

5 [ 2, 5] 698.9 ± 95.6 687.8 ± 63.0 99.0 ± 27.1 94.5 ± 43.4

5 [ 5, 10] 19.4 ± 5.2 8.0 ± 6.2 0.0 ± 0.3 0.0 ± 0.0

5 [10, 20] 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0

> 6 [ 2, 5] 423.7 ± 73.4 415.0 ± 51.1 60.4 ± 13.5 57.8 ± 17.6

> 6 [ 5, 10] 92.5 ± 16.2 103.9 ± 31.9 0.0 ± 0.1 0.0 ± 0.0

> 6 [10, 20] 0.7 ± 0.8 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0

Table A.7: Results from the MC closure tests for inside and outside material. DV counts
from the material map fit are compared to the truth level selections.

A.15 Accidental Crossing Background Estimate Details

Here, we will review a few details pertaining to the AX estimate method. The software used

to perform this estimation is located in Ref. [270][10].

A.15.1 Producing Mass Templates

As outlined in Section 5.5.2.3, the general procedure for estimating the AX background

involves producing mass templates, which are how we model the contribution to the DV

mass distribution that would be produced by DVs with AX’ing tracks. We create these mass

templates by “artificially” producing AX’ed DVs, by attaching a single track to a n-track

DV to produce a (n + 1)-track DV. These tracks are source from a track database, which

10. This is, unfortunately, another example of a source which is not publicly-accessible. However, for any
reader with access to the CERN GitLab, I encourage referencing this software repository for understanding
how the AX estimate method functions.
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we source by identifying AX’ed K0
S decay candidates in data, and saving the kinematic

properties of the AX’ing track.

Identifying AX’ed K0
S decay candidates corresponds to finding 3-track DVs, where a sum

of two of the three tracks yields the K0
S mass of approximately 498MeV [9] when each track

is assigned the π± mass. We use DVs in events that pass MTR selections (Table 5.17), that

pass baseline DV-level selections (Table 5.22), with the SR blinded[11]. For each 3-track DV

passing these selections, we compute every combination of 2-track masses. If one of these is

within 50MeV of the K0
S mass, we deem this a likely AX’ed K0

S decay, and save the third

unused track to our track database.

When producing mass templates, we randomly sample the track database to fetch a track

to attach to a n-track DV, to promote it to a (n + 1)-track DV (thus simulating the AX

process). To do this, we fetch a track that was attached to a DV in the same radial region,

where we define our regions as[12]:

• Rxy < 25mm: Inside the beam-pipe.

• Rxy ∈ (25, 38] mm: Inside the Insertable B-layer.

• Rxy ∈ (38, 120] mm: Inside Layer 2 of the Pixel Detector.

• Rxy ∈ (120, 300] mm: Inside Layer 1 of the SCT.

This binning is meant to limit the effects of any kinematic biases stemming from tracks

being attached to DVs in regions distant from where they had originated – which could

cause inaccuracies in the modeling of this process if the track kinematics correlate with Rxy.

Figure A.12 provides the mass templates used to produce the AX estimate[13].

11. This yields DVs that are similar to those in the VRs, except that we do not impose the mDV and NDV
tracks

selections as when looking for K0
S candidates, we are looking for DVs that will explicitly fall outside of these.

12. These radial regions are chosen to roughly correspond with different elements of the Inner Detector
(Section 4.2.2). Note that the layer radii given in Table 4.1 are average positions of sensitive elements.

13. In principle, one can reduce the uncertainties in the template by performing this procedure multiple
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Figure A.12: Mass template used for the AX background estimate, showing the regions
integrated for the different VRs. The integration for the SR covers the > 10GeV region for
the (4 + 1), (5 + 1) and (6 + 1) templates.
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A.15.2 Estimating Accidental Crossing Rate

The AX’ing rate is computed by finding K0
S → π+π− candidate DVs in data, and estimating

the rate at which they are AX’ed by a third spurious track. As discussed in Section 5.5.2.3,

this involves counting the number of 2- and 3-track K0
S candidates, the latter consisting of

the AX’ed candidates. We identify the 3-track K0
S candidates through the method discussed

in the preceding section, and we take the same approach for the 2-track K0
S candidates,

applying the same selections.

We identify the 2-track K0
S candidates by constructing the mass spectrum of all DVs

passing our baseline selections in Table 5.22, in events passing the MTR selections in Table 5.17.

We apply the following additional selections to generate the final mass spectrum:

• We require the DV tracks to satisfy

cos
(
α
(−−−−−→

DV−PV, , ~ptot
))

> 0.999 , (A.5)

• −−−−−→
DV−PV is the vector between the PV and DV,

• ~ptot is the vector sum of the DV track momenta,
• α (~v1 , ~v2) is the 3D angle between vectors ~v1 and ~v2,

which eliminates background DVs by requiring the DV tracks to be nearly colinear

with
−−−−−→
DV−PV. This is particularly important when working in the low-mass region, as

is necessary for the K0
S with a mass of approximately 498MeV [9].

• We also require that mDV, λ > 1.125GeV. This “lambda mass” is the reconstructed

2-track DV mass where the higher-pT track is assigned the proton mass of approximately

938MeV [9], and corresponds with the λ0 → pπ− decay – another SM decay that

contributes to the 2-track DV spectrum. This selection eliminates the majority of likely

times – with different samplings of the track database – and averaging the results. However, such an approach
was not taken for this analysis as the statistics of the track database were relatively limited, so that the
results of multiple iterations of mass template production would be non-trivially correlated.
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λ0’s, which have a mass of approximately 1.116GeV [9], and which distort the mass

spectrum if incorrectly reconstructed K0
S ’s.

A similar approach is taken for 3-track K0
S candidates, except that we reconstruct 2-track

masses from them by trying each possible 2-track combination, and using that which yields a

mass nearest the K0
S . This will produce some combinatoric background, owing to incorrect

combinations of tracks in addition to DVs that in fact are not a product of K0
S decays in the

first place. We manage these backgrounds by fitting the mDV spectra to isolate the K0
S mass

peak, as shown in Figure A.13 for 2- and 3-track DVs for three different radial regions. This

fitting procedure is an extension of the method used for a similar background estimate in

Ref. [196]. Of particular note, the 2-track mDV spectra are fit using a symmetric, generalized

normal distribution [271] extension of the Crystal Ball function [272], given by

f(x) =


N0 · A · (B − ( x−µ

σ )−n) (x− µ)/σ 6 −α

N0 · exp
(
−1

2 |
x−µ
σ |γ

)
(x− µ)/σ ∈ (−α, α)

N0 · A · (B − (−x−µ
σ )−n) (x− µ)/σ > −α

(A.6)

• A = kn exp
(
− 1

2 |α|
γ
)
,

• B = k − |α|,
• k = 2n/

(
γ |α|γ−1

)
,

• {N0, µ, σ, γ, n, α} are fitting parameters.

A.16 Tracking Systematic uncertainty Estimate Details

The systematic tracking uncertainty methods are implemented in the software in Ref. [273].

As discussed in Section 5.6.3.2.3, the basic structure of the study is a so-called “track-

killing” study, whereby tracks are eliminated from DVs in signal MC simulation samples,

to simulate tracking inefficiencies found not to be fully modeled in those samples. The

tracking inefficiencies were modeled by comparing MC simulation and data K0
S candidate
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Figure A.13: DV mass distributions, for 2- and 3-track DVs, for three different radial regions.
For the 3-track DVs, we reconstruct 2-track masses for each choice of 2-tracks, which produces
a combinatorial background. We fit all of these peaks to extract the number of K0

S candidates,
which we use for the AX’ing rate estimation. Taken from Ref [143].
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yields. For the 1 VSI DV analysis channel, this process was performed separately for each

year of data as to account for possible year-to-year variations in the inefficiency (either in

the data or the MC simulation). The K0
S yield plots and estimated tracking inefficiencies

are shown in Figure A.14. As the year-to-year variations were found to be very small, a

single set of tracking inefficiencies was estimated for the FV algorithm, using data and MC

simulation from all three years combined. Figure A.15 shows the K0
S candidate yield and

resulting tracking inefficiency estimate. In each case, the same Rxy binning was used as in

the accidental crossing background estimate (Section 5.5.2.3 and Appendix A.15), except that

the innermost bin was separated into beam-pipe (Rxy ∈ [0, 25) mm) and Insertable B-Layer

(Rxy ∈ [25, 38) mm) regions, as the MC simulation K0
S yield was normalized to match that

in data for the beam-pipe region – as tracking uncertainties for tracks connected to DVs

located in the beam-pipe region are assumed to be well-modeled.

A.17 Asymptotic Likelihood Test Statistic

Here, we provide some useful details regarding the likelihood test method discussed in

Section 5.7.2.1. Note that this information can be found in Ref. [213], and we will not derive

these results – they are simply summarized here for completeness.

The probability distribution function of the test statistic q̃µ from Equation 5.18 can be

approximated as

f(q̃µ|µ′) = Φ

(
µ′ − µ

σ

)
δ(q̃µ)

+
1

2
√
2π


1√
q̃µ

exp
(
−1

2

(√
q̃µ − µ−µ′

σ

)2)
0 < q̃µ 6 µ2/σ2

1
µ/σ

exp
(
−1

2

(
q̃µ−(µ2−2µµ′)/σ2

)2
(2µ/σ)2

)
q̃µ > µ2/σ2

(A.7)

• Φ(· · · ) is the Gaussian cumulative distribution function,
• δ(· · · ) is the Dirac delta function.
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Figure A.14: The (a,c,e) comparison of K0
S candidate yields in MC simulation and data, and

(b,d,f) the resulting estimated tracking uncertainties for VSI DVs, separated by year. Taken
from Ref [143].
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Figure A.15: The (a) comparison of K0
S candidate yields in MC simulation and data, and (b)

the resulting estimated tracking uncertainties for FVs. Taken from Ref [143].

This is known as a non-central χ2 distribution, and it is a valid approximation when the

dataset size is large. This is often referred to as the asymptotic limit, with corresponding

fits thus referred to as asymptotic fits. When this approximation cannot be made, we can

instead model f(q̃µ|µ′) using a Monte Carlo approach to generate datasets with different

corresponding values of q̃µ. However, this can be quite computationally expensive – requiring

possibly many thousands of fits – and thus in practice is avoided unless strictly necessary.
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APPENDIX B

SPECIAL RELATIVITY AND THE LORENTZ GROUP

Here we will review some key concepts related to the theory of special relativity, namely the

geometry of spacetime and transformations between different reference frames. This is but a

very brief review – for more detail and mathematical rigor, including a general discussion of

group theory, see Ref. [274], as well as Chapter 1 of Ref. [275] for a more rigorous review of

the concepts we will touch on below.

B.1 Metrics and Minkowski Space

In R3, one typically defines the length of a vector ~v (or it’s norm) via inner product:

||~v|| =
√
~v · ~v

=
√
v2x + v2y + v2z . (B.1)

This is specifically the Euclidean norm – the Euclidean distance between the start and

end-points of the vector, which is perhaps the most common definition of distance given

its relevance in many fields of physics (and beyond) that operate in the R3 vector space.

However, this is not necessarily the only way to define distance.

To generalize things, every vector space V is equipped with some bilinear form f , that

maps vectors in V to a field K, f : V × V → K, where the elements of K are scalars [276].

We typically refer to action by this form as the inner product. In the case of R3, this is the

familiar dot product as in Eq. B.1. One can generally write the inner product of two vectors
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as the multiplication of them with a tensor that we call the metric of the space, like[1]

〈v, k〉 = vµgµνk
ν , (B.2)

• v, k are vectors,
• 〈· · · 〉 denotes the inner product,
• gµν is the metric tensor.

where on the left-hand side we have used angle brackets to indicate the inner product. The

raising and lowering of indices – vµ versus vµ – corresponds with whether a vector lives in V

or its dual space[2] V ∗, with elements of the dual space v∗ ∈ V ∗ mapping vectors to scalars,

v∗ : V → K.

In the case of special relativity, we describe spacetime as a Minkowski space. This is a

4-dimensional space, equipped with the 4× 4 Minkowski metric tensor given by[3]

ηµν =


1

−1

−1

−1

 ≡ Diag (1,−1,−1,−1) . (B.3)

With this metric tensor in hand, we can define the Minkowski norm of a 4-vector vµ as

||v|| =
√
vµvν

=
√
vµηµνvν =

√
v20 −

(
v21 + v22 + v23

)
, (B.4)

1. As a reminder, we use Einstein summation notation throughout: repeated indices are summed over.

2. One can think of this as “column” versus “row” vectors, or more formally vectors versus covectors. For
a review of tensor math, see Ref. [277].

3. This metric is often indicated in shorthand as “(+,−,−,−)”, and is known as the West Coast metric.
This is in contrast to the East Coast metric of (−,+,+,+), which has all the signs flipped in ηµν . The choice
of which metric to use is a convention: computations using either will yield the same result, although it can
make it tricky to compare derivations of formulae that use differing metrics. In particle physics, it is most
conventional to use the (+,−,−,−) metric.
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or if we write the 4-vector as vµ = (v0, ~v) with ~v ∈ R3, as[4]

||v|| =
√
v20 − ~v · ~v . (B.5)

In position space, the Minkowski norm is a notion of spacetime distance. In momentum space,

where we express momentum 4-vectors as pµ = (E, ~p), we can identify the Minkowski norm

as the mass

m =
√
pµpµ

=

√
E2 − ~p · ~p . (B.6)

Due to the conservation of energy-momentum, this norm is a conserved quantity. This does

not mean that a particle cannot decay into less massive particles, but rather that in any

interaction, the Minkowski norm of the sum of all 4-momenta is preserved. This does, in fact,

prevent particles from producing more massive decay products.

B.2 Lorentz Transformations

A Lorentz transformation can be formally defined as a transformation of a spacetime vector by

a member of the Lorentz group – in fact, a member of the restricted Lorentz group SO+(1, 3),

which consists of transformations that preserve the orientation of space and the direction of

time. Importantly, these transformations (and all those corresponding with the full Lorentz

group) preserve the Minkowski norm, which is thus referred to as a Lorentz-invariant quantity.

They correspond with 3 spatial rotations, as well as 3 boosts: transformations from one

reference frame to another that moves with some constant velocity with respect to the former.

4. As we shall see, this convention of writing the first (or “zeroth”) component separately from the other
three is handy notation given how spacetime is constructed: the zeroth component is time, and the other 3
are spatial so it makes sense to group them together as a position vector in R3 when writing a 4-position.
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In spacetime coordinates, the 3 spatial rotation matrices can be written as [278]

Rx (θ) =


0

0

0

1

0

0

1

0

sin θ
cos θ
0

0

cos θ
− sin θ

0

0

 , (B.7)

Ry (θ) =


0

0

0

1

− sin θ
0

cos θ
0

0

1

0

0

cos θ
0

sin θ
0

 , (B.8)

Rz (θ) =


0

0

0

1

0

sin θ
cos θ
0

0

cos θ
− sin θ

0

1

0

0

0

 , (B.9)

from which all rotations can be composed – though it is important to remember that they

are not commutative. From the above matrices structure, we see that they mix spatial

components with one another, but not with time components. Conversely, we do see such
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mixing in Lorentz boosts. We can represent them as matrices

Λx (β) =


0

0

−γβx
γ

0

0

γ

−γβx

0

1

0

0

1

0

0

0

 , (B.10)

Λy (β) =


0

−γβy
0

γ

0

0

1

0

0

γ

0

−γβy

1

0

0

0

 , (B.11)

Λz (β) =


−γβz
0

0

γ

0

0

1

0

0

1

0

0

γ

0

0

−γβz
 . (B.12)

• β = v/c0 is the boost frame velocity, as a faction of the speed of light in vacuum,
• γ = (

√
1− β)−1 is the Lorentz factor.

In practice, we may be interested in rotations and boosts along arbitrary axes. We can more

compactly write rotation and boost matrices in block form as [279]

R(θ, û) =


0

1

cos θI + sin θ[û]× + (1− cos θ)(û⊗ û)

0

 , (B.13)

Λ(~β) =


−γ~β

γ

I + (γ − 1)~β~βT /β2
−γ~βT

 . (B.14)

• û is a unit 3-vector representing the rotation axis,
• ~β is the boost frame velocity 3-vector,
• [· · · ]× is the cross product matrix operator, such that [~v1]× ~v2 ≡ ~v1 × ~v2.
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B.3 Invariance, Covariance, and Equivariance

When studying Lorentz transformations – or transformations performed by action of elements

of any group – it is often instructive to classify how different types of quantities transform

under these actions. As mentioned in Section B.1, quantities such as mass are invariant under

Lorentz transformations. We refer to these aptly as Lorentz-invariant quantities, or Lorentz

scalars[5]. Another class of quantities are those that are Lorentz-covariant – by which we

typically refer to components of Lorentz vectors. These vector quantities are not invariant

under Lorentz transformations, and transform under boosts and rotations as prescribed by

the structure of the matrices in Section B.2 with their space- and time-like components mixing

accordingly. Many of the quantities we deal with in high-energy physics, such as energy,

are components of these Lorentz vectors, and are thus not Lorentz invariant: the values of

these quantities depend upon the reference frame in which they are measured. As with their

invariant counterparts, we can say that these quantities transform under representations of

the Lorentz group.

When referring to how these quantities are acted upon by functions, and how these func-

tions act under Lorentz transformations, we can turn to the concept of Lorentz equivariance.

To borrow the definitions put forth in Ref. [280], we say that a function f : X → Y is

invariant with respect to a group G that acts on X and Y as ? if

f(g ? x) = f(x) , (B.15)

• x ∈ X,
• g ∈ G,
• ? is the action of group G on X and Y , which may be different for each.

5. Aside from the Minkowski norms of our vectors – which are Lorentz invariant by definition of how
the Lorentz group is constructed – other examples include particle charges, or particle flavor: a top quark
will remain a top quark after any rotation or Lorentz boost. In general, any quantities that commute with
Lorentz transformations are Lorentz scalars.
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and it is equivariant with respect to G if

f(g ? x) = g ? f(x) , (B.16)

where we should emphasize that the action of G on X and Y is not necessarily the same.

From these definitions it becomes clearer that the category of invariant functions is in fact a

subset of equivariant functions, specifically those satisfying g ? f(x) = f(x).

Turning back to particle physics interpretation, the way in which different objects transform

under the Lorentz group may have consequences for how we analyze them – and what kinds of

derivative quantities are physically meaningful. For example, the x-component of a particle’s

4-momentum is a Lorentz-covariant quantity, and has some physical meaning in describing

the dynamics of that particle. By contrast, the sum of the particle’s x- and y-components of

its 4-momentum – or some similarly arbitrary mix of vectors components – is not Lorentz-

equivariant. It is also not an easily interpretable quantity, as it is the sum of two quantities

that transform differently under boosts and rotations. The theories that we study are typically

written down in terms of Lorentz-equivariant quantities, and so it is often helpful to analyze

them through operators and observables that similarly respect Lorentz group symmetries[6].

6. For a concrete example, see Chapter 6, where we discuss a Lorentz group-equivariant neural network.
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APPENDIX C

THE HIGGS BOSON HIERARCHY PROBLEM

In quantum field theory, there is a difference between bare and physical masses. The bare

mass refers to a free parameter that appears in a mass term in the theory’s Lagrangian. In

the case of the SM Higgs boson this looks like

LSM = . . .+ (m0
H)2H†H︸ ︷︷ ︸

Higgs mass term

+ . . . . (C.1)

In any experiment, however, what we measure the physical mass mH . This is related to the

bare mass m0
H by

m2
H = (m0

H)2 + δ(m2
H) , (C.2)

where δ(m2
H) is computed as the sum of contributions to the Higgs boson self-energy – which

are corrections to the Higgs propagator in the effective field theory [14]. In the SM, the

corrections to this self-energy are given by the diagrams in Fig. C.1. Simply put, the physical

mass of the Higgs boson receives “corrections” corresponding to its interactions with other

particles in the theory, which causes it to differ from the bare mass.

To understand how this works, let us explicitly evaluate the first diagram in Fig. C.1 (the

others will follow similar steps).

−iΣH(p2) = nf

∫
d4k
(2π)4

(−1)Tr

[(
− 1√

2
iλf

)
i

/k −mf

(
− 1√

2
iλf

)
i

/p+ /k −mf

]
, (C.3)

where nf is the number of fermions, and λf and mf give their couplings to the Higgs
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Figure C.1: Diagrams contributing to the correction to the Higgs self-energy.

(within some constant factors) and masses. Using the fact that

i

/k −mf
=
i/k +mf

k2 −m2
f

,

we can compute the trace in the integrand as

Tr
[
(/k +mf )(/p+ /k +mf )

]
= Tr

/k/p+ /k2 + 2mf /k +mf/p︸ ︷︷ ︸
Vanishes in the trace

+m2
f

 = 4(k2 + kp+m2
f ) .

Now, let’s consider the limiting case of p2 = 0. This corresponds with mH = 0, or

alternatively the limit where mf � mH (these are the bare masses). This will simplify the

results – though importantly, the takeaways will hold for the more general case.

⇒ −iΣH(p2 = 0) = −nf
λ2f
2

∫
d4k
(2π)4

· 4
k2 + kp+m2

f

(k2 −m2
f )(p

2 + 2kp−m2
f )

. (C.4)
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Employing the “usual” QFT tricks of introducing Feynman parameters and a UV cutoff

for the momentum loop integral [281],

ΣH(p2 = 0) = 2nfλ
2
f

1

16π2

∫ 1

0
dx
∫ Λ2

0
dy
y(−y +m2

f )

(y +m2
f )

2
. (C.5)

∫
dy
y(−y +m2

f )

(y +m2
f )

2
=

(
−y + 3m2

f ln (m2
f + y) +

2m4
f

m2
f + y

)
+ const. .

With Λ � mf , we find

ΣH(P 2 = 0) = 2nfλ
2
f

1

16π2

[
−Λ2 + 6m2

f ln

(
Λ

mf

)
− 2m2

f +O
(

1

Λ2

)]
. (C.6)

From the above expression, which gives δ(m2
H), we see that our correction to the Higgs

square mass has a quadratic divergence in Λ. Furthermore, this is not a problem that we can

resolve simply by introducing a regularization scheme such as dimensional regularization [281].

Accounting for the additional diagrams in Fig. C.1, we find

δ(m2
H) ∝

[
3

4

(
m2
W +m2

Z +m2
H

)
− Σm2

f

]
Λ2

m2
W

. (C.7)

From Eq. C.7, it appears that we can simply adjust the bare mass mH to completely

remove the divergence from m2
H by canceling out the sum of boson and fermion masses, but

this will not work if we look beyond 1-loop order. Thus, taking Λ ∼ mPlanck ≈ 1.2×1019GeV,

we are left with the choice of fine-tuning some counterterm correction to δ(m2
H) to cancel

around 30 orders of magnitude, unless we allow for some BSM phenomenon to resolve the

quadratic divergence.
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APPENDIX D

THE NEUTRON ELECTRIC DIPOLE MOMENT

Here, we will review the concept of the neutron electric dipole moment dn, and its relevance

to the issue of CP violation.

D.1 Charge, parity and time reversal transformations

Before discussing CP violation, it is helpful to first define charge, parity and time reversal

transformations:

• A charge transformation (Section 2.1.1.3) flips the sign of all the quantum numbers of

a particle (such as electric charge), taking the particles to antiparticles as C |Ψ〉 = |Ψ̄〉.

• A parity transformation (Section 2.1.1.4) flips a spatial coordinate, (t, ~x) → (t,−~x).

The consequences of this transformation are different for scalar, vectors and spinors[1].

• Time reversal, as its name implies, flips the direction of time.

The combination of all three of these transformations, CPT , is understood to be an

exact symmetry of nature according to the (aptly-named) CPT theorem [282–284]. In other

words, all physical observables in the Standard Model (and their corresponding operators

in the mathematical formulation) should be CPT -even. They are not all necessarily C-,

P - or T -even, and in practice we can leverage the constraint of CPT -evenness to deduce a

particular operator’s symmetry under one of these transformations, given its symmetry under

the others.

1. For details, see Section 11.5 of Ref. [6]
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D.2 Connecting the neutron electric dipole moment to CP

violation

For a fuller overview of this topic, see Ref. [285]. Given some kind of spatial charge distribution

ρ(~x), the corresponding dipole moment is defined as

~d =

∫
d3x ρ(~x)~x . (D.1)

The neutron is a baryon, a particle composed of one up- and two down-type quarks. Up

quarks have electric charge +2
3e, while down quarks have charge −1

3e, so that the neutron is

neutrally-charged. However, it could have a non-zero electric dipole moment (EDM) if these

charges are arranged in a way that is not isotropically symmetric.

The electric and magnetic dipole moments of elementary particles like the neutron are

assumed to be proportional to their spin, ~d ‖ ~S, as this is the only intrinsic vector quantity

that they are known to have [285]. The connection between dn 6= 0 and CP violation can be

illustrated by considering how the operator ~S · ~E[2] transforms under time reversal operator

T . For a particle with ~E ‖ ~S, the time reversal operator will operate as[3]

T
(
~E
)
→ ~E ,

T
(
~S
)
→ −~S . (D.2)

Thus the operator ~S · ~E is T -odd, and since it is CPT -even, it must be CP-odd. As the

EDM is the moment corresponding with this interaction – it governs the strength of the

interaction between a particle’s spin and the electric field – it implies a CP-violating term in

2. Here, ~S is a stand-in for ~d, as we assume them to be parallel.

3. Recall that ~S is odd under time reversal. One easy way to remember this is to consider how Feynman
diagrams work: A fermion propagating forwards in time is equivalent with an anti-fermion propagating
backwards in time.
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the Lagrangian describing the particle’s dynamics if it is non-zero.

So far, we have seen that a non-zero neutron EDM corresponds with CP violation. To

understand how it specifically connects to strong CP violation, see Section 1.4 of Ref. [285]. It

is important to note that CP violation in the weak sector – which has been measured via the

K0
L → π−π+ decay [286] – also contributes to the neutron EDM. However, this measurement

only corresponds with dn ∼ 10−32e ·cm [285], which is well below current experimental upper

bounds.

D.3 Measuring the nEDM

For a historical overview of nEDM measurements, see Ref. [287]. The limit on the nEDM

of dn =
(
0.0± 1.1stat ± 0.2sys

)
× 10−26e ·cm provided in Section 3.1 is the result of mea-

surements performed by an experiment at the Paul Scherrer Institute, using an ultra-cold

neutron source which produces neutrons via spallation of a Pb Zr target by protons from a

590MeV proton cyclotron, followed by cooling by D20 to energies below 300 neV [288, 289].

These neutrons are then spin-polarized via a 5T superconducting solenoid, and directed into

a precession chamber in the apparatus shown in Figure D.1. In the precession chamber, the

neutron Larmor precession is measured under applied electric and magnetic fields, with the

precession given by

fn =
1

πh̄
|µn ~B0 + dn ~E0| , (D.3)

• fn is the Larmor precession of the neutron,
• µn is the neutron magnetic moment,
• ~B0 is the applied magnetic field,
• dn is the neutron electric dipole moment,
• ~E is the applied electric field.

where ~E ‖ ~B0, with | ~E| = 11 kV cm−1 and | ~B0| = 1036 nT [58]. The electric field is then
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varied and any changes in fn measured[4].
2

5T -magnet

Neutron detectors

Electrode (HV)

Electrode (ground)
UCN shu�er

Four-layer Mu-metal shield

Switch

Spin analyzers incl spin flipper 2a,b

Magne�c-field coils

UV light source

Mercury polarizing
cell

UV light source

Precession chamber

Vacuum chamber
High-voltage lead

Cesium magnetometer
(15 in total)

Photodetector

Spin flipper 1

Figure 1: Scheme of the spectrometer used to search for an nEDM. A nonzero signal manifests as shift of the magnetic
resonance frequency of polarized UCN in a magnetic field B0 when exposed to an electric field of strength E.

may be found in Ref. [16]. A total of 54068 individual measurement cycles, during 2015 and 2016, were used
to determine the change in the Larmor precession frequency of the neutron,

fn = 1
fi�h �µn

�B0 + dn
�E� , (1)

correlated with the change of polarity of the electric field � �E� = 11 kV�cm, where µn is the magnetic dipole
moment and �B0 a co-linear magnetic field (� �B0� = 1036 nT). For this purpose we used Ramsey’s method of
separate oscillating fields [17].

In each cycle UCN from the Paul Scherrer Institute’s UCN source [18, 19] were polarized by transmission
through a 5 T superconducting solenoid; spin flipper 1 (SF1) then allowed the selection of the initial spin
state (up or down). The switch directed the incoming neutrons to the cylindrical precession chamber situated
1.2 m above the beam line. The precession chamber (radius R = 23.5 cm, height H = 12 cm) was made of
diamond like carbon coated [20, 21] aluminum electrodes and a deuterated-polystyrene (dPS) [22] coated
insulator ring milled from bulk polystyrene. After 28 s an equilibrium density of up to 2 UCN�cm3 inside
the precession chamber was attained, and a UCN shutter in the bottom electrode was closed to confine the
UCN for a total of 188 s. A small valve was opened for 2 s to release a sample of polarized 199Hg vapor,
that was used as a co-magnetometer (HgM). A first low-frequency (LF) pulse of 2 s duration and frequency�µHgB0��(fi�h) ≈ 7.8 Hz tipped the 199Hg spin by fi�2. Ramsey’s technique was then applied to the neutrons,
with an LF pulse (also of tLF = 2 s duration) at a frequency �µnB0��(fi�h) ≈ 30.2 Hz tipping the UCN spins
by fi�2. After a period T = 180 s of free precession a second neutron LF pulse, in phase with the first, was
applied. During data taking, the LF pulses were alternated between four frequencies in the steep regions of
the central Ramsey fringe.

Immediately after the second neutron LF pulse the UCN shutter in the bottom electrode was opened. The
switch was also moved to the “empty” position connecting the precession chamber with the UCN detection
system [23, 24], which counted both spin states simultaneously in separate detectors. The state of the spin
flippers (SF2a/SF2b) above each detector was alternated every fourth cycle, with one of them being o�
while the other was on, to average over detection, spin flipper, and spin analyzer e�ciencies. For each cycle
i, we recorded an asymmetry value between the number of spin up (Nu,i) and spin down neutrons (Nd,i):
Ai = (Nu,i −Nd,i)�(Nu,i +Nd,i). On average, Nu +Nd = 11400 neutrons were counted per cycle.

In addition, for each cycle we obtained a frequency fHg,i from the analysis of the mercury precession signal,
as well as 15 frequencies fCs,i from cesium magnetometers (CsM) positioned above and below the chamber.

There are 22 base configurations of the magnetic field within the dataset. Each base configuration was
defined by a full degaussing of the four-layer magnetic shield and an ensuing magnetic field optimization using
all CsM described in detail in Ref. [25]. This procedure was essential to maintain a high visibility, which was
measured to be – = 0.76 on average. A base configuration was kept for a duration of up to a month, during
which only the currents of two saddle coils on the vacuum tank, above and below the chamber, were changed

Figure D.1: A schematic of the spin chamber used to measure the nEDM via Larmor
precession. Taken from Ref. [58].

4. The details of the procedure for how the fields are shifted, as well as the use of a 199Hg vapor “co-
magnometer”, are given in Ref. [58], and follow the Ramsey method of separate oscillating fields for molecular
beam resonance measurements [290].
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APPENDIX E

HADRONIC JETS

Here, we will review some of the theoretical background for hadronic jets, as well as some

details about jet reconstruction algorithms. For a relatively comprehensive review of jets, see

Ref. [291]. For a review of (non)perturbative QCD – the theory and methods that underpin

the study of jets – see Ref. [292, 293].

E.1 Color confinement: Why are jets necessary?

In a collider experiment like ATLAS, we are able to observe “bare” leptons like electrons,

or bosons like the W - and Z-bosons (however brief their lifetimes). However, this does not

hold true for particles that carry color charge: we do not observe bare quarks or gluons, but

rather hadrons, composite particles that are bound states of multiple quarks. To be clear,

we do observe processes that correspond with the interactions of single quarks: We collide

protons in the Large Hadron Collider, so in fact all the processes we observe start with the

interaction between two gluons, a quark and gluon, or two quarks. Furthermore, some of

these processes – some of the most common ones – also result in the production or scattering

of quarks and gluons, such as those represented by the Feynman diagrams in Figure E.1. But

in the place of outgoing quarks or gluons, we instead observe collimated streams of hadrons.

This phenomenon is a manifestation of the color confinement hypothesis, which is the general

statement that only color-singlet states can exist as free particles[1].

To understand how this phenomenon comes about, we can consider the fragmentation

model described in Ref. [294] whereby there are two mechanisms that contribute to the

showering and hadronization of quarks:

1. An equivalent formulation of this hypothesis is that color SU(3) is an exact symmetry of nature: As
color-singlet states, all free particles are invariant under SU(3) color transformations.
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Figure E.1: Two examples of QCD processes that we may observe in proton-proton collisions.
The left diagram corresponds to scattering of gluons to quarks (an s-channel process), and
the right with the scattering of quarks to quarks (a t-channel process).

• Radiation: Quarks that are accelerated to high energies will radiate gluons[2]. These

gluons will split into more gluons or quarks, which split further. This ultimately yields

a large number of quarks with low relative energies, which join together to form hadrons

(we refer to this process as hadronization).

• Gluon tube: As a quark-antiquark pair is separated by the quarks’ relative accelera-

tions, a narrow flux tube of gluons forms between them (the gluons being the carrier

of the strong force that holds the quarks together). As the separation between the

quarks increases, it becomes energetically favorable to “cut” this tube, pulling a new

quark-antiquark pair from the vacuum. This process repeats as the new quark-antiquark

pairs continue to separate, until eventually there are many quarks and antiquarks with

low relative momenta that hadronize.

The consequence of these mechanisms is that we observe a cluster of hadrons in place of a

naked quark. Thus we can identify the production of a quark[3] if we can correctly identify

the hadrons corresponding to this cluster. By momentum conservation, the sum of their

4-momenta will give the quark’s 4-momentum, and we may have an additional handle for

2. It is important to note that this process is phenomenologically very different than bremsstrahlung of
electromagnetically-charged particles. When we describe the “radiation” of photons it is understood that
these can travel off to infinity, as quantum electrodynamics (QED) does not exhibit the confinement of QCD
that we are discussing here. This can be understood as a consequence of the difference between the force
carriers in the theories: QED is Abelian and its force carrier does not carry charge, in the way that the gluon
of QCD does.

3. Similar arguments to the above hold for gluons.
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determining the type of quark (flavor and generation) by identifying the species of hadrons

produced. We often refer to these clusters of hadrons as jets; however one should be careful to

distinguish between the notion of a cluster of hadrons produced by a quark or gluon emission,

and a cluster of hadrons that we reconstruct, as will be described in the following section[4].

One caveat regarding the hadronization mechanisms discussed above is that the top quark

– which is the heaviest of the quarks, with a mass of ∼ 175GeV – decays before hadronization.

This produces a W -boson, together with a down-type quark: owing to the parameters of the

CKM matrix (Section 2.1.2.2), this is almost always a bottom quark. The W -boson may

decay hadronically as W → qq′, or leptonically as W → lν. Thus the top quark decay may

result in a one or multiple jets (possibly with some internal substructure), and possibly a

charged lepton and neutrino.

E.2 Reconstructing jets: Inputs and Algorithms

Having established that quark and gluon emission from events results in clusters of hadrons, we

need some kind of jet clustering algorithm to reconstruct such clusters in data (or simulation).

We also need to decide exactly what information is used in jet clustering, as in an experiment

like ATLAS we may potentially use measurements from both the calorimeter and the inner

detector (tracker).

There is a wide variety of algorithms one can use for clustering jets: these have been

developed over decades as collider experiments have evolved[5]. For a historical review of jet

4. While this may seem like a simple distinction to make – the true set of hadrons associated with one
quark or gluon emission, versus the set we cluster together in some experimental reconstruction – it is easy to
confuse these concepts when discussing Monte Carlo simulations of particle collisions. In such settings it is
typical for terms like “truth jets” to refer to jets that were clustered, using algorithms like in Section E.2,
from truth-level information (the “true” particles output by the Monte Carlo generator, as opposed to the
reconstruction from the simulated detector interaction). While these jets are free from all the inefficiencies
and imperfections of detector reconstruction, they may still fall victim to the challenges of clustering itself –
for example, hadrons from two overlapping clusters produced from two quarks or gluons emitted near one
another, may not be assigned to the correct shower.

5. This includes both the detectors, as well as the types of collisions being studied – e+e− and pp collisions
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algorithms developed before the LHC era, see Ref. [295]. Here, we will focus discussion on the

so-called anti-kT algorithm [180], which is the jet clustering algorithm predominantly used in

ATLAS and relevant to the work described in this thesis (the jet energy scale calibrations

discussed in Section 4.2.8.2 and below in Appendix E.2.4, as well as the analysis in Chapter 5

and the discussion of machine learning for jet tagging and regression in Chapter 6).

E.2.1 The anti-kt algorithm

The anti-kT jet clustering algorithm works by building jets from reconstructed particles’

4-momenta[6]. It operates iteratively, by calculating the distances between each pair of

4-momenta (or pseudojets) dij , and the distance between each pseudojet and the beam diB

as [180]

dij = min
(
pT,i

2α , pT,j
2α
) (∆Rij)2

R2
, (E.1)

diB = pT,i
2α . (E.2)

• pT,i is the transverse momentum of the i’th pseudojet
• α = −1,
• ∆Rij =

√
(∆yij)

2
+ (∆φij)

2 is the distance between the i’th and j’th pseudojets in the

rapidity-azimuthal angle plane,
• R is the jet radius (a quantity without units, as a distance in rapidity-azimuthal angle).

If the smallest distance is a dij then the corresponding pseudojets are joined together, and if

it is a diB then the i’th pseudojet is discarded. The distances are then recalculated and the

process repeated, until there are no more pseudojets to combine. The resulting clusters are

anti-kt jets. In practice, we often apply post-processing algorithms or grooming algorithms

produce very different event characteristics

6. For the moment, we will defer the question of how exactly these momenta are reconstructed – and how
we choose which ones are inputs to jet clustering (we don’t want to include particles that were not produced
from the showering and hadronization of quarks or gluons).
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to these jets[7], to remove jet constituents resulting from pileup or overlap of objects not

originating from the jet’s initiating quark or gluon.

Note that Equation E.1 generalizes for different distance formulae, with different choices

of α. The choice of α = 1 corresponds with the kt algorithm [304], and α = 0 with the

Cambridge/Aachen algorithm [305, 306]. These three different jet clustering algorithms are

demonstrated in Figure E.2, where we see the effects of the different distance metrics in how

softer (lower-pT ) pseudojets are shared among the harder ones.

(a) (b)

(c)

Figure E.2: Clustering of the same set of pseudojets (energy deposits) by the (a) anti-kt, (b)
Cambridge-Aachen, and (c) kt algorithms. Modified from Ref. [180].

7. For an overview of some common jet grooming techniques – of which there are many – see Ref. [296–303].
These range from very simple rule-based algorithms to machine learning approaches.
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E.2.2 Infrared and Colinearity Safety

One important consideration for jet clustering algorithms is that of infrared and colinearity

(IRC) safety, which is a statement about a particular algorithm’s sensitivity to infinitesimally

low-momentum and colinear gluon emissions by a quark or gluon that initiates a jet [291].

While these two concepts – infrared (IR) and colinearity (C) – are typically treated together,

we can formally define each [222]. We may define an IR-safe observable f (N) computed on a

set of N particle momenta as one with the feature

lim
ε→0

f (N+1) (p1, . . . pN , εp) = f (N) (p1, . . . pN ) , (E.3)

• f (N) is an IR-safe observable, as a function of N momenta,
• pi is the i’th particle 4-momentum,

so that it is insensitive to the addition of a small momentum (tuned by ε). Similarly, we may

define a C-safe observable f(p1 . . . , pN ) so that whenever two massless 4-momenta {p1, p2}

become colinear, f depends only on their sum. Expressing the momenta as p1 = λp and

p2 = (1− λ)p, we can write this as

∂λf (λp, (1− λ)p, . . . , pN ) = 0 . (E.4)

• f is a C-safe observable,
• λ ∈ (0, 1) tunes the momentum sharing between the first two momenta.

This feature of a particular jet algorithm is interesting as in perturbative QCD, the cross-

section for emission of an infinitesimally low-momentum gluon or a colinear gluon is diver-

gent [307], and thus an algorithm sensitive to these effects may produce non-physical results,

or those not tractable in perturbative QCD. However, this effect is regularized in practice

by the fact that particle detectors have limited angular resolution and minimum energy

measurement thresholds.
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E.2.3 Inputs to clustering: Identifying showers and displacement

When describing jet algorithms, their inputs are often abstractly referred to as pseudojets as in

Section E.2. In practice, these often consist of information from a particle detector calorimeter,

that may have undergone some pre-processing, such as clustering of calorimeter cells into larger

energy deposits (like topo-clusters in the ATLAS calorimeters [137]), or calibration of the

energy deposits to handle different detector energy responses to hadronic and electromagnetic

(EM) showering. These inputs can also include tracking information from a detector, which –

when paired with calorimetry – can provide a powerful additional handle for distinguishing

between hadronic and EM showers, potential overlap of leptons, and displaced decays in the jet

origin. This last point is particularly relevant to jet flavor tagging, the process of identifying

the flavor of quark that initiated a particular jet. Specifically, displaced vertex information is

a powerful discriminant in identifying b-quark jets [185, 308, 309], owing to the meta-stable

B-mesons that are produced in intermediate states[8] (Section 2.1.2.4). In practice, tracking

information is often combined with calorimeter measurements via algorithms such as Particle

Flow [310] or Unified Flow Objects [311], where calorimeter energy deposits are identified as

stemming from charged or neutral particles and calibrated accordingly.

E.2.4 Jet energy scale calibrations

In general, measuring the momentum of jets requires significant effort in detector calibrations.

Part of this is due to the differing natures of electromagnetic and hadronic showers – both of

which a calorimeter must handle, as hadronic showers will typically produce an appreciable

number of neutrally-charged π0 mesons that most frequently decay via π0 → γγ and thus

8. One might naïvely except the b-quark mass to play a significant role in tagging, but while it is notably
more massive than the light quarks u, d, s, this mass difference is still not sufficient to make this a particularly
useful observable.
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siphon off some energy back into the electromagnetic sector[9]. Detector calibrations also have

to handle intrinsic non-linearity in energy response due to the detector design, non-uniformity

in detector readout – and the effects of pile-up products overlapping with jets from the

hard-scatter process. In the ATLAS experiment, this is accomplished through a multi-tier

calibration process as shown in Figure E.3. This process involves corrections for pile-up

contamination, as well as energy and η corrections – which are dependent on the uncalibrated

energy and η, and derived through a method known as numerical inversion that corrects the

mean jet energy and η response [313]:

1. For each variable we are calibrating, compute the central tendency of its true value as

a function of the reconstructed quantity,

f(x) = F (Y |X = x) , (E.5)

along with the associated spread (standard deviation) σ(x).

• F is some function of central tendency (e.g. mean, mode)
• X,Y are the distributions of reconstructed and true variable

2. From the central tendency, compute the response function as

R(x) = f(x)/x , (E.6)

which is a function of the reconstructed x.

3. Define

R̃(y) = R
(
f−1(y)

)
, (E.7)

9. Typically about one quarter of the jet energy goes into the electromagnetic sector by this process [312],
so the effects are far from negligible.
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the numerically-inverted response function. This function gives the response as a

function of the true variable value.

4. Correct the jet as Y → Y /R̃(Y ), where we assume the distribution of true values is

given by

Y |(X = x) ∼ Gauss (f(x), σ(x)) . (E.8)

Requiring truth-level information, this calibration is heavily dependent on MC simulation,

which carries some uncertainties due to limits in parton shower modeling. This is accounted

for with a final in-situ calibration applied to the data, which matches the data and MC jet

response as measured with respect to well-calibrated reference objects[10].

Figure E.3: An overview of the different stages of the jet energy scale calibration method in
ATLAS. Taken from Ref. [211].

10. The “well-calibrated reference objects” include jets in the central detector region, as well as photons
and Z-bosons. For details, see Ref. [211].
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APPENDIX F

PARTICLE DETECTORS

The purpose of this appendix is to provide some general background information on particle

detector designs and methods. This is only a partial overview of particle detection methods;

for comprehensive review of general detector designs and operation, see Ref. [314–316][1].

F.1 Sampling Calorimeters

A sampling calorimeter is one designed with interleaved sections of active material (wherein

energy measurements are performed) and dead material (wherein they are not). This dead

material – also known as the absorber – is typically one with a relatively low radiation length,

which is the mean distance an electron traverses the material during which it loses 1− 1/e of

its energy. The radiation length is given (approximately) by the formula [9, 318]

X0 = 716 g cm−2 A

Z(Z + 1) ln 287√
Z

, (F.1)

• A is the atomic mass number,
• Z is the atomic number.

The function of the absorber is to cause electromagnetic and hadronic showers to develop

over shorter distances, allowing them to be contained within a smaller volume (and thus a

smaller detector). The calorimeter “samples” the shower between these absorbers, so that it

effectively sees slices of the shower as opposed to the entire thing.

Building a sampling calorimeter as opposed to a fully active one is a practical choice,

as it reduces the detector size – and perhaps more importantly, the cost. Unfortunately,

using a sampling calorimeter comes with a price in measurement precision, as one cannot

1. For a historical review focused on radiation counters – such as Geiger-Müller tubes and crystal counters
– see Ref. [317]. Despite advancements in detector technologies since the 1940s, in both sensor design and
signal processing, many of the basic mechanisms and methods are unchanged.
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directly measure the energy deposited within the absorber. A calorimeter’s energy resolution

is typically modeled as [319]

σ

E
=

a√
E

⊕ b

E
⊕ c , (F.2)

• σ is the absolute energy resolution,
• E is the impinging particle energy,
• a, b, c are parameters determined by detector design.

where these three terms are referred to respectively as the stochastic, noise and constant terms.

The use of absorber layers adds a contribution to the stochastic term, with proportionality

given by

(
a√
E

)
sampling

∝
√

t

E0
, (F.3)

• t is the absorber thickness in radiation lengths,
• E0 is the original particle’s energy.

as low-energy particles produced in the shower may be stopped entirely by the absorber.

This term typically dominates in sampling calorimeters [320].

F.2 Electromagnetic and Hadronic Calorimeters

As discussed in Section 4.2.4, the ATLAS detector has separate calorimeter systems opti-

mized for measuring electromagnetic and hadronic showers. The optimization – which is a

combination of how the calorimeters are designed, and how their output signals are calibrated

– is a consequence of differences in how these two types of showers develop[2].

Electromagnetic showers are produced by impinging high-energy electrons and photons,

which produce more electrons and photons via bremsstrahlung and pair production [9]. The

2. In fact, as we will note further below, the exact distinction between electromagnetic and hadronic
showers is a little arbitrary.
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electrons produced in the showering process eventually deposit their energy via ionization

and excitation. By contrast, hadronic showers involve numerous mechanisms for energy

transfer, and typically evolve over longer distances. Approximately one quarter of all energy

in a hadronic shower is in fact transferred to the electromagnetic sector, via production of

neutral pions π0 and the π0 → γγ decay [312]. Some energy is also deposited by the shower

via ionization of matter by high-energy hadrons, or transferred to gamma rays via matter

excitation and nuclear processes. Some energy, however, is lost to effects such as nuclear

binding processes, pion absorption [321], out-of-time energy depositions, heavy spallation

fragments [322], as well as the production of muons and neutrinos via π+ decays. Owing to

these different mechanisms and inefficiencies, the response of a calorimeter – how its recorded

signal relates to the shower energy – will be different for hadronic energy deposits than for

electromagnetic ones. This issue is typically addressed by constructing separate calorimeters

dedicated to electromagnetic and hadronic showers. The latter is typically located outside

the former – farther from the interaction point – as the hadronic showers develop over longer

distances, so while they may start in the electromagnetic calorimeter they will continue into

the hadronic one[3].

F.3 Gaseous Detectors: Proportional Counters and Geiger-Müller

Tubes

Gaseous radiation detectors consist of an anode-cathode pair, with some voltage difference

maintained between them. The space between the anode and cathode contains a gas that is

ionized by impinging particles, producing electron-ion pairs. Under influence of the induced

electric field (from the anode-cathode potential difference), the electrons drift to the cathode,

3. Herein lies a perhaps trivial but important point: hadronic showers can (and do) initiate and develop
in electromagnetic calorimeters, although in detectors like ATLAS they will typically punch through and
continue to develop within the dedicated hadronic calorimeter.
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producing a voltage pulse – which can be read out to measure the ionization.

Whether the output of the detector can be used only to determine that a particle passed

through, or can measure that particle’s energy, depends on the strength of the induced electric

field. As shown in Figure F.1, there is typically a range of applied voltages in which the

amplitude of the detector’s output voltage pulse amplitudes are linearly proportional to the

impinging particle’s energy. A detector operating in this applied voltage regime is referred to

as a proportional counter, and can be used to conduct energy measurements.

If the applied voltage is increased further, the pulse amplitude is no longer proportional

to the particle energy, and the detector effectively provides a binary output: It detects

whether or not a particle passed through it in some time window, without information on how

energetic that particle was. Such a type of detector is referred to as a “Geiger-Müller counter”.

Compared with proportional counters, Geiger-Müller counters have the obvious disadvantage

of not performing an energy measurement. However, as the drift time for the ionization

electrons will decrease as the applied voltage is increased, they will have improved timing

resolution – measuring when a particle passes through the detector. In practice both types of

detectors can be used together, such as in the ATLAS muon spectrometer (Section 4.2.5), to

attempt to leverage the advantages of each and provide precise measurements of impinging

particles’ position, time and energy.

F.4 Photomultiplier Tubes

PMTs are measuring devices sensitive to single photons [323–325], consisting of photocathode

and electron multiplier components: an incident photon produces an electron in the photo-

cathode via the photoelectric effect. This electron is then accelerated in to the multiplier by

an electric field. The multiplier consists of a series of dynodes, metal surfaces on which more

secondary electrons are produced via secondary emission. This process is repeated multiple

times, to greatly amplify the signal, as shown in Figure F.2.
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Figure F.1: The different supply voltage regions in which proportional and Geiger-Müller
counters operate. The latter operates in a voltage regime where all pulses, independent of
incoming particle energy, are of the same magnitude. Taken from Ref. [315].
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Figure F.2: A diagram of a photomultiplier tube coupled with a scintillator. Taken from
Ref. [326].
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One consequence of this design is that PMTs are susceptible to producing fake signals –

known as dark current – due to a number of effects: leakage currents between the photocathode

window and the external PMT structure, thermionic emission of electrons from the electrode

or dynodes, and stripping of electrons from metal surfaces by strong internal electric fields [327,

328]. The magnitude and rate of dark current signals affects the PMT sensitivity, and thus is

useful to characterize for determining the sensitivity of a detector that uses these devices for

signal readout. In practice, the effects of the dark current can be minimized not only via

optimizing the PMT operating environment (in terms of supply voltage and temperature),

but by using multiple PMTs for scintillator readout and requiring coincident signals.
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APPENDIX G

MEASURING PHOTOMULTIPLIER TUBE DARK CURRENTS

FOR THE MILLIQAN EXPERIMENT

Here, I will give a brief overview of the milliQan experiment, and my work on characterizing

the dark current of photomultiplier tubes (PMTs) to be used in the detector. This project

primarily served as an early foray into detector hardware work, and also produced preliminary

measurements of PMT dark current for the collaboration – together with an experimental

setup for performing these.

G.1 The milliQan experiment

The milliQan experiment [329, 330] is a beyond-Standard Model (BSM) physics search,

targeting milli-charged particles – those with effective electric charges of 10−1 - 10−3eV –

that may be produced in proton-proton collisions at the CMS experiment. The detector,

located approximately 33m away from the CMS interaction point at a position of η = 0.1

(in the CMS coordinate system), consists of two systems [115], the bar and slab detectors.

Although different in shape, each consists of an array of plastic scintillators, interspersed

with PMTs for readout. A demonstrator detector – effectively consisting of a stripped-down

version of the full bar detector – was previously deployed, with the full detector currently

taking data during Run 3 of the LHC. Figure G.1 shows the different detector system designs,

and Figure G.2 shows the sensitivity of the initial search performed using the demonstrator

detector.

G.2 Characterizing PMT dark current

As discussed in Appendix F.4, PMTs are highly sensitive photodetectors – but due to their

design, are susceptible to producing a dark current even in the absence of any light signals.
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(a)

2

the range 10 MeV to 80 GeV with Q ⇠ 0.0018 to 0.3e.

II. DETECTOR DESIGN

As detailed in Ref. [17], the milliQan experimental cav-
ern is located in an underground tunnel at a distance of
33 m from the CMS IP, with 17 m of rock between the IP
and the detector that provides shielding from most parti-
cles produced in LHC collisions. In order to be sensitive
to particles with charges as low as 0.001e a large active
area of scintillator is required. For Run 3, two detector
designs are planned for deployment: a bar detector and
a slab detector. In the CMS coordinate system [22], the
bar detector will be positioned at an azimuthal angle (�)
of 43� and pseudorapidity (⌘) of 0.1. The slab detector
will be placed around 5 m behind the bar detector at
� = 38�, a distance of 37 m from the IP.
The Run 3 bar detector is comprised of a 0.2 m ⇥

0.2 m ⇥ 3 m plastic scintillator array. The array will
be oriented such that the long axis points at the nom-
inal CMS IP. The array will contain four longitudinal
“layers”, each containing sixteen 5 cm ⇥ 5 cm ⇥ 60 cm
scintillator “bars” optically coupled to high-gain photo-
multiplier tubes (PMTs) in a 4 ⇥ 4 array. Surrounding
the array is an active muon veto shield composed of six 5
cm thick scintillator panels that cover the top and sides
of the array. Each panel will have two PMTs at op-
posing ends to increase light collection e�ciency and to
provide some positional information (using relative pulse
sizes and ⇠ns timing resolution). An additional small
scintillator panel at each end of the bars will complete
the hermeticity of the shield. These end panels will also
be used to discriminate higher charge signals from the
deposits of muons originating at the CMS IP using the
pulse size, as in Ref. [17]. A diagram of the bar detector
may be seen in Fig. 1.
The bar detector design closely follows the design of the

milliQan demonstrator, with several important upgrades.
These are an increase in surface area from 150 cm2 to
400 cm2, the addition of a fourth layer for improved back-
ground rejection, an increase in the scintillator veto panel
thickness from 0.5 cm to 5 cm, the inclusion of an ampli-
fier attached to the readout of each PMT to allow single
photoelectron pulses to be reconstructed with near 100%
e�ciency, and an LED flasher system for calibration and
monitoring. The LEDs will be used to measure the aver-
age area of single photoelectron waveforms for each chan-
nel, following the method outlined in Ref. [23]. The re-
sponse for millicharged particles will be calibrated using
the measured area of known energy depositions from a
range of radioactive sources as well as cosmic muons.
As will be shown in Section V, the sensitivity for a

� with mass above ⇠ 1.4 GeV is limited by the angu-
lar acceptance of the detector and not the e�ciency of
the scintillator bars. This motivates an additional de-
tector that makes use of a large active area of thinner
scintillator, the “slab detector”. While the thinner scin-

tillator results in a reduction in sensitivity at the smallest
charges, its expanded geometric coverage allows the slab
detector to improve the reach for higher � masses.
The slab detector will be comprised of 40 cm⇥60 cm⇥

5 cm scintillator “slabs”. These will be arranged in four
layers of 3 ⇥ 4 slabs. There are therefore a total of 48
slabs in the array. The segmentation of the layers in the
slab detector is driven by a compromise between practi-
cal considerations, including mechanical constraints and
limiting the number of channels, as well as the desire to
sharply define pointing paths to the IP to reduce acciden-
tal backgrounds. Each layer of the slabs will be held by a
simple shelving unit. A drawing of the slab detector may
be seen in Fig. 2. Similarly to the Run 3 bar detector,
an LED flasher system will be installed, and radioactive
sources and muons used to calibrate the response.

�
Scintillator 
end panel

Scintillator 
top/side panel

Scintillator bar

PMT

FIG. 1. A diagram of the milliQan Run 3 bar detector com-
ponents. The scintillator bars are shown in blue connected
to PMTs in black. The side and top panels are shown sur-
rounding the bars in transparent green while the end panels
are shown in transparent yellow. The PMTs are not shown
for the side and top panels. All components are installed on
an aluminum tube. The path of a millicharged particle from
the IP is shown in gray.

For the HL-LHC, should additional funding become
available, we consider an upgraded bar detector design.
This detector would be composed of a 1 m⇥ 1 m⇥ 3 m
plastic scintillator array. The arrays are subdivided into
nine steps, stacked on top of each other, held in place by
a mechanical cage supported by a rotatable mechanical
structure. Each step contains six modules in four longi-
tudinal layers, each containing four 5 cm⇥ 5 cm⇥ 60 cm
scintillator bars, in a 2⇥ 2 array. There are thus a total
of 864 (9 ⇥ 6 ⇥ 4 ⇥ 4) bars in the array. The detector
is hermetically surrounded by 5 cm thick veto panels on
each side and each end.

III. EVENT GENERATION AND SIMULATION

The basic principles of the Monte Carlo generation
and simulation of signals and backgrounds are detailed in
Ref. [17]. Briefly, pairs of millicharged particles of spin

(b)

3

�

Scintillator 
slab

PMT

FIG. 2. A diagram of the milliQan slab detector components.
The scintillator slabs are shown in red connected to PMTs in
black. The support structure is not shown. The path of a
millicharged particle from the IP is shown in gray.

1
2 are generated at

p
s = 13 TeV from modified Stan-

dard Model processes such as Drell-Yan, decays of vector
mesons, and Dalitz-decays of light mesons. These par-
ticles are transported through the CMS magnetic field
and the rock in the cavern to the drainage tunnel where
the milliQan detector is installed. The response of the
detector and the readout electronics is modeled with a
combination of Geant4 [24], test data from cosmic rays,
and bench tests with an LED flasher.

The understanding of backgrounds arising from cos-
mic muons that shower in the rock and detector material
(“shower” background) is crucial for the detector design
and to estimate the expected sensitivity of the proposed
detectors. The shower background is estimated from sim-
ulation. The simulation is validated with data taken with
the three-layer demonstrator reconfigured in a horizontal
position in order to be able to place two additional bars
at its end to form a (partial) four-layer detector.

A sample of 7.7 ⇥ 105 cosmic triggers were collected
with the four-layer demonstrator in a beam-o↵ period of
1800 hours. The Geant4 based simulated cosmic data
set is normalized to the number of data triggers, yield-
ing a cosmic flux consistent with the measurements in
Ref. [25]. The probability of multiple cosmic ray muon
events is taken into account in the simulation [26].

A further normalization is needed to calibrate the
probability of the cosmic muon to produce a shower. To
this end, we select events in data and Monte Carlo with a
PMT hit in each layer, passing basic quality criteria. We
find that the simulation needs to be scaled up by a factor
of three in order to reproduce the rate of these events in
data. After this re-scaling, we find good agreement in the
number of scintillator bars with a detected pulse in data
and simulation (Fig. 3), indicating that the spatial dis-

tribution and multiplicity of showers is well modelled. In
addition, in Figures 4, 5 and 6 we compare the modelling
of the number of photoelectrons (npe), the ratio of the
maximum to the minimum npe, and the �tmax, which is
defined as the maximum |�t| between layers with a sign
then determined as positive (negative) if the layer further
from (closer to) the IP has the later pulse. The tails in
the �tmax occur from a range of sources, including ran-
dom coincidence of PMT dark pulses, particles that are
produced from electrons, photons and neutrons far from
the detector or reflecting from the walls of the cavern, and
PMT afterpulses. As will be discussed in Section IV, the
npe ratio and the �tmax are quantities used to define sig-
nal regions for the millicharged search. Any disagreement
in the modelling of the variables shown in Figures 4, 5
and 6 is used to define a systematic uncertainty in the
relevant selection e�ciency.
A signal-like selection in the bar-detector requires only

a single hit in each layer. As a result, a systematic uncer-
tainty on the correction to the shower rate is determined
by comparing the probability to pass this selection in
data and simulation. The ratio of these probabilities is
found to be 0.90 ± 0.17. The uncertainty is derived by
taking the quadratic sum of the di↵erence from unity
with its statistical uncertainty. The scaling of the shower
background is therefore taken as 3.0 ± 0.6. With the
scaling applied to simulation, after requiring all signal
selections detailed in Sec. IV, the four-layer demonstra-
tor yield in data is found to agree within uncertainty with
the prediction from simulation.

0 2 4 6 8 10 12 14 16 18 20
Number of bars

310

Ev
en
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FIG. 3. The number of scintillator bars with a detected pulse
in cosmic muon events for data (blue) and simulation (red).

IV. BACKGROUND REJECTION AND

ESTIMATION

The basic requirements to select signal-like events and
reject backgrounds will be based on those used in the
analysis of the demonstrator data of Ref. [17]. After

(c)

Figure G.1: A rendering of the milliQan (a) demonstrator, (b) bar, and (c) slab detectors.
Taken from Ref. [115, 330].

Figure G.2: The search sensitivity of the miliQan demonstrator, in terms of the charge and
mass of the target milli-charged particles. Taken from Ref. [330].
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Being able to characterize this dark current, in terms of both its magnitude and the rate

at which such spurious signals is produced, is crucial for evaluating the sensitivity of a

detector using PMTs and what level of background measurements will be produced by this

process. This is particularly important to measure for the milliQan detector, as not only

is it searching for feebly-interacting particles, but it uses a custom high-voltage powering

scheme for the PMT supply voltage. Any potential instabilities in this supply voltage could

influence the characteristics of the dark current. To perform this measurement, a setup was

constructed as shown in Figure G.3[1]. The resulting dark current rate – measured as the

rate of voltage pulses passing a −10mV falling trigger, is shown in Figure G.4. Note that

this measurement only provided an initial characterization of the PMT dark current rate

during detector design and commissioning – as described in Ref. [115], final dark current rate

estimates were performed in-situ. Likely owing to differences in setup and how the dark rate

is defined[2], the in-situ measurements found a dark rate of approximately 2 kHz, with which

these initial measurements are clearly not consistent. Nonetheless, the setup constructed in

Figure G.3 may be useful for future PMT characterization measurements – potentially for

future detectors such as the FORMOSA experiment [331].

1. The setup was in fact designed to also measure PMT linearity, how the PMT output voltage peak
height changes as a function of input light intensity. To this end, a filter wheel was installed – a light filter
whose opacity varies as a function of angle, and which can be rotated via a stepper motor – together with a
LED pulser. However, owing to a lack of available tools for calibrating the light source and filter, the actual
intensity of the light reaching the PMT was not known, severely limiting the usefulness of measurements
in any linearity tests. However, with proper calibration (or better understanding of the filter wheel opacity
profile), this setup may be used in the future for PMT linearity tests.

2. Specifically, the measurement here reported the rate at which, using the “standard” PMT base-plate,
voltage pulses were produced that exceeded a size of 10mV. There were updates to these base-plates for the
final detector design, and together with a different metric for what size of signal qualifies as a dark current
pulse (versus the background electrical noise), this may lead to a significantly different dark rate definition
and resulting measurement.
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Figure G.3: A diagram of the experimental setup used to measure PMT dark current, as
well as perform linearity measurements. For dark current measurements, the LED pulser was
turned off.
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Figure G.4: The dark count rate for the R878 PMT, as measured using the setup in Figure G.3,
with a falling −10mV trigger used to count negative voltage pulses produced by the PMT.
Note that while the measured quantity shows clear dependence on the supply voltage – a good
sign that this measurement was not distorted or bottle-necked by a potential low sampling
rate of the data acquisition system – it is not consistent with the final, in-situ dark rate
measurement described in Ref. [115].
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