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Abstract The Southern Annular Mode (SAM) is the most dominant natural mode of variability in the mid‐
latitudes of the Southern Hemisphere (SH). However, both the sign and magnitude of the feedbacks from the
diabatic processes, especially those associated with clouds, onto the SAM remain elusive. By applying the cloud
locking technique to the Energy Exascale Earth System Model (E3SM) atmosphere model, this study isolates
the positive feedback from the cloud radiative effect (CRE) to the SAM. Feedback analysis based on a wave
activity‐zonal momentum interaction framework corroborates this weak but positive feedback. While the
magnitude of the CRE feedback appears to be secondary compared to the feedbacks from the dry and other
diabatic processes, the indirect CRE effects through the interaction with other dynamical and thermodynamical
processes appear to play as important a role as the direct CRE in the life cycle of the SAM. The cross‐EOF
analysis further reveals the obstructive effect of the interactive CRE on the propagation mode of the SH zonal
wind directly through the CRE wave source and/or indirectly through modulating other diabatic processes. As a
result, the propagation mode becomes more persistent and the SAM it represents becomes more predictable
when the interactive CRE is disabled by cloud locking. Future efforts on inter‐model comparisons of CRE‐
denial experiments are important to build consensus on the dynamical feedback of CRE.

Plain Language Summary The annular mode is the most dominant mode of variability in the mid‐
latitude atmospheric circulation system. Its origin, maintenance, and feedback mechanisms have long been the
focus of atmospheric dynamics research. While its dry mechanisms are well understood, the role of the diabatic
processes in the midlatitude storm tracks, especially the radiative effects of the cloud fields that evolve together
with the storms, have not been quantified. Even the sign of the diabatic feedback to the annular mode remains a
topic of debate. By disabling the cloud radiative feedback through a cloud‐locking technique that decorrelates
the cloud fields with other dry and moist components in an atmospheric model, we are able to isolate the cloud
radiative effect (CRE) throughout the life cycle of the Southern Annular Mode (SAM). Compared to the case
with interactive CRE, the propagating SAM becomes more persistent and predictable in the cloud‐locking run,
although the overall diabatic feedback to the standing dipole representation of the SAM is somewhat attenuated
in this run. The diabatic and CRE feedbacks to the SAM identified here epitomize the sensitivity of the leading
mode of the atmospheric variability to the model representation of the diabatic processes.

1. Introduction
The Southern Annular Mode (SAM) is one of the most extensively studied modes of variability on subseasonal
time scales in the climate system (Thompson & Wallace, 2000). In a first‐order picture, an annular mode is a
barotropic phenomenon with its initiation attributable to random bursts of eddy momentum convergence/
divergence, often resulting from wave breaking (Benedict et al., 2004; Feldstein & Lee, 1996; Franzke
et al., 2003), and its dipole structure attributable to the conservation of zonal momentum and mass by fluid
motions (Gerber & Vallis, 2005). Annular modes owe their longer‐than‐synoptic‐scale persistence to the positive
feedbacks via both barotropic (Burrows et al., 2017; Lorenz, 2014; Lorenz & Hartmann, 2001; Nie et al., 2014)
and baroclinic processes (e.g., Hassanzadeh & Kuang, 2019; Robinson, 2000). The barotropic feedback arises
from the organization of the upper‐level wave propagation by the anomalous zonal wind in such a way that the
wave activity propagates away from (into) the positive (negative) zonal wind anomalies, resulting in an eddy
momentum forcing dipole that reinforces the original zonal wind anomalies. The Rossby wave chromatography
analysis of Lorenz (2014) found that both wave dissipation at the critical level and wave reflection can provide
positive feedback mechanisms for the enhancement of the zonal wind on the poleward side of the mean jet
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(Lorenz, 2023). In response to the initial eddy momentum forcing, a pair of enhanced and reduced baroclinicity
anomalies emerges in the adjustment to the interior torque via the surface friction. These baroclinicity changes
then generate more vertical wave activity fluxes to feed into the horizonal propagation that contributes to the
positive feedback (Robinson, 2000). A methodical feedback framework constructed using the overriding tech-
nique has shown that the annular mode is the optimal feedback mode between the synoptic eddies and the zonal
advection effect of the zonal wind anomalies, laying a theoretical foundation for the dry dynamics of the annular
mode (Chen et al., 2020).

While the dry dynamics of the annular mode are well understood, the dynamics community is only beginning to
appreciate the role of diabatic feedbacks in the leading modes of atmospheric variability. For the case of the
annular modes, even the sign of the diabatic feedbacks to the annular mode persistence remains an issue of debate.
Some (e.g., Xia & Chang, 2014; LeiWang, personal communications) found that the diabatic heating due to latent
heating exerts a damping effect on the annular mode by reducing the lower‐level baroclinicity, making it much
shorter lived. Others have suggested a positive role of the diabatic heating in prolonging the memory of the
annular mode (Lutsko & Hell, 2021; Papavasileiou et al., 2020; Woollings et al., 2016). Understanding and
quantifying the diabatic feedbacks are important, as they might underly the equatorward bias in the mean westerly
jet position in the state‐of‐the‐art climate models, which has been shown to be related to the over‐persistence of
the SAM and the overestimation of the jet shift response to climate change forcings (Bracegirdle et al., 2020;
Gerber et al., 2008).

Among the diabatic processes, the cloud radiative effect (CRE) is perhaps the largest source of uncertainty in
climate sensitivity, a concept of how much the global mean surface temperature warms in response to the forcing
of doubling the CO2 concentration. In addition, CRE has been found an important role in the poleward shift of the
westerly jet under the forcing of increasing greenhouse gases (e.g., Li et al., 2019; Voigt et al., 2020; Voigt &
Shaw, 2016). To the authors' knowledge, the role of CRE in shaping the spatiotemporal characteristics of SAM
has not been previously investigated, although highly organized structures have been found in the cloud incidence
and the associated CRE along with the SAM (Li & Thompson, 2016; Liu et al., 2020; Wall et al., 2022).

It is the central goal of this study to isolate the CRE feedback to the SAM and its propagation through a cloud
locking technique in a full AGCM. The CRE feedback identified as such includes not only the “direct” heating
effect through the radiatively active cloud properties, but also the “indirect” interactions of cloud with other
thermodynamic and dynamic variables due to their co‐variations in the atmosphere, hence referred to as the
“interactive” CRE feedback in the context of this study. This interactive CRE must be distinguished from the
feedback diagnosed from the observations or full model simulations (e.g., Papavasileiou et al., 2020; Woollings
et al., 2016), which captures mainly the “direct” feedback. The interactive CRE feedback should also be
distinguished from the CRE feedback of the complete CRE denial experiments, such as those conducted in the
COOKIE project (Clouds On/Off Klimate Intercomparison Experiment Project, Stevens et al., 2012), in which
both the interactive and the mean CRE heating in the atmosphere are eliminated, the intervention being so drastic
that the mean climate shifts to a substantially different state (see Harrop et al., 2024). It is difficult to use the
COOKIE‐style experiments to evaluate the feedback of CRE because the mean state changes so much that the
small perturbation assumption for linear feedback analysis is violated, while the COOKIE‐style experiments may
still be useful for studying the CRE in the mean climate. The different analysis and modeling approaches may be
the reason behind the confusions regarding the diabatic feedbacks in the annular mode literature. In this study, we
quantify the “direct” CRE feedback to the SAM using a finite‐amplitude wave activity (FAWA) budget analysis,
which can trace the horizontal convergence/divergence of eddy momentum/wave activity to barotropic, baro-
clinic, and diabatic sources. As to be shown in this study, the interactive CRE isolated via cloud locking contains
more than the “direct” CRE; it is the total interactive CRE that gives rise to detectable changes in the charac-
teristics of the SAM.

On the other hand, growing evidence indicates that the leading mode of the mid‐latitude westerly jet variability in
both hemispheres should be interpreted as a propagation mode (Sheshadri & Plumb, 2017; Lubis & Hassanza-
deh, 2021, LH21 hereafter; Lubis & Hassanzadeh, 2023; Smith et al., 2024) and better represented by a principal
oscillation pattern (POP, von Storch et al., 1988; Penland, 1989). Therefore, in addition to the conventional single
EOF‐based feedback analysis, we also perform a Dynamical Mode Decomposition (DMD, Schmid & Ses-
terhenn, 2008; Bai et al., 2017) analysis based on the first two EOFs of the SH zonal wind to identify the leading
POP and to quantify the cross‐EOF interactions. Both single‐EOF and cross‐EOF perspectives will be provided in
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this study, the former to connect with the large majority of literature on the annular mode (which is conventionally
defined based on a single EOF), and the latter to provide a more up‐to‐date view of the annular mode of mid-
latitude variability. In the end, we attempt to reconcile the two views to provide a more comprehensive under-
standing of the dynamical feedback of the CRE.

In what follows, we first describe the model experiments and analysis methods used in the current study in
Section 2. The results will be described in Section 3, which includes the discussion of the effects of the CRE on the
characteristics and feedbacks of the SAM from both a single‐EOF and a cross‐EOF perspective. The paper will
conclude with a summary and discussion.

2. Model Experiments and Analysis Methods
2.1. Control and Cloud Locking Experiments With E3SM

The AGCM for the experiments of this study is the atmospheric component of the Energy Exascale Earth System
Model v1 (Golaz et al., 2019), which will be referred to as E3SM hereafter. All experiments are run as “AMIP”
style with realistic land‐sea geography, an active land model, and prescribed annually repeating sea surface
temperatures (SSTs) and sea‐ice concentrations. The control run (CTRL) uses the SSTs, sea‐ice concentrations,
and atmospheric forcings representative of the present‐day climate conditions (a 10‐year average centered on year
2000). CTRL is integrated for 20 years after a 30‐year spin‐up, which is to ensure the global soil moisture is in
equilibrium prior to running production simulations.

The cloud‐locking experiment (CL hereafter) makes use of the approach of Middlemas et al. (2019) to isolate the
interactive CRE. This is achieved by prescribing the cloud optical properties from the CTRL simulation in the CL
simulation at the frequency of radiative transfer calls made by the AGCM. As such, 10 cloud variables at hourly
frequency must be written out and stored for the cloud locking purpose during the production of CTRL. Similar
cloud‐locking experiments were also performed by Grise et al. (2019) to quantify the impact of CRE in the
extratropical cyclones. The cloud‐locking experiment is fundamentally different from the complete CRE denial
experiments, such as those conducted in the COOKIE project (Stevens et al., 2012), in that cloud‐locking does not
eliminate the mean CRE heating in the atmosphere, but only decouples the CRE from the dynamics and other
physical processes, removing any covariance between them on high frequency time scales relevant to the evo-
lution of storm systems within the SAM. The CL run is also 20 years long.

Disabling the interactive CRE using cloud‐locking in E3SM can lead to systematic drift in the climate state.
Figure 1 shows the annual mean, zonal mean difference in CRE and the circulation metrics due to cloud‐locking.
The total time and zonal mean CRE difference is dominated by longwave (LW) radiation (Figure 1b), featuring a
positive heating in the upper troposphere and a cooling in the lower stratosphere, which, owing to the poleward
sloping tropopause, can give rise to an enhanced differential heating between the tropics and the extratropics. The
magnitudes of the CRE changes are modest (with peak values less than 0.5 K day− 1). However, since the dif-
ferential heating near the extratropical tropopause is most efficient in driving the poleward shift of the eddy‐
driven jet (Chen et al., 2020; Hassanzadeh & Kuang, 2016a), it may contribute to driving the poleward shift in
the zonal mean zonal wind (by ∼1.2° latitude), eddy kinetic energy, and finite‐amplitude wave activity. The
poleward shifts in the dynamic structures may confound the detection of the CRE feedback in the SAM—
something to keep in mind in the interpretation of the diagnostic result of the direct CRE feedback later in this
study. Interestingly, the greenhouse gas‐forced cloud response also shares similar CRE structure in the upper‐
troposphere and lower‐stratosphere, which has been found to contribute to at least half of the total shift of the
zonal mean zonal wind under the forcing of increasing greenhouse gases (Ceppi & Hartman, 2016; Voigt &
Shaw, 2016).

2.2. FAWA Budget With Diabatic Wave Source

For the SAM feedback analysis, we adopt the zonal momentum‐FAWA (u ∼ A) interaction framework of Nie
et al. (2014, also Chen et al., 2013; Burrows et al., 2017). This framework leverages the non‐acceleration relation
(in the conservative limit) that the upward wave activity flux tends to be largely converted to horizontal wave
activity flux to accelerate/decelerate the zonal mean momentum at the core of the eddy‐driven jet (e.g., Val-
lis, 2007). For the general, non‐conservative case, the portion of conversion rate can be significantly less than
unity due to the non‐negligible dissipation or non‐conservative processes (Lorenz, 2022), while the partitioning to
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the horizontal flux can be further modulated by the presence of diabatic wave sources. Nevertheless, the
generalized Eliassen‐Palm relationship (e.g., Lubis et al., 2018; Nakamura & Solomon, 2010) allows the sub-
stitution of the eddy momentum flux convergence (EMFC) in terms of the baroclinic, diabatic, and dissipative
wave sources.

Following Nie et al. (2014), the u ∼ A interaction system in pressure pseudoheight coordinate (z = − Hln( pp0),

where H is scale height and set to be 7 km) is formulated as

∂〈u〉
∂t

≈ −
1

acos2 ϕ
∂
∂ϕ

(⟨u'v'⟩cos2ϕ) + 〈Fr〉 (1a)

∂〈A〉up
∂t

=
1

acos2 ϕ
∂
∂ϕ

(⟨u'v'⟩up cos
2 ϕ) −

f
Hz

⟨
∂
∂z
(
e− z/Hv′θ′
∂θ̃/∂z

)⟩

up

−
f e zH
cos ϕ

⟨
∂
∂z

⎛

⎜
⎜
⎝

̃̇Qe(κ− 1)z/H

cp∂θ̃/∂z

⎞

⎟
⎟
⎠⟩

up

− 〈D〉. (1b)

See Nakamura and Zhu (2010) for the exact derivation of 1b. The notation in 1b follows those of Huang and
Nakamura (2017). The second rhs term is the baroclinic contribution (B) to the wave activity growth, which

Figure 1. Changes in the CRE heating rates and the zonal mean circulation metrics due to cloud‐locking. Note that in the lower panels, the contours are for the change
between the CL run and the CTRL run, and the shading indicates the climatological mean fields from CTRL. The contour intervals in (d)–(f) are 2.5 ms− 1, 4 m2 s− 2;
3 ms− 1, respectively.
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corresponds to the vertical Eliassen‐Palm flux from the mid‐troposphere; the
third term on the rhs for the diabatic wave source (H) is explicitly computed
(as in Wang et al., 2021), as eddy diabatic processes are the focus of the
current investigation; the last term on the rhs denotes the dissipation of
FAWA due to wave breaking (D), which is calculated as the residual of the
FAWA budget equation. All the eddy terms are computed using 6 hourly data,
as sub‐daily eddy variations can contribute significantly to the eddy fluxes
(Ma et al., 2017). (̃·) represents the geometric transform that defines FAWA
for the “eddy” component of the field in the question (e.g., Nakamura &
Solomon, 2010). The angle brackets denote a density‐weighted vertical
average, with the subscript up for the average between 5 and 16 km:

〈(·)〉up ≡
∫ 16
5 e− z/H(·) dz

Hz
(2)

where Hz is the density‐weighted psuedoheight between 5 and 16 km.

The reason for choosing the upper‐tropospheric average is two‐fold: setting
the cutoff level at 5 km targets the effect of the diabatic wave sources, which
tend to be accentuated in the mid‐troposphere in the mid‐latitudes; the eddy
momentum forcing for the zonal wind is concentrated in the upper‐

troposphere, and it is through the change in the upper‐tropospheric eddy momentum flux that any eddy feed-
back to the zonal wind can be realized. Choosing a 5 km cutoff for the troposphere is equivalent to truncating the
tropospheric dynamics to a two‐layer conceptual model, where only the barotropic and first baroclinic vertical
modes are considered. Moreover, the quasi‐geostrophic diagnostics is more applicable for the mid‐to‐upper
troposphere, because quasi‐geostrophy is no longer valid in the planetary boundary layer, where the near sur-
face isentropes often intersect with the surface (Schneider, 2005).

The climatological balance among the right‐hand‐side terms of 1b for both CTRL (solid lines) and CL (dashed
lines) simulations is presented in Figure 2. One can see that the diabatic wave source (H) plays an important part
in the four‐way balance in the upper‐tropospheric wave activity budget. The negativity of the D term in
climatology is consistent with its dissipative effect on the positive definite wave activity. This budget provides a
simple two‐mode view of the maintenance of the midlatitude eddy‐driven jet: Both the diabatic (H) and the
baroclinic (B) terms are important suppliers of wave activity to the upper troposphere (see the red and pink lines
in Figure 2), where much of the wave activity gets dissipated by wave breaking, with the remainder propagating
away meridionally. By definition, the meridional wave flux is a negative eddy momentum flux; it is the eddy
momentum divergence/convergence associated with this wave activity propagation that transports eddy mo-
mentum poleward to sustain the eddy‐driven westerly wind in the midlatitude troposphere. We also note that
cloud locking does not bring about any qualitative change in the basic wave activity balance compared to CTRL.

Since the EMFC is dominated by upper‐troposphere and highly correlated with the column‐averaged EMFC (Nie
et al., 2014; Smith et al., 2024), we can substitute 1b into 1a through the EMFC term to obtain

∂〈u〉
∂t

≈ − γ
∂〈A〉up
∂t⏟⏞⏞⏟
A

− γ
f
Hz
⟨
∂
∂z
(
e− z/Hv′θ′
∂θ̃/∂z

)⟩

up
⏟̅̅̅̅̅̅̅̅̅̅̅̅̅̅⏞⏞̅̅̅̅̅̅̅̅̅̅̅̅̅̅⏟

B

− γ
f e zH
cos ϕ

⟨
∂
∂z
(
Q̇e(κ− 1)z/H

cp∂θ̃/∂z
)⟩

up
⏟̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅⏞⏞̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅⏟

H

− γ〈D〉
⏟⏞⏞⏟

D

−
1
τ f
〈u〉 (3)

where γ = 4
9 is a rescaling factor arising from the ratio of the column‐averaged EMFC versus the upper‐

tropospherically averaged EMFC (Lorenz, 2023; Smith et al., 2024); the column friction term in 1a has been
parameterized in a linear form with a damping time scale of τf following Chen and Plumb (2009).

2.3. Quantifying the SAM Feedbacks

In order to quantify the feedbacks to the SAM (or zonal index) from the processes expressed in 3, following
Lorenz and Hartmann (2001), we project Equation 3 onto the leading EOF pattern of the barotropic zonal wind to
derive the governing equation for the evolution of the zonal index z:

Figure 2. The climatological mean FAWA budget in the Southern
Hemisphere. Solid curves (dashed curves) are for the CTRL (CL)
simulation. The vertical line denotes the location of the near surface westerly
jet. The annual mean jet in CL shifts poleward about 1.2° latitude due to
cloud locking.
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∂z
∂t
= mA + mB + mH + mD −

1
τ f
z (4)

Similar to Lorenz and Hartmann (2001), we further parameterize the m terms on the rhs in a linear form of z:

∂z
∂t
= bAz + bBz + bHz + bDz −

1
τ f
z (5)

where bA, bB, bH, and bD denote the eddy feedbacks due to wave activity tendency, baroclinic processes, diabatic
processes, and FAWA dissipation processes, respectively. These feedback parameters can be estimated using
lagged regression, as described in Simpson et al. (2013). Specifically, we first regress the time series of the zonal
index z and the total upper‐tropospheric EMFC (i.e., muv = mA + mB + mH + mD) against the normalized z at lag l
(positive l means z leading m), with their regression coefficients denoted as βz(l) and βm(l), respectively. This is
then followed by the regressions for all the components ofm. This method of estimating feedbacks is based on the
understanding that feedbacks only operate after the initial zonal index response to an impulse forcing fades away,
which often takes about a week. This is supported by idealized modeling studies (e.g., Chen & Plumb, 2009),
which showed that the autocorrelation of the EMFC is characterized by a damped oscillator over several days and
its persistence over a week should be attributed to the modulation of the zonal wind. Therefore, the following
relationship is assumed to hold after a week or so:

βm(l) z = bβz(l) z,

where the lhs is the parameterized m at lag l and the rhs the signal in z at lag l that feedbacks to the eddies. The
corresponding EMFC feedback parameter can then be computed as b = βm(l)

βz(l)
. In a similar way, the feedback

parameter for each of the feedback processes described in 5 can also be estimated. For example, the diabatic

feedback is computed as bD =
βmD(l)
βz(l)

. In addition, since we have 6‐hourly output for all the diabatic terms,
including condensational heating, longwave clearsky heating, shortwave clearsky heating, longwave cloud
heating, and shortwave cloud heating, we can further decompose the diabatic feedback into the constituent
diabatic processes. The uncertainty in the feedback parameters is quantified using the bootstrapping method as
explained in Simpson et al. (2013, their Appendix).

Finally, similar projections and feedback analysis can be performed for the second EOF. These projection time
series for both EOF1 and EOF2 (denoted by z1 and z2, respectively) are used later in the cross‐EOF momentum
budget analysis. Positive z1 indicates a dipolar wind pattern with a positive anomaly poleward and a negative
anomaly equatorward of the mean jet; positive z2 indicates a narrowing and strengthening of the westerly jet. To
quantify the propagation characteristics of the zonal wind variability, we also feed the time series of z1 and z2 into
the Dynamic Mode Decomposition (DMD) algorithm (Bai et al., 2017) to learn the matrix operator K that maps
the time series from time t to time t + τ and to extract the leading DMD mode:

[
z1(t + τ)

z2(t + τ)
] = K[

z1(t)

z2(t)
] = [

k11 k12
k21 k22

] [
z1(t)

z2(t)
] (6)

Lubis and Hassanzadeh (2023) performed similar DMD analysis on several reanalysis data and data simulated by
the latest climate models. It is straightforward to show that the corresponding continuous system of 6 has complex
eigenvalues, corresponding to a propagating DMD mode, if the entries in the matrix K satisfy the criterion:

(k11 − k22)2 + 4k12k21 < 0, (7)

which turns out to be in the same form as the necessary and sufficient condition for propagation introduced in Lubis
and Hassanzadeh (2021). This quantity will be referred to as the Lubis‐Hassanzadeh Criterion (LHC) and will be
used to indicate whether the SAM simulated in the CTRL and CL experiments is in the propagation regime.
However, we must note that the LHC, when satisfying (7), is related to the period of the propagation as follows:
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LHC = − 4e− 2στ sin2 (2πT − 1τ) (8)

where σ and T are the decay rate and period of the propagation DMD mode. Thus, a larger LHC does not
necessarily correspond to a shorter propagation period Τ, because the decay rate may also change. See the Ap-
pendix for the derivation of 8.

It has been understood that the dynamics governing the midlatitude zonal momentum are non‐normal (Hassan-
zadeh & Kuang, 2016b; Ioannou, 1995; Navarra, 1993), and the matrix K for zonal index evolution is generally
nondiagonal. Once the matrix K is learned from the time series of the z1 and z2, the eigenmode decomposition of
the matrix K gives

K = Vexp(Λτ)V− 1,

where V is the eigenvector matrix and Λ is a diagonal matrix containing the eigenvalues of K. The eigenvectors in
V indicate the spatial information of the DMD modes, and eigenvalues the temporal information of the DMD
modes. For a stable dynamical system, the diagonals of Λ all have a negative real part, indicating that the z1, z2
anomalies decay with time in the eigenvector space (Penland, 1989). Unlike EOFs, the DMDmodes are sorted by
the eigenvalues in Λ, and thus not necessarily orthogonal to each other (i.e., V− 1 differs from VT), anomalies
governed by nonnormal dynamics can grow through nonnormal interference (Farrell & Ioannou, 1996). Since
only two EOFs are considered here (to facilitate a comparison with LH21), the DMD analysis can result in either
two real eigenvalues for damped modes, or a pair of complex conjugates, indicating a propagation mode.

3. Results
3.1. Single EOF Diagnostic Framework

First, we compare the autocorrelation of the SAM index between the CTRL and CL experiments. The e‐folding
time of SAM in the control run is 10.44± 0.81 days, which is only marginally larger than the SAM e‐folding time
in the CL run (8.9 ± 0.65 days). The 95% confidence intervals for the e‐folding time are estimated using the
procedure of Gerber et al. (2008), which assumes that the SAM index can be modeled as a first order autore-
gressive process (AR1). We also estimate the uncertainties in the autocorrelation and the decorrelation time and
represent them in terms of one standard deviations as whiskers and shading in Figure 3, respectively. The overlaps
of the uncertainty ranges between the control and CL runs suggest that the change in the SAM e‐folding time due
to disabling the interactive CRE is only marginally significant at best. However, if we divide the total length of the
data into four 5‐year chunks and recalculate the e‐folding time for both the CTRL and CL cases, we find only four
out of a total of 16 comparisons that give a longer e‐folding time for CL than CTRL. This suggests a coin‐flip
probability (for 16 flips) of 97.2% for the SAM to be more persistent in CTRL than CL:

P(4 choose 16) = factorial(16)/factorial(4)/factorial(12)/216 = 2.8%

Thus, some confidence can be placed in the constructive effect of the interactive CRE on the SAM persistence.

The positive CRE effect on the SAM persistence is corroborated by the SAM feedback budget analysis as shown
in Figure 4. Positive feedback to the annual mode is often characterized by the positive correlation when the zonal
index leads the feedback terms at time scale longer than the eddy lifetime (Lorenz & Hartmann, 2001). This
characteristic is also present in the lagged regression between the EMFC and the SAM index in both the CTRL
and CL runs (Figures 4a and 4c, the regressions are shown in for the benefit of linear additivity). The EMFC
feedback (coefficient b in Figures 4b and 4d) is slightly larger in CTRL than CL, providing the stronger feedback
to maintain the longer persistence of the zonal index in the former.

Surprisingly, the diabatic term contributes as much as the baroclinic term to the positive EMFC feedback between
lag 8 and lag 16 (red lines in Figures 4b and 4d), suggesting the first‐order importance of the diabatic processes in
shaping the time scale of the SAM. The major negative feedback comes from the dissipation of wave activity
(Figure 4b, gray line). This is in contrast with a similar feedback analysis by Nie et al. (2014), who found positive
feedback from dissipation. This is mainly because they neglected the diabatic wave source (the third term in
Equation 3) when estimating the dissipation effect as a residual, and consequently the contribution from the
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diabatic wave source was misinterpreted as part of the wave dissipation. The importance of the diabatic wave
source term (wave activity dissipation term) as a positive (negative) feedback for the SAM has been confirmed
with a similar feedback analysis using MERRA2 data set (Gelaro et al., 2017; Smith et al., 2024).

Decomposing the EMFC into the contributing components, we find that it is the enhanced diabatic feedback
(Figure 5a) that increases the positive feedback in CTRL relative to CL. In the CL case, the baroclinic feedback
appears to be enhanced to compensate the disabled CRE, but this positive feedback anomaly is offset by the
enhanced negative feedback from the wave dissipation mechanism (Figure 4d), leaving little net feedback onto
the SAM. Intriguingly, both the baroclinic and dissipation terms exhibit an oscillatory behavior at extended lags, a
feature that may be linked to the propagation regime of the SAM. Further decomposing the diabatic effects into
condensation, cloud, and clear‐sky radiative heating, we may attribute the enhanced diabatic feedback to the
changes in both condensation and cloud CRE (Figure 5a, pink and gray lines), the latter being dominated by the
longwave component (red line). In the CL experiment the direct CRE plays no role in the SAM feedback during
the positive lags, and the suppression of the CRE and condensational feedbacks is partially compensated by the
clear‐sky radiative feedback (Figure 6b). This is a good example of cloud modulation of SAM feedbacks through
other diabatic processes, although how the interactive CRE enhances condensational heating while suppressing
clear‐sky radiation in the weeks after the SAM peaks remains an open question for future investigation.

3.2. Structure of the Diabatic Feedbacks

We further investigate the spatial and temporal structure of the feedbacks by performing a lagged correlation of
the total diabatic wave source and the CRE LW component with the SAM index in CTRL. The result shows that
both before and after the SAM index peaks, the total diabatic source provides a persistent wave source dipole
straddling the mean jet (Figures 6a and 6c); this wave source dipole provides the wave activity that enhances the
upper‐tropospheric cross‐jet wave propagation that is already established through the dry feedback mechanisms
(see Burrows et al., 2017; Zurita‐Gotor et al., 2014). The diabatic positive feedback to the SAMwind anomalies is
dominated by the latent heating released in the anti‐cyclonic sectors of the waves (Figure 6a), while the latent
heating in the cyclonic sectors (Figure 6b) works to accelerate (decelerate) the zonal wind at the equatorward
flank of the positive (negative) lobe of the SAM wind anomalies, propagating the zonal wind anomalies equa-
torward (i.e., against the poleward propagation; see also the cross‐EOF analysis later).

Figure 3. Autocorrelation of SAM index in CTRL (black) and CL (red) simulations. Shadings indicate the one standard
deviation range of the decorrelation time scale τ and whiskers indicate the one standard deviation range of the autocorrelation
at a given lag. These uncertainty ranges are estimated following the method of Gerber et al. (2008). The e‐folding time (τe) of
the SAM index for each case is labeled as well.
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Like the total diabatic source, the positive SAM feedback from the CRE arises mainly from the anti‐cyclonic
sector of the waves (see Figures 6d–6f). Throughout the lifecycle of the SAM, the cyclonic and the anticy-
clonic sectors organize the cloud distribution in the storm track in a somewhat opposite manner (Figure 6d vs.
Figure 6e) and the dominance of the cyclonic CRE gives way to the anticyclonic CRE after the SAM phase peaks.
This transitional behavior of the LWCRE feedback may not be just a model behavior, as the same has been found
from a similar analysis of the MERRA2 reanalysis data (see Figures 6a and 6d in Smith et al. (2024)). Note here
that only the eddy component of the CRE is considered in the results shown in Figures 6d–6f; clouds can influence
the annular mode dynamics indirectly through the zonal mean CRE, the midlatitude stratification and bar-
oclinicity, and even the mean jet position.

The vertical structure of the upper‐tropospheric diabatic wave sources during the feedback phase can be obtained
by regressing them against the SAM index with a 10‐day lag, and this is done with both the CTRL run and the
MERRA2 reanalysis. Both the condensational and the clear sky heating sources project positively onto the dipolar
wind structure of the SAM in both E3SMmodel (Figures 7a and 7d) andMERRA2 (Figures 7e and 7h), consistent
with their positive feedback to the SAM in the analysis above. The regression patterns of MERRA2 are slightly
shifted poleward compared to their E3SM counterparts, this is because the mean westerly jet in MERRA2 is
located at 49.9°, about 2.3° more poleward than in E3SM (see the vertical lines in Figure 7). On the other hand,
there is no resemblance in the patterns of the CRE wave sources between the two (compare Figures 7b and 7c to

Figure 4. Lagged regression (a) and (c) of the wave activity budget terms to the SAM index and the related feedback parameters (b) and (d) (see main text for
explanation) for CTRL (top) and CL (bottom) runs, respectively. Note that the feedback parameters in (b) and (d) are all significantly different from zero at 99% level
based on a 10,000‐trial Monte Carlo test except for mA.
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Figures 7f and 7g), implying a much greater uncertainty in the cloud feedback to the SAM. Therefore, we only
have limited confidence in the positive CRE feedback to the SAM. Given the complex spatial and temporal
structure of the cloud field and the significant discrepancies between the E3SM model, the MERRA2 reanalysis,
and observations (Li & Thompson, 2016; Wall et al., 2022), the questions of the robustness of the CRE feedback

Figure 5. Lagged regression of the wave sources from different diabatic processes to the SAM index in CTRL (a) and CL (b). The pink, gray, red, blue, and light blue
lines are for condensational heating (mcond), total CRE (mcld), longwave CRE (mcldlw), shortwave CRE (mcldsw), and clear‐sky radiative heating (mclr), respectively. The
thin dashed lines in (a) indicate the 0.5th to 99.5th percentiles of the distribution of the regression coefficients computed from the 10,000 times of random sampling of
the CRE momentum forcing. Other diabatic momentum forcings have uncertainty range of similar magnitude (not shown). Note that these regression curves are based
on the original upper‐tropospheric diabatic wave sources; they should be multiplied by a factor of 4/9 to compare with the regression coefficients in Figure 4.

Figure 6. Lagged correlation of the wave activity source onto the SAM index. Left: for the total diabatic wave source; Right: for the CRE LWwave source. Positive lags
for the SAM index leading the wave source of interest. The blue dashed line indicates the mean jet position at 48.8°S in CTRL, which also corresponds to the nodal
latitude of the SAM wind anomalies. Unit is ms− 1 day− 1.
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and the distinction of the relative roles of the direct CRE and indirect CRE are beyond the scope of the current
study and are left to future investigations.

In addition to the sizable indirect CRE through the condensational heating term (Figure 6a, pink line), we cannot
rule out another indirect effect of CRE—through the shift of the mean jet and the associated barotropic feedbacks.
It is relatively established in annular mode literature that a more poleward jet position in the mean state tends to
support a less persistent annular mode through dry dynamical feedbacks (e.g., Barnes & Hartmann, 2010;
Burrows et al., 2017; Kidston & Gerber, 2010). Specifically, Barnes and Hartmann (2010) found that the e‐
folding time of the SAM decreases by 3 days per degree of poleward shift of the mean jet. The 1.2° jet shift

Figure 7. Regression of diabatic wave sources involved in the f e
z
H

cos ϕ
∂
∂z(

Q̇e(κ− 1)z/H

cp∂ θ̃/∂z
) term: (a) and (e) Condensation, (b) and (f) CRE LW, (c) and (g) CRE SW, and (d) and

(h) clearsky heating (CLR), against the SAM index at lag 10. The left panels are for CTRL E3SM experiment and the right panels for MERRA2 reanalysis. Stippling
indicates the areas where the regression is not confident as 95% level based on bootstrapping test. Unit: ms− 1 day− 1 per std of the SAM index. The vertical line in each
panel marks the position of the climatological mean westerly jet.
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in CL compared to CTRL is more than enough to explain the ∼1.5 days decrease in the SAM e‐folding time.
Therefore, we cannot attribute the reduced SAM persistence in CL exclusively to the CRE‐related diabatic
feedbacks.

3.3. Offline Model for the Diabatic Feedbacks

Given the above diagnostic result regarding the positive diabatic feedbacks of the SAM, we adopt a comple-
mentary offline modeling approach of Zurita‐Gotor et al. (2014) to illustrate these feedbacks more explicitly.
Treating Equation 4 as a conceptual model for the zonal index, we may integrate it in time with certain momentum
or wave source of interest omitted and then examine the effect on the statistics of the zonal index. For example,
comparing the case where the diabatic source (mH) is omitted with the case where all the momentum and wave
source terms are included would help to isolate the feedback effect of the diabatic source. We first tune the τf
parameter in 4 to create a baseline case for the offline model, so that the simulated zonal index (z) closely ap-
proximates the statistics of the zonal index of CTRL. It turns out choosing a τf = 8.5 days gives the best fit
(compare the solid black line with the dashed black line in Figure 8). The offline integration without the diabatic
source (mH) indeed reduces the persistence of the zonal index and this is due to the reduction of the positive
feedback at positive lags when the diabatic source is omitted (Figure 8, red dashed lines). The offline integration
without the LW CRE source (mcldlw) reduces the persistence of the zonal index very marginally (hence not
shown). Furthermore, the offline integration without the baroclinic source can eliminate the positive eddy
feedback (Figure 8, blue dashed lines). These results are consistent with those from the direct diagnostic analysis
above and the established understanding of the importance of the baroclinic feedback.

3.4. Propagating SAM

Caution must be exercised in interpreting the results from single EOF‐based analysis, as evidenced by several
recent studies (LH21; Sheshadri & Plumb, 2017; Smith et al., 2024). The standing dipole view of the SAMmay be
a reasonable first‐order representation of the leading mode of the SH circulation variability; however, these recent
studies suggest that the leading dynamical mode of the midlatitude wind variability is better viewed as a prop-
agating pattern rather than a standing one. Relatedly, while exponential decay is appropriate for quantifying the
predictability of red noise systems, it is inadequate for quantifying the predictability of propagating modes. The
single EOF‐based application of the fluctuation‐dissipation theorem may also be a major source of error in
estimating the magnitude of the zonal wind response to external forcing (Hassanzadeh & Kuang, 2016b; Ring &
Plumb, 2008; Sheshadri & Plumb, 2017).

According to Lee et al. (2007), a rule of thumb for the existence of a stationary annular mode is a 2:1 ratio of the
fractional variance explained by the first two EOFs (Lee et al., 2007). The fractional variances of the density‐
weighted vertical integration of the zonal wind explained by the leading two EOFs in CTRL are 41% and

Figure 8. (a) Autocorrelation of the zonal index in CTRL and those bases on the offline model simulations. (b) Cross‐correlation between the zonal index and the EMFC
simulated in CTRL and those based on the offline model simulations. In the offline models, the correlations from the integration using the full EMFC (m) is shown as the
black dashed lines; the red dashed are and the blue dashed line are for the integrations with the diabatic term (mH) and the baroclinic term (mB) removed, respectively.
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33%, respectively, which is a much smaller ratio than 2:1. An even smaller ratio is found in the CL experiment
(see Table 1). Thus, the leading two EOFs of the SH wind are most likely not independent. Moreover, it has been
well known that the mid‐latitude variability is governed by non‐normal dynamics (e.g., Farrell & Ioannou, 1996;
Navarra, 1993; Palmer, 1999), and for a non‐normal system, EOFs may be strongly coupled to each other (e.g.,
Hassanzadeh & Kuang, 2016b). Therefore, single‐EOF analysis may not be sufficient to capture the dynamics of
the SAM variability and feedbacks, and a more advanced analysis tool is needed to capture the cross‐EOF in-
teractions and the feedback mechanisms involved.

To explore the cross‐EOF interactions, we have performed a DMD analysis on the first two EOFs of the vertically
integrated zonal wind (see Section 2). The resulting DMD mode (or the leading POP) picks up a propagation
mode (corresponding to a pair of complex eigenvalues) of the SH zonal wind in both CTRL and CL, with a period
of 156 days and a decay time of 12.5 days in the former and a period of 205 days and a decay time of 14.9 days in
the latter. The LHCs in both cases are significantly less than zero (with an almost 0 p‐value for both cases ac-
cording to 10,000‐trial Monte Carlo tests), indicating a well‐defined propagation regime (Table 1). The increase
of 31% in the propagation period in CL contributes negatively to the magnitude of the LHC if acting alone.
However, according to Equation 8, it is both the period and the decay rate that jointly determine the LHC. It is
important to note that a larger LHC magnitude does not necessarily imply greater predictability. Later in this
subsection, we will further examine the predictability of the first DMD mode in CTRL and CL. As suggested in
LH21, the enhanced oscillation in the propagating DMD mode in CL can be imprinted in the persistence of the
SAM index, with the phase oscillation during the life cycle of the propagation being recast as an additional decay
of the SAM index in the analysis based on a single EOF, reducing the persistence of the SAM index.

To diagnose the driving and feedback mechanisms in the propagation mode, we use a cross‐EOF momentum
budget analysis (see Figure 9), that is, we correlate the momentum source for EOF2 (i.e., the projection terms on
the rhs of Equation 4) with the time series of EOF1, and vice versa for the time series of EOF2. For example, the
momentum source for EOF1 due to diabatic heating is simply the projection of H onto the normalized EOF1
pattern (i.e., themH term in Equation 4). We first inspect the overall effect of the EMFC (muv) and find that its role
at different lags with respect to EOF1 (EOF2) (black lines in Figures 3a and 3b) corresponds well to what is found
for the propagation regime of the zonal wind in LH21 (see their Figures 4e, 4f, 7e, and 4f). Both the correlations at
short negative lags and the extended positive lags are significant at 99% confidence based on bootstrapping
sampling (the 0.5% and 99.5% percentiles of the muv regressions based on 10,000 samples are shown by the
dashed black lines). Decomposing muv into its contributing components confirms that the wave activity dissi-
pation (D, gray lines) due to wave breaking is the dominant driving mechanism for the propagation, while
providing positive feedback to the propagation at positive lags. This is consistent with the critical level feedback
mechanism of Lee et al. (2007) for the jet propagation in an idealized dry model: the negative wind anomalies are
initiated by breaking of waves that originate in midlatitudes, the homogenization of the potential vorticity (PV)
results in positive wind anomalies at its poleward edge. Subsequently, the equatorward radiation of the mid-
latitude waves feel a poleward shifted critical level, which leads to wave breaking at more poleward latitudes and
a more poleward zone of PV homogenization. This feedback cycle continues, enabling the poleward propagation
of the zonal wind anomalies. To the best of our knowledge this mechanism has not been confirmed and quantified
in realistic atmospheric models until this work. On the other hand, the diabatic wave source (H) acts as an overall
impediment to poleward propagation. Interestingly, the dissipation term appears to pass on its driving role to the
baroclinic term (B) after EOF1 peaks (see Figures 9a and 9c), while this relay relationship is less clear for EOF2
(cf. Figures 9b and 9d). It is worth noting that all these phase relationships between the states of the zonal wind
and the momentum source terms are qualitatively consistent with those found in the MERRA2 reanalysis in Smith

Table 1
The Statistics of the EOFs and First POP Mode Diagnosed From CTRL and CL Experiments

Experiment Var explained by EOF1 (%) Var explained by EOF2 (%) LHC Decay time of DMD1 (days) Period of DMD1 (days)

CTRL 41 33 − 0.062 12.5 156

CL 40 35 − 0.083 14.9 205

Note. The POP modes are computed using the DMD algorithm based on the projection time series of the zonal wind onto the leading two EOFs. The code used for the
DMD analysis is from Bai et al. (2017, code accessible at https://github.com/zhbai/cDMDc).
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et al. (2024). The tendency for cancellation between the EMFC and the baroclinic term at shorter timescales has
also been found in several previous studies (Boljka et al., 2018; Sparrow et al., 2009; Zurita‐Gotor et al. (2014).

Disabling the CRE in CL appears to enhance the driving mechanism through wave dissipation prior to the peak
phase of EOF2 and the associated positive feedback at positive lags (Figure 9d, gray line). However, the increase
in the feedback through the total EMFC (c.f. black lines in Figures 9c and 9d) is marginal at best compared to
CTRL, thanks to the slight enhancement of the diabatic term as the main impedance to the propagation (red lines).
Comparing between CL and CTRL, it is difficult to establish the significance of the changes in the driving and
feedback mechanisms in the propagation mode in a rigorous statistical sense. Looking into the CRE in CTRL
(Figure 10), we note that the LW CRE acts as a brake on the poleward propagation of the zonal wind anomalies:
immediately after the initiation of the propagation by the wave breaking, the cloud fields are configured such that
the EOF2 (EOF1) forcing on the EOF1 (EOF2) wind due to mcldlw is positive (negative) around lag 2, impeding
the poleward propagation according to the sign convention of the EOFs (see the caption of Figure 9). Therefore,
disabling the braking effect of the interactive CRE on propagation in CL should promote the propagation regime
of the SAM. Taken together, a consistent picture about the CRE feedback in the E3SM appears to emerge: CRE
acts as a positive feedback to EOF1, disabling CRE reduces the persistence and the variance of the single EOF‐
based SAM index, but somewhat boosts the fractional variance in EOF2. Disabling CRE also boosts the cross‐
EOF interaction, although the exact mechanisms and the robustness thereof remain an open question. In the cross‐
EOF analysis framework of LH21, the k11 and k22 parameters for the self‐feedback for EOF1 and EOF2,

Figure 9. Lagged regression of EMFC (muv) and its contributing components against the time series of z1 (projection coefficient on EOF1, panel a) and z2 (projection
coefficient on EOF2, panel b). Since the sign convention is such that poleward propagation of a positive zonal wind anomaly starting from the subtropics represents a
progression of ‐EOF1 → +EOF2 → +EOF1 → − EOF2, negative regression at the short negative lags against EOF1 indicates a positive driving mechanism for the
poleward propagation, and negative regression at positive lags (when the zonal wind anomalies lead the feedbacks) implies positive feedback to sustain the propagation
in panel (a), and vice versa for the regression against EOF2 in panel (b). Panels (c) and (d) are the same as (a) and (b), but for the CL experiments. The double‐arrowed
line in each panel indicates the lag range where a negative (positive) correlation with EOF1 (EOF2) wind implies a positive contribution to the poleward propagation of a
hypothetical 160‐day periodicity.
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respectively, are closer to each other, while the cross‐EOF interaction measured by k12k21 increases in the LHC
criterion. As a result, the LHC is better satisfied in CL than in CTRL and the leading propagation mode repre-
sented by the first DMD mode (POP1) becomes less damped in CL (see Table 1).

We next try to quantify the change in the annual mode predictabilty due to disabling the interactive CRE. A
predictability measure based on information‐theoretical principles has been devised for system investigated here
(Schneider & Griffies, 1999); its general form is formulated as

1 −
trGτ

n
=
1
n
∑
n

k=1
σ2k (Wτ), (9)

and it equals to its lower limit

1
n
∑
n

k=1
e2Reλk(A)τ, (10)

when the stochastic forcing of the system is uncorrelated in normal mode space. Gτ is the predicative information
matrix, Wτ = C− 1/2

∞ KτC1/2
∞ is the matrix of the state‐propagator for the whitened state variable (by the square root

of the climatological prediction error covariance matrix C∞), A is the dynamic matrix of the system, σk indicates
the singular values of Wτ, and λk(A) the eigen values of A. See Tippett and Chang (2003) for details on the
derivation of the predictability measures and their computation. In our case, once the matrix K is estimated from
the DMD analysis, we can use these predictability measures to quantify the predictability of the leading DMD
mode in CTRL and CL. Specifically, the climatological error covariance matrix and the state‐propagator matrix
are computed based on the time series simulated by integrating a system governed by a dynamics
A ≈ 1

τDMD
(K − I) , where K is the matrix operator for z1 and z2 estimated using DMD at lag τDMD = 22 days, and

forced by random white noise whose magnitude is estimated based on the projection time series of muv on the
EOFs. As astutely pointed out by Tippett and Chang (2003), the predictability measures formulated by 9 and 10
are independent of the magnitude of the forcing. The computed predictabilities of the two‐EOF system extracted
from CTRL and CL using DMD are shown in Figure 11. Consistent with the weaker decay rate of the DMD1 in
CL, the DMD1 there is also more predictable compared to CTRL (compare the dashed pink line to the black line
in Figure 11), despite the fact that the e‐folding time of EOF1 is shorter in CL than in CTRL. A more
comprehensive evaluation of the enhanced predictability due to the propagation regime is underway and the
results will be reported elsewhere.

Figure 10. Same as Figures 9a and 9b Except for the wave source due to CRE (gray) and its LW component (red). Note that the magnitude here should be multiplied by a
factor of 4/9 to compare with that shown in Figure 9. The thin red dashed lines indicate the 0.5th to 99.5th percentiles of the distribution of the regression coefficients
based on 10,000 random samples of the mcldlw time series.
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4. Summary and Discussion
In this study, we isolate and quantify the interactive CRE feedback to the
SAM through implementing the cloud locking technique to DOE's E3SM
atmospheric model and perform a wave activity and zonal momentum budget‐
based feedback analysis. SAM‐organized structures in cloud and the asso-
ciated radiative heating effect have been examined in the literature, however
the dynamical feedback from the CRE to the SAM remains elusive up to now.
While both the cloud locking experiment and the feedback analysis here
suggest a positive CRE feedback, the magnitude of the CRE feedback iden-
tified by both methods appears to be at most compared to the feedbacks from
the dry and other diabatic processes. In addition, the indirect CRE effects
through the interaction with other dynamical and thermodynamical processes
appear to play as important a role as the direct CRE in the life cycle of the
SAM. This study also demonstrates that cloud locking, to the extent that it
does not cause significant drift in the climate state, is a feasible modeling
technique for investigating the CRE feedback in the atmosphere. Given the
inextricable coupling between clouds and other radiative and even dynamical
processes, we recommend interrogating the interactive CRE as a whole using
the locking technique rather than relying solely on the budget‐based diag-
nostic approach.

Consistent with a companion study (Smith et al., 2024), we found that the
total diabatic heating is a significant wave source for the positive feedback of
the SAM. During the positive phase of the SAM, the diabatic heating (pri-

marily the condensational heating and the clear sky radiative heating) in the anticyclonic sectors of the midlatitude
storm track has a somewhat opposite phase relationship with the upper‐troposphere potential vorticity anomalies
between the equatorward and the poleward flanks of the mean jet, resulting in a positive diabatic wave source
poleward of the jet and a negative wave source equatorward of the jet. This wave source dipole anchors an
equatorward flux of wave activity in the upper troposphere, contributing to the maintenance of the positive phase
of the SAM. The agreement between the results of the E3SM model and the MERRA2 reanalysis in Smith
et al. (2024) gives us confidence in the positive diabatic feedback in the SAM. On the other hand, the CRE, both
the direct CRE from the wave activity budget and the total interactive CRE extracted from cloud locking
experiment, only plays a weak positive feedback role in the SAM, and the enhancement of persistence of the SAM
index due to the interactive CRE is barely detectable. Although both the E3SM model and the MERRA2 rean-
alysis agree on the sign of the CRE feedback, the spatial structures of the cloud distribution during the feedback
phase are very different between the model and the reanalysis. In addition, the hindering effect of CRE on the
poleward propagation regime of SAM is not found in the cross‐EOF analysis of the MERRA2 reanalysis.

Recent studies from a multi‐EOF perspective indicate that the single‐EOF approach does not fully capture the
annular mode of the zonal jet variability (LH21, Lubis & Hassanzadeh, 2023; Smith et al., 2024). Our cross‐EOF
analysis and the DMD analysis based on two EOFs may provide a more comprehensive representation of the
spatiotemporal characteristics and the predictability of the annular mode, especially when it is in a propagation
regime. Our analysis reveals that the eddy diabatic processes as a whole act to hinder the poleward propagation of
the SAM wind anomalies, with the CRE (both direct and interactive) being a part of this role. As such, disabling
the interactive CRE in the CL simulation enhances the propagation regime of the annular mode. The more
persistent propagation mode in CL compared to CTRL also implies that the dynamically organized SH wind
variability might be more predictable in CL than in CTRL, despite the longer persistence of the single EOF‐based
SAM in the latter. These seemingly contradictory results can be reconciled by the possibility that the single EOF
analysis misinterprets the phase reversal in the propagating mode as an accelerated decay. How this new prop-
agation perspective on the annular mode may affect our understanding of the predictability of the midlatitude
wind variability can be an interesting topic for future investigation.

Most of the results of this study have been confirmed by analysis of the MERRA2 data in a companion study
(Smith et al., 2024). However, the dominant propagation period found in MERRA2 from 2005 to 2019 is about
60 days, which is much shorter than that associated with the E3SM simulations, suggesting that the precise period

Figure 11. The information‐based predictability measures (using Equation 9)
for the leading DMD mode of the 2‐EOF system under uncorrelated noise
forcing in CTRL (solid black) and CL (dashed pink). The R2 (square of
autocorrelation) of the stochastically forced z1 time series is shown in the
solid gray line as a reference. Considering correlated stochastic forcing
results in only a minimal change in the predictability (not shown), suggesting
that the different predictability between CTRL and CL is mainly the result of
the difference in the operating dynamics.
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of the leading propagation mode is the result of an intricate orchestration between these adiabatic and diabatic
processes, as well as their relationships with the mean jet configuration (e.g., Son & Lee, 2007). Given the fact
that the processes that determine the diabatic heating and CRE are often parameterized in atmospheric models and
are thus an important source of model uncertainty, any inaccuracy in the representation of these processes is likely
to manifest itself in the spatial and temporal characteristics of the leading mode of the westerly jet variability,
underscoring the challenges for climate models to accurately capture these characteristics. Future efforts should
focus on inter‐model comparisons of CRE‐denial experiments with different models to build consensus on the
dynamical feedback of CRE, and on model‐reanalysis‐observation comparisons to improve the associated
process‐level understanding.

Appendix A: The Relationship Between LHC and the Decay Rate and Period of the
Leading DMD Mode
The DMD‐learned matrix operator K propagates the system at time increments of τ is related to the dynamic
operator A as follows:

K = eAτ (A1)

Diagonalizing the propagator operator gives

VΛKV− 1 = VeΛAτV− 1

where V and ΛK contains the eigenvectors and eigenvalues of K; ΛA is a diagonal matrix whose diagonal entries
are the eigenvalues of A. Particularly, the eigenvalues of K and A are related:

λK = eλAτ (A2)

where λA determines the temporal characteristics of the leading DMD mode of the two‐EOF system. Equalizing
the imaginary part, we have

λIK = e
λRAτ sin λIAτ (A3)

Using the definition of the LHC (i.e., LHC ≡ − 4λIK
2, LH21) and denoting the decay rate and the period of the

propagation DMD mode as σ = − λRA and T ≡ 2π/λIA, respectively, we yield

LHC = − 4e− 2στ sin2 (2πT− 1τ) (A4)

which is Equation 8 in the main text.

Data Availability Statement
The data used for the main conclusions in this study has been released and is publicly accessible at https://portal.
nersc.gov/cfs/m1867/jianlu/SAM_CL_data_sharing/. The code used for the main conclusions of this study can
be also made available upon the request to the lead author.
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