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Abstract

I present a collection of forecasting, analysis, and instrumentation work related to

the science cases and detector development for an upcoming camera for the 10-meter

South Pole Telescope (SPT), called SPT-3G+. SPT-3G+ is a high-frequency, high-

sensitivity camera designed to observe the cosmic microwave background (CMB)

at 220, 285, and 345 GHz, targeting a variety of astrophysical and cosmological

science cases. I first present forecasts of the expected sensitivity of SPT-3G+ to

the recombination-era Rayleigh scattering of the CMB, a signal which probes the

expansion and ionization history of the universe just after recombination, and whose

first detection is sought by SPT-3G+. I find that, in combination with SPT-3G and

Planck data, the expected detection significance is about 1.6-sigma, and that the

cosmic infrared background, or CIB, is the major foreground inhibiting a higher

detection significance. I next present an attempt to characterize the CIB using data

from the 2019-2020 SPT-3G observing seasons, employing an existing physically-

motivated model that relates CIB emission to an underlying star-formation rate.

Instead of the CIB autospectrum, I fit the CIB x CMB lensing spectrum, which is

less susceptible to systematic bias from contaminants such as galactic dust. Finally

I present my work on the design, fabrication, and laboratory characterization of

feedhorn-coupled direct absorbing 220 GHz microwave kinetic inductance detectors

(MKIDs) for SPT-3G+. The detectors perform well from both a microwave and

an optical perspective. Resonances are of the intended shape and quality, and are

located within the intended microwave readout bandwidth. The detectors show

background-dominated performance under a representative optical load, indicating

that they possess the required sensitivity for use on the SPT-3G+ focal plane. They

show an optical efficiency of approximately ηopt ≈ 70%. I have begun scaling up

to triangular submodule fabrication, and will discuss future plans for the optical

testing of deployment-scale submodules.
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Chapter 1

Introduction

1.1 The microwave sky

This thesis concerns the development of an instrument to observe the microwave

sky. It is important to understand the components of the microwave sky to give

context to the work presented here, which focuses on the detection and analysis of

microwave signals. This introductory section briefly covers some of the cosmological,

astrophysical, and atmospheric signals involved in this thesis.

1.1.1 The cosmic microwave background

Within three minutes of the Big Bang, the universe had cooled sufficiently to form

protons and neutrons, which had begun to combine into the first light atomic nu-

clei. The universe at this time was still far too hot for the stable existence of

neutral atoms, and any electron captured by a nucleus would shortly be freed again

by an ionizing photon. The dense plasma of energized protons, neutrons, photons

and free electrons was in constant electrothermal interaction. Photons could travel

only a tiny fraction of the total size of the universe before Thomson scattering off

of a nearby free electron. Thus the universe at this time was opaque to radia-

tion. It would take another 380,000 years of expansion for the universe to become

cool enough to allow the stable existence of hydrogen atoms. As the universe ex-
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panded and the photon population redshifted, it became less and less likely for a

captured electron to encounter a photon with enough energy to release it. This

period, known as recombination, marked the transition between an opaque universe

and the transparent one we know today, in which photons travel freely across dis-

tances comparable to the size of the universe [1]. The last scattering surface, at

redshift z ∼ 1100 and a temperature of roughly 3000 ◦K, is defined by the final in-

teractions of primordial photons before their release to free-streaming. These oldest

observable photons carry with them the imprint of the universe at the time of last

scattering, and are observed today as the cosmic microwave background, or CMB.

The primordial density fluctuations present on the last scattering surface source

the primary temperature and polarization anisotropies of the CMB [2]. CMB ex-

periments probe these fluctuations by measuring the CMB temperature, which is a

scalar field, and the CMB polarization, which is a pseudo-vector field that is usually

decomposed into the gradient-like “electric” field, called E-modes, and the curl-like

“magnetic” field, called B-modes [3].

Penzias and Wilson’s first detection of the CMB in 1965 manifested as an excess

antenna temperature of ∼ 3.5◦K that was shockingly isotropic [4]. This had ma-

jor cosmological implications as it was the most compelling evidence yet for a hot

dense primordial state of thermal equilibrium [1]. Thus began an era of increasingly

ambitious experiments designed to characterize the CMB. The CMB temperature

anisotropy was detected in 1992 by the COBE DMR instrument [5]. After ac-

counting for the 3 mK dipole resulting from the Earth’s peculiar velocity, the CMB

temperature was confirmed to be uniform to less than one part in 105. The 2.726 ◦K

blackbody spectrum of the CMB was characterized using data taken at the same

time by the COBE FIRAS instrument [6]. In 2002, the DASI experiment detected

the polarization of the CMB, measuring the polarization E-mode spectrum with

high significance and setting an upper bound on the B-mode amplitude [7]. Polar-

ization B-modes were later detected by the SPTpol experiment [8]. The WMAP

satellite made full-sky maps of the CMB temperature and polarization [9], followed

2



by the Planck satellite, which made its own full-sky maps with increased frequency

coverage and sensitivity [10]. The analysis of CMB data over the years has placed

constraints on the standard ΛCDM cosmological model, pinning down the param-

eters that describe the evolution and geometry of the universe. Today there are

numerous proposed and existing experiments designed to measure the CMB at high

sensitvity across many frequency bands, in a shared effort to constrain the cosmo-

logical paramters with ever-increasing precision.

The CMB angular power spectrum

CMB experiments produce maps of the CMB temperature and polarization over

some patch of the sky. This section will focus on the CMB temperature. The CMB

temperature as a function of position can be written T (n̂), where n̂ points toward

some spatial position in the sky. Functions on the sky can be expressed in terms of

angular scale using spherical harmonics, which are a set of unique functions defined

on the surface of a sphere for each pair of angular multipoles ℓ and −ℓ ≤ m ≤ ℓ [2].

The spherical harmonic functions Yℓm are orthonormal under the inner product:

∫
dn̂Yℓm(n̂)Y ∗

ℓ′m′(n̂) = δℓℓ′δmm′ , (1.1)

and the set of spherical harmonic functions are an orthonomal basis for the surface of

a sphere. In other words, any function defined on a spherical surface can be written

as a linear combination of spherical harmonic functions. The CMB temperature,

which is a function defined on the celestial sphere, can be thus represented as a

linear combination of spherical harmonics with multipole coefficients aℓm:

T (n̂) =
∞∑
ℓ=0

ℓ∑
m=−ℓ

aℓmY
∗
ℓm(n̂) (1.2)

aℓm =

∫
dn̂T (n̂)Y ∗

ℓm(n̂) (1.3)

3



In general, the power spectrum of a function over some orthonormal basis describes

the distribution of the function’s square amplitude over its basis modes. In this

case, the CMB temperature angular power spectrum describes the amplitude of the

CMB temperature fluctuations at each angular scale ℓ. For the CMB temperature,

the power spectrum is defined as the variance of the spherical harmonic coefficients

aℓm:

δℓℓ′δmm′Cℓ = ⟨aℓma∗ℓ′m′⟩ (1.4)

The primordial density distribution is thought to be sourced by quantum fluctuations

that constitute a Gaussian random field, and the CMB we observe today arises from

only one realization of that field [11]. Every amplitude aℓm can be thought of as

a random draw from its underlying Gaussian distribution. The expression for Cℓ

above is the theoretical CMB angular power spectrum, which is what we would

measure if we could observe infinitely many realizations of the CMB and average all

of them to obtain the true mean value of Cℓ for each ℓ. Unfortunately, the scientific

community does not currently have access to an infinite multiverse [12]. To estimate

Cℓ, we only have access to the (2ℓ + 1) modes corresponding to each value of m,

which we can average over to estimate the angular power spectrum:

Ĉℓ =
1

2ℓ + 1

ℓ∑
m=−ℓ

|aℓm|2 . (1.5)

Measurements of the temperature power spectrum, and of the CMB polarization

power spectra, are fit with cosmological models to extract information about the

shape and content of the universe. As CMB measurements become more and more

precise, constraints on these parameters tighten. However, the restriction to a lim-

ited number of m modes per multipole ℓ imposes an implicit cosmic variance on

CMB angular power spectrum measurements:

σ2
cosmic =

2

2ℓ + 1
Ĉ2

ℓ . (1.6)
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No matter how sensitive of an instrument is used to measure the CMB, its measure-

ment will always be limited by the cosmic variance. This motivates the exploration

of secondary CMB anisotropies as a source of additional cosmological information.

1.1.2 Secondary CMB anisotropies

To reach our telescopes, CMB photons must to travel through the entire observable

universe, from the last-scattering surface to the present day. Along the way, they

interact with the contents of the universe. Such interactions can alter the paths

and the energy of the CMB photons, distorting the CMB anisotropies from their

primordial pattern and spectrum. These distortions are called secondary CMB

anisotropies. There are many sources of secondary anisotropies, but I will only

describe below those that are relevant to this thesis.

CMB Lensing

The gravitational lensing of the CMB arises from the interactions of CMB photons

with the gravitational potentials of the large-scale structure of the universe. The lo-

cal change in the curvature of spacetime caused by a dark matter halo’s gravitational

potential causes CMB photons to deflect around the halo, creating distortions in the

CMB temperature and polarization anisotropies. The lensing potential ϕ sources

the photon deflection angle α = ∇ϕ. Analysis of the combined T , E, and B maps of

the CMB allows the lensing potential to be reconstructed, producing a CMB lensing

map [13]. This measurement is a probe of the mass distribution of the universe over

cosmic time, and provides additional cosmological information to that offered by the

primary CMB alone. Lensing maps and power spectra are often presented in terms

of the unitless surface density:

κ =
1

2
∇2ϕ, (1.7)

which can be thought of as the gravitational equivialent of the charge density in an

electromagnetic field. The CMB lensing signal peaks around redshift z = 2, which

is halfway between the last-scattering surface and the present day.
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Kinematic and thermal Sunyaev Zel-dovich effects

The Sunyaev-Zel’dovich (SZ) effect refers to the inverse Compton scattering of CMB

photons off of free high-energy electrons in the intracluster medium, which is the

superheated plasma within galaxy clusters. The kinematic SZ effect (kSZ) occurs

when the electrons that inverse Compton scatter CMB photons have bulk peculiar

velocities relative to the Hubble flow. The anisotropy from the kSZ effect due to

scattered CMB photons is proportional to the peculiar bulk velocity of the electrons

that caused the scattering. The two largest contributions to the kSZ effect come

from the reionization-era variation in ionization fraction (“patchy kSZ”) and from

the more recent bulk motion of massive galaxy clusters (“late-time kSZ”) [14]. The

patchy kSZ effect originates from the reionization period, when emission from dense

star-forming regions ionized the universe in expanding bubbles. The scattering of

CMB photons off of these dynamic bubbles sources the patchy kSZ effect. Measure-

ments of the patchy kSZ effect can constrain the duration ∆zre and optical depth

τ of reionization [15]. The late-time kSZ is sourced by the bulk motion of large

galaxy clusters. Late-time kSZ measurements can be used to study the growth and

evolution of cosmic large-scale structure [16]. The thermal SZ effect (tSZ), which

occurs when intracluster electron temperatures are extremely high, and is signifi-

cantly brighter than the kSZ effect at the frequencies considered in this work. The

energy imparted to the scattered CMB photons via the tSZ effect depends primarily

on the temperature of the intracluster medium [17]. The tSZ effect causes hot or

cold spots (depending on observation frequency) to appear in CMB maps at the lo-

cations of galaxy clusters, and is used to identify these clusters and to characterize

their properties [18]. It also causes a characteristic distortion to the primary CMB

power spectrum.

Recombination-era Rayleigh scattering

Just after recombination, the universe is not fully transparent to CMB photons

as is often assumed; rather the photons are able to scatter off of newly formed
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neutral hydrogen atoms. Because the size of the hydrogen atom is much smaller

than the wavelength of the CMB at this time, this is a Rayleigh scattering process,

with a frequency-dependent cross-section which scales as ν4. The recombination-era

Rayleigh scattering of the CMB effectively forms a second scattering surface after

recombination whose redshift is frequency-dependent [19]. This second scattering of

the CMB results in small frequency-dependent distortions to the CMB temperature

and polarization anisotropies, inducing a blurring effect at small angular scales.

The amplitude of the Rayleigh scattering signal is only a few percent of that of the

primary CMB anisotropy and has not yet been detected at high significance. A

measurement of the Rayleigh scattering signal would be valuable, as it probes the

CMB at a slightly lower reshift than at recombination, adding additional information

that can help break degeneracies in the parameter constraints produced by current

recombination-only measurements of the CMB. In particular, a measurement of

the Rayleigh scattering signal would independently constrain the primordial helium

fraction YHe, which is degenerate with the effective number of relativistic neutrino

species Neff in current models [20].

1.1.3 Astrophysical signals

There are many signals of astrophysical interest which are viewed as foregrounds to

the CMB. I will describe a small selection of those which are relevant to this thesis.

Extragalactic

The primary component of extragalactic microwave emission at the wavelengths con-

sidered in this work is the cosmic infrared background, or CIB. The CIB is sourced

by ultraviolet emission from young stars inside the dense molecular clouds of gas

and dust that comprise active star-forming regions. The stellar emission is absorbed

by the surrounding dust and re-emitted at infrared wavelengths. The aggregate red-

shifted infrared emission from all the star-forming galaxies in the universe makes up

the CIB [21]. CIB emission is often divided into a clustered component that traces
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cosmic large-scale structure, and a shot-noise component from bright sources in the

low-number-density regime. The CIB is often viewed as a nuisance foreground to

the CMB, as it dominates CMB temperature power spectra at high frequencies and

at small angular scales. An accurate understanding of the CIB and the ability to

remove it from sky maps would increase the sensitivity of CMB experiments to some

of the secondary anisotropies described above. The development of a physically mo-

tivated CIB model that fits existing observational data is a topic of ongoing study

[22]. Such modeling also has the potential to extract astrophysical information from

the CIB as a tracer of cosmic star-formation history. An understanding of the rela-

tionship between star-formation and CIB emission would allow CIB measurements

to be used to probe the formation and evolution of star-forming galaxies through-

out cosmic time. Another source of extragalactic emission comes from radio-bright

galaxies. Radio galaxy emission is usually assumed to be Poisson-distributed, and

contributes a shot-noise term to the total sky power spectrum [23]. Radio contami-

nation is most significant at low observation frequencies.

Galactic

Like their extragalactic counterparts, dust grains in the Milky Way also absorb

stellar radiation and re-emit it thermally. This emission is known to be partially

polarized, resulting from the rotation and alignment of dust grains to magnetic fields

in the Milky Way. Galactic dust emission is a known source of contamination to

both CMB temperature and polarization measurements. However, work has been

done to mitigate this by characterizing and subtracting dust emission from CMB

power spectra [23, 24]. Another mitigation technique for deep-field surveys is to

choose an observation patch that contains as little galactic dust as possible. For

wide-field surveys, the presence of galactic dust is somewhat unavoidable, but data

cuts can be imposed to remove regions of high dust contamination [25]. The galaxy

also produces synchotron emission, which is a significant contaminant to the CMB

at frequencies well below the peak of the CMB blackbody spectrum [26].
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Figure 1.1: Diagram of the SPT, adapted from [28], showing the telescope’s three
mirrors and the current SPT-3G receiver. The primary, secondary, and tertiarly
mirros are located at positions 1, 2, and 3 respectively. The cold optics is located
at position 4, and the receiver’s focal plane is located at position 5.

1.1.4 The atmosphere

Atmospheric emission at microwave wavelengths is primarily sourced by the rota-

tional and vibrational transitions of ozone and water-vapor molecules suspended in

the atmosphere. Ground-based CMB experiments choose their observation band-

widths to avoid these lines, at which the atmosphere is opaque to the CMB. How-

ever, precipitable water vapor in the atmosphere still contributes significantly to

the loading and low-angular-scale noise of CMB experiments [27]. Because of this,

ground-based experiments seek the driest possible environments at the highest pos-

sible altitudes in order to minimize the amount of water vapor between the telescope

and the signals of interest. Atmospheric water vapor is distributed anisotropically

(in clouds) and its distribution varies on short timescales, so water vapor emission

can be averaged down over long observation periods.
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1.2 The South Pole Telescope

The South Pole Telescope (SPT) is a 10-meter diameter sub-millimeter quality tele-

scope located at the Amundsen-Scott South Pole station in Antractica [29, 30]. The

SPT is designed to make high-sensitivy, high-angular resolution measurements of

the mm/sub-mm sky, targeting science cases in cosmology and astrophysics. The

South Pole is the best developed site on Earth for mm/sub-mm wave observations,

with its high-altitude and low precipitable water vapor. Though the weather in

Antarctica can change on a dime, the South Pole site experiences relatively stable

weather conditions [30, 31]. Additionally the South Pole enjoys six months of con-

tinuous darkness during the winter, minimizing atmospheric changes related to the

diurnal cycle. This, coupled with the fact that the same sky is always above the

horizon at the South Pole, allows the SPT to observe continuously throughout the

winter season, with breaks only for maintence and calibration.

The SPT is an off-axis Gregorian telescope, whose optics are designed for high

throughput and minimal loss from optical abberations, reflections, and scattering

[32, 30, 28]. A diagram of the telescope, adapted from [28], is shown in Figure 1.1.

Light from the sky enters the telescope at the 10-meter primary mirror, located

at position 1 in Figure 1.1. It then passes through a Zotefoam window into the

telescope cabin, where it hits the 1.7-meter secondary mirror, located at position 2

in Figure 1.1. Though previous receivers coupled directly to the previous secondary

mirror, the current SPT-3G receiver makes use of a 0.8-meter flat tertiary mirror,

located at position 3 in Figure 1.1. Light reflects off of the tertiary mirror and into

the cryostat through a vacuum window and a series of infrared filters. The receiver

is housed in a cryostat containing the cold optics and detector-filled focal plane.

This cryostat is the cyan-colored cylindrical object located at position 4 in Figure

1.1, within which the cold optics can be seen. Light passes through the cold optics

and terminates on the focal plane, which is located at position 5 in Figure 1.1.
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Figure 1.2: Evolution of South Pole Telescope receivers. Receiver photos were taken
by Brad Benson.

1.2.1 SPT evolution

Though Figure 1.1 shows the SPT-3G receiver, which is currently operating on the

telescope, the SPT has completed two previous surveys with earlier-generation re-

ceivers. These are the SPT-SZ [30] and the SPTpol [33] receivers. The SPT-SZ

survey was the inaugural survey on the South Pole Telescope. From February 2007

until November 2011, the SPT-SZ receiver observed fields totaling 2500 square de-

grees at 95, 150 and 220 GHz [30]. This survey produced fine angular-scale measure-

ments of the CMB primary temperature anisotropy and of secondary anisotropies,

particularly the SZ effect [34, 35, 36, 37], which were used to constrain cosmological

parameters and to identify new galaxy clusters at high redshfit [38, 39, 18] and mas-

sive dusty star-forming galaxies [40, 41]. The SPT-SZ focal plane consisted of 960

feedhorn-coupled transition edge sensor (TES) bolometers [30, 42]. A photo of the

SPT-SZ focal plane is shown in the left panel of Figure 1.2, and its detector counts

are given in Table 1.1.

In January 2012, a new receiver was installed on the SPT, and the second-

generation SPTpol survey began [33]. Until late 2016, SPTpol observed fields to-

taling 500 square degrees of the sky at 90 and 150 GHz. As its name implies,

SPTpol was optimized for measurements of the CMB polarization, in particular the

measurement of inflationary and lensing polarization B-modes. The SPTpol survey
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made the first detection of B-modes [8] and measured the B-mode angular power

spectrum [43, 44, 45]. It also improved upon cosmological constraints using mea-

surements of the CMB temperature and E-mode angular power spectra [46, 47] as

well as the CMB lensing potential [48, 49, 50], and expanded the depth and breadth

of the SPT cluster-finding effort [51, 52, 53]. The SPTpol receiver contained 768

feedhorn coupled pixels, with each pixel consisting of two detectors coupled to or-

thogonal polarization modes. This equates to a total of 1536 TES bolometers across

the SPTpol focal plane [33]. A photo of the SPTpol focal plane is shown in the

second panel of Figure 1.2, and its detector counts are given in Table 1.1.

1.2.2 SPT-3G

The SPT-3G receiver is currently in operation on the SPT, and was installed in

late 2016. Observations began in January 2017, however the first year of SPT-3G

observation did not achieve the expected sensitivity targets. In late 2017, the entire

focal plane was replaced with a new set of wafers as part of a series of improvements

intended to increase the receiver’s total sensitivity [54]. The improvements were

successful; the survey resumed in 2018 and is ongoing. The main SPT-3G survey

observes a 1500 square degree patch on the sky that overlaps with both the SPT-SZ

and SPTpol main patches [54], and is designed to observe the CMB polarization

with unprecedented sensitivity and angular resolution [55]. In addition to the main

winter survey, there is also a 2650 square degree summer survey and a year-long

6000 square degree wide survey [56]. Though still operating, SPT-3G has already

produced a myriad of scientific results. The first year of survey data has again

produced measurements of the CMB temperature and polarization power spectra

and the associated constraints on cosmological parameters [57, 58, 59], as well as

a measurement of the CMB lensing potential [60]. Due to its high resolution and

multi-frequency coverage, SPT-3G has proved to be well-suited to the detection of

millimeter transients, including stellar flares, asteroids, and extragalactic sources

[61, 62, 63]. Analysis of data from later years of the SPT-3G survey is underway.
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Frequency Pixel count Detector count

SPT-SZ 90 161 161
150 483 483
220 322 322

SPTpol 90 180 360
150 588 1176

SPT-3G 90 2690 5380
150 2690 5380
220 2690 5380

SPT-3G+ 220 4872 9744
285 7308 14616
345 4872 9744

Table 1.1: Evolution of the detector counts of SPT receivers.

In fact, the data used for the analysis done in Chapter 3 of this thesis comes from

the 2019-2020 observation seasons of SPT-3G.

The SPT-3G receiver consists of 2690 tri-chroic pixels distributed across ten

hexagonal wafers [28]. Each pixel contains a lenslet-coupled broadband sinuous

antenna. Light received by the antenna passes through on-chip filters that define

the observing bands and is deposited onto one of six TES bolometers that cover

two orthogonal polarization angles for each of the three SPT-3G frequency bands

[28]. This equates to a total of 16140 TES bolometers across the full SPT-3G focal

plane, which is an order-of-magnitude increase on the detector count of SPTpol. The

detectors are read out using a frequency-domain multiplexing system optimized to

handle large numbers of detectors over a large frequency bandwidth [64, 54]. The

SPT-3G design attempted to both maximize the available field of view of the SPT

telescope, while also maxing out the detector count that could be readout for a

trichroic TES detector architecture [54]. A photo of the SPT-3G focal plane is

shown in the third panel of Figure 1.2, and its detector counts are given in Table

1.1.

13



Figure 1.3: Schematic of some SPT-3G+ science cases superimposed on a depiction
of the evolution of cosmic structure. The red Rayleigh scattering and CIB science
cases make up portions of this thesis. Background taken from Loeb (2006) [65].

1.3 SPT-3G+: A high-frequency camera for the

South Pole Telescope

At the conclusion of the SPT-3G survey, the current SPT-3G receiver will be re-

placed by SPT-3G+, the fourth-generation receiver and focal plane, shown as a

sketch in the right panel of Figure 1.2. Though my PhD work consists of three

seemingly disparate topics, they all relate to the science targets and instrumention

development for the SPT-3G+ camera. This section will discuss the SPT-3G+ sci-

ence goals and the SPT-3G+ instrument to provide context for the work presented

in the following chapters.

1.3.1 Scientific motivations

Observing the same 1500 square degree field as its predecessor, SPT-3G+ will enable

high-sensitivity measurements of the temperature and polarization of the mm/sub-

mm sky at observing frequencies of 225, 285, and 345 GHz. In combination with

existing SPT-3G 90 and 150 GHz maps, SPT-3G+ will pursue a variety of astro-

physical and cosmological observables [66]. Some of these are shown schematically

in Figure 1.3. The background of Figure 1.3 depicts the evolution of cosmic struc-

ture from the time of recombination until the present day, and is taken from Loeb

14



(2006) [65]. On the left side of Figure 1.3, the CMB is released at recombination at

z = 1100. One of the earliest signals of interest for SPT-3G+ is the recombination-

era Rayleigh scattering of the CMB, which originates just after this. The universe

is mostly neutral until roughly z = 30, at which time the clouds of gas and dust

throughout the universe have collapsed into sufficiently dense structures to form

stars. Emission from these stars begins to ionize the surrounding gas in expanding

bubbles around the star-forming regions. As more structure forms, producing more

ionizing emission, the bubbles grow until the universe is fully reionized. The second

signal of interest for SPT-3G+ is the patchy kinematic Sunyaev Zel’dovich effect,

which originates from this period of reionization, and is shown in the second box in

Figure 1.3. As the universe evolves past the epoch of reionization, star-formation

continues. Stellar emission from star-forming regions is absorbed by the surround-

ing dust and re-emitted as the CIB. Another science goal of SPT-3G+, shown in

the third box in Figure 1.3, is the measurement and characterization of the CIB for

both foreground removal and to extract astrophysical information. Finally, SPT-

3G+ will use the thermal Sunyaev Zel’dovich effect to detect clusters and galaxies

at high redshift, probing the early evolution of these objects [66], as indicated by the

final box on Figure 1.3. Below, I will expand on each of the science cases shown in

Figure 1.3 along with a few other SPT-3G+ science goals. The Rayleigh scattering

and CIB measurement science cases in Figure 1.3 are highlighted in red, as these

topics each constitue a chapter of my thesis work. These will be introduced briefly

below in the context of SPT-3G+, and then described again in much greater detail

in Chapters 2 and 3.

Detection of the Rayleigh scattering of the CMB

As mentioned above, SPT-3G+ seeks to make a first detection of the recombination-

era Rayleigh scattering of the CMB. Such a detection would require successfully

separating the Rayleigh scattering signal from the CMB, SZ effect, CIB, and other

foregrounds including the atmosphere and galactic dust. To do this requires high-
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sensitivity measurements at multiple frequency bands across the CMB blackbody

spectrum. The combination of the SPT-3G and SPT-3G+ frequency bands is well-

placed to make such a detection. Since the Rayleigh scattering signal scales with

frequency as ν4, the signal is higher in the SPT-3G+ bands, just past the peak of the

CMB blackbody spectrum, than it is in SPT-3G. Combining SPT-3G+ with SPT-

3G (and eventually with high-frequency Planck data) enables foreground separation

and the extraction of the Rayleigh scattering signal [67].

One portion of my PhD work is the development of a forecasting pipeline for

detection of the Rayleigh scattering signal by ground-based CMB experiments. The

noise model for this pipeline includes instrumental noise as well as foreground con-

tributions from atmospheric, galactic, and extragalactic sources. The result of this

work, which will be discussed extensively in Chapter 2, shows that in combination

with both SPT-3G and Planck data, SPT-3G+ has the potential to make the first

detection of the Rayleigh scattering signal. It also shows that the significance of the

Rayleigh scattering detection could be majorly enhanced by effective subtraction of

the CIB.

Probing reionization with the kSZ effect

The second SPT-3G+ science goal mentioned above is the measurement of the com-

bined patchy and late-time kSZ effects to probe the reionization era. The kSZ is

a small-amplitude signal with respect to the primary CMB, and its measurement

requires the precise separation of the kSZ signal from the CMB, tSZ, and all atmo-

spheric, galactic, and extragalactic foregrounds. As it traces large-scale structure,

the kSZ is correlated with the tSZ and CIB and residual contamination from these

foregrounds can bias kSZ measurements [14]. As with Rayleigh scattering above, the

deep high-frequency SPT-3G+ maps in combination with existing lower-frequency

SPT-3G maps are well-suited to perform the component separation necessary to ex-

tract a low-noise detection of the kSZ signal. Collaboration members have developed

a forecasting pipeline for constraints on ∆zre and τ from SPT-3G+, using a method
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that combines the kSZ 2-point and 4-point functions to distinguish the patchy and

late-time kSZ dependence on these parameters [14]. Similar work applied to SPT-

3G+ found that when combined with Planck data, SPT-3G+ could constrain τ at

a 20% tighter level than the currently existing primary CMB constraint [66].

Measurement and characterization of the CIB

Both of the above science cases involve the detection of a signal whose amplitude is

very small compared to the primary CMB, and which requires foreground removal

to detect. At the SPT-3G+ frequencies, the dominant foreground is the CIB, espe-

cially at small angular scales. While the CIB can be mitigated using internal linear

combination methods, such as those employed in Chapter 2 and in the kSZ fore-

casting mentioned above [14], a physically-motivated well-fitting model for the CIB

remains elusive. The dominance of the CIB in the SPT-3G+ bands makes SPT-3G+

an excellent platform for CIB measurements. The CIB angular power spectra from

the SPT-3G+ survey can be compared to proposed CIB models. Chapter 3 of this

thesis contains an attempt to constrain cosmic star-formation rate density using the

model from [22]. Rather than fit the CIB autospectrum, I fit the cross-spectrum

between the CIB and the CMB lensing signal using data from the SPT-3G 2019-

2020 observing seasons. This work and its implications for SPT-3G+ is discussed

extensively in Chapter 3.

Detection of clusters and galaxies at high redshift

SPT-3G+ will continue the tradition of cluster-finding with the SPT, and will extend

the SPT cluster catalog to higher frequency and higher redshift [66]. With its high

angular resolution and sensitivity to dust emission, SPT-3G+ is expected to identify

clusters at z > 2 using measurements of the tSZ effect. The dust sensitivity of SPT-

3G+ will also allow it to detect dusty star-forming galaxies at much higher redshifts

than previous surveys. These discoveries of high redshift clusters and galaxies will

probe the relationship between the state of the cluster environment and the evolution
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Figure 1.4: Left: A cartoon depiction of the SPT-3G+ focal plane, which consists
of seven indpendent optics tubes. Each optics tube is populated with a hexagonal
wafer of 5000 monochroic MKIDs at 220, 285, and 345 GHz Right: Simulated SPT-
3G+ bands (red, green, and blue) compared to South Pole average atmospheric
transmission (gray), created by Brad Benson.

of galaxies at early times[66].

Additional SPT-3G+ science

In addition to the science cases mentioned above, SPT-3G+ will detect transient

sources in the mm/sub-mm sky. The SPT has already detected hundreds of tran-

sient sources, including stellar flares, asteroids, and extragalactic blazars [63, 62, 68],

and SPT-3G+ will extend SPT transient observations to higher frequency and an-

gular resolution. Another SPT-3G+ science case is the characterization of polarized

Galactic dust. SPT-3G+ has the potential to make the best measurement yet of

galactic dust polarization in the main 1500 square degree SPT field. These high-

resolution dust measurements will be useful to avoid foreground contamination when

using SPT-3G data for delensing purposes [66]. Finally, a Galactic/wide 8500 square

degree survey will map dusty emission within the Milky way, and observe Galactic

transients. High-resolution measurements of the Milky Way dust emission could help

unlock new information about the turbulence and magnetic fields of the interstellar

medium [66].
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1.3.2 The SPT-3G+ Receiver

The SPT-3G+ science goals require an experiment with sensitivity beyond that

which is presently available. As demonstrated by previous SPT cameras, the sen-

sitivity of superconducting TESs for CMB observation is no longer limited by in-

dividual detector noise, but by temporal fluctuations in the incident photon signal.

Detectors that achieve this performance are said to be photon-noise dominated or

background-dominated. Since the detector noise is so much lower than that of the

photon noise, the only way to increase the sensitivity of the focal plane is to increase

the density of detectors. The detector density of the SPT-3G focal plane is now ap-

proaching a practical limit due to the number of wires (and hence bondpads around

the edge of each wafer) that are needed to bias and readout each of SPT-3G’s 16k

TES detectors [69, 28]. The drive for even greater detector density motivates the use

of a more multiplexable CMB detector technology on the SPT-3G+ focal plane. For

this reason, the SPT-3G+ detectors will be microwave kinetic inductance detectors

(MKIDs).

MKID focal plane

Microwave kinetic inductance detectors (MKIDs) exploit the change in inductance

produced by the breaking of Cooper pairs in a strip of superconducting metal. When

this superconducting strip is coupled to a capacitor, the resulting circuit resonates

at a specific frequency. If exposed to a sufficiently energetic photon source, the

resonant frequency shifts as incident photons break Cooper pairs inside the strip,

and this frequency shift can be used to monitor the intensity of incident light [70].

A more detailed and quantitative explanation of how MKIDs operate is given at

the beginning of Chapter 4. MKIDs are advantageous for use in densely-packed

arrays, as their resonator-based design makes them naturally multiplexible in the

frequency domain. With sufficient control of the resonance shape through design

and material quality, hundreds or even thousands of MKIDs can be read out from a

single feedline. Increased multiplexing reduces the number of coaxial cables and cold

19



amplification required to operate the detectors, which in turn reduces the amount of

cooling power needed to keep the detectors at their operating temperature. Another

advangate of MKIDs is their relatively simple fabrication process compared to that

of the traditional TES bolometer. This allows for rapid prototyping and testing of

devices, which accelerates the array development cycle. These advantages have made

MKIDs desirable as a detector for high-density telescope arrays. Several astrophysics

and cosmology experients utilizing MKID arrays have been deployed in recent years

[71, 72, 73] or are planned for upcoming years [74].

SPT-3G+ will use seven arrays of densely-packed MKIDs to achieve its sensitivity

goals. Each of the hexagonal wafers in Figure 1.4 will be populated with 4872

MKIDs, for a total SPT-3G+ detector count of 34104 MKIDs on the focal plane.

This is more than a factor of two increase in detector density from the current SPT-

3G camera. These will be some of the most dense CMB arrays deployed to-date, with

a pixel-to-pixel spacing of 2.2 millimeters [75]. Each of the seven arrays will observe

a single frequency, as shown schematically in Figure 1.4. The design of each array

will be modular, and will consist of six triangular wedges containing 812 MKIDs

each. The ambitious spatial density and multiplexing goals of the SPT-3G+ focal

plane present many design, fabrication, and testing challenges. The instrumentation

portion of my PhD work attempted to address some of these challenges through the

design of densely-packable feedhorn-coupled MKID pixels at each of the SPT-3G+

observation frequencies. The design, fabrication, and testing of MKIDs for the SPT-

3G+ focal plane is detailed in Chapters 4 and 5.

Optics and Cryostat

While all previous SPT cameras consisted of a single optics tube, the SPT-3G+

camera will consist of seven seperate optics tubes, each terminating on a wafer of

single-frequency MKIDs. A rendering of the SPT-3G+ cryostat design showing the

optics tubes is shown in the left panel of Figure 1.5. The lenses, shown in the optical

ray-trace diagram in the right panel of Figure 1.5, will be 20cm diameter silicon
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Figure 1.5: Left: A cutaway rendering of the SPT-3G+ cryostat with the optics
tubes shown. The postions of the detector wafers are indicated in green. This
rendering was created by Alec Hrycuik. Right: Ray-trace diagram of the SPT-3G+
optics configuration, created by Tony Stark.

lenses with meta-material anti-reflection coatings. Each tube contains three silicon

lenses. Between the second and third lenses, is a Lyot stop designed to control time-

reversed illumination of the primary mirror by terminating off-axis rays on a cold

surface [66]. All tubes will share the same vacuum space and initial Zotefoam and

alumina IR filters at 300K and 50K. Each tube will also have an individual metal-

mesh low-pass filter at the 4K Lyot stop, whose cutoff depends on the observation

frequency of that tube. The metal-mesh filter cutoffs determine the high end of the

bandpass for each observation frequency.

The SPT-3G+ cryostat builds upon the design of the existing SPT-3G cryostat,

and will replace the SPT-3G cryostat when deployed. It will be located at the same

position in the telescope cabin as the SPT-3G cryostat (location 4 in Figure 1.1).

A crucial addition to the SPT-3G+ cryostat is the change in final-stage cooling

method from a three-stage 3He-3He-4He sorption refrigerator on SPT-3G to a di-

lution refrigerator (DR) on SPT-3G+. The increased cooling power offered by the

DR is necessary to cool the detectors to their 100 mK operating temperature. An-

other advantage of the DR is that it does not need to be cycled once cold; while the

helium-10 fridge requires gaseous helium to be recondensed into liquid periodically,
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the DR remains cold continuosly. This will allow observing to continue uninter-

rupted over the course of the South Pole winter. The seven optics tubes described

above will share the same cryostat. Light from the tertiary SPT mirror will be

coupled into the cryostat through a vacuum window made of ultra-high-molecular-

weight polyethylene. The lenses and cold stages of the cryostat will be cooled to

4K by a pulse-tube cooler. The detector wafers, shown in green in the rendering

in Figure 1.5 are further cooled to 100mK by the DR. For more information about

cooling via helium dilution, see Section 5.1.1.

Readout

The readout setup for SPT-3G+ consists of a cold and warm phase. The cold readout

electronics include coaxial cables running into and out of the cryostat. These are

largely NbTi between temperature stages, and regular cryogenic copper-nickel cables

for isothermal transitions. Each readout line will pass through a low noise amplifier

(LNA) at the 4K stage [66]. This is the entirety of the cold readout for SPT-

3G+, with a total of one input line, one LNA, and one output line per triangular

subsection of each wafer. This comes out to an auspicious total of 42 readout lines

in the SPT-3G+ cryostat. The simplicity of the cold readout phase underlines the

natural frequency multiplexability of MKIDs. For the warm readout, SPT-3G+ is

baselining the ICE readout system from McGill University, which is currently used

to read out the SPT-3G TES bolometers. The ICE boards for SPT-3G+ have been

modified with a specialized mezzanine board for MKID readout [76]. The boards are

controlled using the hidfmux software package, which was also designed for MKID

readout.

1.4 Structure of this thesis

My PhD work consists of three separate projects, which are all related to the SPT-

3G+ camera. This chapter has provided general background information along with

the scientific motivation and receiver design for SPT-3G+. Chapter 2 presents an
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analysis of the sensitvity of SPT-3G+, along with other upcoming ground-based

CMB telescopes, to the reionization-era Rayleigh scattering of the CMB, one of

the SPT-3G+ science targets. This work was published in [75], and the content of

this paper is reproduced in this thesis with minor updates to the text. Chapter 3

describes a currently ongoing analysis project on the characterization of the CIB

using the CIB × CMB lensing signal from SPT-3G data. This project also includes

a forecast for the expected constraints on this model that will be achievable using

SPT-3G+ data. The majority of this chapter is reproduced from a draft that is

in preparation for future publication. Chapter 4 describes the design, simulation,

and fabrication of MKIDs for the SPT-3G+ focal plane. This includes an overview

of the physics of MKIDs, a discussion of design considerations for SPT-3G+, the

resulting pixel and array designs, and the fabrication process for these detectors.

Some subsections of this Chapter are reproduced from the conference proceedings

[77] and [78]. Chapter 5 describes the testing of SPT-3G+ MKIDs. This includes

documentation of the cryogenic testbed, readout electronics, and laboratory methods

for each type of test used to characterize these detectors. It also includes the test

results for SPT-3G+ 220 GHz detectors. Again, some subsections of this chapter

are reproduced from [77] and [78]. Finally, I conclude in Chapter 6.
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Chapter 2

Forecasting sensitivity to the

Rayleigh scattering of the CMB

The following work is reproduced from [67].

2.1 Introduction

Cosmic microwave background (CMB) measurements continue to produce ever-

tightening constraints on ΛCDM cosmological parameters. With several next-generation

CMB experiments such as SPT-3G+[77], Simons Observatory [79], and CCAT-prime

[74, 80] deploying soon, and with CMB-S4 [81] on the horizon, we expect measure-

ments of the primary CMB temperature and polarization power spectra to approach

the cosmic variance limit in the coming decades. Further reduction in the uncertain-

ties of cosmological parameters will thus require new and improved measurements of

secondary CMB anisotropies. Secondary anisotropies are distortions to the primary

CMB generated through interactions between the CMB and its environment over

the course of its journey from last-scattering to detection. Gravitational lensing of

the CMB is one example of a secondary anisotropy. Secondary CMB anisotropy can

also be generated through the interaction of the CMB with neutral hydrogen atoms

just after recombination. The usual picture after recombination is of a completely

transparent post-recombination universe, but this is not strictly accurate. CMB
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photons are able to interact with neutral hydrogen atoms through a process known

as Rayleigh scattering, in which CMB photons scatter off the induced dipoles of the

hydrogen atoms. This interaction has a frequency-dependent cross section which is

proportional to ν4 [82, 19, 20]. Rayleigh scattering can be thought of as a screen

just in front of the primary last-scattering surface, providing a frequency-dependent

contribution to the primary CMB temperature and polarization signals.

The Rayleigh scattering of the CMB has a number of measurable effects on

the CMB temperature and polarization power spectra. On small scales, the in-

creased photon diffusion resulting from Rayleigh scattering leads to the suppression

of both temperature and polarization anisotropies. The frequency dependence of

the Rayleigh scattering cross section causes the size of the sound horizon to also be

frequency dependent, leading to a shift in the locations of acoustic peaks in both

the temperature and polarization power spectra. Additionally, Rayleigh scattering

boosts E-mode polarization anisotropies on large scales. This results from the shift

in the visibility function induced by the scattering of photons after recombination.

Effectively, last scattering appears to happen later, at a time when the local tem-

perature quadrupole is larger. This leads to increased E-mode anisotropies on the

largest scales [20, 19]. High-sensitivity measurements of Rayleigh scattering have

the potential to improve cosmological parameter constraints. It has previously been

shown that the cosmological information available from Rayleigh scattering could

significantly improve upon the constraint on the primordial helium abundance [20]

and on primordial non-Gaussianity constraints [83]. It has also been shown that

constraints could be placed on the expansion history and sound speed of the uni-

verse at recombination, which could provide information about the parameters upon

which these observables depend [84, 20].

A detection of the Rayleigh scattering contribution to the CMB anisotropy is a

primary science goal for the next camera on the South Pole Telescope (SPT), called

SPT-3G+ [75]. This new higher-frequency camera will observe beyond the peak of

the CMB blackbody spectrum, complementing the lower-frequency SPT-3G data [?
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] (see Table A1). To estimate the signal-to-noise achievable on the Rayleigh scat-

tering signal by the combined survey, we require a forecasting pipeline that includes

the effects of all potential contaminants. Previous work has forecasted the achiev-

able Rayleigh scattering signal-to-noise of ground-based CMB experiments in the

presence of atmospheric emission [19, 20, 84]. However, the effect of astrophysical

foregrounds on Rayleigh scattering sensitivity has only recently begun to be inves-

tigated [74]. In this paper, we describe our Rayleigh scattering forecasting pipeline,

which includes astrophysical foregrounds in addition to more standard instrumen-

tal and atmospheric effects, and estimate the detection significance for upcoming

ground-based CMB experiments.

2.2 The Rayleigh Scattering Signal

As described in [19], [85] the Rayleigh scattering cross section of photons off ground-

state neutral hydrogen is given by a frequency-dependent modification to the Thom-

son scattering cross section:

σR ≈ σT

[(
ν

νeff

)4

+
648

243

(
ν

νeff

)6

+
1299667

236196

(
ν

νeff

)8

+ ...

]
, (2.1)

where σT is the Thomson cross section and νeff is roughly the frequency of an H

ionizing photon. The initial ν4 term largely dominates, and will be the only Rayleigh

scattering cross section considered in this analysis. This is because ν ≪ νeff for any

millimeter or submillimeter frequency.

We model the total CMB temperature signal as a sum of a primary CMB

component and a frequency-dependent distortion induced by Rayleigh scattering:

T̃ = T + ∆T . Here, T̃ represents the total Rayleigh-distorted temperature signal, T

represents the primary CMB temperature signal without Rayleigh distortion, and

∆T represents the frequency-dependent Rayleigh scattering contribution to the tem-

perature signal. This means that the total CMB temperature power spectrum of a

Rayleigh scattered CMB has the form:
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C T̃ T̃
ℓ = ⟨T̃ T̃ ⟩ = ⟨T T ⟩ + 2⟨T ∆T ⟩ + ⟨∆T ∆T ⟩. (2.2)

A similar form can also be written for the Rayleigh scattering distortion of the E-

mode polarization power spectrum. Using the modified version of CAMB described

in [19] to model Rayleigh scattering power spectra, we calculate the Rayleigh cross-

and auto-spectra expected for the SPT-3G and SPT-3G+ observing bands, shown

in Figure 2.1. The solid black lines indicate the absolute values of the primary CMB

temperature and E-mode polarization power spectra CTT
ℓ and CEE

ℓ respectively. The

solid colored lines indicate the absolute values of the primary-Rayleigh temperature

and polarization cross-spectra CT∆T
ℓ and CE∆E

ℓ respectively. Note the ν4 depen-

dence of the amplitudes of these cross-spectra. Dotted colored lines indicate the

absolute values of the Rayleigh temperature and polarization auto-spectra C∆T∆T
ℓ

and C∆E∆E
ℓ respectively. The auto-spectra have a ν8 dependence, and an amplitude

so much lower than their cross-spectrum counterparts as to be essentially negligible

in comparison. Indeed, in the following section we neglect Rayleigh auto-spectrum

terms throughout our derivation of the total Rayleigh scattering signal-to-noise.

This assumption will turn out to be well-motivated, as the Rayleigh auto-spectrum

amplitude is several orders of magnitude less than the already difficult-to-detect

Rayleigh cross-spectrum.

2.3 Methods

Our method of computing the total Rayleigh signal-to-noise at each multipole con-

sists of two steps. The first is to separate the Rayleigh scattering signal from the

primary CMB signal in the presence of noise and foregrounds. This component sep-

aration results in expected signal and noise power spectra for each primary CMB

auto-spectrum, primary-Rayleigh cross-spectrum, and Rayleigh auto-spectrum. The

second step uses these values to compute the total Rayleigh scattering signal-to-noise

via the Fisher formalism.

27



101 102 103

10 7

10 3

101

|(
+

1)
2

C
|  

 (T
×

T)

101 102 103

10 12

10 7

10 2

|(
+

1)
2

C
|  

   
(E

×
E)

0.0 0.5 1.0
0.25

0.00

0.25

0.50

0.75

1.00

1.25

95 GHz
150 GHz

220 GHz
285 GHz

345 GHz
Primary

Figure 2.1: CAMB predictions of Rayleigh scattering power spectral contributions
for SPT-3G and proposed SPT-3G+ bands. Top: Rayleigh scattering contribu-
tions to the CMB temperature power spectrum. The absolute value of the primary-
primary temperature power spectrum is shown in black, while solid-colored lines rep-
resent the absolute value of the primary-Rayleigh cross-spectrum for each frequency
band. Dotted lines represent the absolute value of the Rayleigh auto-spectrum
for each frequency band. Bottom: Rayleigh scattering contributions to the CMB
E-mode polarization power spectrum. Black, solid-colored, and dotted lines have
meanings analogous to those of the corresponding lines in the top panel.
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2.3.1 Component separation

We employ a constrained linear combination algorithm similar to the one described

in [86] to separate the Rayleigh scattering signal from the primary CMB signal.

Note that though our method follows the algebraic component separation method-

ology outlined in [86], we are not performing an ILC in the sense that we are not

using simulated maps to produce these forecasts. Instead, we use models of indi-

vidual foreground power spectra to directly compute covariance matrices for each

component. We recognize that the assumption of these foreground models when

attempting to extract a Rayleigh detection from an actual set of maps could result

in excess variance from foreground residuals, but we neglect this potential source of

variance in our Fisher-level forecast.

For a set of maps at various frequencies, this method identifies linear combina-

tions of maps with the minimum possible variance, one of which 1) is an unbiased

representation of the Rayleigh scattering signal, and 2) contains formally zero pri-

mary CMB signal, and the other of which is an unbiased representation of primary

CMB with no response to Rayleigh signal. For a set of temperature and E-mode

maps at frequencies ν, X ≡ [Tν , Eν ], the best estimate for orthogonal primary CMB

and Rayleigh maps Ŷ ≡ [T̂ , Ê,∆T̂ ,∆Ê] are given by:

Y = wtX, (2.3)

where

wt = (at(C + N )−1a)−1 at(C + N )−1, (2.4)

a is a 2-by-# of bands matrix representing the frequency dependence of the primary

CMB and Rayleigh signals, and C and N are the band-band signal and noise

covariance matrices. If we choose to work in multipole space, and we assume all

sources of signal and noise are statistically isotropic and Gaussian-distributed, then

we can assume C and N are only functions of ℓ (not m) and are diagonal in ℓ space.

In this case, we can perform the calculation independently at each value of ℓ and
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write C as Cℓ(νi, νj), and similarly with N .

The signal covariance matrix Cℓ(νi, νj) is constructed from the CAMB-modeled

Rayleigh and primary CMB power spectra in the previous section. This means, for

example:

Cℓ
T̃ Ẽ(νi, νj) = CTE

ℓ (νi, νj) + CT∆E
ℓ (νi, νj) + C∆TE

ℓ (νi, νj) + C∆T∆E
ℓ (νi, νj). (2.5)

For the purposes of this analysis, we assume the final auto-spectrum term to be

negligible, meaning that each matrix entry is a sum of a frequency-independent

primary CMB term and two ν4-dependent Rayleigh-primary cross-spectrum terms.

The noise part of the covariance matrix, Nℓ(νi, νj), is constructed using models for

detector noise, atmospheric emission, and galactic/extragalactic foregrounds. These

models are discussed extensively in Section 2.4.

2.3.2 Fisher calculation

We compute the total Rayleigh signal-to-noise using the Fisher formalism. This

method produces a combined signal-to-noise value that takes into account correla-

tions between the various primary-Rayleigh cross-spectra. Using the outputs of the

component-separation procedure in the previous section, Ŷ ≡ [T̂ , Ê,∆T̂ ,∆Ê], we

construct our best estimates of the Rayleigh-primary cross-spectra, for example:

ĈT∆T
ℓ =

1

2ℓ + 1

ℓ∑
m=−ℓ

T̂ℓm∆T̂ℓm (2.6)

=
1

2ℓ + 1

ℓ∑
m=−ℓ

wt
T,ℓXℓXℓw∆T,ℓ,

where wt
T,ℓ and wt

∆T,ℓ are the T and ∆T components of the weights defined in

Equation 2.4. We note that the expectation value of this estimate is equal to

⟨ĈT∆T
ℓ ⟩ = CT∆T

ℓ + NT∆T
ℓ , (2.7)
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where NT∆T
ℓ = wt

T,ℓN
T̃ T̃
ℓ w∆T,ℓ. We also note that the T∆E and ∆TE versions of

this have no noise bias term. We thus adopt as our data vector:

dℓ =
[
ĈT∆T

ℓ −NT∆T
ℓ , ĈT∆E

ℓ , Ĉ∆TE
ℓ , ĈE∆E

ℓ −NE∆E
ℓ

]
. (2.8)

Our model of this data vector dℓ is that it is equal to some constant amplitude A

times the model cross-spectra sℓ calculated by CAMB plus the noise nℓ:

dℓ = Asℓ + nℓ,

sℓ =
[
CT∆T

ℓ , CT∆E
ℓ , C∆TE

ℓ , CE∆E
ℓ

]
.

(2.9)

The total Rayleigh scattering cross-spectrum signal-to-noise is then given by the

signal-to-noise on the parameter A. The Fisher matrix, which in this one-parameter

case is a single value Fℓ, is defined:

Fℓ = −∂2 lnL
∂A2

, (2.10)

where L is the likelihood function:

Lℓ ∝ exp

[
−1

2
[dℓ − Asℓ]

⊺Ξ−1
ℓ [dℓ − Asℓ]

]
. (2.11)

Here Ξℓ is the covariance matrix of the primary-Rayleigh cross-spectra, whose ele-

ments are:

Ξℓ,(AB,CD) =
1

(2ℓ + 1)fsky

[(
CAC

ℓ + NAC
ℓ

) (
CBD

ℓ + NBD
ℓ

)
+
(
CAD

ℓ + NAD
ℓ

) (
CBC

ℓ + NBC
ℓ

)]
,

(2.12)

with A,B,C,D ∈ {T,∆T ,E,∆E}. For example, the Rayleigh temperature cross-

spectrum on-diagonal term Ξℓ,(T∆T ,T∆T ) is:
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(CTT
ℓ + NTT

ℓ )(C∆T∆T
ℓ + N∆T∆T

ℓ ) + (CT∆T
ℓ + NT∆T

ℓ )2

(2ℓ + 1)fsky
. (2.13)

Note that this is equivalent in form to the expression for the temperature cross-

spectrum Fisher noise given in Equation 18 of [86]. Inserting Equations 2.11 and

2.12 into Equation 2.10, the single Fisher matrix element reduces to:

Fℓ = s⊺Ξ−1s (2.14)

The signal-to-noise on A at a given ℓ is then:

S/N(ℓ) =
√

Fℓ =
√
s⊺ℓΞ

−1
ℓ sℓ. (2.15)

We assume noise and foregrounds to be Gaussian and hence uncorrelated between

multipoles, however we note that some foregrounds are likely to be mildly non-

Gaussian. Therefore the signal-to-noise forecasts presented below should be taken

as upper bounds. The cumulative Rayleigh signal-to-noise over all multipoles is the

quadrature sum of the signal-to-noise at each multipole:

S/N =

[∑
ℓ>50

s⊺ℓΞ
−1
ℓ sℓ

]1/2
. (2.16)

In Equation 2.16, we impose a minimum multipole on the sum. Beyond the limi-

tations from atmospheric noise and large-angular-scale galactic foregrounds (which

are accounted for in the Fisher forecast), the minimum multipole accessible by a

ground-based experiment is also limited by the partial sky coverage and potentially

by contamination from terrestrial features picked up by the far sidelobes of the beam.

We choose ℓmin = 50, which is well above the fundamental limit set by the size of the

fsky = 0.03 patch that is the main survey field for SPT-3G and the planned main

survey field for SPT-3G+. The difference in total S/N between ℓmin = 50 and no

minimum is negligible (< 1%). Equation 2.16 with ℓmin = 50 is what we report as

the “total Rayleigh signal” for a given experiment and set of foregrounds.
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2.4 Noise Model

Our noise model includes contributions from instrumental detector noise, atmo-

spheric emission, and galactic and extragalactic foregrounds. Our models for de-

tector noise and atmospheric emission are similar to those presented in [19], [20],

and [84]. Each foreground is modeled as an independent noise component with its

own covariance matrix. The noise input to the component separation algorithm de-

scribed above is the sum of these foreground covariance matrices, the atmospheric

covariance matrix, and the diagonal matrix representing the detector noise. Fore-

grounds are broadly grouped into galactic and extraglactic sources. The following

subsections will describe the functional forms of all noise components considered in

our analysis, while the foreground model parameters are included in the appendix

to this thesis.

2.4.1 Instrument detector noise

For an instrument observing at a set of frequencies νi, with the contribution to

map noise from detectors in each band equal to Ndeti , the detector noise covariance

matrix is just the diagonal matrix:

Ndet(νi, νj) = Ndet
i δij (2.17)

Table A1 gives the estimated full-survey detector noise values (Ndet) for SPT-

3G/SPT-3G+ along with other upcoming CMB experiments.

2.4.2 Atmospheric emission

All ground-based CMB experiments must consider emission from atmospheric water

vapor as a major source of signal contamination. Similarly to [84], we define for each

frequency band and observing site a characteristic ℓknee below which white detector

noise is overtaken by noise from atmospheric water vapor, which we model as a power

law in ℓ with index α. Atmospheric noise in a given frequency band is modeled as:
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N atmos
ℓ (νi) = Ndet

i

(ℓknee(νi)
ℓ

)α
. (2.18)

With this in mind, the covariance matrix for atmospheric noise is:

N atmos
ℓ (νi, νj) = Ndet

i

(ℓknee(νi)
ℓ

)α
δij. (2.19)

Atmospheric noise parameters for SPT along with several upcoming ground-based

CMB experiments are given in Table A1. Note that by this definition, we assume

that the atmospheric noise is totally uncorrelated between bands; we explore the

effect of the opposite assumption (100% correlation between bands) in Section 2.5.2.
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Figure 2.2: Effect of each noise component on cumulative Rayleigh scattering signal-
to-noise for SPT-3G and SPT-3G+ data combined with Planck. Atmosphere and
extragalactic foregrounds strongly limit the achievable signal-to-noise at low ℓ, while
extragalactic foregrounds alone become the dominant limiting factor as ℓ increases.

2.4.3 Galactic sources

Emission from dust grains in our Galaxy is a known contaminant to measurements

of the CMB. The contribution of galactic dust emission to the TT or EE spectra is

modeled by a power law in Dℓ ≡ ℓ(ℓ+1)
2π

Cℓ:

Dℓ(ν) = Adust(ν)
( ℓ

80

)α
. (2.20)
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Figure 2.3: Rayleigh signal-to-noise for the combination of SPT-3G, SPT-3G+, and
Planck broken down by spectrum, Left in the absence of foregrounds and Right in-
cluding all foregrounds and atmosphere. These spectra are correlated, which causes
the total combined Rayleigh signal-to-noise for SPT to be less than the quadrature
sum of the signal-to-noise of the individual spectra. As expected, the total cumu-
lative Rayleigh signal-to-noise is dominated by that of the T∆T cross-spectrum.
The T∆T and E∆T signal-to-noise are severely diminished by the addition of fore-
grounds, most notably extragalactic foregrounds. The T∆E and E∆E signal-to-
noise are less affected, and this slight degradation is mostly due to galactic dust.
The dotted lines in the right panel show the signal-to-noise for each spectrum when
Planck data is excluded. These lines are not included in the left panel because they
are visually indistinguishable from the corresponding solid lines.
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Following [87], we use the publicly available Python Sky Model (pySM) simulations

[88, 89] to estimate Adust and α at 145 GHz for TT and EE. Galactic dust tem-

perature and polarization amplitudes for all experiments considered here are given

in Table A2 in the Appendix to this paper. We assume the TE spectrum for galac-

tic dust to be the geometric mean of the TT and EE factors times a correlation

coefficient of 0.35. We scale this amplitude to other frequency bands using a modi-

fied blackbody approximation, the details of which are discussed in Appendix A.2.

Assuming full correlation of the galactic dust signal between frequency bands, the

noise covariance matrix for galactic dust is:

Ndust
ℓ (νi, νj) =

2π

ℓ(ℓ + 1)

√
Dℓ(νi)Dℓ(νj), (2.21)

where the prefactor converts from Dℓ to Cℓ space.

Galactic synchrotron emission is also generally considered to be an important

contaminant for CMB experiments, particularly at frequencies below the peak of

the CMB blackbody spectrum. We model synchrotron using a power law as in

Equation 2.20, with temperature and polarization amplitudes for each experiment

again given in Table A2. See Appendix A.2 for further discussion of these values

and their scaling to other frequency bands.

2.4.4 Extragalactic sources

Our extragalactic foreground model consists of thermal Sunyaev-Zel’dovich (tSZ)

and cosmic infrared background (CIB) components, as well as extragalactic radio

sources. The tSZ component is modeled as a power law in ℓ:

Dℓ(ν) = AtSZ(ν)

(
ℓ

3000

)α

, (2.22)

where AtSZ = 4µK2 and α = 0 at 150 GHz, as seen in Table A2. The method for

scaling the tSZ amplitude to other frequency bands is described in Appendix A.3.

We neglect any polarized tSZ component.
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Modeling the CIB is a challenging task that has been the subject of many detailed

studies (e.g., [90, 91]). For this work, we are primarily interested in: 1) correctly

reproducing the total power and frequency scaling of the CIB reported in the litera-

ture, including frequency decorrelation; and 2) being able to separate the clustered

and shot-noise components of the CIB. To this end, we have modeled the CIB as

originating from two separate infinitely thin screens at redshifts z = 0.5 and z = 3.5.

At each redshift, there is a clustered component and a shot-noise (“Poisson”) com-

ponent, for a total of four independent components. The Poisson component is flat

in Cℓ, while the ℓ-space shape of the clustered CIB components is assumed to follow

a power law like that in Equation 2.22, but with an index α = −1.2, following, e.g.,

[23]. The amplitudes of the four CIB components are given in Table A2. Scaling of

these amplitudes to other frequency bands is described in Appendix A.3. While this

model is clearly ad hoc and unphysical, it does reproduce key results in the litera-

ture for clustered and Poisson CIB power at 150 and 220 GHz [23] and the degree

of correlation in CIB power between bands from 95 to 1200 GHz [92]. The clustered

and Poisson CIB are considered to be unpolarized. While the clustered component

is unpolarized by construction, the Poisson component has been suggested to be 4%

polarized as an upper bound [93]. We have repeated these forecasts for a case in

which the Poisson CIB component is 4% polarized and found negligible change in

the results of the forecasts.

Extragalactic radio sources are primarily a contaminant at low frequencies. While

their effect on the high-frequency SPT-3G+ bands is negligible, their inclusion is

necessary when forecasting the Rayleigh scattering sensitivity of other planned ex-

periments. We assume the clustering power of radio sources to be negligible and

only forecast the Poisson signal, adopting a value of Aradio = 0.17µK2 at 150 GHz,

as seen in Table A2. This is lower than the measured value in, e.g., [23], because we

assume a flux cut of 1 mJy (roughly the 5σ detection threshold in the SPT-3G 150

GHz band), compared to roughly 6 mJy in that work. When we forecast for other

experiments, we keep this power constant despite the fact that those experiments
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will have slightly different source detection thresholds. We have checked that using

the Simons Observatory 145 GHz detection threshold of roughly 2.7 mJy (which

results in a radio Poisson amplitude of Aradio = 0.51µK2) has no measurable effect

on our results.1 We assume extragalactic radio sources to be 3% polarized following

[95], [93]. The scaling of this model to other frequency bands is again detailed in

Appendix A.3.

Using the above expressions for each Dℓ, the covariance matrix for each extra-

galactic foreground component (assuming 100% correlation between bands) can be

expressed:

N fg
ℓ (νi, νj) =

2π

ℓ(ℓ + 1)

√
Dℓ(νi)Dℓ(νj), (2.23)

where the prefactor again converts from Dℓ to Cℓ space.

2.5 Results and Discussion

Using the component separation and Fisher calculation methods described in Section

2.3, with the noise part of the covariance matrix constructed from the components

described in Section 2.4, the total Rayleigh signal-to-noise at each multipole can be

calculated. We first present these forecasts for SPT, including the current SPT-3G

camera and the planned SPT-3G+ camera. Throughout this section, we assume

that all experiments will perform a joint analysis with Planck data, however we will

quantify the impact of this assumption on our forecasts. For SPT, which observes

approximately 3% of the sky, we include Planck data from the same sky patch.

Quantitatively, this means we add rows and columns to our correlation matrix cor-

responding to Planck’s frequency bands, but maintain fsky = 0.03 throughout the

Fisher calculation. The frequency bands used in this forecast include SPT-3G’s 95,

150, and 220 GHz bands, SPT-3G+’s, 225, 285, and 345 GHz bands and Planck’s

1We note that the dusty source Poisson amplitude is insensitive to source cut threshold down
to below 1 mJy at 150 GHz [e.g., 94], at which point the number of sources masked approaches
the number of independent resolution elements in the map—i.e., the dusty source Poisson power
is dominated by sources at or below the confusion limit for a ∼1-arcmin beam.
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30, 44, 70, 100, 143, 217, 353, 545, and 857 GHz bands. Detector noise values for

the SPT bands are given in Appendix A, while Planck detector noise values come

from Table 4 of [96]. Being a space-based experiment, Planck has no atmospheric

noise component.

Figure 2.2 shows the resulting SPT Rayleigh signal-to-noise for four scenarios:

(1) detector noise only in gray, (2) detector noise plus atmospheric emission in blue,

(3) detector noise plus galactic dust in green, and (4) detector noise plus extragalac-

tic sources in orange. The black line represents the total Rayleigh signal-to-noise

when all noise components are considered together. The curves on this plot represent

the cumulative Rayleigh signal-to-noise up to each multipole ℓ. This is the result of

Equation 6 for a given ℓ, and is equal to the quadrature sum of all individual mul-

tipole signal-to-noise values up to and including ℓ. It is immediately apparent that

extragalactic foregrounds have the most dramatic effect on the Rayleigh scattering

signal-to-noise for SPT. This effect is comparable to the effect of the atmosphere at

low multipoles, but persists through higher multipoles at which atmospheric con-

tamination is of less concern. Figure 2.2 demonstrates that for SPT, the Rayleigh

scattering detection is limited by extragalactic foregrounds more than it is limited

by atmospheric noise or detector noise.

The Rayleigh scattering signal-to-noise is dominated by contribution from the

primary CMB temperature–Rayleigh temperature cross-spectrum T∆T . This is

illustrated by Figure 2.3, which shows the relative signal-to-noise of each of the four

available primary-Rayleigh cross-spectra: T∆T , T∆E,E∆T , and E∆E in relation

to the total combined signal-to-noise. The left panel includes no foregrounds, and the

right panel includes all foregrounds. As one would expect, multiple pairs of spectra

are strongly correlated, meaning that the Rayleigh scattering information contained

within each of these signals is not independent. We see this manifest in the total

combined Rayleigh signal-to-noise (black line in Figure 2.3) being lower than the

quadrature sum of the signal-to-noise values of the individual cross-spectra in Figure

2.3. These four cross-spectra respond differently to the presence of foregrounds.
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(a) Detector noise only
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(b) Detector noise and atmosphere

Figure 2.4: ]
Comparison of the forecasted Rayleigh signal-to-noise for upcoming CMB experi-
ments. Left: Achievable signal-to-noise with detector noise as the only component in
the noise model. Right: Signal-to-noise achievable with both detector noise and at-
mospheric components included in the noise model. All experiments are assumed to
be combined with Planck data. Dotted lines represent the Rayleigh signal-to-noise
achievable for each experiment without Planck data. The addition of the atmosphere
severely impacts wide experiments, and the majority of their Rayleigh detections
come from Planck. The addition of atmosphere also removes low-ℓ signal-to-noise
from deep experiments, but Planck data only constitutes a small portion of their
Rayleigh detections.
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(a) Detector noise and galactic foregrounds
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(b) Detector noise and extragalactic fore-
grounds

Figure 2.5: Comparison of the total forecasted Rayleigh signal-to-noise for upcom-
ing CMB experiments with galactic (Left) and extragalactic (Right) foregrounds
included in addition to detector noise. Again all experiments are assumed to be
combined with Planck data, and dotted lines represent the achievable Rayleigh
signal-to-noise for each experiment without Planck data. The left panel illustrates
the ability of Planck data to remove the galactic dust component from CMB maps.
CMB-S4-Wide, with its large field, benefits the most from this effect. The right
panel reveals that extragalactic foregrounds severely decrease the Rayleigh detec-
tion significance of all ground-based experiments, even when Planck data is included.
For deep experiments, this loss is more significant than that caused by the atmo-
sphere.
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Figure 2.6: Total forecasted Rayleigh scattering signal-to-noise for upcoming
ground-based experiments. As above, dotted lines represent the signal-to-noise for
each experiment if Planck data is not included. The inclusion of Planck data ma-
jorly benefits wide experiments, which are able to utilize a larger portion of Planck’s
sky coverage. Without Planck, deep experiments expect slightly more significant
Rayleigh scattering detections.

Largely unpolarized extragalactic foregounds are the limiting noise component for

⟨T∆T ⟩ and ⟨E∆T ⟩, which degrade severely between the left and right panels of

Figure 2.3. The remaining spectra, ⟨T∆E⟩ and ⟨E∆E⟩, are only midly affected,

mostly by the 10% polarized galactic dust component.

2.5.1 Forecasts for other upcoming experiments

Figure 2.4 shows the Rayleigh signal-to-noise forecasted for SPT-3G+ (black) along

with Simons Observatory [79] (blue), CCAT-prime [74, 80] (pink), and the CMB-S4

[81] wide field survey (green) and deep field survey (orange) in the presence of only

detector and atmospheric noise. Detector noise and atmospheric parameters used for

each of these experiments are given in Table A1, while galactic foreground estimates

are shown in Table A2. All cumulative signal-to-noise values reported in this section

for each experiment with and without including Planck data are recorded in Table

2.1.

Solid colored lines in Figure 2.4 indicate the total Rayleigh signal-to-noise achiev-

able for each experiment when combined with Planck data. In this analysis, each
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Experiment (fsky)
Detectors Det. + Atmos. Det. + Gal. Det. + Exgal. All

w/ Planck Alone w/ Planck Alone w/ Planck Alone w/ Planck Alone w/ Planck Alone

SPT (3%) 21.2 21.1 6.3 5.9 15.1 2.4 2.7 2.1 1.6 1.2

Simons Obs. (40%) 14.1 12.0 7.5 0.9 13.3 1.0 4.4 2.6 2.8 0.5

CCAT-prime (44%) 12.7 10.0 7.3 0.3 11.9 3.2 4.7 3.3 2.7 0.2

CMB-S4 Deep (3%) 40.0 39.9 11.9 11.7 18.3 3.2 4.2 3.7 2.0 1.4

CMB-S4 Wide (65%) 35.9 34.6 10.1 2.8 32.3 3.2 8.4 4.5 3.7 1.2

Planck (65%) - 8.7 - 8.7 - 8.1 - 3.7 - 3.2

Table 2.1: Total forecasted Rayleigh scattering signal-to-noise for upcoming ground-
based CMB experiments combined with Planck data. This table summarizes the
results displayed in Figures 2.4, 2.5, and 2.6. Column labels indicate which noise
components are included in the model to produce the forecasts in a given column.
For each set of noise components, subcolumns indicate the forecasted Rayleigh scat-
tering signal-to-noise with and without the addition of Planck data. The bottom
row shows forecasts for Planck data only, assuming 65% sky coverage.

ground-based experiment is combined with the Planck data that overlaps each ex-

periment’s observing area on the sky. Thus, wide experiments are able to utilize a

larger portion of the available Planck information than are deep experiments. The

dotted lines in Figure 2.4 indicate the Rayleigh signal-to-noise achievable by each ex-

periment without including Planck data. The left panel of Figure 2.4 shows Rayleigh

forecasts in the absence of any foregrounds or atmosphere. In this limit, all experi-

ments show significant improvements over Planck in Rayleigh sensitivity. The right

panel of Figure 2.4 shows the effect of adding the atmospheric noise component

described in the previous section. The atmospheric noise decreases the detection

significance of the wide survey experiments more significantly, such that the result-

ing Rayleigh detection of a wide experiment comes mostly from the Planck data

with which it is combined. Deep experiments lose significant low-ell signal-to-noise,

but the majority of the Rayleigh scattering detection for each deep experiment still

comes from the experiment itself (not Planck).

The left panel of Figure 2.5 shows the Rayleigh forecasts for upcoming ground-

based experiments in the presence of detector noise and galactic foregrounds only.

Galactic foregrounds do not affect the achievable Rayleigh signal-to-noise of ground-

based experiments as much as the atmospheric contamination. With galactic dust

and synchrotron emission as the only foregrounds, all upcoming ground-based CMB
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experiments perform relatively similarly when combined with Planck, with the ex-

ception of CMB-S4-Wide, which performs significantly better. Without Planck, the

Rayleigh detection significance of all ground-based experiments falls to a similar

3-4-σ level, highlighting the ability of Planck data to remove galactic dust contam-

ination during component separation. CMB-S4-Wide, with the largest observing

field among the experiments considered here, benefits the most from combination

with Planck data. The right panel of Figure 2.5 shows the Rayleigh forecasts in the

presence of detector noise and extragalactic foregrounds (tSZ, CIB, and extragalac-

tic radio sources) only. This panel illustrates the significant impact of extragalactic

foregrounds on Rayleigh scattering detections, even when Planck data is utilized.

For wide experiments combined with Planck, the loss in detection significance due

to extragalactic foregrounds alone is approximately equal to the loss due to atmo-

sphere. For deep experiments combined with Planck, this loss is significantly more

severe than atmospheric loss. Comparing to the left panel, it is clear that Planck

is not nearly as successful at removing extragalactic foregrounds during component

separation as it is at removing galactic foregrounds.

Including all of the above noise components in our model, we produced total

forecasts for Rayleigh scattering signal-to-noise for upcoming experiments in the

presence of atmospheric, galactic, and extragalactic foregrounds. These total fore-

casts are presented in Figure 2.6. All forecasted signal-to-noise values are shown in

Table 2.1. These forecasts indicate that, in combination with Planck data, all up-

coming ground-based CMB experiments can expect a Rayleigh scattering detection

with a signal-to-noise of roughly 1-4. For wide experiments, the majority of this

detection comes from Planck data, as indicated by the dotted lines. Though deep

experiments can expect slightly lower signal-to-noise than wide experiments, their

Rayleigh scattering detections come mostly from the experiments themselves. With-

out Planck, the highest-significance Rayleigh scattering detections of 1.5-2 come

from deep experiments. It is also relevant to note that this model predicts that a

roughly 3-σ Rayleigh scattering detection is potentially present in the Planck dataset
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(a) Detector noise and atmosphere only (no
Planck)
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(b) All foregrounds combined with Planck

Figure 2.7: Rayleigh forecasts when the atmosphere is taken to be totally correlated
between bands. Left: Forecasts including only detectors and correlated atmosphere.
In this plot, experiments are not combined with Planck so that the effect of correlated
atmosphere may be clearly seen. Solid lines correspond with the dotted lines in the
right panel of Figure 2.4, and dotted lines represent the same forecasts with a fully
correlated atmosphere. Right: Forecasts including Planck data, all foregrounds and
a fully correlated atmosphere. Solid lines here correspond to the solid lines in Figure
2.6, and dotted lines represent the same forecasts with a fully correlated atmosphere.

corresponding to the CMB-S4-Wide observing patch, which encompasses 65% of the

sky. This is backed up by the forecasted signal-to-noise values for Planck alone with

fsky = 0.65, which are shown in the last row of Table 2.1. Of the components present

in our extragalactic foregrounds model, we found the CIB to be the largest limiter

of total achievable Rayleigh signal-to-noise.

2.5.2 Atmospheric correlation

As noted in Section 2.4.2, in our fiducial forecasting pipeline we assume low-ℓ noise

from the atmosphere to be uncorrelated between frequency bands. Depending on

the specific experiment configuration, and in the limit that the low-ℓ noise from

the atmosphere comes entirely from clouds of water vapor that are optically thin

at all observing frequencies, this contribution could in principle be nearly 100%

correlated between detectors and frequency bands. One promising path towards

mitigating atmospheric contamination recalls early CMB/tSZ experiments such as
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SuZIE [97], in which the atmosphere is at least partially mitigated by forming linear

combinations of channels that are least sensitive to atmosphere—i.e., treating the

atmosphere in the same way we treat correlated foregrounds in this work [98]. We

produce an alternate set of forecasts in which the atmospheric contribution is 100%

correlated between bands. The most straightforward way to achieve this would be

to modify Equation 2.19 to read

N atmos
ℓ (νi, νj) =

√
Ndet

i Ndet
j ×

(ℓknee(νi)
ℓ

)αi/2(ℓknee(νj)
ℓ

)αj/2

. (2.24)

The problem with this formulation is that the values of ℓknee (in temperature) for

the various upcoming experiments were estimated assuming that the atmospheric

noise will integrate down at least partially as the number of detectors is increased.

If atmospheric noise is instead 100% correlated across all detectors and bands, its

power spectrum in a given band will be independent of detector number. To create

a self-consistent atmospheric noise covariance matrix for the fully correlated case,

we must scale the amplitude back up by the amount it was assumed to scale down

in the uncorrelated case.

The values of ℓknee for the future South Pole experiments SPT-3G+ and CMB-

S4 Deep are taken directly from measurements in SPT-3G; as such, they implicitly

assume that the atmospheric noise will integrate down with the number of detectors.

The values of ℓknee for the future Chile experiments SO, CCAT-prime, and CMB-S4

Wide are calculated using the SO Noise Calculator (as described in [79]), which starts

with noise power spectra measured with ACTPol and assumes that independent

camera sub-modules or optics tubes will see independent atmosphere—i.e., that

the atmospheric noise will scale from ACTPol to a future instrument by the inverse

number of optics tubes. There is also a factor-of-2 reduction assumed from the larger

focal planes of the future instruments. Our self-consistent model for atmospheric

noise covariance in the fully correlated case thus looks like

N atmos
ℓ (νi, νj) =

√
fiNdet

i fjNdet
j ×

(ℓknee(νi)
ℓ

)αi/2(ℓknee(νj)
ℓ

)αj/2

, (2.25)
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where fi is a scaling factor that is equal to ndet
i /ndet, SPT-3G

i (where ndet
i is the number

of detectors in band i) for the future experiments at the South Pole and 2 × ntube
i

(where ntube
i is the number of optics tubes in band i) for the future experiments

in Chile. Finally, we note that because SPT-3G and SPT-3G+ will not observe

simultaneously, we zero the atmospheric noise correlations between the SPT-3G and

SPT-3G+ bands in the SPT covariance matrix. The dotted lines in Figure 2.7 show

the effects of the fully correlated atmosphere model relative to the fully uncorrelated

model used above. These represent two extremes of atmosphere correlation, meaning

that with Planck data and all foregrounds included, the true Rayleigh scattering

signal-to-noise should lie somewhere between the solid and dotted lines in the right-

hand panel of Figure 2.7.

2.6 Conclusions

A ground-based Rayleigh scattering detection is challenging in that it requires an ex-

periment to have high sensitivity at frequencies beyond the peak of the CMB black-

body spectrum as well as the ability to mitigate both atmospheric and astrophysical

foreground contamination. With many upcoming CMB ground-based experiments

proposing low-noise, high-frequency cameras, a first detection of Rayleigh scattering

is moving closer into reach. Our Rayleigh scattering forecasting pipeline, based on

the constrained linear combination method described in [86], indicates that, though

upcoming experiments will be severely limited by atmospheric emission and extra-

galactic foregrounds, a first Rayleigh scattering detection may still be possible in

the upcoming decade if experiments combine their data with Planck and place high

priority on understanding and removing both atmospheric contamination and that

from extragalactic foregrounds. Extragalactic foregrounds, particularly the CIB,

strongly limit the achievable significance of a Rayleigh scattering detection. This

effect is approximately equal to that of the atmosphere for wide experiments, and

exceeds the effect of the atmosphere for deep experiments. Thus it is vital for future

ground-based Rayleigh scattering detections that attention be paid to understanding
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and mitigating extragalactic foreground contamination.

When all noise components are included in our model, significant Rayleigh scat-

tering detections are only achievable if ground-based experiments combine their data

with the Planck data that overlaps their observation patch. This is particularly true

for wide experiments, for whom the majority of the Rayleigh scattering detection

comes from the Planck data overlapping their large observation fields. Table 2.1 sum-

marizes the forecasted Rayleigh signal-to-noises for each experiment combined with

Planck, where quantities in parentheses indicate how much of each detection comes

from Planck data. Without the addition of Planck data, we have found that upcom-

ing experiments can expect a Rayleigh scattering detection signficance of around 1-σ.

This is in agreement with the Rayleigh forecasts presented for CCAT-prime alone

in [74], and in fact, our Rayleigh signal-to-noise forecast for CCAT-prime without

Planck with all foregrounds included (S/N ≈ 0.3) matches that presented in [74].

Our forecasts for Simons Observatory, CCAT-prime, and CMB-S4-Wide without

Planck and with only atmosphere included also roughly match those presented in

[84]. For deep experiments, though the forecasted Rayleigh detection significance

when including Planck data is lower than that of wide experiments, the majority of

the signal-to-noise in these deep experiment detections comes from the deep exper-

iments themselves (Figure 2.6). We find that Planck data alone, with fsky = 0.65,

may already contain a roughly 3-σ Rayleigh scattering detection, as shown in the

last row of Table 2.1. A higher Rayleigh detection may also be achievable by com-

bining deep ground-based experiments with all available Planck data, rather than

just the Planck data that overlaps these experiments’ fsky = 0.03 observing patches.

Further progress on atmospheric and CIB removal, beyond that considered here,

will likely be necessary for current and planned ground-based experiments to signif-

icantly increase the Rayleigh scattering detection significance beyond what should

be achievable from Planck data alone.
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Chapter 3

Probing cosmic star-formation

history with CMB temperature

and lensing maps

The previous chapter showed that the cosmic infrared background (CIB) is the

main foreground inhibiting a significant detection of the Rayleigh scattering signal

by SPT-3G+. A better understanding of the CIB would enable its subtraction from

SPT-3G data, leading to higher-significance detections of the Rayleigh scattering

signal and other small-amplitude secondary anistropies. This chapter makes an at-

tempt to characterize the CIB using data from SPT-3G. This attempt is documented

below, and may be partially reproduced in a future publication.

3.1 Introduction

Experiments such as Planck [99], the Atacama Cosmology Telescope (ACT) [100]

and the South Pole Telescope (SPT) [30, 69] observe the sky at millimeter wave-

lengths with the primary goal of mapping the anisotropies of the cosmic microwave

background (CMB). However, in addition to the CMB, many astrophysical signals

appear in maps of the millimeter sky. At frequencies greater than 220 GHz, small

scale features in the maps primarily come from infrared emission from star forming
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galaxies. Emission from the brightest galaxies appear as point sources in maps, and

their astrophysical properties as well as clustering statistics have been studied by

other targeted sub-mm surveys such as SCUBA-2 and ALMA [101, 102]. Galaxies on

the faint end of the spectrum collectively make up the cosmic infrared background

(CIB), a diffuse infrared emission that traces out the large-scale structure of the

universe. The CIB is sourced by star-formation in dense molecular clouds. Young,

recently-formed stars emit ultraviolet radiation, which is absorbed by surrounding

dust. The dust re-emits this energy as infrared radiation. The redshifted infrared

spectrum is observed at microwave frequencies as the CIB. Hence a galaxy’s CIB

emission is related to its star-formation rate, and thus the CIB provides a unique

window into the history of galaxy formation [21]. Since the CIB is emitted by in-

dividual galaxies which follow the distribution of large-scale structure, observation

of the CIB also probes structure formation at higher redshifts beyond the reach of

optical galaxy surveys. Studies using cross-correlation with galaxies have found that

the CIB emission peaks at z ∼ 2, but extends from the early universe to the present

day [103].

Attempts have been made to fit models to the CIB autospectrum, but these

models have generally not produced good fits to the data. It is unknown whether

this is due to inherent model problems or from some other source of contamination in

the CIB autospectra biasing the fits. This motivates us to look at cross-correlations

with other tracers of the large-scale structure, which results in measurements that are

more robust against systematic effects. CMB lensing is well-suited for this purpose,

as it peaks at z ∼ 2 (approximately midway between the last scattering surface and

today) and overlaps well with the redshift distribution of the CIB. The CMB lensing

signal is sourced by the gravitational deflection of CMB photons by the large-scale

structure of the universe between recombination and today. Information about this

large-scale structure is imprinted on the CMB as distortions to its temperature and

polarization.

Though often considered a nuisance foreground for CMB analyses, the CIB’s
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correlation with large-scale structure and its direct relation with the cosmic star

formation rate makes it an interesting subject from an astrophysical standpoint.

Characterization of the CIB also benefits CMB science, as the CIB is a major con-

taminant in reconstructed Compton-y maps [104, 105, 106] especially at small an-

gular scales. These biases get picked up in both auto-spectrum analysis and in

cross-correlation studies with large-scale structure [107, 108]. The CIB is also a po-

tential source of biases in temperature-based lensing reconstruction [109, 110, 111].

A better understanding of the CIB allows for better deprojection of the CIB from

maps of interest, and leads to a cleaner analysis and extraction of astrophysical or

cosmological information from these maps. The auto-correlation of CIB and the

cross-correlation between CIB and CMB lensing have been forecasted and measured

in various studies using data from Planck [112, 113, 114, 115, 116, 117], Herschel

[118], ACT [119, 120], and SPT [121]. Other studies have also measurements of

higher-order statistics beyond two-point correlations [122]. The measurement pre-

sented in this paper uses both CIB and CMB lensing data products derived from

two years of SPT-3G data. In particular, we cross-correlate the SPT-3G 220 GHz

temperature map with a CMB lensing map reconstructed using the combined 90,

150 and 220 GHz data.

The intent of this work is to extract astrophysical information from the cross-

correlation between CIB and CMB lensing at ground-based observation frequen-

cies. Though the CIB is significantly brighter at higher observation frequencies (the

Planck 353, 545, and 857 GHz bands for example), than it is in the the SPT 220 GHz

band, the 220 GHz measurement probes a different set of higher-redshift galaxies

near the peak of cosmic star-formation. Figure 3.1 shows the simulated mean inten-

sity of the CIB as a function of redshift, constructed from the Agora simulations

described in [111]. To understand the evolution of CIB parameters and of star-

formation throughout cosmic time, it is desirable to combine bright lower-redshift

CIB observations such as the Planck high-frequency bands with deep observations

at lower frequencies such as the SPT-3G 220 GHz band. Though the 220 GHz band
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Figure 3.1: Simulated mean contribution to the CIB intensity as a function of
redshift constructed from Agora simulations [111]. Vertical dashed lines indicate
redshift corresponding to the peak mean intensity for each frequency. The SPT 220
GHz CIB emission peaks at a higher redshift but significantly lower intensity than
does the Planck-band emission.

will individually lack the constraining power of higher frequency CIB measurements,

its combination with higher-frequency observations will help to constrain the aspects

of the CIB model that evolve with redshift.

This chapter is structured as follows. In Section 3.2 we describe the CIB model,

adapted from [22]. This model allows us to directly relate the CIB to cosmic star-

formation rate density, and thus to reconstruct cosmic star-formation rate density

curves from CIB power spectral measurements. In Section 3.3 we describe the data

used in this analysis, including the SPT-3G 2019-2020 data (both the 220 GHz

temperature map and the CMB lensing map) as well as the Planck data. In Section

3.4 we show the angular power spectrum of the cross-correlation between SPT-3G

220 GHz and CMB lensing maps, and in 3.5 we present our constraints on the CIB

model parameters. In Section 3.6, we present a forecast using a simulated data

vector that matches the specifications of the upcoming SPT-3G+ experiment, and

forecast the CIB model constraints expected from this future experiment. Finally
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we conclude in Section 3.7.

3.2 Models

3.2.1 CIB model

One of the most commonly adopted models for the CIB is the Shang (2012) model

[123], which assumes a relationship between the host halo mass (Mh) and the galaxy

luminosity function. Due to the large number of parameters of this model, it is

relatively flexible, and can be fitted to a wide range of observations. The main

drawback of the model is that it is an empirical model that does not assume any

underlying astrophysical processes. This makes it difficult to relate the parameters

of this model to astrophysical observables. As we seek to extract astrophysical

information from the CMB, we use the Maniyar (2021) CIB model [22]. This model

describes a halo’s star formation efficiency, as the ratio between its star formation

rate (SFR) and its baryon accretion rate (BAR). The star formation efficiency is

parameterized as a maximum efficiency, ηmax, times a log-normal distribution of halo

masses centered around the most efficient star-forming halo mass Meff with standard

deviation σMh
:

SFRc

BAR
(Mh, z) = η = ηmax exp

[
−(log10Mh − log10Meff)2

2σ2
Mh

(z)

]
(3.1)

In the original model of [22], the standard deviation is parametrized as:

σMh
(z) = σMh,0

− τ × max(0, zc − z). (3.2)

However, this has the potential of producing negative variance depending on the

value of σMh,0
and τ , motivating us to make slight modification and reparametrize

it as:

σMh
(z) = σMh,0

(
1 − e

−( z
zp

)λ
)
, (3.3)
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where σMh,0 is the standard deviation of the halo mass distribution at redshift zero.

In Equation 3.3, zp is the ‘pivot’ redshift around which star formation rolls off, and

λ controls the slope of this roll-off. We vary both zp and λ in this analysis. The

baryon accretion rate BAR is defined as :

BAR(Mh, z) = ⟨M(Mh, z)⟩ × Ωb(z)/Ωmz

= 46.1M⊙yr−1

(
Mh

1012M⊙

)
× (1 + 1.11z)

√
Ωm(1 + z)3 + ΩΛ, (3.4)

where Ωm, Ωb, and ΩΛ are the cosmological matter density, baryon density, and

dark energy density parameters respectively. For subhalos, star formation density

is taken as the minimum of two methods of calculation:

SFRs = min

(
η(msub, z) × BAR(msub, z), SFRc(Mh, z) × msub

Mh

)
(3.5)

The reasoning for this is explained in [22]; taking the minimum of the two methods

mitigates unphysical values resulting from cases in which either peak-efficiency halos

contain very low-mass subhalos, or in which very massive halos contain subhalos near

the peak-efficiency mass. The total emission from all halos (including central and

satellite galaxies) within a given mass range are combined to compute the angular

power spectrum of the CIB. The resulting CIB power spectrum is the sum of a one-

halo and two-halo term. We also include a constant term representing the shot-noise

component of the CIB.

CCIB
ℓ = C1h

ℓ + C2h
ℓ + Cshot

ℓ (3.6)

The one-halo term accounts for the structure within a halo of mass Mh, while the

two-halo term accounts for the clustering between two halos of masses Mh and M ′
h:
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C1h
ℓ,ν,ν′ =

∫
dχ

dz

(
a

χ

)2 ∫ [
djν,c

d logMh

djν′,s
d logMh

u(k,Mh, z)

+
djν′,c

d logMh

djν,s
d logMh

u(k,Mh, z)

+
djν,s

d logMh

djν′,s
d logMh

u2(k,Mh, z)

(
dn

d logMh

)−1

d logMh

]
dz, (3.7)

C2h
ℓ,ν,ν′ =

∫
dχ

dz

(
a

χ

)2 ∫ ∫ [
djν,c

d logMh

+
djν,s

d logMh

u(k,Mh, z)

]
×
[

djν′,c
d logM ′

h

+
djν′,s

d logM ′
h

u(k,M ′
h, z)

]
× b(Mh, z)b(M ′

h, z)

× Plin(k, z)d logMhd logM ′
hdz. (3.8)

In the above equations, u(k,Mh, z) is the Fourier transform of the halo’s assumed

NFW density profile. The halo mass function, dn
d logMh

is taken from [124]. The

halo bias b(Mh, z) is from [125]. Plin(k, z) is the linear matter power spectrum, and

the djν,c
d logMh

and djν,s
d logMh

terms are the differential emissivities for central halos and

subhalos respectively. These are defined as:

djν,c
d logMh

(Mh, z) =
dn

d logMh

× χ2(1 + z) × SFRc

K
× Seff

ν (z) (3.9)

djν,s
d logMh

(Mh, z) =
dns

d logMh

× χ2(1 + z)

×
∫ (

dn

d logmsub

(msub|Mh) × SFRs

K
× Seff

ν (z)

)
d logmsub (3.10)

Here dn
d logmsub

(msub|Mh) is the subhalo mass function, taken from [125], K = 10−10M⊙L
−1
⊙ yr−1

is the Kennicutt constant, and Seff
ν (z) is the redshift-dependent SED of the CIB at

frequency ν. One advantage of using this model is that, for a given profile, the cosmic

star formation rate density can be easily computed from the model parameters:
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ρSFR(z) = ρSFR,c + ρSFR,s

=

∫ (
dn

d logMh

)
× SFRc(Mh) × d logMh

+

∫ (
dn

d logMh

)(∫ (
dn

d logmsub

)
× SFRs × d logmsub

)
d logMh. (3.11)

3.2.2 SED model

In [22], the spectral energy distribution (SED) of the CIB at each redshift is fixed,

assuming those derived in [126]. To allow for flexibility in the SED model and to

enable marginalization over the SED parameters, we used a modified blackbody

model for the SED, with a dust temperature Td that varies as a function of redshift:

Td = T0(1 + z)α, (3.12)

where T0 is the dust temperature at redshift z = 0, and α describes the redshift

evolution of the dust temperature 1. The dust temperature Td is set as the modified

blackbody temperature. The full SED at a given frequency ν is:

Sν ∝


νβBν(Td), if ν < ν0

νγ, if ν ≥ ν0

 , (3.13)

where Bν(Td) is the blackbody spectrum at frequency ν and temperature Td, and β

and γ are the spectral indices above and below the pivot frequency ν0. The functions

are connected smoothly at ν0, at which d lnSν/d ln ν = −γ as in [127] and [123].

In this analysis, we fix γ = −2.0, and vary the SED parameters T0, α, and β, in

addition to the model parameters described above. We confirmed the SED produced

by this model for a given frequency and redshift roughly match with the result of

1We have verified that using our best-fit parameters, the dust temperature does not fall below
the CMB temperature at the redshifts involved in this work
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the [126] model mentioned above.

3.2.3 Lensing and CIB × lensing models

The CMB lensing model used in this analysis is the same as that used [126] and

[22], and is described in detail in [116] and [117]. It is very briefly summarized here.

The angular power spectrum of the lensing convergence κ is given by:

Cκκ
ℓ =

∫
dχ

χ2
W κ(χ)2Plin

(
k =

ℓ

χ
, z

)
, (3.14)

where χ is the radial comoving distance, Plin(k, z) is the linear matter power spec-

trum, and W κ is the lensing convergence kernel:

W κ(χ) =
3

2

(
H0

c

)2
Ωm

a
χ

(
1 − χ

χCMB

)
. (3.15)

Here, H0 is the Hubble constant, Ωm is again the matter density parameter, a is the

scale factor, c is the speed of light, and χcmb is the comoving distance to the CMB.

The cross-spectrum between the CIB at a given frequency ν and the CMB lensing

convergence is given by:

Cνκ
ℓ =

∫
dχ

χ2
a(χ)j̄ν(k, z)W κ(χ)Plin(k, z). (3.16)

The j̄ν(k, z) term is the bias-weighted CIB emissivity:

j̄ν(k, z) =

∫
b(Mh, z)

(
djν,c

d logMh

+
djν,s

d logMh

u(k,Mh, z)

)
d logMh. (3.17)

We do not vary any parameters in the lensing model or any cosmological parameters

in this work. Only the CIB model parameters are varied in this analysis.
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Frequency [GHz] Nwhite [µK-arcmin]

90 5.5

150 4.5

220 16.5

Table 3.1: South Pole Telescope temperature map depths for the 2019-2020 observ-
ing season, from [128].

3.3 Data

3.3.1 SPT-3G 220 GHz data

The SPT-3G camera is the third-generation SPT camera, which observes at 90, 150,

and 220 GHz. Bandpasses for SPT-3G are shown in Figure 3.3 (solid lines). The

main SPT-3G survey covers approximately 1500 square degrees, extending from

−50◦ to +50◦ in right ascension, and −42◦ to −70◦ in declination. This field is

divided into four sub-fields which are observed separately over the course of an ob-

serving season. Each sub-field map is calibrated separately and co-added to produce

the full field map. The procedure in which these maps are created is documented

in detail in [128]. This 2019-2020 dataset has three times lower noise than the pre-

vious SPT-3G data set from the 2018 season, leading to deeper maps for all three

observation frequencies [128]. The 2019-2020 SPT-3G temperature map depths are

summarized in Table 3.1.

In this work, the 220 GHz temperature map is used as a CIB map, since the

anisotropies in the 220 GHz map are primarily sourced by the CIB with very lit-

tle contribution from other astrophysical sources. On the other hand, 90 and 150

GHz maps have significant contributions from radio galaxies as well as the thermal

Sunyaev Zel’dovich effect and therefore require more components to model. We

treat the 220 GHz temperature power spectrum as the sum of CIB and CMB power

spectra. When an estimate of the CIB autospectrum is necessary, such as when

constructing a covariance matrix, we subtract a simulated CMB temperature power

spectrum from the power spectrum of the SPT-3G 220 GHz temperature map. The
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Figure 3.2: Comparison of the 220 GHz simulated CIB power spectrum amplitude
to the simulated CMB amplitude and simulated 220 GHz noise of the SPT-3G
2019/2020 dataset. The CIB dominates at small angular scales due to the amplitude
of the CIB shot-noise.

simulated CMB power spectrum is computed using the CAMB2 software using a

fixed cosmology based the Planck 2018 combined TT , TE, EE, and 2018 low E

results [129], and is show as a gray dashed line in Figure 3.4.

3.3.2 SPT-3G CMB lensing data

The lensing map used in this analysis is constructed using 90, 150, and 220 GHz

data from the same 2019-2020 observation season [128]. The 90, 150, and 220 GHz

data are linearly combined in harmonic space to form minimum variance maps of

the CMB temperature T and polarization modes E and B. Inverse-variance filtering

is then applied to the maps, and pairs of T , E, and B maps are used to reconstruct

the CMB lensing map using the quadratic estimator approach from [13]:

2https://camb.info/
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Figure 3.3: South Pole Telescope current and future bandpasses. These are mea-
sured array-averages for the current SPT-3G camera (solid, filled) and simulated
bandpasses for the future SPT-3G+ camera (dashed). This analysis uses the SPT-
3G 220 GHz data (solid green). Forecasts for SPT-3G+ use the dotted lines as
fiducial bandpasses when computing filtered CIB SEDs and color corrections.

ϕ̄LM =
(−1)M

2

∑
ℓ1m1ℓ2m2


ℓ1 ℓ2 L

−m1 −m2 M

×

W ϕ
ℓ1ℓ2L

X ivf
ℓ1m1

Y ivf
ℓ2m2

, (3.18)

where W ϕ is the lensing weight function and X ivf , Y ivf are inverse variance weighted

maps of T , Q, and U . The estimate filtered map is debiased by subtracting off the

simulated mean-field term ϕ̄MF
LM ≡ ⟨ϕ̄sim

LM⟩, and normalized by the response function

R to take into account the filtering that is applied prior to the quadratic estimator.

Finally the map is converted from lensing potential ϕ into the convergence κ ≡ 1
2
∇⃗2ϕ

by applying factors of multipole number in harmonic space:

κ =
1

2

1

R
ℓ(ℓ + 1)(ϕ̄− ϕ̄MF) (3.19)

60



The resulting convergence map is referred to as the SPT-3G lensing map in this work.

Note that this is a minimum-variance lensing map, and thus contains a temperature

portion. Future consistency checks will be performed against SPT polarization-only

and profile-hardened lensing maps, to ensure that no bispectrum-type bias from

galactic dust contamination is present in the cross-spectrum between the CIB and

this lensing map.

3.3.3 Planck data

The Planck 353, 545, and 857 GHz CIB maps used in this analysis come from

[25]. This dataset includes multiple masking options to avoid strong galactic dust

contamination, which mask areas of the sky above varying HI column densities. For

this analysis, we used the mask whose column density threshold is NHI = 2.5 ×

1020cm−2, following the analysis in [25]. We cross-correlated these masked maps

with the Planck minimum variance lensing map described in [130]. The resulting

binned spectra are described below and are shown in Figure 3.4.

3.3.4 Independent ρSFR observations

In addition to data from SPT and Planck, we use a set of observed cosmic star-

formation rate densities (ρSFR). This dataset is fit jointly with the SPT and Planck

data, and is assumed to be independent of both Planck and SPT. The ρSFR observa-

tions used for joint fitting are those compiled by [131]. These include observations

from: [132, 133, 134, 135, 136, 137, 138, 139, 140, 141, 142, 143, 144, 145, 146,

147, 148, 149, 150, 151, 152, 153]. The binned combined star-formation rate density

measurements from these works are plotted in black points with error bars in Figure

3.7.
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Figure 3.4: Binned bandpowers for SPT-3G and Planck CIB × κ spectra with the
best-fit model overplotted in maroon. The χ2 for the best-fit model is χ2 = 57.5
for 80 total bins (the four spectra shown here plus the ρSFR data), equating to a
reduced χ2/bin = 0.81. Spectra are computed and fit in units of mK for SPT-3G
data and in MJy/sr for Planck data.

3.4 Measurements and Analysis

3.4.1 Spectra and binning

Figure 3.4 shows the measured cross-correlation between CIB and CMB-lensing

spectra for SPT-3G and the Planck Lenz maps. The black points on each panel

represent the binned spectra used as the data vector in this analysis. Each spectrum

was binned into sixteen bins spaced logarithmically from ℓ = 500 − 3500. The

error bars on these points are the square-root of the diagonal of the covariance

matrix, which is assembled as described below. The observed cosmic star-formation

rate density data is binned into sixteen logarithmically-spaced bins from redshift

z = 0.25− 8. These bins and their uncertainties are shown in black points in Figure

3.7.
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3.4.2 Covariance

Excluding independent star-formation rate observations, the covariance matrices Σ

in this analysis are built using the Gaussian approximation:

Σab,cd
ℓ,ℓ′ =

δℓ,ℓ′

(2ℓ + 1)∆ℓfsky

[
Cac

ℓ Cbd
ℓ + Cad

ℓ Cbc
ℓ

]
, (3.20)

where the letters a, b, c, and d are the spectrum labels, ∆ℓ denotes the bin width,

fsky is the effective fractional sky area of the combined spectra. This approximation

produces a block-diagonal Σ. When combining the SPT-3G and Planck datasets,

Equation 3.20 is used to populate the off-diagonal SPT-3G × Planck blocks. Note

that this requires computing the cross-correlations between all SPT-3G and Planck

maps, and in this case fsky becomes:

f eff
sky =

min
(
fabsky , fcdsky

)
max

(
fabsky , fcdsky

) . (3.21)

When combining SPT-3G or Planck data with ρSFR data described in Section

3.3.4, the ρSFR dataset is treated as completely independent from both SPT-3G

and Planck. We recognize that this is not strictly true, as the CIB is sourced by

emission from star-forming regions, so there should be some correlation between

the ρSFR measurements and the CIB power spectrum. However, we do not expect

any correlation between the noise on the CIB × κ and ρSFR measurements. For

this reason, we chose to set the ρSFR ×(CIB × κ) blocks of the joint covariance

matrix to zero, and to acknowledge that the results of these joint fits are a best-

case scenario for the constraints achievable from combining this datasets. For the

SPT-3G 220 GHz × κ spectrum, Equation (3.20) requires the 220 GHz CIB auto-

spectrum. Following [25], we compute this auto-spectrum by subtracting a simulated

CMB power spectrum from the 220 GHz temperature auto-spectrum as described

in Section 3.3.1.
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3.4.3 Implementation

We used the pyCCL [154] software to compute model CIB × κ cross-spectra, in which

both the lensing model and the [22] CIB model described above was implemented

in the pyCCL framework, following the similar implementation of the [123] CIB

model. We further modified this code to allow for our alternate expression for σMh
(z)

(Equation 3.3) and our variable SED model (Equation 3.13). The raw SEDs given

by Sν(z) in Equation (3.13) were convolved with the SPT-3G 220 GHz bandpass

transmission function, shown in solid green in Figure 3.3, to produce the filtered

SEDs at each redshift that were fed into the pyCCL framework. An example of a

simulated 220 GHz CIB spectrum is shown in blue in Figure 3.4. To compare the

pyCCL CIB × κ spectrum to the measured spectrum, it is necessary to apply a color

correction C and unit conversion U , which we compute following [155]:

U(KCMB to MJy/sr) =

∫
dν τ(ν)b′ν∫

dν τ(ν)(νc/ν)
× 1020

[
MJy/sr

KCMB

]
(3.22)

C =

∫
(Iν/Iνc)τ(ν)dν

(νc/ν)τ(ν)dν
(3.23)

These quantities are instrument-specific since they require the knowledge of the band

passes τ(ν), and are therefore computed for SPT-3G and SPT-3G+ separately. For

Planck frequencies, these values are taken from Appendix A of [156]. Table 3.2 gives

all color corrections to unit conversion ratios used in this analysis.

The model was fit to the data through the Markov-Chain Monte Carlo (MCMC)

process, for which we used the Cobaya [157, 158] software. This process samples a

parameter space over a given set of priors to locate the regions of parameter space

that minimize a predefined likelihood function L. The likelihood function for a given

point p in parameter space is:

L(p) = (d−m(p))⊤Σ−1(d−m(p)), (3.24)

where Σ is the covariance matrix computed using Equation (3.20), d is the data
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Instrument ν (GHz) Color correction/Unit conversion (µK/Jy)

SPT-3G 220 2.045 × 10−3

SPT-3G+ 220 2.146 × 10−3

285 2.410 × 10−3

345 3.191 × 10−3

Planck 353 3.820 × 10−3

545 1.841 × 10−2

857 4.348 × 10−1

Table 3.2: Color correction and unit-conversion values used in this analysis. SPT
values were computed from Equation 3.22 and Planck values were taken from [156].

vector constructed by binning the CIB × κ spectra as described in Section 3.4.1 and

m(p) is the equivalent model vector computed by binning the simulated CIB × κ

spectra generated by the pyCCL for the set of parameters corresponding to p.

For the ρSFR fits, the likelihood model is the same as Equation (3.20), except

that d is the ρSFR measurements described in Section 3.3.4, shown in gray in Figure

3.7, and binned as described in Section 3.4.1. Similarly m(p) for the ρSFR case is

the binned model star-formation rate density curve computed using Equation (3.11)

at the parameter space point p. Note that Equation (3.11) does not depend on the

SED of the CIB, meaning that a fit to only ρSFR measurements does not constrain

the parameters T0, α, or β. The covariance matrix Σ for the ρSFR case is simply

a diagonal matrix whose values are the squared binned error bars shown in Figure

3.7.

We used uniform initial priors for all parameters in this analysis. The extents of

these priors are given in Table 3.3 and can also be seen in Figures 3.5, 3.6, and 3.9.

In the initial stages of this work, we used the cosmopower package to construct

emulators for m due to the long computation time of m and the correspondingly

long timescale to run the MCMC chains to convergence. However, the error of these

emulators was higher than desired, so the final chains shown here were run without

emulation. In the future, it may become necessary to either improve emulator
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Parameter Fiducial Range Description

log10(Meff) 12.6 (11.0, 14.0)
Halo mass with the most
efficient star formation.

ηmax 0.37 (0.05, 1.0) Maximum star formation efficiency

σM 2.21 (0.05, 3.0)
Width of halo mass distribution

at redshift 0

λ 3.98 (0.05, 5.0)
Slope variation in redshift

of star-formation cutoff

zp 0.84 (0.05, 2.50)
Pivot redshift

of star-formation cutoff

T0 26.3 (18.0, 36.0)
Baseline dust temperature

assumed in the modified blackbody SED

α 0.23 (0.05, 1.0)
Spectral index of dust temperature

evolution with redshift

β 1.62 (1.0, 2.5)
Spectral index of dust SED

modified blackbody

Table 3.3: Model parameters used in this analysis and their descriptions. Fiducial
values are the best-fit points of the fits to the combined SPT-3G, Planck, and ρSFR
datasets. Ranges are the uniform priors placed on these values.

accuracy or to explore alternative samplers to decrease the convergence times of

these chains.

3.5 Results

3.5.1 Model parameter likelihoods

Figure 3.5 shows the posteriors resulting from the fits to SPT-3G 220 GHz × κ

spectrum (blue), the combination of all three Planck 353, 545, 857 GHz × κ spec-

tra (orange), and the combined fit to both of these datasets (red). The SPT-3G

and Planck datasets agree well for log10 (Meff), though the other parameters are

very loosely constrained or unconstrained by SPT-3G alone. The cross-correlation

between Planck CIB and lensing has greater constraining power, though it fails to

constrain the λ and zp parameters. This discrepancy in constraining power implies

that the model lacks sensitivity to small angular scales. However, when combined

with the Planck dataset, the SPT-3G 220 GHz measurement marginally improves
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Data χ2 χ2/bin

SPT-3G 11.0 0.69

Planck 34.7 0.72

SPT-3G + Planck 51.9 0.81

ρSFR-only 3.52 0.22

SPT-3G + Planck + ρSFR 57.5 0.72

Table 3.4: Values of χ2 and reduced χ2/bin for the best-fit points for each chain run
in this analysis.

constraints on log10(Meff), σM and β, as seen in the one-dimensional plots.

In our model, the least constrained parameters are λ and zp as shown in Figure

3.5. As shown in Equation 3.3, these parameterize the redshift evolution of the width

of the mass distribution of star-forming halos. To improve the constraints on these

parameters, we combine the SPT-3G and Planck datasets with the independent star-

formation rate density measurements described in Section 3.3.4. Figure 3.6 shows the

results of the joint fits with the ρSFR data for SPT-3G, Planck, and their combination.

The yellow contours in Figure 3.6 are from the ρSFR data alone. Note again that,

since Equation 3.11 does not consider the SED of the CIB, the SED parameters

T0, α, and β are unconstrained by the ρSFR data. It is immediately apparent that

the ρSFR data improves our constraints on λ and zp relative to SPT-3G or Planck

alone. The purple contours in Figure 3.6 are identical to the purple contours for

the SPT-3G + Planck fit in Figure 3.5, and are shown here for comparison. The

red contours show the results of the combined fit to all three of the SPT-3G, Planck

and ρSFR datasets. The markers on Figure 3.5 represent the best-fit points for the

combined fit. The values of these markers are summarized in Table 3.3, and are

taken to be our fiducial parameter values for the SPT-3G+ forecasts below.

3.5.2 Cosmic star formation rate density evolution

The cosmic star-formation rate density can be reconstructed from the model pa-

rameters following Equation 3.11. Figure 3.7 shows the reconstructed star-formation
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Figure 3.5: Posterior distributions for CIB model parameters using the SPT-3G 220
GHz × κ data are shown in filled green, and in dashed lines on the one-dimensional
plots. Aside from log10(Meff), the SPT-3G 220 GHz data is unable to tightly con-
strain any model parameter. The Planck [25] 353, 545, and 857 GHz ×κ poste-
riors are shown in filled orange, and in dotted lines on the one-dimensional plots.
This combination has higher constraining power, as is expected due to its multiple
frequency bands.The posteriors resulting from combining the two experiments are
plotted in open purple contours.Though the SPT-3G data improves upon the Planck
constraints for σM and β, neither dataset nor their combination fully constrains the
model.
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Figure 3.6: Posterior distributions for CIB model parameters incorporating indepen-
dent ρSFR observations.The posteriors from the combined SPT-3G and Planck data,
identical to those in Figure 3.5, are shown here in filled purple, and in dashed lines
on the one-dimensional plots.The posteriors resulting from the ρSFR data alone are
shown in solid yellow, and in dotted lines on the one-dimensional plots. The ρSFR-
only constraints are significantly tighter than those from the SPT-3G and Planck
datasets, though the ρSFR data cannot place constraints on the CIB SED model
parameters T0, α, and β. The posteriors resulting from combining the SPT-3G,
Planck, and ρSFR datasets are plotted in open maroon contours. The combined
datasets improve constraints on the CIB SED model parameters.
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rate density as a function of redshift for the best-fit model parameter values for each

dataset and for their combination. The black points with error bars are the binned

independent ρSFR measurements described in Section 3.3.4 and used to produce the

yellow ρSFR-only posteriors shown in Figure 3.6. The gray shaded region in Figure

3.7 is the star-formation rate density as a function of redshift reconstructed by sam-

pling the posteriors of the ρSFR-only chain using Equation 3.11. The sampling was

done by choosing 1000 random points from the posterior for which χ2/ν < 1.3 The

green SPT-3G region and the orange Planck region represent independent measure-

ments of the cosmic star-formation rate density over time taken at slightly different

redshifts, as indicated in Figure 3.1. These were similarly generated by sampling

from the green SPT-3G+ and orange Planck posteriors shown in Figure 3.5. Fi-

nally, the maroon shaded region corresponds to the combined SPT-3G, Planck, and

ρSFR constraint on cosmic star-formation rate density, and the solid maroon line

represents the best-fit model to the combined data.

Though both the SPT-3G and Planck curves approximately follow the black ρSFR

data points, these experiments separately have very little constraining power com-

pared to the ρSFR observational data. The combination of these three measurements

at different redshifts results in the maroon curve in Figure 3.7. The best-fit param-

eters used to generate the maroon line were obtained by minimizing the likelihood

given in Equation 3.24 over the maroon combined posteriors in Figure 3.6. It is

evident that the combined constraints offer very little improvement upon the gray

ρSFR-only result.

Figure 3.8 shows histograms of the reconstructed ρSFR values at four different

redshifts computed at a thousand independent points in parameter space sampled

from within the gray and maroon shaded regions in Figure 3.7. At each of the

sampled points, Equation 3.11 was evaluated to produce an ρSFR versus redshift

curve. Each ρSFR curve was then binned into linearly spaced bins from z = 0.25 to

z = 8, each spanning ∆z = 0.25 in redshift. The averages of these bins were then

3This criterion was chosen since selecting parameter values that lie within 1-σ is ill-defined when
the parameters are highly degenerate.
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Figure 3.7: Constraints on cosmic star-formation rate density as a function of red-
shift for each dataset and their combination. For each dataset, 1000 random points
were sampled from its posterior, and Equation 3.11 was used to compute ρSFR(z).
The green SPT-3G and orange Planck regions correspond to the green and orange
posteriors in Figure 3.5, while the grey and maroon regions correspond to the yel-
low ρSFR and maroon posteriors in Figure 3.6. The SPT-3G and Planck measure-
ments offer little to no improvement upon the ρSFR-only measurement of cosmic
star-formation rate density over time.

binned into the histograms shown in Figure 3.8 and fit with Gaussian probability

density functions shown as dashed lines. The combination of SPT-3G, Planck, and

the ρSFR measurements (maroon) produces a slightly different distribution at each

redshift than is produced by the ρSFR measurements (gray) alone. The means of the

maroon distributions are shifted up by 1% at redshift z = 1, and down at redshifts

z = 2, 3, 4 by 6% , 5%, and 0.3% respectively from the ρSFR-only means. The maroon

distributions are narrower by 7%, 6%, and 2% at redshifts z = 1, 3, 4 respectively

and are wider by 1% at redshift z = 2 than the gray distributions. The overall

takeaway is that while the addition of SPT-3G and Planck data does improve upon

CIB model constraints, it does not improve upon ρSFR constraints when compared

to the ρSFR-only measurements.
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Figure 3.8: Histograms of ρSFR values at redshifts z = 1−4. These histograms were
produced by sampling the posteriors in Figure 3.6 and selecting for points at which
the reduced χ2 < 1, then using Equation 3.11 to compute the ρSFR as a function of
redshift curve for each sampled point. The curves were binned into redshift bins of
width ∆z = 0.25, and the bin values were histogramed at each of the redshifts shown
above. Grey histograms correspond to the ρSFR data alone, while red histograms
correspond to the combination of SPT-3G, Planck, and ρSFR data. Each histogram
is normalized so that it integrates to 1, and is fit with a Gaussian probability density
function with mean µ and standard deviation σ. There is negligible difference in the
widths of the distributions at each redshift.
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3.6 Forecasts for SPT-3G+

As the SPT-3G survey nears completion, an upgrade to the SPT receiver is in the

works: the next-generation camera, called SPT-3G+, will observe at 220, 285, and

345 GHz. The SPT-3G+ dataset will serve as a high-frequency, high-sensitivity

complement to the SPT-3G dataset. As this analysis would be enhanced by the

SPT-3G+ data, we forecast the expected CIB model constrains achievable from the

SPT-3G+ survey. In this forecast, we take the best-fit values of the joint SPT-3G,

Planck, and SFRD posteriors from Table 3.3 as the fiducial CIB model parameters.

We use the model described above to generate simulated CIB × CMB lensing spectra

at 220, 285, and 345 GHz. These spectra are binned using the binning scheme

described in Section 3.4.1 to produce a simulated data vector.

3.6.1 SPT-3G+ covariance

The covariance for our SPT-3G+ forecasts also uses the Gaussian approximation

given in Equation 3.20. To utilize Equation 3.20 it is necessary to model the cross-

spectra between SPT-3G+ frequency bands C3G+
ℓ (νi, νj). Our model for this in-

cludes for each frequency band the expected instrumental noise as well as the pre-

dicted atmospheric noise and the CMB itself. Instrumental and atmospheric noise

are assumed to be uncorrelated between frequency bands. Our model for the SPT-

3G+ spectra is:

C3G+
ℓ (νi, νj) = CCIB

ℓ (νi, νj) + CCMB
ℓ + Nℓ(νi)δij, (3.25)

where CCIB
ℓ (νi, νj) is the sum of the one-and-two-halo CIB models and the CIB shot

noise Cshot
ℓ . The shot noise values used for this forecast are included in Table 3.5.

Here Nℓ(ν) is the combination of the instrumental detector and atmospheric noise,

modeled as in [67], using the values from Table 3.5 for detector and atmospheric

noise parameters:
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ν (GHz) 220 285 345

Cshot
ℓ (mK)2 6.0 × 10−5 1.0 × 10−3 1.7 × 10−2

ℓknee 2100 2100 2600

α 3.9 3.9 3.9

Table 3.5: Table of values used in the SPT-3G+ noise model to produce the sim-
ulated SPT-3G+ covariance matrix. Shot-noise values were estimated for 220 and
345 GHz by averaging the high-ℓ regions of the SPT-3G 220 GHz TT spectrum and
Planck 353 GHz CIB spectrum [25] respectively. The 285 GHz value is the geometric
mean of the 220 and 345 GHz estimates.

Nℓ(ν) = Nwhite(ν)

(
1 +

(
ℓknee(ν)

ℓ

)α(ν)
)
. (3.26)

Equation 3.20 also requires a predicted lensing autospectrum. We used the SPT-3G

lensing autospectrum here as a conservative estimate.

3.6.2 SPT-3G+ Results

Figure 3.9 shows the results of the SPT-3G+ forecasts described above. The magenta

contours show the expected posteriors from the combination of all three SPT-3G+

observation frequencies, and are overplotted with the SPT-3G 220 GHz contours

from Figure 3.5 above. As expected, the SPT-3G+ forecasts show a definite im-

provement upon the constraints, or lack thereof, from SPT-3G. However, as is con-

sistent with the findings for the SPT-3G and Planck data, SPT-3G+ is unlikely to

constrain most of the parameters in this model.

3.7 Conclusions

We have computed the cross-spectra between the SPT-3G 2019-2020 220 GHz tem-

perature map and the SPT-3G 2019-2020 CMB lensing map, and we have fit this

cross-spectrum with a modified version of the CIB model from [22]. We find that the

SPT-3G cross-spectrum alone has very little constraining power alone on this model.

This is expected, as a single band is unable to constrain the SED. We performed
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Figure 3.9: Forecasts for the constraints on this model achievable by SPT-3G+. The
forecasted posteriors for SPT-3G+ are shown in magenta, atop the green SPT-3G
posteriors from Figure 3.5. Like SPT-3G and Planck, SPT-3G+ fails to constrain
most of the parameters in this model.
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the same fits for the combination of all three Planck high-frequency (353, 545, and

857 GHz) bands and found that they had more constraining power. The Planck

constraints were improved when fit jointly with the SPT-3G 220 GHz data. How-

ever, even when combined, the Planck and SPT-3G datasets did not constrain the

full model. We then added independent observations of the cosmic star-formation

rate density at various redshifts to our dataset. The combination of SPT-3G 220

GHz data, Planck high-frequency data, and the ρSFR observations was able to con-

strain the model, though, with the exception of log10(Meff), the vast majority of

the constraining power came from the ρSFR data for all non-SED parameters. Us-

ing Equation 3.11, we reconstructed the cosmic star-formation rate density as a

function of redshift for the best-fit model parameters for the combined data. The

resulting curve deviated slightly from that obtained by fitting only the ρSFR ob-

servational data. The final portion of this work forecasted the constraints on this

model expected from the upcoming SPT-3G+ experiment. Using the best-fit pa-

rameters to the combined SPT-3G, Planck, and ρSFR dataset as fiducial parameters,

we simulated the SPT-3G+ covariance matrix using the expected instrumental and

atmospheric noise. We found that SPT-3G+ was unlikely to constrain this model in

any meaningful way, which is consistent with the lack of constraining power present

for this model in either the SPT-3G or Planck datasets.

One conclusion to draw from this analysis is that this model contains too many

degeneracies to be constrained by CIB power spectra alone. Indeed, in [22], the

parameters λ, zp, T0, α, and β were all effectively fixed. The addition of the ρSFR data

in this work served the same purpose of essentially providing all of the constraining

power for the first five parameters in the model, allowing the SPT-3G and Planck

data to constrain the remaining three. Further analysis is underway to determine

reasonable, physically motivated ways to constrain some of the parameters in this

model in order to extract some value from the SPT-3G and Planck data.

Early in this project, we also attempted fits to the CIB autospectra, but found

that this model was not a good fit to the CIB autospectrum. We were unable to lo-
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cate a point in parameter space which fit the data with reduced χ2 < 1. It is unclear

whether the CIB autospectrum measurements were biased in some way, or whether

this model simply does not fit CIB autospectra. As CMB instruments become more

sensitive, it is clear that additional development is required to capture the com-

plexity of CIB emission in a model that is constrainable by existing data. Future

analyses, especially with more complex models, will require increased computation

speed, increased computation resources, or more accurate emulation methods.
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Chapter 4

Design & Fabrication of MKIDs

for SPT-3G+

Chapters 4 and 5 concern the design, fabrication, and testing of Microwave Kinetic

Inductance Detectors, or MKIDs, for SPT-3G+. As described in Chapter 1, the

SPT-3G+ focal plane will contain 34,104 monochroic MKIDs, observing at 220,

285, and 345 GHz. The sensitivity requirements presented in Chapter 1 needed to

achieve the science targets for SPT-3G+ impose strict requirements on the detector

design. An attempt to meet these requirements is made here, but much more work

remains to reliably fabricate high-quality deployment-grade arrays. At the time of

this thesis, the vast majority of detector development for SPT-3G+ has been for the

220 GHz detectors, and only a few prototype devices exist for the higher frequencies.

4.1 MKID-related theory

A microwave kinetic inductance detector is a superconducting resonant circuit whose

resonant frequency changes via the kinetic inductance effect depending on the amount

of power absorbed by its inductive element. The following section will explain that

sentence.

78



4.1.1 Superconductivity and kinetic inductance

Consider a piece of aluminum. At the atomic scale, the solid aluminum is made up

of a lattice of atomic nuclei through whose valence electrons are shared among the

entire lattice. The ability of the electrons to travel through the lattice is what makes

a material electrically conductive. At all temperatures above 0◦K, the nuclei in the

lattice vibrate, and the amplitude of these vibrations increases with temperature.

At room temperature, for all known materials, electrons collide repeatedly with

the vibrating nuclei as they travel through the lattice. This “impedance” to the

flow of electrons is what causes normal electrical resistance [159]. If the aluminum

is cooled down, the lattice vibration amplitude decreases, allowing smaller-scale

effects to become relevant. As an electron moves through the lattice, the positively

charged lattice deforms slightly toward the electron, creating a positive overdensity.

Elsewhere in the lattice, another electron of opposite spin becomes attracted to that

positive overdensity and alters its path toward it. The movement of the second

electron creates another positive overdensity, which attracts the original electron,

and the movement of the two electrons becomes correlated. The phonon-mediated

correlation between two electrons is known as a Cooper pair, and the temperature

at which the first Cooper pair forms is called the material’s transition temperature

Tc [159]. For bulk aluminum, Tc ≈ 1.2◦K.

Below Tc, there exist two electron populations: the Cooper-paired electrons and

the unpaired electrons, or “quasiparticles.” Cooper pairs are bosons with spin zero,

and as such can condense into a ground state with lower energy than their unpaired

fermion counterparts. The two populations are separated by an energy band gap

[159]:

∆ = 1.76kBTc. (4.1)

Breaking a Cooper pair requires energy larger than 2∆. If the material is cold enough

that the lattice vibrations cannot impart this energy, then collisions are unable to

scatter electrons out of their Cooper pairs, and the Cooper pair condensate moves

without resistance throught the material. This is called superconductivity.
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Figure 4.1: Circuit diagram of an RLC circuit coupled to a transmission line.

When a superconducting aluminum wire at a temperature T ≪ Tc is biased with

an alternating current, its Cooper pair condensate moves back and forth through

the wire. The moving Cooper pairs have mass, and hence kinetic energy. When

the current alternates and the Cooper pairs turn around, the kinetic energy behaves

as an inductance in the wire. This behavior is called the kinetic inductance effect.

Power absorbed by the wire breaks Cooper pairs, which changes the mass of the

condensate and hence the kinetic inductance of the wire. Thus the wire is essentially

a variable inductor whose inductance depends on the power it absorbs. Coupling

the inductor to a capacitor creates a resonator whose resonant frequency depends

on the amount of power absorbed by the inductor. The resulting device is called a

kinetic inductance detector, and when operated at microwave frequencies, is called

a microwave kinetic inductance detector, or MKID.

4.1.2 Superconducting resonators

The MKID circuit is usually represented as the parallel combination of a resis-

tor, inductor and capacitor, known as an RLC resonator, in series with a coupling

capacitor. This circuit is shown in Figure 4.1. In this configuration, Z0 is the char-

acteristic impedance of the feedline, R is an equivalent resistance inversely related
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to the quasiparticle density, L is the resonator inductance, C is the resonator ca-

pacitance, and Cc is the coupling capacitance. The expression ω0 = 1/
√
LC is often

described as the MKID resonant frequency, but that is an idealized scenario. The

true resonant frequency ωr is the value of ω at which the input impedance Zin of the

series combination of the RLC resonator and the coupling capacitor is zero [160]:

Zin =

[
1

R
+

1

jωL
+ jωC

]−1

− j

ωCc

≈ R

1 + 2jQix0

− j

ωCc

= 0, (4.2)

where x0(ω) = (ω − ω0)/ω parameterizes the fractional shift of the resonant fre-

quency from that of the idealized LC circuit. The parameter Qi = ω0L/R is called

the internal quality factor, and will be discussed shortly. The equation Zin = 0 is a

quadratic in x0:

4Q2
i

ωrCc

x2
0 + 2QiRx0 +

1

ωrCc

= 0. (4.3)

In the approximation R ≫ 2
ωrCc

, which is true at low temperatures, the two solutions

are:

x0 = −ωrCcR

2Qi

= − ωrCc

2ω0C
=⇒ ωr =

ω0

1 + Cc

2C

(4.4)

x0 = 0 =⇒ ωr = ω0 (4.5)

The first solution corresponds to most situations, and indicates that in the presence

of the coupling capacitor, the expression for the fractional frequency shift from

resonance changes from the idealized x0 to the more realistic xr = x0 − ωrCc

2ω0C
. The

second solution corresponds to situations where the coupling capacitance is so small

as to be nearly insignificant, such that to zeroth order it essentially doesn’t exist.

We want to measure the power transmitted from port 1 in Figure 4.1 to port 2

as a function of frequency. The expression for this is [161]:
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S21(ω) =
2

1 + Z0

Zin

. (4.6)

To put this in terms of the true resonant frequency ωr, substitute xr into Equation

4.2. Under the assumptions Qi ≫ 1, which is true for all practical purposes, and

Qix
2
r ≪ 1, which is true for frequencies close to ωr, Equation 4.2 can be approxi-

mated [160]:

Zin(ω) ≈ 2Qi

Qc

1

1 + 2Qixr

, (4.7)

Qc =
2Cr

ωrZ0Cc

. (4.8)

Here, Qc is the coupling quality factor, which is derived properly in [160], and dis-

cussed further below. Combining Equations 4.6 and 4.7 produces the final expression

for the power transmitted through the feedline in Figure 4.1:

S21 =
Qr/Qi + 2Qrxr

1 + 2Qrxr

= 1 − Qr

Qc

(
1

1 + 2jQrxr

)
, (4.9)

where Qr is the resonator quality factor, related to the other quality factors by

Q−1
r = Q−1

i + Q−1
c . For the second equality, be aware that Qc has an imaginary

component. The quality factors Qi, Qc, and Qr parameterize the way that energy

is dissipated in the system of the resonator and coupling capacitor. The internal

quality factor Qi is the ratio of the energy stored in the resonator to the energy

dissipated by the resonator per cycle due to loss. The coupling quality factor Qc

is the ratio of the energy stored in the resonator to the energy dissipated per cycle

through the coupling capacitor to the readout feedline. The resonator quality factor

Qr is the overall ratio of the energy stored in the resonator to the energy dissipated

from the resonator per cycle, which is the classic definition of a quality factor, and

which relates to the resonance full-width at half-maximum ∆f by Qr = fr/∆f . How

do the quality factors affect the resonance shape? When Qi ≫ Qc, then Qr ≈ Qc
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and |S21| becomes a Lorentzian dip whose depth depends on Qc. Conversely, when

Qi ≪ Qc, then Qr ≈ Qi, and |S21| ≈ 1, so the transmission just looks flat. As

discussed further in this chapter, the relationship between Qi and Qc can be tuned

to acomplish design goals.

4.1.3 Kinetic inductance detectors

In the previous section, we determined the resonant frequency ωr of the device

consisting of the RLC circuit and coupling capacitor. We are interested in using

this device to detect changes in the kinetic inductance of the inductor. Let’s look

at how the resonant frequency responds to a change in inductance.

ωr =
ω0

1 + Cc

2C

= (LC)−1/2

(
1 +

Cc

2C

)−1

(4.10)

The total resonator inductance L is sourced by multiple effects. We are interested

in just changes in the kinetic inductance Lk, and we assume that all other sources of

inductance are static, meaning δL = δLk, and define the kinetic inductance fraction

αk = Lk/L. Using this in the above equation relates the fractional frequency shift

to the change in kinetic inductance:

xr =
δωr

ωr

= −1

2

δL

L
= −αk

2

δLk

Lk

. (4.11)

Relating kinetic inductance to quasiparticle density

We now want to understand how changes in Lk relate to the population of quasi-

particles in a thin film. For a film whose thickness d is much smaller than the

wavelength we are working at, the surface impedance is approximately [162]:

Zs =
1

(σ1 − jσ2)d
. (4.12)

Here σ1 and σ2 are the real and imaginary parts of the bulk conductivity σ =

σ1 + jσ2. For a superconductor, σ1 ≪ σ2 at temperatures far below Tc. Equating
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the imaginary term in the above equation to that of the surface impedance of a

superconductor Zs = Rs + jωLs, we find that for a superconducting thin film:

Ls =
1

ωσ2d
=⇒ δLs

Ls

= −δσ2

σ2

= − 1

σ2

dσ2

dnqp

δnqp (4.13)

Jiansong Gao related the change in the real and imaginary parts of the conductivity

to the change in quasiparticle density in his thesis [162]. Importantly, he showed

that these expressions are roughly equivalent regardless of whether the quasiparticles

are generated via thermal or optical means:

σ1

σn

=
4∆

ℏω
sinh(ξ)K0(ξ) (4.14)

σ2

σn

=
π∆

ℏω
(
1 − 2e−ξI0(ξ)

)
(4.15)

dσ1

dnqp

=
σn

N0ℏω

√
2∆

πkBT
sinh(ξ)K0(ξ) (4.16)

dσ2

dnqp

= − πσn

2N0ℏω

(
1 +

√
2∆

πkBT
e−ξI0(ξ)

)
. (4.17)

Here, σn is the material’s normal conductivity I0 and K0 are the zeroth-order

modified Bessel functions of the first and second kind, kB is the Boltzmann con-

stant, and ξ = ℏω/2kBT . N0 is the density of superconducting states, which is

N0 ≈ 1.73 × 1010µm−3eV−1 for aluminum. We now have the relationship between

fractional frequency shift and kinetic inductance from Equation 4.11 and the rela-

tionship between a thin film surface inductance and its quasiparticle density from

Equation 4.13. Putting those together and utilizing Equations 4.14-4.17 gives the

response of the fractional frequency shift xr and the internal quality factor Qi to a

change δnqp in quasiparticle density:

xr = −αk

2

δLk

Lk

=
αk

2σ2

dσ2

dnqp

δnqp ≈ − αk

4∆N0

(
1 +

√
2∆

πkBT
e−ξI0(ξ)

)
δnqp (4.18)
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For the final equality, recall that T ≪ Tc so that the coefficent of the second term in

4.17 is much greater than that of the second term in 4.15. In the dissipative direction,

we can derive a similar expression for Q−1
i by writing it in terms of conductivities

and differentiating:

Q−1
i =

R

ωL
=

Rsαk

ωLk

≈ αkσ1

σ2

(4.19)

δQ−1
i ≈ αk

σ2

dσ1

dnqp

δnqp =
αk

π∆N0

√
2∆

πkBT
sinh(ξ)K0(ξ)δnqp (4.20)

4.1.4 Response to optical loading

We have now established what happens to the device’s resonant frequency and qual-

ity factor as the quasiparticle population changes. To understand the resonator re-

sponse to changes in thermal and optical power, we now only need to know how

these changes affect the quasiparticle population. The total population is made up

of quasiparticles generated both thermally and optically, and the total quasiparticle

density can be expressed nqp =
√

n2
th + n2

opt. As derived in [162, 160], the thermal

quasiparticle density as a function of termperature T is given by:

nth ≈ 2N0

√
2πkBT∆ exp

(
− ∆

kBT

)
. (4.21)

And the optical quasiparticle density as a function of optical power Popt is given by:

n2
opt =

τ0N0(kBTc)
3

∆3VL

ηePopt =⇒ δnopt

δPopt

=
ηeN0τ0(kBTc)

3

4∆3VL

P
−1/2
opt ≈ ηeτqp

∆VL

, (4.22)

where ηe = (2∆/hν)⌊hν/2∆⌋ is the pair-breaking efficiency of an optical photon with

frequency ν, and VL is the inductor volume. The parameter τqp is the quasiparticle

lifetime, which is the characteristic time that a quasiparticle remains free before
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recombining into a Cooper pair [160]:

τqp =
τ0N0(kBTc)

3

2∆2nqp

≈

√
τ0N0(kBTc)3

4ηe∆

(
Popt

VL

)−1/2

. (4.23)

In most on-sky situations, it makes sense to assume that the quasiparticle density is

dominated by optically-generated quasiparticles, or in other words to assume that

nopt ≫ nth. This assumption was used to approximate nqp ≈ nopt for the final step

in both Equations 4.22 and 4.23. In the optically dominated case, we can multiply

Equation 4.18 by the derivative in Equation 4.22 to get the resonator responsivity

Rx in the frequency-shift direction:

Rx =
δxr

δnqp

δnqp

δPopt

=
αkηeτqp

4N0∆2VL

(
1 +

√
2∆

πkBT
e−ξI0(ξ)

)

=
αk

4∆VL

√
ηeτ0(kBTc)3

4N0∆3

(
Popt

VL

)−1/2
(

1 +

√
2∆

πkBT
e−ξI0(ξ)

)
, (4.24)

where for the final step Equation 4.23 is substituted in for τqp. And similarly the

responsivity in the dissipative direction is:

RQ−1
i

=
δQ−1

i

δnqp

δnqp

δPopt

=
αk

π∆VL

√
ηeτ0(kBTc)3

4N0∆3

(
Popt

VL

)−1/2
(√

2∆

πkBT
sinh(ξ)K0(ξ)

)
,

(4.25)

whose prefactor only differs from that of Rx by a factor of 4/π.

NEP

The power spectral density of quasiparticle fluctuations in the photon-dominated

case can be written in terms of the quasiparticle lifetime and the power spectral

density Sph of the rate of absorption of incident photons per material volume. These
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expressions are derived by [162, 70]:

Snn = |δnqp|2 =
τ 2qp

1 + (2πfsτqp)2
Sph (4.26)

Sph = 2

(
ηe

∆VL

)2

ηoptPopthν(1 + ηoptn̄ph) (4.27)

where n̄ph = [ehν/kBT − 1]−1 is the mean photon occupation number and ηopt is the

detector optical efficiency. Note here that Snn is the power spectral density of a

number density, while Sph is the power spectral density of a photon absorption rate

per volume. Sph is expressed as a single-sided spectrum, and therefore includes a

leading factor of 2. We seek to compute the NEP in terms of fractional frequency

shift, so we further convert from the power spectral density of the quasiparticle

fluctuations to the power spectral density of the associated fluctuations in fractional

frequency shift:

Sxx = (
δxr

δnqp

)2Snn. (4.28)

Combining this with the responsivity from Equation 4.24, we can calculate the NEP

in terms of fractional frequency shift in the photon-noise-dominated regime:

NEP2
xx = SxxR

−2
x =

(
δxr

δnqp

)2

Snn

(
δxr

δnqp

δnqp

δPopt

)−2

=
2ηoptPopthνopt(1 + ηoptn̄ph)

1 + (2πfsτqp)2
,

(4.29)

where Equation 4.22 is used for the final equality.

4.2 SPT-3G+ pixel design

This section describes the current SPT-3G+ pixel design as of the writing of this

thesis. Figure 4.2, shows an image of a 220 GHz SPT-3G+ pixel, which consists

of two MKIDs. The circular waveguide aperture is indicated by a yellow dashed

circle. The inductor for each MKID is an aluminum meander, which is shown in
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Figure 4.2: SPT-3G+ pixel design consisting of two MKIDs. The circular waveg-
uide aperture is indicated by a yellow dashed line. The two inductor/absorbers are
aligned to orthogonal polarization modes of the circular waveguide. Their meander-
ing structure is shown in the red inset. Each inductor is coupled to an interdigitated
capacitor, whose structure is shown in the blue inset. The co-planar waveguide feed-
line runs along the upper and lower edges of the pixel.

greater detail in the red inset to Figure 4.2. The absorbers for the two MKIDs in a

pixel are aligned to orthogonal polarization modes of the circular waveguide, so that

the detector is a polarimeter. To avoid crossing lines, one absorber (the vertically-

aligned one in Figure 4.2), is split into two absorbers in series, connected by a wire.

Each inductor/absorber is connected to an interdigitated capacitor (IDC), whose

capacitance sets the resonant frequency (also called the readout frequency) of the

device. The IDCs in Figure 4.2 are the arc-shaped structures located outside of

the waveguide aperture,and are shown in more detail in the blue inset to Figure 4.2.

Resonators are read out via a coplanar waveguide (CPW) feedline running along the

edges of the pixel. The resonators are coupled to the feedline via a small coupling

capacitor, which in this case is a single line that runs parallel to the CPW.

The inductor shape is largely constrained by the tradeoffs between volume,

impedance, and polarization coupling efficiency described in detail below. Thus

the resonant frequency of each detector is largely set by the IDC capacitance. Ap-
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Figure 4.3: Image of a CPW bridge. The darker brown color is the bare silicon
wafer. The cream-colored layer is the 30nm aluminum detector and ground plane
layer. The blue color is the silicon dioxide layer. Note that this shows up as very
pale blue when on top of aluminum and very dark blue when on top of bare silicon.
This particular images is of an early device with a 120nm SiO2 layer. This thickness
was later increased to 180nm, so the layer appears red in other images. Finally, the
medium brown color is the 120nm niobium feedline.

proximate values for C can be selected using the equations in Section 4.1.2, but

to fine-tune their placement in frequency space, it is necessary to simulate the mi-

crowave performance of the circuit. I did this using the Sonnet software, and

from these simulations I set the IDC geometries. The resonant frequencies are set

coarsely by the IDC arc-length, proportional to the angle subtended by the entire

IDC in Figure 4.2. This is not changeable post-fabrication. However, the resonant

frequency can be set more finely by the “trimming” of the outermost tines of the

IDC. A trimmed tine can be seen in the blue inset to Figure 4.2. The design of

these wafers also enables post-fabrication trimming of additional material off of the

outermost tines to correct for scatter in resonant frequency due to fabrication non-

uniformities or other inconsistencies between the simulated and fabricated detectors.

This has been demonstrated for other devices [163] but post-fabrication trimming

on array-scales has not yet been demonstrated for SPT-3G+.

Early detector designs used a microstrip feedline instead of a CPW. When prepar-
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ing to scale from few-pixel chips to densely packed arrays, I discovered that the

microstrip design allowed parasitic coupling between the IDCs and the feedline. In

other words, there was a capacitance between the IDC and the feedline that dwarfed

that of the coupling capacitor for any pixel diameter less that roughly 6 mm. This is

equivalent to making Cc very large in Equation 4.9, resulting in wide resonances that

could not be multiplexed at the intended density. The switch to a CPW feedline

was motivated by the fact that the strength of the electromagnetic field surrounding

the CPW centerline falls off much more rapidly with distance from the centerline

than it does in the microstrip design. Indeed, as seen later, I was able to pack pixels

at a center-to-center distance of 2.2 mm using a CPW feedline and retain narrow

resonance profiles. Co-planar waveguides must be periodically bridged to maintain

uniform ground-plane connectivity, meaning that an electrical connection must be

made across the CPW that touches both sides of the ground plane without touching

the feedline in the center of the CPW [162]. An image of a CPW bridge is shown

in the center of Figure 4.3. The bridge is the thin vertical strip of cream-colored

aluminum running beneath the brown CPW feedline. The presence of the bridge

keeps the upper and lower portions of the ground plane (above and below the CPW

feedline in Figure 4.3) electrically connected. Bridges are separated from the feed-

line by layer of silicon dioxide, which is blue in Figure 4.3. The bridge fabrication

process is described later in this chapter.

4.3 Absorber optical coupling

Light that hits the illuminated portion of the SPT primary mirror passes through

the telescope optics shown in Figure 1.1, the receiver optics shown in Figure 1.5,

and finally arrives at the SPT-3G+ focal plane. Figure 4.4 schematically shows the

final optical coupling to the detector. When light arrives at the top of the feedhorn

shown in Figure 4.4, it has already passed through a low-pass metal-mesh filter

located at the Lyot stop on the 4K stage (Figure 1.5). The gold-plated feedhorns

couple light to a waveguide at the labeled interface in the upper panel of Figure 4.4.
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Figure 4.4: Sideview of the SPT-3G+ optical coupling scheme.

The waveguide cutoff sets the lower edge of the observation band. For a circular

waveguide, this is approximately [161]:

νcutoff(r) ≈ 1.8412c

2πr
, (4.30)

where r is the waveguide radius and c is the speed of light. The preliminary SPT-

3G+ waveguide cutoffs (those producing the bands shown in Figure 4.6), are shown

in Table 4.1. Light exits the waveguide and crosses a small vacuum gap before

reaching the detector wafer. This gap should be as small as possible to maximize

optical efficiency and minimize cross-talk. In practice, this gap is 50 µm. Light

terminates on the absorptive element of the SPT-3G+ pixel, which is shown in red

in the upper panel of Figure 4.4. The lower panel of Figure 4.4 shows the simulated

bandpasses for all three SPT-3G+ frequencies. The waveguide is encircled by a

choke, which is machined into the bottom of the feedhorn block and is designed

to keep power localized to within the waveguide radius as it exits the waveguide.

To increase optical efficiency, the design includes an integrated quarter-wavelength
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optical backshort. This is created by etching the silicon wafer so that the thickness

of the region below the absorber correspondes to a quarter-wavelength in silicon

[161]:

hwafer =
c

4nSiν
. (4.31)

With the index of refraction in silicon at microwave frequencies nSi = 3.4, this comes

out to just over 100 µm for the 220 GHz band. The fact that this is an existing off-

the-shelf wafer thickness motivated starting SPT-3G+ detector development with

the 220 GHz band.

4.3.1 Design constraints

For feedhorn-coupled direct absorbing MKIDS, the inductive element of the mi-

crowave circuit is also the absorptive element of the optical system. This structure

needs to be optimized for both jobs, which results in a highly constrained design

problem. The following considerations imposed constraints on the inductor design.

Fabrication: The most obvious consideration is that the device must be possible

to fabricate. For the tools available to me, the minimum aluminum sheet thickness

is 30 nm and the minimum linewidth (at the time) was 2 µm.

Impedance matching: For the structure to efficiently absorb the radiation

coming out of the waveguide, its series impedance across the waveguide aperture

must roughly match the wave impedance at the absorber plane. The quality of

that impedance match sets the band-averaged optical efficiency achievable for the

detector. The characteristic impedance of a vacuum-filled infinite circular waveguide

is [161]:

Zwg(ν) =
Z0, free√

1 − (νcutoff
ν

)2
, (4.32)

where Z0,free = 377Ω is the impedance of free space. However, the presence of the

integrated silicon backshort makes the impedance matching much more complex.

Following [164], I determined the optimal waveguide impedance range through sim-

ulation, and in rough agreement with [164], found the optimal absorber impedance
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220 x 285 x 345 x 220 y 285 y 345 y

16 µm units 125 30 18 120 30 10

24 µm units 0 30 20 0 30 20

32 µm units 0 28 40 0 22 44

Total units 125 88 78 120 82 74

Total □ 4500 4544 4408 4320 4136 4392

Volume (µm)3 540 545 529 518 496 527

Zabs (Ω) 2250 2272 2204 2160 2068 2196

rwg (µm) 490 350 280

νcutoff (GHz) 180 250 315

Table 4.1: Absorber design parameters. Here “x” indicates the continuous absorber
and “y” indicates the discontinuous absorber. Note that the total number of squares
and total volume account for the entire absorber, which is symmetric about its long
axis and thus includes all units plus their mirror images.

to be Zabs ≈ 2 kΩ across the waveguide. Note that from the perspective of the

waveguide, the series impedance of the absorber is calculated across the waveguide

diameter, while from a microwave circuit perspective, the series impedance is cal-

culated from one end of the aluminum meander to the other. For these specific

SPT-3G+ structures, this means that we are trying to choose the meander length

L and width w such that:

Zabs = Z□ × L

2w
≈ 2kΩ. (4.33)

For a 30 nm aluminum sheet, the sheet impedance is Z□ = 1Ω/□. I chose w = 2µm

for all absorbers. Series impedances across the waveguide for each absorber are given

in Table 4.1.

Responsivity: Consider Equation 4.24 for the frequency-shift responsivity of a

resonator. The environmental variables are the optical power Popt and the tempera-

ture T . Of the other parameters in this equation, all are material dependent except

for the kinetic inductance fraction αk and the inductor volume VL, which are set by

the design. Ignoring all other parameters, the dependence on the design variables
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Figure 4.5: Visual explanation of what is meant by “units” in the context of SPT-
3G+ absorber design. The three types of meander units are made up of 2 µm×2 µm
squares. The meander extents are of lengths 16 µm, 24 µm, and 32 µm.

is:

Rx ∝ αk (PoptVL)−1/2 (4.34)

Responsivity decreases with increasing inductor volume, which makes sense in the

context of Equation 4.22. Since 0 < αk < 1, responsivity lost by increasing the

inductor volume cannot really be gained back through clever geometry tricks in

most cases. However, Equation 4.25 to first order has the same volume dependence.

If Qi changes too dramatically with changes in optical power, the resonance will

become wide enough to overlap with its neighbors, causing cross-talk. Therefore it

is also desirable that the volume be high enough to maintain a multiplexable Qi

under optical loading.

Cross-polarization pickup: The SPT-3G+ pixels are intended to be polarime-

ters and as such should be optimized to absorb radiation from only one polarization

mode of the waveguide. Each absorber is aligned along one waveguide mode, and

any large features in the orthogonal direction risk coupling to the orthogonal mode,

causing cross-polarization pickup. To avoid this I attempted to keep all features

orthogonal to the main alignment direction less than λ/20 in size.

Higher frequency detectors have smaller waveguide diameters. This makes it

challenging to achieve the wave impedance match without creating features that lead
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to significant cross-polarization pickup. I addressed this by increasing the meander

length towards the edges of the waveguide for the 285 and 345 GHz absorvers, where

the magnitudes of the electric fields are lowest. The upper panel of Figure 4.6 shows

the absorber designs for each of the three SPT-3G+ frequencies. The continuous

absorber, oriented horizontally in Figure 4.6, consists of a single aluminum line that

meanders across the waveguide aperture and back, while the discontinuous absorber

consists of two separate meanders connected by a wire. Each absorber is made up

of “units” of varying lengths of meandering aluminum line. A visual explanation of

the units is given in Figure 4.5. The number of each type of unit in each type of

absorber is summarized in Table 4.1.

The lower panel of Figure 4.6 shows the simulated bandpasses for each absorber

design. Simulations were done using the HFSS software, and include the absorber,

wafer, and waveguide. Dark solid lines indicate the expected absorption percentage

of the continuous absorber when aligned to the polarization of incident light. Lighter

solid lines indicate the analogous absorption percentage for the discontinuous ab-

sorber. Dark and light dashed lines indicate the percentage of cross-polarization

pickup of the continuous and discontinuous absorbers respectively. Shaded regions

indicate the current nominal SPT-3G+ bands. The upper band edges will be defined

with a metal-mesh filter that is not included in these simulations, but the lower band

edges are defined by the waveguide cutoff. As SPT-3G+ final bandpasses had not

been decided at the time of the absorber design, I did not alter the waveguide cut-

toffs to match the shaded regions. However, when the bandpasses are fully decided,

the designs will need to be altered to place the lower band edge at the appropriate

frequency.

4.4 Array layouts and multiplexing

To achieve the target SPT-3G+ detector counts, pixels must be densely packed

onto the SPT-3G+ focal plane. The 220 GHz pixel diameter dpix was determined

using the following relationships between an angular separation on the sky θsky, the
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Figure 4.6: Absorber designs and simulated spectra for the SPT-3G+ detectors.
Upper : Microscope composite images of fabricated absorbers for each frequency
band, showing the changes in absorber structure with increased frequency. Lower:
Simulated spectral response of each absorber design. Shaded regions represent the
nominal SPT-3G+ bands. Dark colored lines correspond to the continuous absorber
and lighter colored lines correspond to the discontinuous absorber. Dashed lines
represent simulated cross-polarization pickup.

96



telescope focal length F , the telescope aperture diameter D, and the observation

wavelength λ in the diffraction limited case:

dpix = θskyF, (4.35)

θsky,diff ≈ 1.2λ/D, (4.36)

=⇒ dpix,diff ≈ 1.2λF/D. (4.37)

If the pixel diameter is any larger than this, the beams of neighboring pixels will

overlap on the sky, leading to correlated photon noise between detectors. The ideal

pixel spacing that maximizes instrument mapping speed approaches the diffraction

limit without surpassing it, so that pixel beams fill the sky without overlapping.

The preliminary design for SPT-3G+ assumes an F/D = 1.3, meaning that for 220

GHz pixels, the pixel diameter at the diffraction limit is just under 2.2 mm. For

this reason, I designed the 220 GHz SPT-3G+ pixels to have a 2.2 mm diameter.

This optimizes the achievable mapping speed for the 220 GHz band. For higher

frequency bands, I kept the 2.2 mm pixel spacing, despite this being slightly sub-

optimal (slightly larger than the spacing at the diffraction limit). This was done

firstly for uniformity across wafers, which simplifies optical modelling, and secondly

because the 2 GHz upper limit on the intended readout band sets a lower limit on

the size of the interdigitated capacitors in the pixel. These are already curved in the

220 GHz pixels design to minimize pixel size, and I decided that keeping the IDC

radii uniform across all wafers was more worthwhile than trying to push the higher

frequency pixels closer together.

With a 2.2 mm pixel spacing, there is room for 2436 pixels on a hexagon inscribed

in a 130 mm circle. Note that this equates to 2436 × 2 = 4872 detectors per wafer.

Since the SPT-3G+ multiplexing goal is about 1k/GHz, it seemed natural to divide

each wafer into six triangular submodules, each containing 406 pixels, or 812 detec-

tors. This way each triangular submodule can couple to one coaxial readout line.

For the seven total planned wafers, this results in a total of 42 readout lines for the
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Figure 4.7: Schematic depiction of the intended orientations of triangular submod-
ules on a wafer. The left panel shows the baseline triangle rotated in increments
of 120◦. Each triangle is then flipped over the center of the wafer, resulting in the
configuration on the right.

full SPT-3G+ focal plane. Two pixel orientations exist in the triangular submodule

design. The two orientations are offset from each other by a 45◦ rotation to enable

better sampling of the Stokes parameters. Pixel orientations alternate across each

row in the triangular array. In a full wafer of six triangles, the entire submodule

pattern will be rotated into 3 orientations offset by 120◦ that compose half of the

wafer, and then mirrored to create the remaining half of the wafer. Figure 4.7 is a

visual depiction of this scheme. Under this scheme, half of the detectors on each sub-

module have a counterpart of identical footprint on a neighboring submodule that

is aligned to the same set of polarization angles, but with the broken and unbroken

absorbers swapped. This is intended to mitigate potential systematics by allowing

differences between the broken and unbroken absorber designs to be calibrated out.

4.5 Fabrication

Important distinction: The fabrication section of this thesis describes the fabrica-

tion work that I did at the Pritzker Nanofabrication Facility (PNF) at the University

of Chicago. These are all prototype devices fabricated on four-inch wafers. The fi-

nal SPT-3G+ deployment arrays are intended to be fabricated on six-inch wafers
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Figure 4.8: The SPT-3G+ fabrication process. Upper left: 30nm aluminum is
deposited onto the wafer, and the first layer, consisting of the detectors, ground
plane, and CPW bridges, is patterned. Upper right: The unwanted aluminum is dry-
etched away. Center left: The pixel label and CPW region are patterned. Center
right: 180nm silicon dioxide is deposited and lifted off. Lower left: The CPW
centerline is patterned. Lower right: 120nm niobium is deposited and lifted off, and
the device is complete.
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at Argonne National Laboratory (ANL). All processes described here are specific to

my PNF-based fabrication and are different from the processes used at ANL. The

majority of devices that I fabricated at the PNF (and all of those characterized

in the following sections) are aluminum-only; this means that the inductors, IDCs,

and ground plane are all made from the same aluminum layer. This is not the in-

tended final SPT-3G+ design, in which, as mentioned above, only the inductors will

be made of aluminum, while the IDCs and ground plane will be made of niobium.

However, in the PNF, I experienced significant difficulty achieving the necessary

galvanic connection between aluminum and niobium. I made a few bilayer devices

in which the niobium layer was deposited directly on top of the aluminum, but

became concerned that the CHF3CF4 dry etch used to remove the niobium, which

stopped on the aluminum inductor layer, was mechanically sputtering the aluminum

and causing surface roughness. Since my collaborators at ANL were able to achieve

the Al-Nb galvanic connection using a niobium nitride cap process, which is not

an option in the PNF, I decided to just create aluminum-only device prototypes at

the PNF, with the thought being that the final deployment devices will be made at

ANL. The fact that my devices are aluminum-only should not affect their spectral

response, but it may affect their responsivity to both thermal and optical power

because the pair-breaking energy for aluminum is much lower than that of niobium,

which means that the IDCs could contribute additional kinetic inductance to the

resonator.

4.5.1 SPT-3G+ fabrication process

Figure 4.8 illustrates the SPT-3G+ fabrication process in the PNF for my aluminum-

only devices at the time of this publication. Each photo is of the same pixel at a

different stage of fabrication. The aluminum-only process consists of three layers.

A new wafer is surface-prepped via ion-milling to destroy the native silicon dioxide

layer, which is thought to decrease the amplitude of two-level system noise. The

bare silicon wafer is the darker brown color in Figure 4.3. Immediately after this,
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the first 30nm aluminum layer is sputtered onto the wafer. This is the light cream-

colored layer in Figure 4.3. The detectors and ground plane are then patterned

in photoresist. The upper left panel of Figure 4.8 shows the photoresist for the

first layer patterned atop the 30nm aluminum film. Next, the exposed aluminum is

etched using a Cl2 dry etch. The result of this process is shown in the upper right

panel of Figure 4.8. This completes the first layer.

The second layer is the silicon dioxide layer separating the CPW bridges from the

center feedline. This layer is blue in Figure 4.3 and is patterned via liftoff. Figure

4.3 depicts an older device, whose silicon dioxide layer was 120nm instead of the

current 180nm layer. Hence this layer shows up as blue instead of red in Figure 4.3.

The center left panel of Figure 4.8 shows the photoresist patterned for this layer,

with resist covering everything except the CPW area and the pixel’s numerical label.

The 180nm silicon dioxide layer is deposited onto the wafer via thermal evaporation,

with the wafer stationary to avoid sidewall deposition which could impede liftoff.

(The wafer is angled to compensate for the position of the source so that the layer

thickness is uniform.) After this deposition, the wafer is suspended upside-down in

N-Methyl-2-pyrrolidone (NMP), at 80C, which dissolves the photoresist overnight.

The center right panel of Figure 4.8 shows the result of this process. The orange-

red areas are the 180nm silicon dioxide layer. As mentioned above, other photos

throughout this document may have different colored silicon dioxide layers. This is

because I experimented with different layer thicknesses from 100-180nm. The silicon

dioxide acts as a thin film on top of the reflective silicon wafer, so this range of layer

thicknesses actually spans almost the entire visible spectrum, from indigo to red. (I

electrically prefer the 100nm layer for its lower Qc and also aesthetically prefer its

dark indigo color, but I found that to really consistently avoid bridge shorts, it’s

best to be conservative and deposit 180nm.)

The third layer is the niobium feedline at the center of the CPW. This layer

is a medium brown color in Figure 4.3 and is also deposited via liftoff. The lower

left panel of Figure 4.8 shows the photoresist patterned for this layer, with resist
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covering everything except for the center CPW feedline. The 120nm niobium layer

is sputtered onto the wafer in the same chamber that is used for the inital aluminum

layer. Unfortunately, there is no way to angle the wafer in this chamber, and the

sources are distributed around the edge of the chamber. This means that to get a

uniform layer thickness, the wafer has to be rotating, so sidewall coverage is sadly

inevitable. Indeed I have found this liftoff process to be much more painful than

the silicon dioxide liftoff, despite the layer being thinner. One strategy that really

helped was recommended by Tom Cecil from ANL. After depositing the niobium,

I suspend the wafer upside down in NMP and sonicate it for 5-10 minutes to help

break up any thin niobium membranes that may coat the sidewalls. Then I transfer

the wafer to a new glassware of NMP without letting it dry out, and let that lift off

at 80C overnight, and finally transfer into fresh NMP in the morning for a longer

sonication. I only have anecdotal evidence, but I noticed a major improvement in

the speed and quality of the niobium liftoff when I implemented this suggestion.

The lower right panel of Figure 4.8 shows the result after this final liftoff.

At this point, the device itself is complete, but the optical backshorts and

the alignment pinholes still need to be machined. That machining is done via a

CHF3CF4 deep silicon reactive ion etch (DRIE). The DRIE step is only done for

devices that are made on SOI wafers and that are intended to be tested optically.

This is either done in the PNF, ANL or at Cardiff University, depending on which

institution, if any, has a functional DRIE at the time of fabrication. After the

DRIE, the optical backshorts are coated with 200nm niobium, which is reflective

at the SPT-3G+ frequencies. The rest of the wafer backside is coated with 100nm

aluminum, which is absorptive at the SPT-3G+ frequencies, so that any stray light

that makes it to the backside of the wafer will be absorbed by this layer.

4.5.2 Fabrication alternatives and challenges

This section serves to document challenges to the fabrication process and the alter-

natives that were trialed throughout process development.

102



Aluminum wet etch versus dry etch

During a period of Chlorine dry etch downtime, I attempted to wet-etch the alu-

minum layer. Though the etch cleared and the devices yielded, the resulting fre-

quency scatter was severe. Microscope inspection confirmed unusually thin inductor

and capacitor linewidths across the wafer. This was likely due to an overetch, and

does not rule out the possibility of using the wet-etch in the future, especially if it

becomes necessary to process a six-inch wafer. It is worth noting that the internal

quality factors of the wet-etched devices were also low, though many dry-etched

devices fabricated around the same time experienced the same low quality factors,

and it was not possible to quantify the true effect of the wet etch on device quality

factor.

Niobium liftoff vs CHF3CF4 etch

The niobium feedline, which is the top layer of the device, is currently deposited via

liftoff. Throughout the fabrication process development, fully lifting this layer off

has proved to be challenging. I mentioned above that this was partially solved by

an aggressive sonication prior to the overnight liftoff process, but alternatives to the

liftoff process were also considered. Instead of lifting off the niobium, it is possible

to remove it via a dry CHF3CF4 reactive ion etch (RIE). This has the advantage of

fully removing exactly the desired niobium, but comes with the disadvantage that

CHF3CF4 also etches silicon dioxide. We explored this via a test wafer, in which

the silicon dioxide and niobium layers are deposited back-to-back, and a CHF3CF4

RIE is used to etch through both layers, stopping on the aluminum ground layer.

This process leaves the feedline niobium and silicon dioxide in place, with all other

niobium and silicon dioxide removed. Note that this means that the coupling from

the feedline to the resonator coupling capacitor is affected by this process. Both

at the PNF and at Argonne, there has been some concern that stopping the etch

on the aluminum detector layer affects Qi. This is because, though CHF3CF4 does

not chemically etch aluminum, the RIE process does mechanically sputter the stop
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layer to some degree. Argonne measured a factor of two increase in sheet resistance

of aluminum before and after exposure to the CHF3CF4 RIE process. Out of fear of

this effect, we attempted an additional step in which photoresist was used to cover

the resonator inductors and capactitors and left in place during the RIE. The hope

was that this would protect the resonators from mechanical sputtering, but results

were inconclusive.

Low aluminum Qi

Midway through year two of working in the cleanroom, I began to intermittenly

make devices with low quality factors Qi ≈ 105. The source of the low quality

factors was never definitively identified, but it is worth noting that this began to

happen at the same time that a new high-temperature tantalum-based process was

initiated in the same sputtering chamber that I use to deposit aluminum. In an

effort to remove potential contamination from the surface of the aluminum source,

I increased my pre-sputtering time from five to fifteen minutes. For a time, this

restored the quality factors of aluminum devices (and gave creedance to the source

contamination theory). However, as time progressed, quality factors began to drop

again, and increased pre-sputtering time had little effect. This culminated in my

final device yielding no resonators at all, despite being identical in footprint to

a previous high-quality device. The working theory is that the aluminum source

in the sputtering chamber has been depleted, and that particles of the crucible

itself (iron) are now contaminating the aluminum. Unlike tantalum, iron is not a

superconductor, and even a small amount of iron contamination in the inductive

element will destroy an MKID. If this is the case, the problem is not fixable without

a replacement aluminum source, which is currently unavailable in the PNF.

4.5.3 Gallery

This subsection highlights the many SPT-3G+ devices resulting from many rounds

of fabrication at both the University of Chicago and Argonne. Images are spread
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over the following three pages. Figure 4.9 is composed of many microscope images

stiched together, and shows a cluster of SPT-3G+ 220 GHz pixels fabricated in the

PNF. This image provides a closer look at how pixels are packed into arrays. The

central pixel in this cluster is the same pixel shown in Figure 4.8. Figure 4.10 shows

the evolution of SPT-3G+ prototypes over the course of my PhD. Moving from the

top left to the bottom right, the devices evolve from five-pixel microstrip-coupled

chips to full triangular CPW-coupled submodules. Figure 4.11 shows two six-inch

arrays fabricated at Argonne National Laboratory. The placement of triangles onto

these wafers show the intended look of the full deployment-sized arrays.
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Figure 4.9: Stitched image of a cluster of SPT-3G+ 220 GHz pixels fabricated by
me. This layout is designed to test optical crosstalk, but provides a closer look at
how pixels are packed into arrays.
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Figure 4.10: Evolution of SPT-3G+ detector prototypes. The uppermost photo was
taken by Erik Shirokoff, the middle photo on the second row by Paul Chichura, and
the left photo on the third row by Kyra Fichman. Other photos were taken by me.
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Figure 4.11: Six-inch wafer prototypes fabricated at Argonne National Laboratory.
These wafers give a sense of the look of deployment-sized SPT-3G+ arrays. Fabri-
cation and photos are by Tom Cecil and Marharyta Lisovenko.
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Chapter 5

Laboratory Characterization of

220 GHz MKIDs for SPT-3G+

Laboratory characterization of MKIDs is a complex operation, in which verifying

the presence of resonators is only the first step. In this chapter, I will describe

the methods I used to test MKIDs throughout my PhD. I will go through the main

testbed that I used, the RF chains employed, and the various configurations I used to

extract dark and optical data from these detectors. I will then describe the analysis

of said data, and how to extract useful information from it. My hope is that this

section might be used as a reference by future users of this and similar systems.

5.1 Testbed

The majority of my testing work was done in a Bluefors LD400 Dilution Refrigerator

Measurement System at the University of Chicago. This system is used to cool

MKIDs to their operable temperatures so that their functionality can be tested in

the lab. This system was originally set up by a combination of Erik Shirokoff, Pete

Barry, Kirit Karkare, Amy Tang, and Ryan McGeehan. It is documented here for

future users.
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Figure 5.1: Left: Annotated image of the dilution refrigerator system, with an SPT-
3G+ device mounted for optical testing. Right: Cartoon depiction of the helium
dilution process by which the system is cooled to 10 mK.

5.1.1 Dilution refrigerator

The DR system consists of a series of stages cooled to progressively lower tempera-

tures, culminating in the millikelvin (mK) stage, which reaches a base temperature

of 10mK [165]. These stages are shown in Figure 5.1, and are held under vacuum

to allow for thermal isolation. Each stage is surrounded by a thermal shield (not

pictured) to prevent the radiative heating of colder stages by warmer ones. Detec-

tor samples are attached and thermally coupled to the mK stage, pictured at the

bottom of Figure 5.1. A pulse tube cooler (PTC) cools the entire system to 4K. The

PTC cold head is coupled via thick copper heat straps to the 50K and 4K stages.

During PTC cooling, the 1K and mK stages are thermally linked to the 4K stage via

heat switches. The heat switches are vacuum tubes containing a charcoal absorber

(or “getter”) which, when heated above ∼ 10◦K, outgasses into the tubes, creating

a thermal link.

The system is cooled to its 10mK base temperature by the dilution unit, pictured

in Figure 5.1 When the entire system reaches 4K, the heat switches are turned off,
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and a gaseous mixture of 3He and 4He is condensed into the mixing chamber of the

dilution unit. A powerful turbo pump cools this mixture evaporatively to 800mK.

Because 3He is a fermion and 4He is a boson, the two isotopes behave very differently

at low temperatures. The 4He part of the mixture condenses into a superfluid state,

while the 3He part is prevented from doing so by the Pauli exclusion principle.

Below roughly 800mK, the helium mixture separates into two phases, a 3He-rich

phase which is almost pure 3He (orange in Figure 5.1), and a superfluid 3He-poor

phase which is about 93% 4He (blue with orange dots in Figure 5.1). Turbo pumping

on the 3He-poor phase removes yet more 3He vapor from it, since 3He has a much

lower vapor pressure than 4He. The 3He vapor is pumped back through the dilution

unit, cooling and condensing via thermal contact with the liquid in the still, and

finally added back to the top of the mixing chamber. To restore equilibrium, 3He

atoms from the are pulled across the phase boundary from the 3He-rich phase to the

3He-poor phase. Crossing the boundary increases the enthalpy of the atoms, which

removes heat from the mixture. This provides the cooling power for the system, and

thus the coldest point in the system is the mixing chamber. The actual temperature

of the detector sample being tested depends on how well it is thermally coupled to

the mixing chamber.

Once base temperature is reached, heaters on the mK stage allow the stage tem-

perature to be adjusted. Using a software control system in conjunction with the

heaters, the mK stage can be held at any constant temperature between approx-

imately 10-350mK. There are three main testing configurations. The first is dark

testing, in which no optical power reaches the detectors. Dark tests characterize the

microwave performance of the detectors, including their resonance shape, quality,

and response to changes in stage temperature. The second configuration, shown in

the upper panel of Figure 5.2, is the vacuum-window coupled optical configuration.

This setup is used when the detectors are coupled to instruments in the room. This

setup was used for the spectral and polarization measurements described later in

this chapter. The third configuration, shown in the lower panel of Figure 5.2, is the
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coldload-coupled configuration. This is when the detectors are coupled to a black-

body mounted on the 4K shell. The temperature of the blackbody can be varied to

provide a controlled optical load to the detectors. Blackbody coldload measurements

are also shown later in this chapter.

5.1.2 RF electronics

Figure 5.3 shows a diagram of the full RF chain used for MKID testing. At the right

side of the diagram is the vacuum chamber, inside of which is drawn a schematic of

the cold signal pathway. The input signal enters the vacuum chamber at 300K, then

passes through cold attenuators at 4K and 10mK before reaching the device. After

the device, the signal passes through the low noise amplifier (LNA) at 4K and exists

the vacuum chamber at the 300K output port. There are two warm signal pathways

in this diagram that share the same cold pathway. Switches control which pathway

is connected to the cryostat. RF switches allow the user to choose which of the two

pathways is connected to the device. The first, indicated in red is the vector network

analyzer (VNA) pathway. The VNA is used to measure the power transmitted

through the device as a function of frequency. On the diagram, this measurement

is equal to the amount of power that exits the VNA output and makes it back into

the VNA input. The signal exits the VNA and passes through a user-controlled

variable attenuator, then through the cold RF chain, and finally through two warm

amplifiers before arriving back at the VNA. This is a complex-valued signal, and

with proper accounting for the attenuation and gain of the components between the

VNA and the device, this measurement is equivalent to measuring S21 = I + jQ of

the device (recall Equation 4.6). Its amplitude in dB is reported as |S21| throughout

this work.

The second warm signal pathway, indicated in blue, is the homodyne pathway.

The homodyne system is used to measure detector noise timestreams. More pre-

cisely, the homodyne system sends a single-frequency signal, or tone, into the device

and samples the device response over a given period of time. This is accomplished as
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Figure 5.2: Schematics of the filter stacks used to test detectors optically. The
top panel shows the configuration in which the detectors are coupled into the room.
This configuration is used for Fourier transform spectrometer (FTS) and polarization
angle testing. The lower panel shows the coldload blackbody configuration, which is
used to test detector optical responsivity at a range of representative optical loading.
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Figure 5.3: Block diagram of the RF test setup, showing the VNA signal pathway
in red and the homodyne signal pathway in blue. The cryostat stages are shown
in a gray gradient on the right side of this diagram, and the rest of the diagram
is warm. The VNA and synthesizer outputs are in dBm, while amplifier gains and
attenuations are in dB. Cable loss is not included. The X on this diagram represents
a digitally-controlled variable attenuator. The blank pre-amplifiers for I and Q have
variable gain set by the user. Both the VNA and ADC output digitally to the system
control computer. The synthesizer is synchronized to a Rb clock that is not shown
in this diagram.
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follows. A signal synthesizer, synchronized to an external clock, produces a signal at

the desired bias tone. The signal is then split. One half (-3dB) of the signal is sent

straight into the quadrature demodulator to serve as its reference. This connection

is indicated by the LO, or local oscillator, port on the demodulator in Figure 5.3.

The second half of the synthesizer signal is sent through the variable attenuator and

into the device. After exiting the device, this second half of the signal is amplified

and returns to the demodulator via the RF port. The returning signal has acquired

some phase and amplitude shift from its interaction with the device. The quadra-

ture demodulator extracts this information by comparing the return signal (RF)

with the original synthesized signal (LO). Within the demodulator, the original LO

signal is multiplied by the RF input, and the result is low-pass filtered and output as

I. In parallel, the same orignal LO signal is also phase shifted by 90 degrees (π/2),

and multiplied by the RF input, and the result is low-pass filtered and output as

Q. Thus what comes out of the I port is the component of the returning RF signal

that is (I)n phase with the original LO signal, and what comes out of the Q port

is the component of the RF signal that is in (Q)uadtrature phase (offset in phase

by 90 degrees, or π/2, or one-quarter cycle) with the original LO signal. The I and

Q waveforms output by the demodulator are amplified and then digitized by the

Analog-to-Digital converter (ADC).

5.2 Resonator tuning

MKIDs are read out by probing the resonance with a bias tone, which is in essence

a cosine with a frequency ω0 = 2πf0 and amplitude A. Do not mistake this ω0

for the idealized LC resonator frequency in Section 4.1.2; from now on it means

the bias frequency. The bias tone is sent through the readout line and the changes

in power transmitted (S21 = I + jQ) at the bias tone as the resonance moves

around are what is recorded as the resonator timestream. Tuning a resonator is the

process of selecting the bias power A2 and frequency ω0 to maximize the response

of the resonator to changes in loading. It is vitally important to tune resonators
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Figure 5.4: An example of resonator tuning for an SPT-3G+ detector. The left panel
shows the IQ plane with normalized sweeps at multiple bias powers overplotted. As
the bias power increases, the resonator bifurcates, and large portions of the IQ circle
are cut off. The black line shows the bias power selected for this resonator. The
center panel shows S21 versus frequency for the same sweeps. Bifurcation manifests
here as a vertical jump in S21. The right panel shows the selection of the bias
frequency by maximizing the quadrature sum metric from Equation 5.3. The chosen
frequency is shown in red on all three panels.

properly prior to any attempt at characterization. If a resonator is over or under-

biased or is tuned to a sub-optimal frequency, its resonsivity and noise behavior will

be severely degraded, and the resulting data will be difficult to interpret. During

MKID operation, every time a change is made to the system that affects the baseline

resonator loading, be it stage temperature, blackbody temperature, FTS mirror

position, or on-sky telescope elevation angle, the resonators must be retuned.

5.2.1 Choosing the bias power

The first step in tuning is to select the correct bias power, which is the same as

selecting the tone amplitude A. Naively one would set the tone amplitude to be as

large as possible, so that the transmitted tone can be measured with high signal-

to-noise [166]. Even better, the amplitude of the so called two-level-system (TLS)

noise component that plagues MKIDs decreases with the bias power with an inverse

square-root (or 1/A) dependence [167, 168]. Sadly a phenomenon called bifurcation

imposes an upper limit on the bias power with which an MKID can be operated as

designed. This phenomenon is explained in detail in [166], and is based on the idea

that the resonator absorbs power from the readout tone, which excites the quasi-

116



particle population to a certain energy level, or “quasiparticle temperature”. The

quasiparticles cool by dissipating energy via phonons through the resonator and into

the substrate. In a normal low-bias-power scenario, these processes eventually reach

equilibrium and the quasiparticle system remains at a defined steady-state temper-

ature. For higher bias powers, there can be two stable quasiparticle temperatures at

which the heating and cooling processes balance, and the system switches suddenly

between these states during a frequency sweep. This results in the asymmetric reso-

nance shape that can be seen for high bias powers in the center panel of Figure 5.4.

The theoretical bifurcation power of a resonator is [169]:

Pbif(ω) =
acωN0∆

2VLQc

4Q3
r

, (5.1)

where ac = 0.77 is the asymmetry parameter, and all the other parameters are

defined in Section 4.1 [160]. In practice, the bifurcation power for a resonance is

obtained for each resonator by sweeping the resonance with a series of increasing bias

powers until the resonance bifurcates. Figure 5.4 shows the response of an SPT-3G+

resonator to varying bias power. In the left and center panels, the light grey lines

correspond to various bias powers. As bias power increases, a discontinuity in the IQ

sweep, corresponding to a vertical jump in the frequency sweep, begins to appear.

The point is that the ideal resonator bias power is the highest possible power before

the resonance bifurcates. The sweep corresponding to the chosen bias power for the

resonator pictured in Figure 5.4 is shown in black on the left and center panels. The

criterion for observing bifurcation for me is seeing a discontinuity in the IQ circle,

as seen in Figure 5.4. Obviously the power at which this is observable also depends

on the sweep resolution, and for large arrays a robust bifurcation threshold must be

established to enable consistent tuning [76].

5.2.2 Choosing the bias tone

For maximum signal, is desirable to set the bias tone f0 to the frequency at which

the phase changes most dramatically in response to a change in frequency, or in
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other words where dϕ/df is maximized [160]. Note that for constant A:

dI

df
= −A

dϕ

df
sin(ϕ(f)),

dQ

df
= A

dϕ

df
cos(ϕ(f)) =⇒ dI

df

2

+
dQ

df

2

= A2dϕ

df

2

,

(5.2)

so this is equivalent to choosing f0 such that the quadrature sum

g(f) =
√

(dI/df)2 + (dQ/df)2 (5.3)

is maximized. To locate f0 for a resonance, the synthesizer is swept through a set

of frequencies centered around the resonance location. Since, in general, dϕ/df ≫

dϕ/dt, the frequency sweep forms a circle in the I/Q plane, an example of which

is shown in black in the left panel of Figure 5.4. The same sweep is plotted as

S21 versus frequency in the center panel. The right panel of Figure 5.4 shows the

derivatives of I and Q as a function of frequency along with their quadrature sum

g(f) from Equation 5.3 above. The bias tone f0 corresponding to the maximum

value of g(f) is indicated in red on all three panels of Figure 5.4.

5.3 Measuring noise

Now that the resonators are tuned, it is time to measure noise timestreams. Noise

timstreams are taken using the homodyne system described qualitatively in Section

5.1.2 above. This will be a more quantitative treatment of noise measurement and

analysis. The synthesizer generates the bias tone at the bias frequency ω0. This

is split into the local oscillator (LO) signal sLO(t) = cos(ω0t) and the identical RF

signal, which is passed through the device. After passing through the device, the

returning RF signal sRF(t) has aquired a new amplitude A(t) and phase shift ϕ(t):

sRF(t) = A(t) cos(ω0t + ϕ(t)) (5.4)
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The quadrature demodulator multiplies the LO by the RF signal and applies a low-

pass filter F to get I(t). It multiplies the quarter-phase-shifted LO by the RF signal

and applies the same low-pass filter to get Q(t):

I(t) = F (sLO(t)sRF(t)) = F (A(t) [cos(ω0t) cos(ω0t + ϕ(t))])

= F
(
A(t)

2
[cos(2ω0t + ϕ(t)) + cos(ϕ(t))]

)
=

A(t)

2
cos(ϕ(t)) (5.5)

Q(t) = F
(
sLO(t +

π

2ω0

)
sRF(t)) = F (A(t) [− sin(ω0t) cos(ω0t + ϕ(t))])

= F
(
−A(t)

2
[sin(2ω0t + ϕ(t)) − sin(ϕ(t))]

)
=

A(t)

2
sin(ϕ(t)) (5.6)

The amplitudes of I(t) and Q(t) are sampled by the ADC at some rate over some

period of time, and this set of samples is what is meant by the phrase “I and Q

timestreams” throughout the rest of this work.

5.3.1 Converting timestreams to resonant frequency shift

To measure the frequency response of the resonator, the I and Q timestreams must

be converted into a change in resonant frequency, δf . The simplest way to do this

is to employ the linear approximation method described in [160] and [170]:

δf(t) =
df

dI + jdQ
(δI(t) + jδQ(t)) =

[
dI
df

− j dQ
df

]
dI
df

2
+ dQ

df

2 (δI(t) + jδQ(t))

=
δI(t)dI

df
+ δQ(t)dQ

df

dI
df

2
+ dQ

df

2 − j
δI(t)dQ

df
− δQ(t)dI

df

dI
df

2
+ dQ

df

2 . (5.7)

This expression is evaluated at the bias tone f0 chosen in Section 5.2.2, so that

δI(t) = I(f0, t) − I0 and δQ(t) = Q(f0, t) − Q0, where I0 and Q0 are the values

of I and Q at the bias tone f0, which can be obtained from the frequency sweep

used to select f0. The derivatives dI/df |f0 and dQ/df |f0 can also be obtained from

that frequency sweep. Calculating “δf” generally refers to taking the real part of

Equation 5.7, which represents fluctuations in the resonant frequency [160, 170].

The imaginary part of Equation 5.7 is the orthogonal combination of the data, and
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Figure 5.5: Left: Sweep of a resonance in the IQ plane, with on and off-resonance
noise timestreams overplotted. Right: On and off-resonance power spectral densities
for the same resonator. The on-resonance PSD is fit with Equation 5.9.

corresponds to fluctuations in the energy dissipated by the resonator per cycle, i.e.

the resonator quality factor.

5.3.2 Noise power spectral density

The usual way to notate the PSD is Sxx, where x = δf(t)/f0 is the fractional

frequency shift of the resonator. This is the same Sxx as the one given in Equation

4.28. The expression is:

Sxx =
2 |F (x)|2

fsns

=
2 |F (δf(t)/f0)|2

fsns

, (5.8)

where F denotes a Fourier transform, fs is the ADC sample frequency and ns

is the number of samples in the timestream. The factor of 2 is present because

the frequency domain of F (x) is restricted to positive frequencies. By using the

fractional frequency shift x, the units of the PSD become inverse Hz. Figure 5.5

shows an example of a noise measurement from an SPT-3G+ detector. The left panel

shows the IQ sweep at the chosen bias power with the on-resonance timestreams

I(f0, t) and Q(f0, t) overplotted. Note that timestreams are also taken off-resonance,

and are processed into PSDs in the same manner as the timestreams taken at the

tone f0. Even for the off-resonance timestreams, Equation 5.7 is still evaluated at the

bias tone f0. This forces the on and off-resonance PSDs to match at high frequency
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and allows the off-resonance PSD to serve as a measure of the system noise, i.e.

the noise that would be expected at f0 if no resonance were present there. On and

off-resonance noise PSDs are shown in the right panel of Figure 5.5. The noise PSD

has a distinct shape, which is fit with the following model:

Sxx(f) =

(
A + Bf−n

1 + (2πfτqp)2
+ 1

)(
W

1 + (2πfτfilt)2

)
(5.9)

There are seven parameters in this model. A is the generation-recombination (GR)

noise amplitude above the white noise level. B is the amplitude of a generic power-

law 1/f noise component which has spectral index n. τqp is the quasiparticle lifetime

in the inductor, W is the system white noise level, and τfilt is the system high-

frequency filter rolloff time constant [171, 163]. The on-resonance PSD in the right

panel of Figure 5.5 is fit with Equation 5.9. The resulting GR-noise level value is

AW = 6.6 × 10−19 Hz−1, and the quasiparticle lifetime is τqp = 170 µs.

5.4 Dark MKID characterization

A detailed characterization of individual dark 220 GHz detectors was presented in

[75]. The findings of that characterization have been consistent across larger dark ar-

rays. Figure 5.6 shows a VNA sweep of such an array, and the temperature response

of a resonator is shown in the inset. Figure 5.7 shows histograms of the inductor

quality factor Qi (minimum target value: 105), critical temperature Tc, and kinetic

inductance fraction αk (simulated value: 0.34) for a dark chip containing 124 func-

tional dark detectors (97% yield). Tc and αk were extracted from fits to the resonant

frequency versus temperature curves of the resonators, and Qi was extracted from

fits to the resonance shapes at an operating temperature of 100 mK. The mean Qi

was Q̄i = 5 × 105, with σ(Qi) = 3 × 105, with the entire Qi distribution greater

than twice our minimum target value. Assuming a ∆ = 1.76kBTc relationship be-

tween the energy gap and critical temperature of the Al film, we found T̄c = 1.19K,

σ(Tc) = 0.02K. The distribution of α was consistent with the simulated expectation,
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Figure 5.6: Example sweep from a prototype SPT-3G+ chip. The gray line shows
the transmission at the operating temperature of 100 mK. Resonators on this device
have been intentionally placed into six banks. The inset plot shows the expected
change in resonance shape and frequency as the stage temperature is increased. A
high-pass filter has been applied to this sweep for aesthetic purposes.

with ᾱk = 0.32, σ(αk) = 0.03.

5.4.1 Dark NEP

Much of this section is reproduced from [77]

The frequency vs temperature data can be combined with noise power spectral

densities to produce an estimate of the dark noise-equivalent-power (NEP) of the

detector (recall Equation 4.29). The right axis Figure 5.8 shows the PSD of an

SPT-3G+ MKID measured at an operating temperature of 110 mK. The left axis

shows the conversion of this power spectral density to a dark NEP. The dark NEP

is estimated using Equation 4.29 as

NEP =
√
Sxx

[
(

1

f0

δf0
δnqp

)
δnqp

δPopt

]−1

, (5.10)

where the product in the brackets represents dark responsivity. The term in paren-

theses is obtained by performing dark frequency sweeps of the resonance at multiple
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Figure 5.7: Distributions of inductor quality factor Qi (Upper left), Aluminum criti-
cal temperature Tc (Upper right), and kinetic inductance fraction αk (Lower center)
for a 63-pixel (126 resonator) dark 220 GHz array, of which 124 resonators yielded.
The Qi distribution lies above our target multiplexing value of 105. The Tc for the
Al film was found to be ∼1.19K, and the αk distribution is consistent with our sim-
ulated expectation of 0.34.
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Figure 5.8: The left axis shows the dark NEP corrected for the responsivity roll off
(gray) for an aluminum-only device as compared to the expected photon NEP (red
dashed) with 5 pW optical loading, indicating background domination in this opti-
mized (ηopt = 1) scenario. The dark NEP was calculated from the dark responsivity
(see inset) and the detector noise. On the right axis, the grey lines are power spec-
tral densities of on and off-resonance noise timestreams measured at 110mK. The
blue dashed line is a fit to the on-resonance dark detector noise, which is dominated
by the generation-recombination noise of the device. Inset: Linear fit to fractional
frequency shift vs quasiparticle number density. The slope of this fit was used to
calculate the dark responsivity of the resonator.
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temperatures. The expected quasiparticle density is calculated for each temperature

using Equation 4.21:

nqp = 2N0

√
2πkBT∆e

− ∆
kBT , (5.11)

where, as in Equation 4.21, N0 = 1.73 × 1010 µm−3eV−1 is the single-spin density

of states for aluminum, kB is the Boltzmann constant, T is the temperature of the

resonator, and ∆ = 1.76kBTc, with Tc = 1.2 K for the aluminum inductor. The

critical temperature Tc was extracted from a fit to the resonant frequency shift

versus device temperature. Each blue point on the inset to Figure 5.8 represents

the fractional frequency shift of the device in the presence of a given quasiparticle

density. The value of 1
f0

δf0
δnqp

is then the magnitude of the slope of the fit to δf0
f0

vs nqp.

This fit is shown in the inset to Figure 5.8, and was performed at high temperatures

where the quasiparticle response is dominant. The remaining term in the brackets,

from Equation 4.22, is

δnqp

δPopt

=
ηeτqp
∆VL

, (5.12)

where ηe ∼ 0.8 is the theoretical pair breaking efficiency for 220 GHz photons in

superconducting aluminum, VL is the inductor volume, and τqp = 220 µs is the

quasiparticle lifetime, which is derived from the fit to the dark noise power spectral

density rolloff (blue dashed line in Figure 5.8) at 110 mK. The fit to the noise

rolloff here is well represented by a single-pole Lorentzian with time constant τqp, as

expected since the the measured quasiparticle lifetime is significantly longer than the

resonator ringdown time τres = 2Qr/ω0 ≈ 20 µs. The red dashed line in Figure 5.8

represents the expected NEP due to photon noise with 5 pW optical loading, which

is the estimated loading at 220 GHz due to atmospheric and instrument emissivity.

Within the resonator bandwidth, this photon noise limited NEP is given by

NEP2
photon = 2ηoptPopthν(1 + ηoptn̄ph). (5.13)

As in Equation 4.27, n̄ph = [ehν/kBT − 1]−1 is the mean photon occupation number

and ηopt = 1 is the best-case detector optical efficiency. Note that this expression is
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just the numerator of Equation 4.29, and that the axis on the left side of Figure 5.8

is formatted in the same way. This estimate suggests that the intrinsic device noise

is well below the expected photon NEP at 220 GHz, and provides strong evidence

that this detector design is well suited to achieve the sensitivity requirements of

SPT-3G+.

5.5 Optical efficiency

Much of this text is reproduced from [78].

With dark microwave properties relatively well-understood, the next step on the

development timeline is to test the detectors under an optical load. The detectors’

response to a controlled optical load was measured in a closed cryostat with the

feedhorn-coupled detectors facing a blackbody coldload of variable temperature.

Assuming a single-polarization, beam-filling single-moded system, such that the

etendue of the system is approximated AΩ = λ2 = (c/ν)2, the optical power reaching

the detector at a given blackbody temperature Tbb can be expressed as the product

of the total filter stack transmission Γfilt and the integral of the blackbody flux:

Popt(Tbb) = Γfilt

∫ νfilt

νwg

hν

exp( hν
kBTbb

) − 1
dν. (5.14)

The bounds of the integral, νwg = 176 GHz and νfilt = 240 GHz, are the lower and

upper band edges which in this case are defined by the waveguide cutoff frequency

and metal-mesh low-pass filter frequency respectively. Γfilt characterizes the band-

averaged efficiency of the metal-mesh filters in the cryostat, which is of order 0.70-

0.90, depending on the exact optical configuration used. Frequency sweeps and

timestream data for optically coupled resonators were collected at each blackbody

temperature, with the device kept at the intended operating temperature of 140

mK. The frequency vs blackbody temperature curve obtained from the sweeps are

converted to detector responsivity Rx via:
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Figure 5.9: The measured NEP at several different optical loads for both the mi-
crostrip (W023, blue) and CPW (W029, orange) chips. These points are fit with a
theoretical model (Equation 5.19) to extract an optical efficiency, η, reported in the
legend. Fits to the data are represented by solid lines, while other line styles rep-
resent the photon, recombination, and thermal components in Equation 5.19 that
make up the total NEP. The gray vertical band is the expected range of optical
loading for SPT-3G+.

Rx(Popt) =
d

dPopt

(∆f0(Popt(Tbb))

f0

)
. (5.15)

The power spectral densities of the timestream data are fit with a model to extract

the detector white noise level Sxx at each optical power. Combining the white noise

with the responsivity produces an NEP at each optical loading:

NEP(Popt) =

√
Sxx(Popt)

Rx(Popt)
. (5.16)

Two chips were tested with this setup: W023 has the old microstrip feedline, and

W029 has the new CPW feedline. Both chips are single-layer aluminum test devices,

as opposed to the fiducial design with aluminum inductors and niobium IDCs, feed-

line and ground plane. (We have not observed a difference in dark responsivity,

127



noise, or resonator quality, between the all-aluminum test devices and the fiducal

aluminum and niobium design.) The blue and orange points in Figure 5.9 show the

calculated NEP as a function of optical power for both a microstrip (blue) and a

CPW (orange) feedline. Within the expected SPT-3G+ optical loading range (gray

vertical bar), both resonators have an NEP of roughly 10−16 W/
√

Hz. The loaded

NEP as a function of optical power is then fit with a theoretical model [172]:

NEP2 =
NEP2

photon + NEP2
R

ηopt
+ NEP2

therm, (5.17)

where NEPR is the optical recombination noise, and NEPtherm is a catch-all for any

thermal-like contributions that remain constant with optical power. The photon

and optical recombination contributions to the overall NEP are given by:

NEP2
photon = 2Popthν

(
1 + ηoptn̄ph(ν, Tbb)

)
, (5.18)

NEP2
R = 2Popthν, (5.19)

where ν is the observation frequency, set to 220 GHz, and n̄ph(ν, Tbb) is the mean

photon occupation number per mode at the observation frequency for a given black-

body temperature. The optical efficiency ηopt and the thermal term NEPtherm are

the fit parameters. The fit to this model is shown in Figure 5.9 for two resonators,

a breakdown into the photon, recombination, and thermal NEP is overplotted in

dotted, dashed, and solid lines, respectively. Both fits indicate an optical efficiency

of ∼ 70%. Though this is approximately 15% lower than the simulated expectation,

the simulation does not account for feedhorn loss or other sources of optical power

loss.
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Figure 5.10: Cartoon diagram of the Fourier transform spectrometer (FTS) used
for spectral response measurements. The intensity of light incident on the detectors
is set by the position of a moving mirror. The mirror is swept through a range of
positions over the course of an FTS scan, creating an interference pattern whose
shape depends on the detectors’ spectral response.

5.6 Spectral response

It is important to understand the spectral response of an instrument, and this starts

with laboratory measurements of detector spectral response. In addition to making

this measurement for SPT-3G+ prototypes, I developed the pipeline for measuring

detector spectra using the RF-ICE system for the SPT-SLIM project [173]. Spectral

measurements are taken by coupling a Fourier Transform Spectrometer (FTS) to

the detectors through a vacuum window into the cryostat. The FTS works in a

similar manner to a Michelson interferometer, creating an interference pattern as

the moveable mirror is swept through a range of positions. A cartoon diagram of

the FTS configuration used for this work is shown in Figure 5.10. The detectors are

mounted within the cryostat on a stage facing the vacuum window. Between the

cryostat vacuum window and the detectors are three layers of filtering, shown in the

upper panel of Figure 5.2. For SPT-3G+ 220 GHz detectors, the final low-pass filter

is an 8.5 cm−1 filter with a cutoff frequency around 250 GHz. Resonators must first

be biased and tuned following Section 5.3 with the source on, and with the FTS

mirror located at its white-light fringe position. Detectors should be retuned after
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every change to the setup.

5.6.1 Taking and processing FTS scans

The mirror is swept at some velocity v, and the ADC is sampling at some sample rate

fs. Then the path length difference between consecutive samples is δ = 2v/fs. The

following equation is derived in [174], and this derivation is reproduced in Appendix

B:

P(k) =

∫ ∞

−∞
[I(δ) − 1

2
I(0)] cos(2πkδ)dδ (5.20)

This equation states that power spectrum of the light incident on detector is the

Fourier transform of the intensity of light hitting the detector as a function of path

length. Here k = 2π/λ is the wave number of incident light and I is the intensity of

light incident on the detector. After the FTS scan, the existing data products are a

known tone frequency f0 and bias power A, a reference sweep, and the timestreams

I(t) and Q(t). The first step is to convert the timestreams to fractional frequency

shift timestreams x(t) = δf(t)/f0, using the method described by Equation 5.7.

The reference sweep and known tone are used to calculate the linear coefficients in

Equation 5.7. The resulting timestream x(t) is the interferogram term in Equation

5.20. The x-axis of the interferogram can be put into units of path length difference

using the FTS mirror velocity: δ = 2vt. Then the power spectrum P(k) can be

computed by taking the Fourier transform of x(t). It may also be useful to apply

a Hanning window to the interferogram prior to the Fourier transform to avoid

artifacts caused by non-smooth behavior of the interferogram at the beginning and

end of the FTS scan.

5.6.2 SPT-3G+ 220 GHz spectral response

The devices from Section 5.5 were tested in a second configuration, this time with

the detectors facing an open cryostat vacuum window, as in the lower panel of

Figure 5.2. An FTS was coupled through the vacuum window to the detectors
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Figure 5.11: Left: The simulated (grey dotted) optical band overplotted with the
measured optical band for a resonator from each of the microstrip (W023, blue)
and CPW (W029, orange) chips. The black line is the measured spectrum from
the dark detectors on W029. All bands here are normalized to have a maximum
transmission of 1. Right: Comparison of the averaged fractional frequency shift of
dark detectors on W029 to that of optically loaded detectors as a function of incident
optical power. This ratio of dark to optically loaded frequency shift is less than 5%
within the expected SPT-3G+ optical loading range (gray vertical band).

as shown schematically in Figure 5.10. The left panel of Figure 5.11 shows the

spectral response of optical pixels on both the microstrip (W023, blue) and CPW

(W029, orange) chips. All spectra on this plot are normalized to have unit maximum

transmission. These are overplotted with the simulated optical band, indicated by

the gray dotted line. Test results mostly agree with the simulation, except for a

discrepancy in the lower part of the band. This could potentially be explained by a

slight deviation from simulation in the machined RF choke, or unexpected coupling

to the RF choke by nearby structures.

The W029 chip contains several structures in which a feedhorn-coupled central

pixel is surrounded by six “dark” pixels that are not coupled to a feedhorn. This

enables measurements of a dark pixel’s response to a change in the power incident

on its optically coupled neighbor. The black solid line in the left panel of Figure

5.11 shows the measured spectrum of the dark resonators on W029. The dark

spectral response peaks at the lower edge of the simulated band, indicating that

some of the in-band photons that were not absorbed by the optical detector were

scattered and eventually absorbed by neighboring dark detectors. The right panel

of Figure 5.11 shows the averaged fractional frequency shift of dark detectors on
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Figure 5.12: Polarization response of an x-aligned (blue) and y-aligned (orange)
SPT-3G+ detector. The detectors show the expected behavior. The minima of
these curves indicate cross-polarization leakage of about 10%.

W029 as compared to that of optically loaded detectors as a function of incident

optical power. Within the expected range of optical loading for SPT-3G+, the ratio

of dark to optically loaded frequency shift is less than 5%. Note that since optical

load decreases detector responsivity, this ratio is an overestimate of the expected

cross-coupling between two adjacent optically loaded detectors.

5.6.3 Polarization response

The polarization response of two resonators with orthogonally aligned optically cou-

pled absorbers is shown in Figure 5.12. These measurements were obtained by

directing a hot blackbody source onto the detectors through the cryostat vacuum

window, with a rotating polarizing grid between the source and detectors. For each

polarization angle, the detectors’ resonant frequencies were measured with and with-

out the source. The fractional shift in resonant frequency as a function of source

polarization angle is fit with the model [175]:

∆f0
f0

(θ) = A
[

cos(2(θ − ϕ)) +
1 + ϵ

1 − ϵ

]
. (5.21)
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These fits are represented by the solid lines in Figure 5.12, and are rescaled to show

frequency shift as a percentage of the maximum response. Here ϵ is the ‘cross-

polarization parameter,’ which corresponds to the minimum of each curve in Figure

5.12. The other fit parameters, A and ϕ are an amplitude and phase shift respec-

tively. For both detectors, the cross-polarization was found to be about 10%. This

is higher than the simulated value of 3%, however, the simulation includes only the

waveguide, RF choke, and detectors. The simple conical feedhorn used in this setup

is expected to contribute about 4% to the cross-polarization [176]. Further contri-

butions may come from errors in manually-adjusted polarization grid angle, or from

stray reflections in the fully on-axis measurement setup.

5.7 Conclusions and Additional Work

Dark testing of a 63-pixel array of these CPW-coupled resonators produces results

consistent with the science requirements for SPT-3G+. Inductor quality factors are

well above our Qi = 105 multiplexing target, and the transition temperature Tc and

kinetic inductance fraction αk are tightly distributed around expected values that

meet our requirements. Testing of optically coupled pixels from both the microstrip

and CPW feedline devices show good agreement in both the measured optical band

and optical efficiency, with both detectors having effectively identical bands and

an optical efficiency of ∼ 70%. The measured bands agree with predictions from

simulations, except at the lower band edge, where the detector response is less than

expected. The polarization of the CPW-coupled optical pixels was also measured,

with cross-polarization response of ∼ 10% for both polarities. Dark detectors on the

CPW chip were found to have less than 5% of the frequency shift of their optically

loaded neighbors within the 5-10 pW range of optical loading. The majority of the

dark spectral response was seen to come from the lower edge of the band, just past

the waveguide cutoff. Further simulations are underway to understand and mitigate

this effect, potentially by making slight adjustments to the integrating cavity design

or by adding dedicated structures to the pixel to absorb stray photons.
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Scaling up to triangular submodules

My goal for this project was to repeat the optical testing described in this chapter

on a full-scale triangular submodule. This would demonstrate that the 220 GHz

detector arrays are suitable for eventual deployment. I first designed and fabricated a

sparsely-populated triangle as a test of the feedline design. The feedline of this device

functioned as intended, and did not possess any unintentional resonant features in

the intended readout band. I then designed a second triangle wafer whose pixels

were spaced in clusters, with the intention of having the central pixel of each cluster

coupled to a feedhorn. The feedhorn-coupled pixels could be used to repeat the

optical tests, and the neighboring dark pixels could be monitored to measure optical

crosstalk. I fabricated a dark version of this sparse triangle, shown in the upper left

panel of Figure 5.13. The majority of resonators on this wafer were of high internal

quality, as seen in the upper right panel of Figure 5.13, and the resonators were

distributed as designed into six banks depending on the polarization and position

of each resonator, as seen in the lower panel of Figure 5.13. Dark noise performance

was also reasonable; in fact the plots in Figure 5.5 are created from a detector on

this wafer.

Having verified this design, I fabricated a second copy of the mask on a silicon-on-

insulator (SOI) wafer with a 100 µm device layer. The DRIE process to machine the

silicon backshort proved to be challenging, and the wafer was sent to Argonne and

then to Cardiff over the course of several months. At the same time, the specialized

sample box required for the optical tests was designed and fabricated. When both

the box and the wafer arrived, there was only time for a single cooldown. Tragically,

I discovered upon cooling down that while feedline transmission was excellent, not

a single resonance had yielded. After ruling out concerns related to the sample

mounting and box temperature, I was forced to conclude that the issue was within

the inductor material. Consultation with Argonne has led me to the conclusion that

the long pre-sputtering times I have been using to avoid tantalum contamination

of the aluminum source have over time depleted the aluminum source such that
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Figure 5.13: Dark performance of a 220 GHz triangle designed to serve as a prototype
for an eventual array-scale optical test. For the most part, quality factors and
resonant frequency scheduling matched the design. This mask was re-fabricated
on a SOI wafer, but that device did not yield resonators due to likely material
contamination.

sputtered material now contains particles of the iron crucible in which the source is

held. As time did not permit fabrication and testing of a second optical wafer, the

full submodule optical data is not included in this thesis.

However, all is not lost. Due to the promising dark performance of my initial

triangular submodule, it seems likely that good array-scale optical data could be

measured were this mask to be fabricated on a SOI wafer using high-quality alu-

minum. Plans are already underway to do this fabrication at Cardiff, and to test

the resulting wafer optically either at Cardiff or in Chicago. I plan to combine the

data from these optical tests with the dark data from my original wafer to produce

a publication that describes the array-scale performance of the 220 GHz detectors.
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Chapter 6

Conclusions

In this thesis, I have presented a collection of forecasting, analysis, and instrumen-

tation work related to the science case and hardware development of the SPT-3G+

camera. In Chapter 2, I forecasted the expected sensitivity of SPT-3G+ to the

Rayleigh scattering signal, and found that, in combination with SPT-3G and Planck

data, the expected detection significance is ∼ 1.6σ. An important conclusion of that

work was that for SPT, the CIB is the major foreground inhibiting higher detec-

tion significance of the Rayleigh Scattering signal. This motivated me to look more

closely at the CIB as both a foreground and an astrophysical signal. In Chapter 3

I attempted to characterize the CIB using SPT-3G data. I used an existing phys-

ically motivated model that relates CIB emission to an underlying star-formation

rate. Instead of fitting the CIB autospectrum, I fit the CIB x CMB lensing spec-

trum, which is less susceptible to systematic bias from contaminants such as galactic

dust. The 220 GHz CMB temperature and lensing maps used for this project came

from the 2019-2020 SPT-3G observation seasons. Unfortuately, the model was un-

constrained by SPT-3G, and even the addition of Planck data did not constrain

the model. Forecasts for SPT-3G+ showed the same lack of contstraining ability,

despite the high-sensitivity of SPT-3G+ high-frequency bands. Constraining the

model required adding in independent cosmic star-formation rate density observa-

tions. Because many parameters in this model are co-degenerate, future work entails

fixing some of the parameters to physically and literature-motivated values and re-
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peating this analysis. Regardless, this analysis will need to be repeated on finalized

versions of the 2019-2020 220 GHz and lensing maps. This analysis also highlights

the need for improved CIB models as experiments seek detections of small-amplitude

secondary anisotropies for which the CIB is a significant foreground.

The instrumentation component of my PhD concerned the development of mi-

crowave kinetic inductance detectors (MKIDs) for SPT-3G+. In Chapter 4 I de-

scribe my work designing and fabricating feedhorn-coupled direct absorbing MKIDs

for the 220, 285, and 345 GHz bands of SPT-3G+. The design evolved from small

chips with a few microstrip-coupled pixels to deployment-scale triangular submod-

ules with pixels packed 2.2 mm apart. In Chapter 5 I describe the laboratory testing

of the 220 GHz SPT-3G+ detectors. The detectors performed well from both a mi-

crowave and an optical perspective. Resonances were of the intended width and

quality, and were located within the intended microwave readout bandwidth. They

showed photon-dominated performance under a representative optical load, indicat-

ing that they possess the required sensitivity for use on the SPT-3G+ focal plane.

They also showed roughly the expected spectral response and response to the po-

larization angle of incident light, with some small deviations that still need to be

addressed. I began scaling up to triangular submodule fabrication, and fabricated

submodules with various fill factors that I tested dark. One of my goals had been

to repeat the optical testing on a full triangular submodule. Due to a combination

of timing constraints and a failed fabrication run, this final optical test did not

take place, and because I am immenintly deploying to the South Pole for a year, I

will not be able to repeat the fabrication. However, efforts are underway to repeat

the optical fabrication at Cardiff University, and collaborators at the University of

Chicago have agreed to perform the optical tests. I plan to remotely analyze the data

from this testing and to combine it with existing dark triangular submodule data

to thoroughly characterize the microwave and optical properties of the submodule

design.

This concludes my PhD thesis. My projects, though not particularly cohesive,
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exposed me to many different aspects of the early stages of SPT-3G+ develpment.

The combination of forecasting, analysis and instrumentation work along with ob-

serving the proposal writing process has helped me understand what is needed to

create a scientific instrument and to process its data into scientific results. I have also

gained practical skills in computing, nanofabrication, vacuum systems, cryogenics,

and RF electronics, and have particularly enjoyed the operation and maintenence of

the dilution refrigerator at the University of Chicago. These skills will benefit me in

my immediate future at the South Pole, and will remain valuable over the course of

my scientific career. I am grateful to have done work in which I find meaning, and

to the many people who have enabled me to do so.
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Appendix A

Model details for the Rayleigh

scattering project

A.1 Noise model parameters

A.1.1 Instrument and atmospheric parameters

Table A1 lists the values of beam size (FWHM), map depth, and atmospheric model

parameters (ℓknee and α) for each band of each ground-based instrument considered

in this analysis. Assumed full-survey map depths for SPT-3G are taken from [?

]; map depths for SPT-3G+ are calculated from design detector noise values and

assuming four years of observation with efficiency similar to SPT-3G. Atmospheric

parameter values for SPT-3G are estimated from on-sky data; values for SPT-3G+

at 220 GHz are assumed to be identical to SPT-3G, while numbers for higher-

frequency bands are scaled using the measured levels of precipitable water vapor

(PWV) at the South Pole integrated over the design SPT-3G+ bands.

Sources for other experiments’ values are given in the caption to Table A1. Map

depth values for Planck, though not included in Table A1, are taken from Table

4 of [96]. Some experiments use a different atmospheric model in which ℓknee is

fixed and Natmos = Nred( ℓknee
ℓ

)α + Nwhite, where Nwhite is the detector noise. For

these experiments, we convert their parameters to the equivalent ones in our model,
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Instrument Band Beam T Map Depth E Map Depth ℓknee,T αT ℓknee,E αE

(GHz) (arcmin) (µK-arcmin) (µK-arcmin)

SPT-3G 95 1.7 2.7 3.8 1200 -4.2

200

-2.6

(fsky = 0.03) 150 1.2 2.2 3.1 1900 -4.1 -2.2

220 1.1 8.8 12.4 2100 -3.9 -2.2

SPT-3G+ 225 0.8 2.9 4.1
2100

-3.9 200 -2.2(fsky = 0.03) 285 0.6 5.6 7.9

345 0.5 28 39.6 2600

Simons Obs. 27 7.4 52 74
400

-3.5 700 -1.4

(fsky = 0.40) 39 5.1 27 38

93 2.2 5.8 8.2 1900

145 1.4 6.5 9.2 3900

225 1.0 15 21.2 6700

280 0.9 37 52.3 6800

CCAT-p 220 1.0 15 21.2 7300

-3.5 700 -1.4

(fsky = 0.50) 280 0.8 28 39.6 8800

350 0.6 107 151 10600

410 0.5 407 576 8200

850 0.3 6.8 × 105 9.6 × 105 4600

CMB-S4-Wide 27 7.4 21.5 30.4
400

-3.5 700 -1.4

(Chilean LAT) 39 5.1 11.9 16.8

93 2.2 1.9 2.7 1900

145 1.2 2.1 2.9 3900

(fsky = 0.65) 225 0.9 6.9 9.7 6700

278 0.7 17 23.8 6800

CMB-S4-Deep 20 11.4 8.7 12.3

400
-4.2 150

-2.7(S. Pole TMA) 27 8.4 5.1 7.1

(fsky = 0.03) 39 5.8 3.3 4.6

95 2.5 0.5 0.71 1200 -2.6

150 1.6 0.5 0.66 1900 -4.1

200 -2.2220 1.1 1.5 2.05
2100

-3.9

285 1.0 3.4 4.85 -3.9

Table A1: Instrument and atmospheric parameters for all ground-based experiments
considered in this analysis. Ndet in Section 2.4 is defined as the square of the map
depth. SPT-3G map depth values come from [? ], while SPT-3G+ values are
calculated using design detector noise and assuming four years of observation with
similar efficiency to SPT-3G. SPT-3G atmospheric noise parameters come from on-
sky measurements, and SPT-3G+ values are scaled from these using PWV values
in each band. CCAT-prime values come from [74]. CMB-S4 Deep map depths,
bands, and beams are taken from the CMB-S4 wiki.1 Since atmospheric parameters
on that wiki were not updated at the time of writing, CMB-S4 Deep atmospheric
parameters were assumed to be identical to those of the corresponding SPT bands.
Official CMB-S4 Wide values were also not publicly available at the time of writing,
so values were taken from Table VIII of [84]. Simons Observatory map depths,
bands, and beams come from [79], and atmospheric parameters were assumed to be
identical to those of the corresponding CMB-S4 Wide bands. Since CMB-S4 Wide
and CCAT-prime use a different atmospheric model to the one described in Section
2.4, parameters have been converted to ones that produce equivalent atmospheric
noise in our model. Planck values for map depth, though not included in Table A1,
are taken from Table 4 of [96].
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Foreground Parameter Deep TT Wide TT Deep EE Wide EE

Galactic

Adust,145 [µK2] 3.253 1168 0.048 1.161

αdust,145 -0.400 -0.246 -0.400 -0.371

Asynch,93 [µK2] 0.005 0.055 0.001 0.010

αsynch,93 -0.4

Extragalactic

AtSZ,150 [µK2] 4

N/A

αtSZ,150 0

ACl-loz,220 [µK2] 40

αCl-loz,220 0.8

ACl-hiz,220 [µK2] 20

αCl-hiz,220 0.8

APo-loz,220 [µK2] 20

αPo-loz,220 2

APo-hiz,220 [µK2] 50

αPo-hiz,220 2

ARadio,150 [µK2] 0.17 8 × 10−5

αRadio,150 2

Table A2: Anchor values for galactic and extragalactic foreground amplitudes and
power law slopes. Galactic foregrounds include galactic dust and galactic syn-
chrotron radiation, while extragalactic foregrounds include the thermal Sunyaev
Zel’dovich effect, the four-component CIB model presented in Section IV.D, and
extragalactic radio sources. The models for each of these components are detailed
in § 2.4.3 and § 2.4.4. These values are scaled to other frequency bands as described
in Appendix A.1.2 and A.1.3.
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using:

ℓknee = ℓfixed

(
Nred

Nwhite

) 1
α

, (A.1)

where ℓfixed is the fixed value of ℓknee used in their atmospheric model.

A.1.2 Galactic dust and synchrotron amplitudes

We rely on the publicly available Python Sky Model (pySM) simulations [88, 89]

developed based on the Planck Sky Model code [177] for galactic foregrounds. The

approach is similar to the one followed in [87]. For both the Deep and Wide surveys,

we estimate the power spectrum of the galactic dust and synchrotron signals in

pySM, both in temperature CTT
ℓ and polarization CEE

ℓ . Since CTE
ℓ = 0 in pySM,

we set the TE correlation using the geometric mean of the two signals as CTE
ℓ =

ρgalTE

√
CTT

ℓ CEE
ℓ with ρgalTE = 0.35 for all galactic foregrounds [178]. We use the pySM

S0 d0 dust and S0 s0 synchrotron models in this work.

We fit a power law of the form Dℓ = A

(
ℓ

80

)α

to determine the dust and

synchrotron amplitudes at our reference frequencies of 145 and 93 GHz, respectively,

and we scale those amplitudes to other bands as:

Cℓ,ν1ν2 = Cℓ,ν0ν0 ϵν1,ν2
ην1ην2
ην0ην0

, (A.2)

where ν0 = 145 or 93 GHz, and ν1, ν2 correspond to frequency bands listed in

Table A1. The terms ϵν1 and ϵν2 in Eq.(A.2) encode the conversion of radiance to

equivalent fluctuation temperature of a 2.7K blackbody:

ϵν1,ν2 =

dBν0

dT

dBν0

dT
dBν1

dT

dBν2

dT

∣∣∣∣∣∣∣
T=TCMB

, (A.3)

while ην represents the spectral energy distribution of either dust or synchrotron.

142



For dust we use a modified blackbody of the form

ην = νβd Bν(Td), (A.4)

with βd = 1.6, and Td = 19.6 K, while for synchrotron we assume a power law in

frequency

ην = ν2+βs (A.5)

with βs = −3.10.

For simplicity, we assume in the estimation of dust and synchrotron amplitudes

that the observing regions for the three “wide” experiments (SO, CCAT-prime, and

CMB-S4 Wide) are identical and equal to the 57% of sky available between decl. 68◦

and 25◦ and with galactic latitude b > 10◦. This means that the assumed galactic

foreground amplitudes will be slightly pessimistic for SO and CCAT-prime and

slightly optimistic for CMB-S4 Wide. Similarly, we assume the observing regions

for the two “deep” experiments (SPT-3G/3G+ and CMB-S4 Deep) are identical and

equal to the SPT-3G region defined by −50◦ < R.A. < 50◦ and −70◦ < decl. < −42◦.

The galactic foreground parameters derived from this procedure are given in Table

A2.

A.1.3 Extragalactic foreground amplitudes

Like the galactic dust model, both the tSZ and CIB models are defined at fiducial

frequencies, and the amplitudes are scaled to other frequency bands. The CIB

clustered and Poisson amplitudes are defined in Section III.D at 220 GHz and are

scaled in exactly the same way as the galactic dust amplitudes above, but with

ην = B

(
ν,

TCIB

1 + z

)
ν2, (A.6)

where TCIB = 30K, and z is one of zlow = 0.5 or zhi = 3.5 corresponding to the

low and high redshift CIB components respectively. The clustered and Poisson CIB
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components are considered unpolarized.

The tSZ amplitude is defined in Section III.D at 150 GHz and is scaled to other

bands using the tSZ spectral shape relative to dB(ν)/dTCMB:

f(ν)tSZ = x
ex + 1

ex − 1
− 4, (A.7)

where x = ν/56.8 GHz. The tSZ amplitude at frequency ν is:

A(ν)tSZ =
A0,tSZ

f(ν)2SZ
. (A.8)

We assume the tSZ is unpolarized, and thus all tSZ amplitudes for polarization are

zero. Finally, the extragalactic radio source amplitude, also defined in Section III.D

scales to other frequency bands in a similar way to Equation A.5, but with the 2+βs

exponent replaced by −0.7 (e.g., [179]). Extragalactic radio sources are considered

3% polarized following [95], [93], so that extragalactic radio amplitudes for E polar-

ization are 4.5 × 10−4 times the extragalactic radio amplitudes for temperature.
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Appendix B

FTS derivation

The following derivation follows [174], but I modified the wording and variable names

to make it flow with this thesis. The mirror is swept at some velocity v, and the

ADC is sampling at some sample rate fs. Then the path length difference between

consecutive samples is δ = 2v/fs. The factor of 2 is due to the fact that light has

to travel twice the physical distance traveled by the mirror. For a monochromatic

source with wavelength λ, the recombined wavefunction is the sum of the original

and phase-shifted waves:

w(x, k) = E(k)e2πjkx + E(k)e2πjk(x−δ) = E(k)
(
1 + e−jkδ

)
ejkx (B.1)

where k = 2π/λ is the wavenumber. For a polychromatic source, the wavefunction

is an integrated over all wavenumbers:

w(x) =

∫ ∞

−∞
w(x, k)dk =

∫ ∞

−∞
E(k, δ)ejkxdk, (B.2)

where E(k, δ) = E(k)e−2πjkδ is the complex amplitude of the recombined wave. The

local intensity of the polychromatic wave (assuming electrical permittivity, refractive

index, and speed of light are all 1 for simplicity) is the integral of the square norm
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of the amplitude of the wave:

I(δ) =
1

k̄

∫ ∞

−∞
E(k, δ)E∗(k, δ)dk =

1

k̄

∫ ∞

−∞
2E(k)2[1 + cos(kδ)]dk (B.3)

Use the definition of cosine to get the last step. Notice that for δ = 0:

1

2
I(0) =

1

2k̄

∫ ∞

−∞
4E(k)2dk =

1

k̄

∫ ∞

−∞
2E(k)2dk. (B.4)

So Equation B.3 can be rewritten by substituting for the first term:

I(δ) =
1

2
I(0) +

1

k̄

∫ ∞

−∞
2E(k)2 cos(kδ)dk (B.5)

At this point, it is useful to note a few things. First, the expression [I(δ)− 1
2
I(0)] is

the intensity as a function of path length difference compared to the mean intensity

when the path length difference is zero. This is the interferogram if the detector

is tuned at the white-light fringe. Second, the Fourier transform F (k) of an even

function f(x) = f(−x) looks exactly like that final term:

F (k) =

∫ ∞

−∞
f(x)e−2πjkxdx =

∫ ∞

0

f(x)
[
e2πjkx + e−2πjkx

]
dx = 2

∫ ∞

0

f(x) cos(2πkx)dx

(B.6)

The same is true for the inverse Fourier transform. Putting these two pieces of

information together, Equation B.5 is the statement that the interferogram is the

inverse Fourier transform of the square-amplitude as a function of frequency, (the

power spectrum). Applying the Fourier transform gives:

P(k) =
1

k̄
E(k)2 = 2

∫ ∞

0

[I(δ)−1

2
I(0)] cos(2πkδ)dδ =

∫ ∞

−∞
[I(δ)−1

2
I(0)] cos(2πkδ)dδ,

(B.7)

which is Equation 5.20.
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lin Kuo, Akito Kusaka, Anne Lähteenmäki, Charles R. Lawrence, Adrian T.
Lee, Antony Lewis, Dale Li, Eric Linder, Marilena Loverde, Amy Lowitz,

168

http://dx.doi.org/10.1088/1475-7516/2019/02/056
http://dx.doi.org/10.1007/s10909-020-02428-z
http://dx.doi.org/10.1007/s10909-020-02428-z


Phil Lubin, Mathew S. Madhavacheril, Adam Mantz, Gabriela Marques,
Frederick Matsuda, Philip Mauskopf, Heather McCarrick, Jeffrey McMa-
hon, P. Daniel Meerburg, Jean-Baptiste Melin, Felipe Menanteau, Joel Mey-
ers, Marius Millea, Joseph Mohr, Lorenzo Moncelsi, Maria Monzani, Tony
Mroczkowski, Suvodip Mukherjee, Johanna Nagy, Toshiya Namikawa, Fed-
erico Nati, Tyler Natoli, Laura Newburgh, Michael D. Niemack, Haruki
Nishino, Brian Nord, Valentine Novosad, Roger O’Brient, Stephen Padin,
Steven Palladino, Bruce Partridge, Don Petravick, Elena Pierpaoli, Levon
Pogosian, Karthik Prabhu, Clement Pryke, Giuseppe Puglisi, Benjamin
Racine, Alexandra Rahlin, Mayuri Sathyanarayana Rao, Marco Raveri, Chris-
tian L. Reichardt, Mathieu Remazeilles, Graca Rocha, Natalie A. Roe, Anir-
ban Roy, John E. Ruhl, Maria Salatino, Benjamin Saliwanchik, Emmanuel
Schaan, Alessandro Schillaci, Benjamin Schmitt, Marcel M. Schmittfull, Dou-
glas Scott, Neelima Sehgal, Sarah Shandera, Blake D. Sherwin, Erik Shirokoff,
Sara M. Simon, Anže Slosar, David Spergel, Tyler St. Germaine, Suzanne T.
Staggs, Antony Stark, Glenn D. Starkman, Radek Stompor, Chris Stoughton,
Aritoki Suzuki, Osamu Tajima, Grant P. Teply, Keith Thompson, Ben Thorne,
Peter Timbie, Maurizio Tomasi, Matthieu Tristram, Gregory Tucker, Cate-
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M. Gatti, E. M. George, D. W. Gerdes, G. Giannini, D. Gruen, R. A. Gru-
endl, J. Gschwend, G. Gutierrez, N. W. Halverson, S. R. Hinton, G. P. Holder,
D. L. Hollowood, W. L. Holzapfel, K. Honscheid, J. D. Hrubes, D. J. James,
L. Knox, K. Kuehn, N. Kuropatkin, O. Lahav, A. T. Lee, D. Luong-Van,
N. MacCrann, J. L. Marshall, J. McCullough, J. J. McMahon, P. Melchior,
J. Mena-Fernández, F. Menanteau, R. Miquel, L. Mocanu, J. J. Mohr, J. Muir,
J. Myles, T. Natoli, S. Padin, A. Palmese, S. Pandey, F. Paz-Chinchón,
A. Pieres, A. A. Plazas Malagón, A. Porredon, C. Pryke, M. Raveri, C. L. Re-
ichardt, M. Rodriguez-Monroy, A. J. Ross, J. E. Ruhl, E. Rykoff, C. Sánchez,
E. Sanchez, V. Scarpine, K. K. Schaffer, I. Sevilla-Noarbe, E. Sheldon, E. Shi-
rokoff, M. Smith, M. Soares-Santos, Z. Staniszewski, A. A. Stark, E. Suchyta,
M. E. C. Swanson, G. Tarle, D. Thomas, M. A. Troxel, D. L. Tucker, J. D.
Vieira, M. Vincenzi, N. Weaverdyck, R. Williamson, B. Yanny, B. Yin, DES
Collaboration, and SPT Collaboration. Mapping gas around massive galax-
ies: cross-correlation of DES Y3 galaxies and Compton-y maps from SPT and
Planck. , 522(2):3163–3182, June 2023. doi: 10.1093/mnras/stad1167.

[109] Stephen J. Osborne, Duncan Hanson, and Olivier Doré. Extragalactic fore-
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ward a halo mass function for precision cosmology: The limits of universality.
The Astrophysical Journal, 688(2):709–728, dec 2008. doi: 10.1086/591439.
URL https://doi.org/10.1086%2F591439.

[125] Jeremy L. Tinker and Andrew R. Wetzel. WHAT DOES CLUSTERING TELL
US ABOUT THE BUILDUP OF THE RED SEQUENCE? The Astrophysical
Journal, 719(1):88–103, jul 2010. doi: 10.1088/0004-637x/719/1/88. URL
https://doi.org/10.1088%2F0004-637x%2F719%2F1%2F88.

[126] Matthieu Béthermin, Lingyu Wang, Olivier Doré, Guilaine Lagache, Mark
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Austermann, B. A. Benson, M. Béthermin, L. E. Bleem, M. Bothwell, J. E.
Carlstrom, C. L. Chang, S. Chapman, H.-M. Cho, A. T. Crites, T. de Haan,

189

https://doi.org/10.1088%2F0004-637x%2F806%2F2%2F206
http://dx.doi.org/10.1051/0004-6361/201220019


M. A. Dobbs, W. B. Everett, E. M. George, N. W. Halverson, N. Harrington,
Y. Hezaveh, G. P. Holder, W. L. Holzapfel, S. Hoover, J. D. Hrubes, R. Keisler,
L. Knox, A. T. Lee, E. M. Leitch, M. Lueker, D. Luong-Van, D. P. Marrone,
J. J. McMahon, J. Mehl, S. S. Meyer, J. J. Mohr, T. E. Montroy, T. Natoli,
S. Padin, T. Plagge, C. Pryke, A. Rest, C. L. Reichardt, J. E. Ruhl, J. T.
Sayre, K. K. Schaffer, E. Shirokoff, H. G. Spieler, J. S. Spilker, B. Stalder,
Z. Staniszewski, A. A. Stark, K. T. Story, E. R. Switzer, K. Vanderlinde, and
R. Williamson. Extragalactic Millimeter-wave Point-source Catalog, Number
Counts and Statistics from 771 deg2 of the SPT-SZ Survey. , 779:61, December
2013. doi: 10.1088/0004-637X/779/1/61.

190


	Abstract
	Acknowledgements
	Introduction
	The microwave sky
	The cosmic microwave background
	Secondary CMB anisotropies
	Astrophysical signals
	The atmosphere

	The South Pole Telescope
	SPT evolution
	SPT-3G

	SPT-3G+: A high-frequency camera for the South Pole Telescope
	Scientific motivations
	The SPT-3G+ Receiver

	Structure of this thesis

	Forecasting sensitivity to the Rayleigh scattering of the CMB
	Introduction
	The Rayleigh Scattering Signal
	Methods
	Component separation
	Fisher calculation

	Noise Model
	Instrument detector noise
	Atmospheric emission
	Galactic sources
	Extragalactic sources

	Results and Discussion
	Forecasts for other upcoming experiments
	Atmospheric correlation

	Conclusions

	Probing cosmic star-formation history with CMB temperature and lensing maps
	Introduction
	Models
	CIB model
	SED model
	Lensing and CIB  lensing models

	Data
	SPT-3G 220 GHz data
	SPT-3G CMB lensing data
	Planck data
	Independent SFR observations

	Measurements and Analysis
	Spectra and binning
	Covariance
	Implementation

	Results
	Model parameter likelihoods
	Cosmic star formation rate density evolution

	Forecasts for SPT-3G+
	SPT-3G+ covariance
	SPT-3G+ Results

	Conclusions

	Design & Fabrication of MKIDs for SPT-3G+
	MKID-related theory
	Superconductivity and kinetic inductance
	Superconducting resonators
	Kinetic inductance detectors
	Response to optical loading

	SPT-3G+ pixel design
	Absorber optical coupling
	Design constraints

	Array layouts and multiplexing
	Fabrication
	SPT-3G+ fabrication process
	Fabrication alternatives and challenges
	Gallery


	Laboratory Characterization of 220 GHz MKIDs for SPT-3G+
	Testbed
	Dilution refrigerator
	RF electronics

	Resonator tuning
	Choosing the bias power
	Choosing the bias tone

	Measuring noise
	Converting timestreams to resonant frequency shift
	Noise power spectral density

	Dark MKID characterization
	Dark NEP

	Optical efficiency
	Spectral response
	Taking and processing FTS scans
	SPT-3G+ 220 GHz spectral response
	Polarization response

	Conclusions and Additional Work

	Conclusions
	Model details for the Rayleigh scattering project
	Noise model parameters
	Instrument and atmospheric parameters
	Galactic dust and synchrotron amplitudes
	Extragalactic foreground amplitudes


	FTS derivation

