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Abstract
Do American presidents speak discernibly different from each other? If so, in what ways? And are these differences confined to any single 
medium of communication? To investigate these questions, this paper introduces a novel metric of uniqueness based on large language 
models, develops a new lexicon for divisive speech, and presents a framework for assessing the distinctive ways in which presidents speak 
about their political opponents. Applying these tools to a variety of corpora of presidential speeches, we find considerable evidence that 
Donald Trump’s speech patterns diverge from those of all major party nominees for the presidency in recent history. Trump is 
significantly more distinctive than his fellow Republicans, whose uniqueness values appear closer to those of the Democrats. 
Contributing to these differences is Trump’s employment of divisive and antagonistic language, particularly when targeting his 
political opponents. These differences hold across a variety of measurement strategies, arise on both the campaign trail and in official 
presidential addresses, and do not appear to be an artifact of secular changes in presidential communications.
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Significance Statement

While presidential discourse attracts considerable attention from popular media and scholars alike, efforts to computationally com
pare such rhetoric have been limited to lexical methods. This paper proposes a novel suite of metrics to advance such analyses and 
identify new findings. In particular, we leverage large language models to establish an original metric of uniqueness, develop a new 
lexicon for divisive speech, and introduce a comparative framework for the portrayal of political opponents. We then apply these 
methods to a rich assembly of campaign speeches, presidential debates, and official States of the Union addresses. Across all these 
datasets, we find that Donald Trump’s political rhetoric is unique among modern presidents, and is defined, in part, by his use of an
tagonistic language, particularly when directed at political opponents.

Competing Interest: The authors declare no competing interests. 
Received: January 30, 2024. Accepted: September 18, 2024 
© The Author(s) 2024. Published by Oxford University Press on behalf of National Academy of Sciences. This is an Open Access article 
distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits 
unrestricted reuse, distribution, and reproduction in any medium, provided the original work is properly cited.

Introduction
The rise of the modern presidency is defined, in no small measure, 
by the chief executive’s changing relationship to the American 
public. In what Jeffrey Tulis (1) calls the “rhetorical presidency,” 
modern presidents are expected to routinely stand before the pub
lic in order to explain, persuade, inform, and instruct. How pre
cisely they do so, though, is open to interpretation. While 
certain norms of communication govern their behavior, presi
dents have a fair measure of discretion to speak as they choose.

When fulfilling their oratory duties, do modern presidents ad
here to a common script? Or do some presidents defy rhetorical 
conventions and speak in ways that, at least among themselves, 
are novel and surprising? Leveraging recent advances in large lan
guage models (LLMs) (2), we develop a new quantifier of unique
ness by directly measuring the unpredictability of language 

patterns. In addition, we incorporate more standard lexical tech
niques to examine a prevalent yet understudied construct, div
isiveness (3). We operationalize divisiveness as language that is 
intended to impugn and delegitimize the speaker’s target, and 
we develop a new lexicon for such speech. Furthermore, we intro
duce a comparative framework for assessing mentions of oppo
nents, which are especially prevalent in presidential debates.

We use our proposed tools to analyze large and diverse corpora 
of presidential speech. In doing so, we are able to both character
ize the overall distinctiveness of presidents’ speech patterns and 
examine specific qualities that previous research has overlooked. 
Moreover, we can distinguish general speech patterns from those 
directed towards one’s political opponents.

In nearly all of our analyses, Donald Trump appears as a clear 
outlier. On the campaign trail, in presidential debates, and in 
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official presidential addresses, we find, Trump’s speech patterns 
routinely differ from those of all recent presidents —lending cre
dence to Kurt Anderson’s observation that, “The version of 
English [Trump] speaks amounts to its own patois, with a special 
vocabulary and syntax and psychological substrate” (4).

Like previous scholars (5–7), we find that Trump tends to com
municate in shorter, more simplistic sentences. But whereas pre
vious quantitative research on presidential rhetoric relied 
exclusively on lexicons (e.g. (6)) and sentiment classification 
(e.g. (8)), which necessarily disregard contextual information in
cluded in the body of speeches, our methods are able to show 
that Trump speaks in ways that are holistically different from 
all modern presidents. These differences are pervasive and 
large—so much so, in fact, that the observed differences be
tween Trump and his fellow Republicans exceed those between 
Republicans and Democratic presidents. Contributing to these 
differences, we show, is Trump’s tendency to speak in ways 
that are especially divisive, particularly when focusing on his 
political opponents.a These findings, moreover, are robust to a 
variety of measurement strategies, arise across rich and diverse 
corpora of texts, and do not appear to be an artifact of secular 
time trends.

Methodology
Data
Our research investigates three genres of political speech: presi
dential debates in general elections since 1960, State of the 
Union (SOTU) speeches since 1961, and a sample of campaign 
speeches assembled by the American Presidency Project (13). 
Debates and SOTU speeches are generally standard across presi
dents and time, so all available documents are included in our 
main analyses.b Publicly available campaign documents, how
ever, are imbalanced and not comprehensive over the same 
time frame, so these corpora are limited to speeches delivered 
within one month of Election Day in every presidential election 
since 2008. Table 1 provides summary statistics of the final data
sets for which we present results.c

Figure 1 shows the distribution of sentence lengths from 
each speaker across the datasets. Further details of how we 
collected these datasets can be found in Materials and 
Methods. From the outset, however, we note that Trump tends 
to speak in markedly shorter sentences than do other presi
dents. Whereas Trump’s sentences range from 10.4 to 14.5 
words in the three data sources, the overall averages range 
from 17.6 to 24.4 words. And when comparing presidents with
in each data source, Trump registered the single lowest num
ber of average words per sentence among all presidents within 
debates and campaigns, and the second lowest number within 
SOTU addresses.

Quantifying the uniqueness of political speech
We quantify the uniqueness of political speeches using three 
complementary approaches: (i) a novel metric based on LLMs; 
(ii) a new resource of lexicons for divisive speech; and (iii) a com
parative framework for the portrayal of political opponents in
volving lexical features. Together, these three approaches allow 
for a robust and multifaceted comparison of speech patterns 
that involve global assessments beyond lexical comparisons and 
specific evaluations of divisiveness. We briefly introduce the intu
ition behind each approach below.

LLM-based uniqueness
Large language models, like the GPT family of models, have re
ceived widespread attention for their abilities to statistically char
acterize the complex structures of natural language text. LLMs 
can measure the predictability of text by calculating the likelihood 
of the next word or sequence of words in a given context, to pro
duce a measure known as “perplexity,” which is typically used 
to evaluate the quality of LLMs (14, 15). To control for the length 
of a text, standard perplexity measures can be supplemented 
with measures of “bits-per-character” (BPC) (16).

Contributing to this literature, we propose a metric of “unique
ness” based on the ability of LLMs to estimate the probabilities of 
word sequences, and we then use these estimates to compare pol
itical speech from various presidents and presidential candidates, 
whether delivered from the White House or on the campaign trail. 
Specifically, from a pool of presidential candidates, we determine 
how likely the speech of one speaker is to be produced by the 
others. A positive value for one candidate’s sentence uniqueness, 
therefore, suggests that other candidates are unlikely to say it. 
The larger this value, the less likely other candidates are to do so.

The advantage of this metric is its consideration of the preced
ing context of given speech. Rather than examine words or 
phrases in isolation, this metric considers the order in which 
they appear, and thereby provides a much more nuanced charac
terization of speech patterns. The precise meaning of the scores, 
however, may be difficult to interpret because they do not reveal 
the exact features that make a speech distinctive, and because 
they only allow for comparisons within a specified pool of speak
ers. Technical details on the construction of this metric are in
cluded in the Materials and Methods.

Divisive speech lexicon
To analyze the actual content of language used by presidents and 
presidential candidates, a “divisiveness” lexicon is created and ap
plied to each dataset. We define language as “divisive” if it intends 
to impugn and delegitimize the speaker’s target, e.g. by attacking 
their intelligence, integrity, or intentions. Examples of divisive ac
cusations include “racist,” “dishonest,” “corrupt,” or “ridiculous.” 
Such labels are expressly designed to put the target on defense 
and accentuate differences and distance between parties.

Our definition of divisive is distinct from other commonly 
analyzed constructs such as political “polarization,” which 
encompasses language that is associated more with one side 
than the other but is otherwise agnostic about its valence (17). 
Meanwhile, speech may be divisive without being “toxic,” which 
contains hateful, abusive, or offensive content (18). Personal at
tacks can also be categorized as a form of toxic language, which 
prior work has examined primarily in the context of online, writ
ten communication (19). Nor is our measure of divisiveness the 
simple antonym of traditional notions of politeness (20), which 
usually involve honoring social conventions, showing gratitude, 

Table 1. Overall statistics of the three data types we use to 
present our main findings.

DEBATES SOTU CAMPAIGN

# speeches 35 67 187
# sentences 35,096 22,775 36,295
date range 1960–2020 1961–2022 2008–2020
# candidates compared 19 11 6
party ratio (Dem:Rep) 10:9 5:6 3:3
avg. sents/candidate 1,449 2,070 5,701
avg. candidate sent len. 18.76 24.42 17.62
avg. speeches/candidate 3.6 6.1 31.2
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paying compliments, avoiding complaints and curses, and 
respecting the listener’s autonomy with the use of softening 
statements and hedges. More than just impolite or insulting, 
divisive speech, as we conceive it, is explicitly intended to serve 
the political purposes of delegitimization, marginalization, and 
distancing between speaker and target.

To the best of our knowledge, ours is the first divisive speech 
lexicon. As we explain in further detail in the Material and 
Methods section, this lexicon consists of 178 words that four re
searchers independently reviewed to be qualitatively “divisive” 
in political speech. A strength of this lexicon-based analysis is 
its easy interpretability and applicability. Divisive words may be 
used by candidates from any political party in a wide variety of 
settings, are readily identified, and, as we subsequently show, 
are broadly agreed upon by coders. As with all lexical approaches, 
however, the measure is inherently limited by the subjective na
ture of lexical evaluations and the lack of contextual consider
ation. Our resource, like all lexicons, by itself does not account 
for surrounding context like negation or valence. Strategies like 
pairing our lexicon with part-of-speech taggers may be leveraged 
for downstream tasks.

References to political opponents
Our analysis further expands upon prior work by culling the sub
set of sentences that explicitly refer to political opponents. We 
specifically examine presidential debates, in which we define “op
ponents” here to be either the debate partner or their party. The 
methodology of tagging opponent mentions is described in the 
Materials and Methods section.

Once speech referring to opponents is distinguished, we employ 
the Fightin’ Words (FWs) method (21) to identify words more 
strongly associated with opponent mentions; we extend this com
parison across multiple candidates by calculating the overlap of 
each entity’s corresponding word sets with those of all presidents 
and presidential candidates. Intuitively, a greater overlap indicates 
that other candidates use similar rhetoric in opponent mentions, 
while a smaller overlap indicates that other candidates do not 
use similar rhetoric in opponent mentions. This metric thus pro
vides a novel measure for quantifying a candidate’s distinctiveness 
with respect to their portrayal of opponents by combining lexical 
and graph analysis. The results are readily interpretable and clar
ify the distinctive qualities of language used to characterize one’s 

opponent. The metric is similarly constrained by the pool of candi
dates and the finite selection of descriptors.

Results
Donald Trump is unique among all presidential 
candidates in all types of speech
LLM-based uniqueness
We start by presenting results based on the LLM-based unique
ness metric. We find that Trump is the most distinctive speaker 
in debates and SOTU speeches (see Figs. 2 and 3).  Additionally, 
among campaign speeches analyzed from 2008 onwards, Trump 
speaks in ways that stand apart from all other candidates. By com
paring candidate speech patterns aggregated by party, Fig. 3
shows that Trump is more distinctive than his fellow 
Republicans for all types of speech. Indeed, the observed differ
ence between Democratic and Republican candidates is minor 
compared to the gap observed between Trump and everyone else.

While Trump’s speech is characterized by shorter sentences 
(Fig. 1), we confirm that Trump’s uniqueness is consistent across 
sentences of all lengths in Fig. 4. We also note that Biden has simi
larly short sentences on average as Trump, but his uniqueness 
scores are close in magnitude to those of the other candidates, 
particularly in debates and SOTU addresses.

Furthermore, we find that there is minimal correlation between 
our uniqueness metric and standard simplicity scores, suggesting 
that the language model is not conflating uniqueness with lan
guage complexity (see Supplementary Material).

Further extensions and robustness checks
When aggregating over presidential terms and years, Trump ap
pears as slightly more distinctive in 2016 than in 2020 for debates, 
while his SOTU and campaign speeches increase in uniqueness 
over the years. Overall, he remains consistently more distinctive 
in both election cycles than the other candidates under consider
ation (see Supplementary Material). Prior to Trump’s first elec
tion cycle, there are no clear temporal trends to suggest that 
uniqueness has been increasing over time. Moreover, when com
paring the uniqueness scores of the top decile of unique senten
ces for each speaker, we again find that Trump is the most 
distinctive speaker in all our samples of political speech (see 
Supplementary Material).

Fig. 1. Distribution of sentence lengths among all speakers, across debates, SOTU, and campaign data (error bars represent 95% CI). Donald Trump tends 
to use the shortest sentences on average.
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Score validation
The results presented in the main paper are based on the OpenAI 
GPT-2 model, which was the state-of-the-art open-source causal 
language model at the start of this project (22). We are interested 
in causal language modeling, i.e. the predictability of text in a for
ward sequential manner. Causal language models are more appro
priate for our task of scoring uniqueness, as opposed to masked 
language models (e.g. BERT, RoBERTa) which are designed to pre
dict missing tokens within a sequence based on bidirectional con
text (and thus excel at text classification). We validate our 
results with more recent and powerful LLMs like Gemma 2B (23) 
and Phi1-5b (24) as well in the Supplementary Material. The re
sults from these recent LLMs reaffirm our original findings; that 
is, Trump is consistently identified as the most unique speaker 
among modern presidential candidates in all types of speech.

Trump speaks most divisively
Divisive word lexicon
Leveraging our divisive word lexicon, we measure its usage across the 
different types of presidential speech. The frequency of lexicon word 
appearances is calculated for each candidate across each dataset and 
is shown in Fig. 5. Word frequencies are calculated as the number of 

times a divisive word from the lexicon is spoken by a speaker in a giv
en dataset (debates, SOTU, campaign speeches) divided by the total 
number of words spoken by the speaker in that in dataset. Both the 
lexicon words and the speech data are processed to remove contrac
tions and punctuation. Frequency trends provide a macroscopic look 
at the usage of divisive language over time. In the Supplementary 
Material, temporal plots and heatmaps of divisive word usage pro
vide a more granular look and do not show strong trends over time.

One common trend shown by the frequency plots for each da
taset is Donald Trump’s relatively high usage of words from the 
divisiveness lexicon compared to other speakers. In all three data
sets, Donald Trump’s speeches rank highest in divisive word us
age compared to the other candidates analyzed. Examples of 
Trump’s most frequently used words from this lexicon usage 
are shown in Table 2. He is most verbosely divisive in debates 
and campaign speeches, uttering terms like “crazy,” “corrupt,” 
and “stupid” with high frequency. The contexts of debates and 
campaigns are more combative than SOTU addresses, which is re
flected in the higher levels of divisive language in those two me
diums. Table 3 contains a selection of Trump‘s divisiveness in 
context; additional example sentences from various speakers 
can be found in the Supplementary Material.

Fig. 2. Average sentence uniqueness for each speaker, across all data types. Higher bars indicate greater uniqueness, i.e. that speaker’s speech is less 
likely to be uttered by other candidates. Trump is the most distinctive speaker among these candidates for debates and SOTU speeches. Error bars 
correspond to the 95% CI.

Fig. 3. Trump’s average sentence uniqueness scores compared to the others aggregated by party. The number of sentences is denoted on each bar (with 
error bars representing 95% CI). Trump is significantly distinct from other Republicans. The uniqueness scores of the remaining Republicans are closer to 
those of Democrats than with Trump. For SOTU and campaign speeches, Republicans (without Trump) are less unique than Democrats on average.
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Across all debates and campaign speeches, which are the two 
corpora with greatest prevalence of divisive language, sentences 
that use divisive words are more unique (see Supplementary 
Material). The Spearman correlation coefficient between unique
ness and divisive word usage is 0.01 in debates and campaigns 
(p < 0.05 in campaigns and p = 0.30 in debates). The weak, positive 
correlation suggests that divisiveness amounts to only a small 
part of the overall uniqueness of any speech pattern.

References to political opponents in speech
In addition to examining overall speech patterns, we can 
also extract the portions that reference political opponents. 

Next, we show that Trump is more likely to mention his 
political opponents than are other presidential candidates 
and that when doing so, Trump uses particularly distinctive 
language.

Rates of opponent mentions
As one might expect, candidates routinely mention their oppo
nents in debates and only rarely in SOTU addresses. Overall, rates 
of sentences that mention opponents for debates, SOTU, and cam
paign speeches are 20.60%, 0.83%, and 6.95%, respectively (see 
Supplementary Material). Trump has the highest rate of opponent 
mentions in debates.

Since the opponent mentions are more common in presidential 
debates, we revisit our LLM-based measure for the debates to con
firm that Trump is not unique simply because he is more likely to 
mention opponents. Fig. 6 shows that the LLM-based uniqueness 
score rankings are relatively consistent across opponent and non
opponent mentions. Moreover, Trump’s language is consistently 
unique in these debates, whether or not he calls out an opponent. 
Concurrently, sentences that refer to an opponent tend to be more 
distinct than those that do not (see Supplementary Material). And 
in debates, we additionally find that sentences that mention oppo
nents contain significantly higher frequencies of divisive words 
(see Supplementary Material). If you are looking to isolate the dis
tinguishing characteristics of a candidate’s speech patterns, 
therefore, you would do well to focus on how they talk about their 
political opponents.

Fig. 4. Sentence uniqueness across different sentence lengths, for Trump, all other Republicans, and Democrats. For debates and SOTU, Trump is 
consistently more distinctive across all sentence lengths.

Fig. 5. Overall percentage of words used that are divisive. Trump uses the most words from our divisive lexicon, in all types of speech.

Table 2. Top 10 divisive words used by Trump in each type of 
speech.

DEBATES SOTU CAMPAIGN

stupid (14) cruel (3) crazy (135)
racist (14) vile (3) corrupt (111)
disgrace (12) ruthless (2) stupid (69)
corrupt (8) foolish (2) dishonest (53)
disgraceful (8) corrupt (2) disgrace (45)
ridiculous (6) reckless (2) ridiculous (31)
ashamed (6) savages (1) racist (27)
stupid (6) ugly (1) incompetent (25)
filthy (6) outrageous (1) stupidity (22)
dishonest (6) ridiculous (1) ashamed (22)

Raw counts of usage are denoted in parentheses next to each word.
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FWs adjective overlap
To identify which adjectives are most strongly associated with de
scribing opponents for each candidate, we calculate the odds ra
tios between opponent mention sentences and nonopponent 
mention sentences, i.e. FW (21). After these odds ratios are calcu
lated, we compare the words most commonly associated with op
ponent mentions across candidates and calculate an overlap 
score. This FW overlap metric for each candidate is calculated as 
the average number of speakers who share each of the candidate’s 
top-n FW adjectives. See the Materials and Methods section for 
further details on the construction of this metric.

Intuitively, the lower the FW overlap score for a candidate, the 
fewer adjectives that candidate uses in common with others when 
describing their political opponents. For example, a low FW over
lap metric indicates that the words a politician uses most fre
quently to describe an opponent are distinct from those of other 
candidates. From Fig. 7, we see that Trump has the lowest FW 
overlap in debates on average across different top-n thresholds. 
Among adjectives that Trump uses in references to opponents, 
his top-n FW are consistently distinct for n = 5 to n = 25.d

Fig. 8 ranks the speakers by their FW overlap score at the top-15 
threshold and shows that Trump has the lowest FW overlap 
scores when mentioning opponents (additional top-n plots can 
be found in the Supplementary Material). Trump has a higher 
overlap of FW descriptors when not referencing opponents, indi
cating that he is more distinctive for how he describes his 
opponents.

Examples of Trump’s top-25 FW adjectives can be seen in 
Table 4; the left panel includes language used to describe his pol
itical opposition, while the right panel includes references to his 
own party and allies. In addition to attacking opponents (e.g. “dis
graceful”), Trump tends to use fairly simplistic adjectives like 
“massive” and “super.”e

Discussion
In this work, we proposed novel approaches to quantify the 
uniqueness and divisiveness of presidential discourse. Our results 
show that whether on the campaign trail, the debate stage, or the 
official dais of the House of Representatives, Trump speaks differ
ently from all modern presidents and presidential candidates. We 
confirm his distinctiveness for speaking in shorter, simpler, and 
more repetitive sentences. We further quantify the uniqueness 
of his overall speech compared to that of other presidential candi
dates. Finally, we demonstrate that Trump uses language that is 
more divisive, antagonistic, and explicitly focused on his political 
opponents.

The differences between Trump and other candidates do not 
appear to be an artifact of secular communication trends 

Table 3. Example sentences from debates and campaigns, with 
preceding context, spoken by Trump that use words from the 
divisive lexicon. Bolded words are matched with our divisiveness 
lexicon.

DEBATES:
Trump: Let me tell you something.
Trump: You take a look at Mosul.
Trump: The biggest problem I have with the stupidity of our foreign policy, 

we have Mosul.
—
Trump: I was at a little Haiti the other day in Florida.
Trump: And I want to tell you, they hate the Clintons, because what’s 

happened in Haiti with the Clinton Foundation is a disgrace.

CAMPAIGN:
Trump: We’re going to bring back the miners and the factory workers and 

the steel workers.
Trump: We’re going to put them back to work.
Trump: The economic policies of Bill and Hillary Clinton have destroyed 

manufacturing in your state and throughout the entire country.
Trump: The corrupt Clintons gave us NAFTA.
—
Trump: The fact is, this is the single most important election in the history 

of our country.
Trump: And sleepy Joe Biden’s made a corrupt bargain.
Trump: You saw the bargain he made, in exchange for his party’s 

nomination, which he shouldn’t have gotten because if Pocahontas got 
out one day early, I’d be running against Crazy Bernie, which would 
have been okay, too.

Fig. 6. Uniqueness of speech broken down by opponent mentions, for debates (the error bars represent 95% CI). Trump is most distinctive regardless of 
whether he references an opponent or not.
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(see Supplementary Material), whether in the general coarsening 
of public discourse or the tendency to speak in simpler sentences. 
Across multiple points of comparison, observed differences be
tween Trump and other contemporary candidates appear every 
bit as large as those between Trump and candidates from the 
1960s and 1970s.

Our findings, of course, come with a variety of limitations. The 
campaign data, for instance, include samples from only the most 
recent candidates and exclude certain communication formats, 
such as interviews. None of our datasets cover instances when 
surrogates (family members, vice presidents, etc.) speak on behalf 
of a candidate. While other works have examined Trump’s tweets 
(25), we do not assess any of his social media postings for lack of 
comparable data for other candidates, especially older ones. 
Furthermore, our data collection ends at 2022, excluding more 

recent remarks from Trump that have been flagged in the media 
for their escalated divisiveness (26).

Our research invites a variety of extensions. Given that values 
of the LLM-based uniqueness metric can only be understood rela
tive to the elements of a selected sample, future work would do 
well to compare Trump to other speakers, such as populist lead
ers in other countries. Just as we investigate divisiveness as a new 
dimension of political speech with particular resonance for 
Trump’s rise to power, other scholars might evaluate other di
mensions of political speech, such as its analytical sophistication 
or propensity to endorse racial, gender, or sexual stereotypes. 
Additionally, future research might explore the possibility of 
contagion effects from Trump’s speech patterns to other political 
figures, as politicians periodically emulate and influence one 
another.

Fig. 7. FW overlap scores across different top-n thresholds, comparing Trump and the other candidates aggregated by party.

Fig. 8. Top-15 FW overlap score in debates for each candidate. Trump’s FW associated with opponent mentions generally have the lowest overlap in 
adjective usage compared to other candidates, which is another indication that his language is distinctive.
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We also recognize that all of our metrics come with tradeoffs, 
which we have elucidated throughout this essay. Still, the tools 
we develop can be applied to a wide variety of settings. While 
we use them to compare speech patterns among presidents and 
presidential candidates, they can just as easily be deployed to 
analyze the language used by any public officials. And in addition 
to characterizing overall differences in speech patterns, we illu
minate ways of assessing particular qualities that appear in either 
stand-alone speeches or interactive exchanges.

The substantive findings presented herein, moreover, establish 
the uniqueness of Trump’s speech patterns, just as they reveal 
particular qualities that distinguish Trump from all modern US 
presidential candidates. More research, of course, is required to 
map these speech patterns into larger political strategy. 
Nonetheless, we conjecture that these qualities broadly contrib
ute to Trump’s enduring appeal as a populist who unabashedly 
denounces established political enemies in a historical period of 
acute polarization, distrust, and division.

Materials and methods
Data collection
Each dataset is scraped from the American Presidents Project 
(APP) database (13). In general, all text for each speech is scraped 
and tagged with its speaker. In addition, some metadata are col
lected, like the date and title of the speech or document. In order 
to properly annotate speakers, particularly in the debate 
speeches, the speaker’s name is identified based on a variety of 
factors like special text styling, string matching, and html for
matting. In addition, audience annotations, like “laughter” and 
“applause,” are filtered out from the data to the best of our 

ability. After scraping, the data are subsampled and reviewed 
to ensure quality and correct speaker annotations.

Debates data
The Presidential debates data include General Election debates 
from 1960 to the present day and Primary Election debates since 
2000. For the purposes of this analysis, we exclude primary de
bates and any general election debates that featured vice- 
presidential candidates. Sentences spoken by candidates who 
were not the nominee for either the Republican or Democratic 
party are also excluded (e.g. Ross Perot in 1992, moderators, and 
audience members).

SOTU data
Because we focus on modern presidents, State of the Union ad
dresses from 1961 onwards are used in deriving our main results. 
The SOTU dataset includes a few speeches that are not officially 
considered State of the Union addresses but functionally operate 
as such. Beginning with Reagan, recent presidents have started 
addressing a joint session of Congress shortly after their inaugura
tions. According to the American Presidency Project, “it is prob
ably harmless to categorize these as State of the Union 
messages (as we do). The impact of such a speech on public, me
dia, and congressional perceptions of presidential leadership and 
power should be the same as if the address was an official State of 
the Union”.f

Campaigns data
All campaign documents from 1932 to 2020 are collected initially. 
We manually identify keywords that indicate campaign speeches 
of interest and filter speech titles based on those keywords. 
Keywords selected are: “remarks,” “speech,” and “address.” 
Manually removed documents include: speeches with reporters, 
question/answer format speeches, press releases, town halls, 
press releases, co-appearances with other politicians and 
spouses, etc.

Subsequently, we apply clique filtering to ensure that any 
duplicate speeches are removed. It is common that a 
candidate has a stump speech that is delivered at multiple 
events, and to diversify and balance the dataset, we remove 
such duplicates. These de-duplicated data are used for model 
training.

After filtering, our final campaign dataset includes only 
speeches delivered within the month before election day and 
only from candidates since 2008. This smaller subset is used to 
generate the results presented in the main paper.

Sentence and opponent mention tagging
After each dataset is filtered, sentences are tagged as mentioning 
an opponent or not through an automated process. Sentences are 
classified as definitely including an opponent mention, possibly 
including an opponent mention, or not including an opponent 
mention based on keywords and the presence of parts of speech. 
For debates, “opponents” are identified by the name(s) of the de
bate partner or their party. After automatically tagging the de
bates dataset, the sentences that are labeled as possibly 
including an opponent mention are manually reviewed by an ex
pert team of four researchers. The team compares a subset of 
pairwise overlapping ratings for consistency. The Cohen’s κ for 
inter-coder agreement is roughly 0.8, which indicates substantial 
agreement.

Table 4. Top-25 FW adjectives said by Donald Trump in debates, 
either in reference to opponents or not.

Mentions opponents: Y Mentions opponents: N

left (2.07), long (1.85), tough (1.80), 
own (1.79), ok (1.79), bigger (1.79), 
worse (1.66), radical (1.57), super 
(1.50), real (1.50), effective (1.47), 
xenophobic (1.46), liberal (1.46), 
disgraceful (1.46), massive (1.33), 
single (1.33), political (1.09), last 
(1.09), economic (1.08), short 
(1.08), huge (1.04), various (1.04), 
red (1.04), upset (1.04), back (1.04)

good (−3.63), great (−3.25), 
important (−2.36), more (−2.08), 
inner (−2.00), strong (−1.99), 
right (−1.84), proud (−1.80), 
other (−1.79), expensive (−1.64), 
old (−1.53), big (−1.53), better 
(−1.50), greatest (−1.44), young 
(−1.41), sad (−1.41), able (−1.31), 
much (−1.31), African (−1.27), 
fine (−1.27), beautiful (−1.27), 
tougher (−1.18), nice (−1.18), 
least (−1.12), sure (−1.12)

Z-scores are provided in parentheses.

Table 5. Percentage of majority class annotator agreement on 
binary labels (divisive? “yes” or “no”).

Majority class size (%)

Terms four three two

360 initial 58.9 27.8 13.3
178 final 69.1 30.9 0.0

58.9% of the 360 initial terms had full annotator agreement, and 86.7% of these 
360 have at least 3/4 annotators agreeing on the label. When limiting to the 178 
terms that at least 3/4 annotators agree are divisive, 69.1% have full agreement 
on the label.
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For SOTU, opponent mentions only include those of other 
presidential candidates; names of candidates who never held 
presidential office are not categorized as mentions of opponents, 
in contrast to the debates dataset. Following a manual review of 
selected speeches from the SOTU dataset, it is concluded that 
references to nonpresidential figures are much more neutral 
and considerably less frequent in State of the Union speeches 
than they are in debate contexts.

For campaign data, we automatically tag opponents using the 
names of the final party candidates from the opposing party of 
the speaker. Opposing-party candidates from the primaries are 
not automatically tagged.

The strict guidelines for automatic tagging ensure high preci
sion of the labels. Limitations of this automatic tagging method in
clude lack of coreference resolution and difficulty of measuring 
recall.

Language model training and analysis
We fine-tune a pretrained, 124M parameter GPT-2 model using 
the huggingface (22) and PyTorch Lightning (27) libraries for 
each of the three data types, resulting in three different language 
models: 

• LMDEBATES, trained on 35 debates (35,096 sentences) from 1960 
to 2020

• LMSOTU, trained on 246 speeches (69,630 sentences) from 1790 
to 2022

• LMCAMPAIGN, trained on 640 documents (83,038 sentences) from 
1932 to 2020

To preprocess data for training, we parsed each speech into sen
tences, prefixed each sentence with the speaker prompt (e.g. 
“Donald Trump:,” and masked any named entities (as identified 
by spaCy NER tagger) with a <ENT> mask.g We fine-tune each 
model for 10 epochs on all available corresponding data with a 
learning rate of 5e-5. Validation with larger, more recent LLMs is 
shared in the Supplementary Material.

BPC/predictability and uniqueness scores
Consider a set of presidents or candidates C = {c1, . . . , cn} who each 
have a corresponding set of sentences S = {S1, . . . , Sn} where each 
set Si = [s1

i , . . . , sm
i ], for each of the three data types.

We use BPC, also known as bits-per-byte, as a proxy for “pre
dictability” of a sentence. Lower BPC values correspond to higher 
predictability. We use BPC instead of perplexity or loss directly 
to account for variation in tokenization techniques.

We calculate BPC as follows. From our fine-tuned models, we 
are able to obtain loss values, L(ti) for each token ti in an input. 
For some sentence of tokens s = (t1, t2, . . . , tk) where len(s) denotes 
the number of characters in s:

BPC(s) =
1

len(s)

􏽘k

i=1

L(ti) 

In other words, BPC(s) is the sum of cross-entropy losses of each 
token in a sentence s, divided by the number of characters (bytes) 
in the s. We calculate the BPC(s) of a sentence s with a context win
dow size of 512 tokens. That is, preceding sentences of the one in 
question are provided to obtain the most representative score of 
its predictability.

We first obtain the BPC of a sentence sj
i with its original speaker 

ci as its speaker prompt. For example, “Donald Trump: Make 

America great again” is denoted by BPCci
(sj

i). The BPC of the 
same sentence sj

i with an alternative speaker prompt ck, e.g. 
“Hillary Clinton: Make America great again” is denoted by 
BPCck

(sj
i). Now, we define a “uniqueness” score for sj

i sentence as 
follows:

SentUniq(sj
i) =

1
|C| − 1

􏽘

ck∈C\{ci}

BPCck (sj
i)

⎛

⎝

⎞

⎠ − BPCci
(sj

i) 

Intuitively, this means that the uniqueness of a sentence is de
fined as the difference between its BPC with its original speaker 
prompt and the average of its BPC scores with each of the |C| − 1 
alternative candidates as a speaker prompt. The greater this dif

ference is, the higher the SentUniq(sj
i) score is, suggesting that 

sentence sj
i is most likely to be said by the original speaker ci and 

not by the other candidates. Since debates include an opponent 
speaker in the transcript (e.g. Trump vs Biden), we exclude the op
ponent from the replacement candidates for sentences from that 
particular debate (i.e. C \ {Trump, Biden}), to avoid simulating un
realistic debates with only one speaker.

Then, the overall “uniqueness” score for a candidate ci is the 
average of the SentUniq scores for each of ci’s sentences in Si:

Uniq(ci) =
1
|Si|

􏽘

sj
i
∈Si

SentUniq(sj
i) 

Again, the intuition here is that the larger this score, the greater 
the average difference is for sentence uniqueness, i.e. overall, 
speaker ci’s sentences are not likely to be said by another 
candidate.

Divisiveness lexicon
First, a vector space word model is used to populate a list of can
didate divisive words. Then, we review and refine the candidate 
list through researcher annotations. The word vector model 
used is Gensim’s glove-wiki-gigaword-300 (28, 29).

Ten seed “divisive” terms are chosen manually by NLP and pol
itical science experts as common politically divisive 
English terms, before seeing the actual speech data. The ten 
seed terms used are: “stupid,” “dishonest,” “unamerican,” “idiot,” 
“deplorable,” “pathetic,” “immoral,” “disgrace,” “incompetent,” 
“foolish.” With these seed terms, 350 additional terms with the 
highest cosine similarity in the vector space model are added to 
the lexicon. Each of these initial 360 terms is analyzed by four re
searchers as “divisive” or “not divisive” based on the following 
criteria: 

• No modifiers, e.g. “utterly,” “extremely”
• Should not include words that can often be used both divisive

ly and nondivisively
• Should only include words that would be considered divisive 

in most political contexts

Only words that receive a majority of votes by the annotators are 
included in the final lexicon. The final size of the lexicon is 178 
words. The entire lexicon can be found in the Supplementary 
Material.

Annotator agreement
Following (30), in order to analyze how often the annotators agree 
with each other, we additionally calculate the percentage of times 
the majority class has size 4 (all annotators agree), size 3 (all but 
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one agree), and size 2 (even split). Table 5 shows these agreement 
values: 58.9% of the 360 initial terms had full annotator agree
ment, and 86.7% of these 360 have at least 3/4 annotators agreeing 
on the label. When limiting to the 178 terms that at least 3 out of 4 
annotators agree are divisive, 69.1% have full agreement on the la
bel (and 100% have majority agreement, by definition). So, the fi
nal terms include primarily instances that have high agreement 
scores.

Since there are four annotators, we calculate Fleiss’ κ for inter
annotator agreement, as opposed to Cohen’s κ which is designed 
for two raters. For the initial 360 terms, we obtain a Fleiss’ κ of 
0.54, which indicates a moderate level of agreement. Discussion 
of this score and why it may underestimate true agreement is in
cluded in the Supplementary Material.

Fightin’ words overlap metric
Monroe et al. (21) introduce a methodology for lexical feature se
lection that calculates odds ratios between of word probabilities 
between two related corpora. We use this method with the in
formative Dirichlet prior to obtain the FWs in a data type for 
each candidate.

For each candidate s ∈ C, we specifically get the set of FWs be
tween the words associated with their opponent mentions 
(FWY(s)) versus the set of those that are not (FWN(s)). We then 
examine the top-n of these sets, respectively, FWn

Y(s) and FWn
N(s). 

For Y opponent mentions, we create a graph representation as fol
lows (see Fig. 9): 

• speaker nodes S, where each node corresponds to a 
candidate

• word nodes W, where W corresponds to the union of each can
didate’s top-n (FWn

Y(s)), i.e. W =
􏽓

s∈C FWn
Y(s)

• edges E(S, W), where edge e is added between s ∈ S and w ∈ W 
if w is in FWn

Y(s)

The top-n FW overlap metric (OMn
Y(s)) is then calculated as the

OMn
Y(s) =

1
n

􏽘

∀ w∈FWn
Y (s)

deg(w), 

where deg(w) corresponds to the degree of the word node (# edges 
entering w). Likewise, for the set of words not associated with op
ponent mentions, we have

OMn
N(s) =

1
n

􏽘

∀ w∈FWn
N(s)

deg(w).

Equivalently, the overlap metric for s can be thought of as the 
average number of speaker sets FWn

Y(ci), ∀ ci ∈ C that the top-n 

words of s appear in. A low OMn
Y(s) indicates that speaker s uses 

more distinct language to refer to opponents, while a higher score 
corresponds to opponent-referring language that is similar to that 
of other candidates.

Notes
a This finding is consistent with previous research showing that 

Trump uses language that is explicitly intended to evoke an emo
tional response from his revision audience (9), and that Trump’s 
speech patterns reveal his autocratic ambitions (10), antidemo

cratic views (11), a willingness to condone political violence (12), a 
commitment to populism (3), and low levels of analytic thinking 
(6). None of these scholars, however, have developed a lexicon of 
divisiveness, as we do in this paper.

b Additional data are used for model training. See Materials and 
Methods for details.

c Within these data, Donald Trump spoke in five debates (3,610 sen
tences), four SOTU addresses (1,471 sentences), and 28 campaign 
speeches (7,488 sentences) between the years of 2016–2020.

d There are considerably more sentences of nonopponent mentions, 
but only looking at top-n FW (across different thresholds) helps con
trol for that difference.

Fig. 9. Conceptual example of how the FW overlap metric is calculated for N = 3.
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e Some of these words, like “radical” and “liberal,” appear in the “po
larization” dictionary of (17). Taken as a whole though, our divisive 
word lexicon contains very little overlap with that dictionary.

f https://www.presidency.ucsb.edu/documents/presidential-docum 
ents-archive-guidebook/annual-messages-congress-the-state-the- 
union

g Versions of each model were also trained on unmasked data. The 
results from these models are consistent with our main findings 
and are presented in Supplementary Material.

Supplementary Material
Supplementary material is available at PNAS Nexus online.
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