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Abstract
Many complex systems—from the Internet to social, biological, and communication networks—are thought to exhibit scale-free 
structure. However, prevailing explanations require that networks grow over time, an assumption that fails in some real-world 
settings. Here, we explain how scale-free structure can emerge without growth through network self-organization. Beginning with an 
arbitrary network, we allow connections to detach from random nodes and then reconnect under a mixture of preferential and 
random attachment. While the numbers of nodes and edges remain fixed, the degree distribution evolves toward a power-law with an 
exponent γ = 1 + 1

p that depends only on the proportion p of preferential (rather than random) attachment. Applying our model to 
several real networks, we infer p directly from data and predict the relationship between network size and degree heterogeneity. 
Together, these results establish how scale-free structure can arise in networks of constant size and density, with broad implications 
for the structure and function of complex systems.
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Significance Statement

Scale-free structure is foundational to our understanding of complex networks. Yet, while most explanations require networks to con
stantly grow, many real-world systems—from the wiring of the brain to protein interactions and ecological relationships—fluctuate 
around a constant size. This raises a clear question: How can scale-free structure emerge without growth? Here, we propose a minimal 
model in which the numbers of nodes and edges remain constant, but scale-free structure arises through the self-organization of con
nections. Despite its simplicity, the model quantitatively describes an array of real-world networks, demonstrating how scale-free 
structure can emerge in systems of constant size and density.

Introduction
Scale-free structure is a hallmark feature of many complex net
works, with the probability of a node having k links (or degree k) 
following a power law k−γ. First studied in networks of scientific ci
tations (1, 2), scale-free structure has now been reported across a 
wide array of complex systems, from social networks [of romantic 
relationships (3), scientific collaborations (4), and online friend
ships (5)]; to biological networks [of connections in the brain (6), 
metabolic interactions (7), and food webs (8, 9)]; to the online 
and physical wiring of the Internet (10–13); to language (14), trans
portation (15), and communication networks (16). Although em
pirically measuring power laws in real networks poses 
important technical challenges (17, 18), the study of scale-free 
structure continues to provide deep insights into the nature of 
complex systems (19–28).

Existing explanations for scale-free structure primarily rely on 
two mechanisms: preferential attachment (such that well- 
connected nodes are more likely to gain new connections) and 
growth (wherein nodes are constantly added to the network) (2, 
21). While alternatives have been proposed to preferential attach
ment [such as random attachment to edges (29), random copying 
of neighbors (30), and deterministic attachment rules (31)], the de
pendence on growth remains widespread. In many real-world 
contexts, however, constant growth is unrealistic. For example, 
the number of neurons in the brain does not grow without bound 
(32), and just as animals are added to a population and words are 
added to a language, others die out. In these systems, network size 
and density fluctuate around steady-state values, and structural 
properties emerge without growth through the self-organization 
of nodes and edges. Thus, understanding whether, and how, 
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scale-free structure emerges without growth remains a central 
open question.

Emergent scale-free structure in real 
networks
To understand the importance of network self-organization, we 
begin by empirically demonstrating that many real-world sys
tems can maintain scale-free structure even without growth. In 
some complex systems—including many biological and language 
networks—topological properties (such as scale-free structure) 
arise without constant growth. For example, in a network of 
host–pathogen relationships between plant and animal species 
(33), we find that the degree distribution P(k) exhibits power-law 
scaling (Fig. 1A); and we observe similar scale-free structure in 
the transitions between words in the English language (Fig. 1B) 
(26). By contrast, if we randomize the connections between nodes, 
then the degrees drop off super-exponentially as a Poisson distri
bution, and the scale-free structure vanishes (Fig. 1A).

Meanwhile, other systems—particularly online social and com
munication networks, scientific collaborations, and the Internet— 
are often viewed as growing by accumulating new nodes and 
edges over time (19). But by studying their temporal dynamics, 
we will see that even these networks can exhibit scale-free struc
ture without growth. The dynamics of a network are defined by a 
sequence of connections (it, jt), ordered by the time t at which they 
occur. Letting these edges accumulate over time, we arrive at a 
single growing network. Alternatively, one can divide the connec
tions into groups of equal size E, thus defining a sequence of inde
pendent snapshots, each representing the structure of the 
network within a specific window of time (Fig. 1C). For clarity, 
we let N denote the total number of nodes in the entire sequence, 
while n reflects the number of nodes in a single snapshot (Fig. 1C). 
Consider, for example, the social network of friendships on Flickr 
(Fig. 1D–E) (34). Dividing the sequence of connections into groups 
of size E = 103, we can study the evolution of different network 
properties. In particular, we find that the Flickr network fluctuates 
around a constant size n (Fig. 1D). Yet even without growing, we 
see that the network maintains a clear power-law degree distribu
tion (Fig. 1E), and we verify that this scale-free structure remains 
consistent over time (see Supplementary Material).

We can repeat the above procedure for any time-evolving net
work, such as the links between pages on Wikipedia (Fig. 1F–G) 
(35). Across a number of different social, web, communication, 
and transportation networks (see Supplementary Material), 
we divide the dynamics into snapshots with E = 103 edges each, 
the largest number that can be applied to all systems. While 
some networks grow slowly in time (such as Wikipedia in 
Fig. 1F), all of the networks approach a steady-state size (see 
Supplementary Material). In fact, the snapshots are limited to 
n ≤ 2E by definition, and therefore cannot grow without bound. 
Even still, many of the networks exhibit scale-free structure 
(such as Flickr and Wikipedia in Fig. 1E,G). In what follows, we 
will develop a simple dynamical model capable of describing all 
of these networks.

Model of emergent scale-free networks
The above results demonstrate that scale-free structure can arise 
without growth in real networks. Yet most existing models of 
scale-free networks (such as the Barabási–Albert model in 
Fig. 2A) rely on the addition of nodes and edges over time (19, 
21). To address this gap, a large number of models have been 

proposed for scale-free networks without growth (36–47). For in
stance, power-law degree distributions can result from the opti
mization of network properties or by connecting nodes based on 
fitness (36, 37, 39, 43). In fact, one can reproduce any degree distri
bution by designing replacement nodes with a desired connectiv
ity profile (41, 42). However, these models rely on global design 
choices for the optimization, fitness, or connectivity functions, ra
ther than explaining the self-organization of network structure.

Here we present a minimal model in which a fixed number of 
nodes and edges rewire to produce power-law degree distributions 
with a wide range of exponents γ ≥ 2. We begin with an arbitrary 
network of N nodes and E edges (for simplicity, we always begin 
with a random network). At each time step, one node is selected 
at random to lose all of its connections (Fig. 2C, center). Each of 
these connections then reattaches in one of two ways: (i) with 
probability p, it connects to a node via preferential attachment 
(that is, it attaches to node i with probability proportional to its de
gree ki; Fig. 2C, top right), or (ii) with probability 1 − p, it connects to 
a random node (Fig. 2C, bottom right). In this way, the total num
bers of nodes N and edges E remain constant, with the wiring be
tween nodes simply rearranging over time. Notably, besides N and 
E, the model only contains a single parameter p, representing the 
proportion of preferential (rather than random) attachment.

Previous models have considered similar mixtures of preferen
tial and random attachment in growing networks (48). Meanwhile, 
many investigations have studied networks that simultaneously 
add and delete nodes and edges; yet to produce scale-free struc
ture, most of these models require addition to outpace deletion 
such that the network still grows on average (38, 40, 44, 46). 
Finally, there exist preferential attachment models that do not re
quire growth (45, 47), but these only produce a limited range of 
power-law exponents γ ≤ 1 that do not apply to many real-world 
networks (Fig. 2B). But by combining node death, preferential at
tachment, and random attachment, can realistic scale-free struc
ture emerge without growth?

To answer this question, we can write down a master equation 
describing the evolution of the degree distribution Pt(k) from one 
time step t to the next. At each step, the detachment of a random 
node (Fig. 2C, center) yields an average decrease in probability of 
− 1

N Pt(k). On average, killing a node produces k̅ = 2E/N discon
nected edges that must be reattached. With probability p, each 
edge attaches preferentially (Fig. 2C, top right), connecting to a 
node of degree k with probability k

2E; on average, this preferential 
attachment yields an increase in probability of k̅p k−1

2E Pt(k − 1) and 
a decrease of −k̅p k

2E Pt(k). Alternatively, with probability 1 − p, 
each disconnected edge reattaches randomly (Fig. 2C, bottom 
right), yielding an increase in probability of k̅(1 − p) 1

N Pt(k − 1) and 
a decrease of −k̅(1 − p) 1

N Pt(k). Combining these contributions and 
simplifying, we arrive at the master equation,

Pt+1(k) = Pt(k) +
1
N

[ − Pt(k) + p((k − 1)Pt(k − 1) − kPt(k))

+ k̅(1 − p)(Pt(k − 1) − Pt(k))].
(1) 

We are now prepared to study the evolution of the degree distribu
tion. To compare against the real temporal networks (for which 

N ≳ E), we begin by randomly placing E = 103 edges among N = 2 × 
104 nodes, for an average degree k̅ = 0.1. Running the dynamics 
with equal amounts of preferential and random attachment 
(such that p = 0.5), we find that the master equation (Eq. 1) provides 
a close approximation to simulations (Fig. 2D). As the connections 
rearrange, the degree distribution, which is initially Poisson 
(Fig. 2D, left), quickly broadens (Fig. 2D, center). Eventually, the dis
tribution develops a clear power law P(k) ∼ k−γ in the high-degree 
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limit k ≫ 1, with a realistic exponent γ = 3 (Fig. 2D, right). We there
fore find that realistic scale-free structure emerges without growth 
from our simple dynamics (Fig. 2C).

This self-organization of scale-free structure leaves an imprint 
on network properties beyond just the degree distribution. 
Consider, for example, the size of the network n, which (for consist
ency with the real networks) is defined as the number of nodes with 
at least one connection. As the dynamics unfold, edges tend to col
lect around a small number of high-degree hubs, thus decreasing 
the size of the network n (Fig. 2E). These hubs comprise the heavy 
tail of the degree distribution. To quantify this heavy tail, rather 
than using the variance of the degrees (which diverges for power- 
law distributions with γ ≤ 3), we instead compute the heterogeneity 
1
2 〈|ki − kj|〉/〈k〉, which is normalized to lie between zero and one, 
where 〈·〉 represents an average over degrees k ≥ 1 and 〈|ki − kj|〉

measures the average absolute difference in degrees (26). As the 
network evolves, and scale-free structure emerges (Fig. 2D), we 
see that the degree heterogeneity increases (Fig. 2F). Notably, both 
the network size and degree heterogeneity approach steady-state 
values, with larger proportions p of preferential attachment yielding 
networks that are smaller (Fig. 2E), yet more heterogeneous (Fig. 2F).

Steady-state scale-free structure
Thus far, we have explored the network dynamics numerically 
(using the master equation) and through simulations. But the 
simplicity of our model gives us the opportunity to solve 
for the steady-state degree distribution analytically. Setting 
Pt(k) = Pt+1(k) = P(k), the master equation reduces to the recursion 
relation

P(k) =
p(k − 1) + k̅(1 − p)

1 + pk + k̅(1 − p)
P(k − 1). (2) 

In the thermodynamic limit N, E→∞ (holding fixed the average 

degree k̅ = 2E/N), one can then solve for the steady-state distribu
tion

P(k) =
1
C

Γ k + k̅
1
p

− 1
􏼒 􏼓􏼒 􏼓

Γ k + k̅
1
p

− 1
􏼒 􏼓

+ 1 +
1
p

􏼒 􏼓 , (3) 

where C is the normalization constant and Γ(·) is Euler’s gamma 
function. In what follows, we normalize P(k) to run over positive 
degrees k ≥ 1, such that

C =
Γ

1
p

􏼒 􏼓

Γ 1 + k̅
1
p

− 1
􏼒 􏼓􏼒 􏼓

Γ 1 +
1
p

􏼒 􏼓

Γ 1 +
1
p

+ k̅
1
p

− 1
􏼒 􏼓􏼒 􏼓 . (4) 

In the high-degree limit k ≫ k̅/p, the above distribution falls off as 

a power law P(k) ∼ k−γ with scale-free exponent γ = 1 + 1
p (see 

Supplementary Material). We therefore find that the network dy
namics produce a wide range of exponents γ ≥ 2 observed in real- 
world systems. Moreover, this scale-free structure depends only 
on the proportion p of preferential attachment (independent 

from the average degree k̅).
We confirm the analytic distribution (Eq. 3) and the power-law 

tail in simulations (Fig. 3A). For equal amounts of preferential and 
random attachment (p = 0.5), the model generates a scale-free ex
ponent γ = 3 (Fig. 3A, center), as observed previously in Fig. 2D. For 
larger proportions p of preferential attachment, high-degree hubs 
become more prevalent, strengthening the heavy tail in P(k) and 
decreasing the exponent γ (Fig. 3A, right). Indeed, as p increases, 
the dynamics produce networks that are smaller (Fig. 3B) and 
more heterogeneous (Fig. 3C; see Supplementary Material for 

A B
C

D E F G

Fig. 1. Degree distributions of real networks. A) Degree distribution of host–pathogen relationships between plant and animal species (33) and for a 
random network with the same numbers of nodes and edges. B) Degree distribution for the network of transitions between nouns in Walt Whitman’s 
Leaves of Grass (26). C) Procedure for analyzing temporal network dynamics. We divide the sequence of edges into groups of equal size E, thus forming a 
series of network snapshots. Each snapshot contains n ≤ N nodes, where N is the total number of nodes in the dataset. D) Trajectory of system size n over 
time for the network of friendships on Flickr (34). E) Degree distribution of the Flickr network computed across all network snapshots. F–G) Trajectory of 
network size F) and degree distribution G) for the hyperlinks between pages on English Wikipedia (35). Dashed lines illustrate power laws.
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A B C

D E F

Fig. 2. Modeling the emergence of scale-free structure. A–B) Degree distributions for the Barabábasi–Albert A) and Park–Lai–Ye B) models of scale-free 
networks (see Supplementary Material for descriptions) (21, 45). C) Network dynamics in our model. Beginning with an arbitrary network (left), at each 
step in time a random node loses all of its connections (center). Each disconnected edge attaches to another node either preferentially (with probability p; 
top right) or randomly (with probability 1 − p; bottom right). D) Degree distributions for initially random networks (left), after two full network updates (that 
is, after 2N steps of the dynamics; center), and after ten network updates (right) with E = 103 edges, N = 2 × 104 nodes (for average degree ̅k = 0.1), and equal 
amounts of preferential and random attachment (p = 0.5). Solid lines depict predictions from the master equation (Eq. 1), and dashed line illustrates a 
power law for comparison. E–F) Trajectories of network size n E) and degree heterogeneity F) over the course of ten network updates (10N steps of the 
dynamics) for different values of p. Thick lines reflect individual simulations (beginning with random networks), and thin lines represent master equation 
predictions. Distributions in panels A, B, and D are computed over 100 simulations (see Supplementary Material).

A

B C D

Fig. 3. Analytic predictions in steady-state. A) Steady-state degree distributions for increasing proportions p of preferential attachment in networks with 
E = 103 edges and N = 2 × 104 nodes (for average degree k̅ = 0.1). Data points depict simulations (see Supplementary Material), solid lines reflect the 
analytic prediction in Eq. 3, and dashed lines illustrate power laws with the predicted exponents γ = 1 + 1

p. B–C) Network size n B) and degree heterogeneity 

C) as functions of p. D) Degree heterogeneity versus network size while sweeping over p. In panels B–D, data points are computed using simulations, 
dashed lines are calculated numerically using Eq. 3, and solid lines are analytic predictions in the limit of sparse connectivity k̅→ 0 (see Supplementary 
Material).
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analytic predictions). Our model thus predicts a specific inverse 
relationship between network size and heterogeneity (Fig. 3D), 
which we will be able to test in real networks. Together, these re
sults establish analytically that our simple network dynamics give 
rise to scale-free structure with realistic exponents γ.

Modeling real networks
Ultimately, we would like to use our model to study real-world 
systems. To compare against static networks (such as those in 
Fig. 1A–B), we can set k̅ to match the average degree in the ob
served system. This leaves one free parameter, the proportion p 
of preferential attachment, which we can fit to the degree distri
bution of a given network (see Supplementary Material). For ex
ample, the host–pathogen network is best described as arising 
entirely from preferential attachment (such that p = 1; Fig. 4A), 
while the transitions between words reflect 80% preferential at
tachment (Fig. 4B). To analyze temporal networks (such as those 
in Fig. 1C–G, we fix the number of edges (here E = 103) and set 
the number of nodes in the model N to be the total number that 
appear in a given dataset. Fitting p to each degree distribution, 
we find the Flickr and Wikipedia networks are best described as 
arising from nearly equal amounts of preferential and random at
tachment (such that p ≈ 0.5; Fig. 4C–D). In fact, despite only fitting 
one parameter, our simple model provides a surprisingly good de
scription across a wide range of static and temporal networks (see 
Supplementary Material).

As we sweep over p, adjusting the ratio of preferential to ran
dom attachment, the model predicts a specific tradeoff between 
the size of a network and its degree heterogeneity (Fig. 3D). 
Computing the average properties (over different snapshots) for 
each of the temporal networks, we find a similar inverse relation
ship between network size and heterogeneity (Fig. 4E). If we in
stead hold p fixed and sweep over the number of nodes N, the 
model also predicts the drop in degree heterogeneity observed in 
small networks (Fig. 4E, inset). Moreover, even at the level of indi
vidual networks, we discover similar tradeoffs between size and 
heterogeneity across different snapshots (see Supplementary 
Material). We therefore find that our model not only captures 
the degree distributions observed in real-world systems (Fig. 4A– 
D; Supplementary Material), but it also predicts the relationships 
between different network properties (Fig. 4E).

Extensions and robustness
In designing the model (Fig. 2C), we sought the simplest dynamics 
that would self-organize to produce scale-free structure. Given 
this simplicity, there are a number of natural extensions one 
could explore. To investigate the impact of model extensions on 
the degree distribution P(k), we again consider the heterogeneity 
of degrees. In the original model (with the number of edges E 
held fixed), as we sweep over the proportion p of preferential at
tachment and the number of nodes N (or, equivalently, the aver
age degree k̅ = 2E/N), we arrive at a phase diagram for the 
network structure (Fig. 5A). As p and k̅ increase, the network dy
namics produce degree distributions with heavier tails, thus in
creasing the degree heterogeneity (Fig. 5A).

When performing preferential attachment, we note that these 
simple dynamics (Fig. 2C) rely on global information about the de
grees of all the nodes in a network. In some scenarios, however, a 
node may only have access to local information about the degrees 
of nodes in its own neighborhood (for example, its neighbors and 
their neighbors; Fig. 5B) (49, 50). Restricting to local information, 

we find that the degree heterogeneity is significantly reduced for 
large p (when preferential attachment dominates) and small k̅ 
(when connections are sparse, and therefore local information be
comes severely restrictive; Fig. 5C–D, top). By contrast, for k̅ ≳ 1, 
the networks are dense enough that local information is sufficient 
to generate heterogeneous degrees (Fig. 5C) and, indeed, scale-free 
structure (Fig. 5D, bottom).

Beyond global information, the original model also allows mul
tiedges (where two nodes are connected by multiple edges; Fig. 5E, 
top) and self-loops (where a node connects to itself; Fig. 5E, bottom). 
If we disallow multiedges, the network dynamics still produce 
scale-free structure for all of parameter space besides p ≥ 0.9 
and k̅ ≫ 1 (when networks are both highly heterogeneous and 
dense; Fig. 5F, top). Similarly, if we disallow self-loops, the degree 
distribution is almost entirely unaffected (Fig. 5F, bottom). As a fi
nal extension, when a node detaches from the network, rather 
than losing all of its connections, one could imagine that it only 
loses some fraction f (Fig. 5G). In the limit f = 0, the dynamics 
halt and the network becomes static. As f increases, so too does 
the degree heterogeneity, until at f = 1, we recover the original 
model (Fig. 5H). Indeed, as long as dying nodes lose a fraction f ≳ 
0.5 of their edges, the model still produces power-law degree dis
tributions (Fig. 5I, bottom), which we confirm for different average 
degrees k̅ (see Supplementary Material). In combination, these re
sults demonstrate specific ways that the network dynamics can 
be extended, restricted, and generalized, while still giving rise to 
scale-free structure.

Conclusion
Understanding how scale-free structure arises from fine-scale 
mechanisms is central to the study of complex systems. 
However, existing mechanisms typically require constant growth, 
an assumption that fails in many real-world networks. Even in 
networks that are usually viewed as growing, we show that indi
vidual snapshots (which cannot grow without bound by defin
ition) can still exhibit scale-free structure (Fig. 1). Here, we 
propose a minimal model in which scale-free structure emerges 
naturally through the self-organization of nodes and edges. By al
lowing nodes to detach from the network, and letting connections 
rearrange under a mixture of preferential and random attach
ment, we show (both analytically and through simulations) that 
the degree distribution develops a power-law tail P(k) ∼ k−γ 

(Fig. 2). Moreover, the scale-free exponent (which takes the simple 
form γ = 1 + 1

p) only depends on the proportion p of preferential at
tachment and captures a wide range of values γ ≥ 2 observed in 
real systems (Fig. 3). In fact, despite containing only one free par
ameter, the model provides a surprisingly good description of 
many real-world networks (Fig. 4; Supplementary Material).

However, due to the simplicity of the model, it does not have 
the flexibility to incorporate all of the processes observed in real 
network dynamics. By design, the numbers of nodes and edges re
main fixed, and so our model may not apply to growing networks 
for which snapshots are not available. Similarly, because our 
model is based on node death and edge rearrangement (Fig. 2C), 
we do not address the birth and death of edges studied previously 
(40). Finally, in its current form our model only includes undirect
ed edges, and thus does not apply to directed networks.

Despite these limitations, the simplicity of our model also 
means that it can be easily extended to include additional features 
and mechanisms. For example, here we investigate the effects of 
local information, multiedges, self-loops, and fractional edge re
moval (Fig. 5). Future work can build upon this progress to develop 
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A

E F G H I

B C D

Fig. 5. Extending the original model. A) Degree heterogeneity of the original model (Fig. 2C) while sweeping over the preferential attachment proportion p 
and average degree k̅ for networks with E = 103 edges. B) Constraining to local information, each node can preferentially attach only to its neighbors and 
their neighbors. C) Relative change in degree heterogeneity after restricting to local information while sweeping over p and k̅. D) Degree distributions for 
the original model (Eq. 3; solid lines) and with local information (data points) for parameters p and ̅k indicated in panel B. E) Multiedges and self-loops are 
allowed in the original model. F) Relative change in heterogeneity when disallowing multiedges (top) or self-loops (bottom). G) When a node detaches from 
the network, rather than removing all of its edges, one could remove only a fraction f. H) Relative change in heterogeneity with fractional edge removal 
while sweeping over p and f (for networks of average degree ̅k = 1). I) Degree distributions for the original model (Eq. 3; solid lines) and with fractional edge 
removal (data points) for parameters p and f indicated in panel H. In all panels, values are computed using simulated networks with E = 103 edges (see 
Supplementary Material).

A C E

DB

Fig. 4. Comparing real and model networks. A–B) Degree distributions for static networks of host–pathogen relationships A) and word transitions B) (26, 
33). Solid lines reflect analytic predictions of our model (Eq. 3) with k̅ = 2E/N set to match the average degree in each network and p fit to the observed 
degree distribution (see Supplementary Material). C–D) Degree distributions for temporal networks of friendships on Flickr C) and hyperlinks on English 
Wikipedia D) (34, 35) compared to analytic model predictions (solid lines) with E = 103, N set to the number of nodes in each dataset, and p fit to the 
observed degree distributions. E) Degree heterogeneity as a function of network size n across the temporal networks listed in the Supplementary Material, 
where each data point represents an average over snapshots. Lines reflect numeric model predictions while sweeping over p (with ̅k→ 0) or sweeping over 
the number of nodes N (with p = 0.5; inset).
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new models for the emergence of scale-free networks. Beyond 
node degrees, we note that power-law distributions also arise in 
many other contexts, from the strengths of connections in the 
brain and the frequencies of words in language to the populations 
of cities and the net worths of individuals (18, 51). Do these power 
laws rely on the constant growth of a system? Or, instead, can 
scale-free distributions arise through the self-organization of ex
isting resources? The framework presented here may provide fun
damental insights to these questions.
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Funding
This work was supported in part by the National Science 
Foundation, through the Center for the Physics of Biological 
Function (PHY–1734030) and a Graduate Research Fellowship 
(C.M.H.); by the James S. McDonnell Foundation through a 
Postdoctoral Fellowship Award (C.W.L.); and by the National 
Institutes of Health BRAIN initiative (R01EB026943).

Author Contributions
C.W.L. conceived the project, designed the model, and performed 
the analysis with input from C.M.H. and S.E.P. C.W.L. wrote the 
manuscript, and C.M.H. and S.E.P. edited the manuscript.

Preprints
A preprint of this article is published at: arxiv.org/abs/2210.06453.

Data Availability
The data analyzed in this paper and the code used to perform the 
analyses are openly available at: github.com/ChrisWLynn/ 
Emergent{_}scale{_}free.

References
1 De Solla Price DJ. 1965. Networks of scientific papers: the pattern 

of bibliographic references indicates the nature of the scientific 
research front. Science. 149(3683):510–515.

2 De Solla Price DJ. 1976. A general theory of bibliometric and other 
cumulative advantage processes. J Amer Soc Inform Sci. 27(5): 
292–306.

3 Liljeros F, Edling CR, Amaral LAN, Stanley HE, Åberg Y. 2001. The 
web of human sexual contacts. Nature. 411(6840):907–908.

4 Redner S. 1998. How popular is your paper? an empirical study of 

the citation distribution. Eur Phys J B. 4(2):131–134.
5 Adamic LA, Adar E. 2003. Friends and neighbors on the web. Soc 

New. 25(3):211–230.
6 Eguiluz VM, Chialvo DR, Cecchi GA, Baliki M, Apkarian AV. 2005. 

Scale-free brain functional networks. Phys Rev Lett. 94(1):018102.
7 Albert R. 2005. Scale-free networks in cell biology. J Cell Sci. 

118(21):4947–4957.
8 Dunne JA, Williams RJ, Martinez ND. 2002. Food-web structure 

and network theory: the role of connectance and size. Proc Natl 
Acd Sci. 99(20):12917–12922.

9 Dunne JA, Williams RJ, Martinez ND. 2002. Network structure 
and biodiversity loss in food webs: robustness increases with 
connectance. Ecol Lett. 5(4):558–567.

10 Adamic LA, Huberman BA. 2000. Power-law distribution of the 

World Wide Web. Science. 287(5461):2115–2115.
11 Albert R, Jeong H, Barabási A-L. 1999. Diameter of the 

World-Wide Web. Nature. 401(6749):130–131.
12 Huberman BA, Adamic LA. 1999. Growth dynamics of the 

World-Wide Web. Nature. 401(6749):131–131.
13 Yook S-H, Jeong H, Barabási A-L. 2002. Modeling the internet’s 

large-scale topology. Proc Natl Acd Sci. 99(21):13382–13386.
14 Steyvers M, Tenenbaum JB. 2005. The large-scale structure of se

mantic networks: statistical analyses and a model of semantic 

growth. Cogn Sci. 29(1):41–78.
15 Verma T, Araújo NAM, Herrmann HJ. 2014. Revealing the struc

ture of the world airline network. Sci Rep. 4(1):1–6.
16 Ebel H, Mielsch L-I, Bornholdt S. 2002. Scale-free topology of 

e-mail networks. Phys Rev E. 66(3):035103.
17 Broido AD, Clauset A. 2019. Scale-free networks are rare. Nat 

Commun. 10(1):1–10.
18 Clauset A, Shalizi CR, Newman MEJ. 2009. Power-law distribu

tions in empirical data. SIAM Rev. 51(4):661–703.
19 Albert R, Barabási A-L. 2002. Statistical mechanics of complex 

networks. Rev Mod Phys. 74(1):47–97.
20 Albert R, Jeong H, Barabási A-L. 2000. Error and attack tolerance 

of complex networks. Nature. 406(6794):378–382.
21 Barabási A-L, Albert R. 1999. Emergence of scaling in random net

works. Science. 286(5439):509–512.
22 Bianconi G. 2002. Mean field solution of the Ising model on a 

Barabási–Albert network. Phys Lett A. 303(2-3):166–168.
23 Dorogovtsev SN, Goltsev AV, Mendes JFF. 2002. Ising model on 

networks with an arbitrary distribution of connections. Phys 

Rev E. 66(1):016104.
24 Lynn CW, Bassett DS. 2020. How humans learn and represent 

networks. Proc Natl Acad Sci. 117(47):29407–29415.
25 Lynn CW, Bassett DS. 2021. Quantifying the compressibility of 

complex networks. Proc Natl Acad Sci. 118(32):e2023473118.
26 Lynn CW, Papadopoulos L, Kahn AE, Bassett DS. 2020. Human in

formation processing in complex networks. Nat Phys. 16(9): 

965–973.
27 Pastor-Satorras R, Vespignani A. 2001. Epidemic spreading in 

scale-free networks. Phys Rev Lett. 86(14):3200–3203.
28 Rodrigues FA, Peron TKDM, Ji P, Kurths J. 2016. The Kuramoto 

model in complex networks. Phys Rep. 610:1–98.
29 Dorogovtsev SN, Mendes JFF, Samukhin AN. 2001. 

Size-dependent degree distribution of a scale-free growing net

work. Phys Rev E. 63(6):062101.
30 Kumar R. 2000. Stochastic models for the web graph. In: FOCS. 

Piscataway (NJ): IEEE. p. 57–65.
31 Barabási A-L. 2005. The origin of bursts and heavy tails in human 

dynamics. Nature. 435(7039):207–211.
32 Lynn CW, Bassett DS. 2019. The physics of brain network struc

ture, function and control. Nat Rev Phys. 1(5):318–332.
33 Wardeh M, Risley C, McIntyre MK, Setzkorn C, Baylis M. 2015. 

Database of host-pathogen and related species interactions, 

and their global distribution. Sci Data. 2(1):1–11.
34 Mislove A, Koppula HS, Gummadi KP, Druschel P, Bhattacharjee 

B. 2008. Growth of the Flickr social network. In: WOSN. New York 

(NY): ACM. p. 25–30.
35 Mislove A, Marcon M, Gummadi KP, Druschel P, Bhattacharjee B. 

2007. Measurement and analysis of online social networks. In 

ICM. New York (NY): ACM. p. 29–42.
36 Caldarelli G, Capocci A, De Los Rios P, Munoz MA. 2002. 

Scale-free networks from varying vertex intrinsic fitness. Phys 

Rev Lett. 89(25):258702.

Lynn et al. | 7
D

ow
nloaded from

 https://academ
ic.oup.com

/pnasnexus/article/3/7/pgae236/7693351 by guest on 18 O
ctober 2024

http://academic.oup.com/pnasnexus/article-lookup/doi/10.1093/pnasnexus/pgae236#supplementary-data
http://arxiv.org/abs/2210.06453
http://github.com/ChrisWLynn/Emergent{_}scale{_}free
http://github.com/ChrisWLynn/Emergent{_}scale{_}free


37 Carlson JM, Doyle J. 1999. Highly optimized tolerance: a mechan
ism for power laws in designed systems. Phys Rev E. 60(2): 
1412–1427.

38 Cooper C, Frieze A, Vera J. 2004. Random deletion in a scale-free 
random graph process. Internet Math. 1(4):463–483.

39 Garlaschelli D, Loffredo MI. 2004. Fitness-dependent topological 
properties of the World Trade Web. Phys Rev Lett. 93(18):188701.

40 Ghoshal G, Chi L, Barabási A-L. 2013. Uncovering the role of elem
entary processes in network evolution. Sci Rep. 3(1):2920.

41 Ghoshal G, Newman MEJ. 2007. Growing distributed networks 
with arbitrary degree distributions. Eur Phys J B. 58(2):175–184.

42 Karrer B, Ghoshal G. 2008. Preservation of network degree distri
butions from non-uniform failures. Eur Phys J B. 62(2):239–245.

43 Li L, Alderson D, Willinger W, Doyle J. 2004. A first-principles ap
proach to understanding the internet’s router-level topology. 
Comput Commun Rev. 34(4):3–14.

44 Moore C, Ghoshal G, Newman MEJ. 2006. Exact solutions for 
models of evolving networks with addition and deletion of nodes. 
Phys Rev E. 74(3):036121.

45 Park K, Lai Y-C, Ye N. 2005. Self-organized scale-free networks. 

Phys Rev E. 72(2):026131.
46 Sarshar N, Roychowdhury V. 2004. Scale-free and stable struc

tures in complex ad hoc networks. Phys Rev E. 69(2):026101.
47 Xie Y-B, Zhou T, Wang B-H. 2008. Scale-free networks without 

growth. Physica A. 387(7):1683–1688.
48 Wang T, Zhang P. 2022. Directed hybrid random networks mixing 

preferential attachment with uniform attachment mechanisms. 

Ann Inst Stat Math. 74(5):957–986.
49 Pan X, Hou L, Liu K. 2017. Social influence on selection behaviour: 

distinguishing local-and global-driven preferential attachment. 

PloS One. 12(4):e0175761.
50 Wang L-N, Guo J-L, Yang H-X, Zhou T. 2009. Local preferential at

tachment model for hierarchical networks. Physica A. 388(8): 

1713–1720.
51 Lynn CW, Holmes CM, Palmer SE. 2024. Heavy-tailed neuronal 

connectivity arises from Hebbian self-organization. Nat Phys. 

20(3):484–491.

8 | PNAS Nexus, 2024, Vol. 3, No. 7

D
ow

nloaded from
 https://academ

ic.oup.com
/pnasnexus/article/3/7/pgae236/7693351 by guest on 18 O

ctober 2024


	Emergent scale-free networks
	Introduction
	Emergent scale-free structure in real networks
	Model of emergent scale-free networks
	Steady-state scale-free structure
	Modeling real networks
	Extensions and robustness
	Conclusion
	Supplementary Material
	Funding
	Author Contributions
	Preprints
	Data Availability
	References


