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Abstract

While a large body of work in sentence comprehension has explored how different types of lin-
guistic information are used to guide syntactic parsing, less is known about the effect of discourse
structure. This study investigates this question, focusing on the main and subordinate discourse con-
trast manifested in the distinction between restrictive relative clauses (RRCs) and appositive relative
clauses (ARCs) in American English. In three self-paced reading experiments, we examined whether
both RRCs and ARCs interfere with the matrix clause content and give rise to the agreement attraction
effect. While the standard attraction effect was consistently observed in the baseline RRC structures, the
effect varied in the ARC structures. These results collectively suggest that discourse structure indeed
constrains syntactic dependency resolution. Most importantly, we argue that what is at stake is not the
static discourse structure properties at the global sentence level. Instead, attention should be given to
the incremental update of the discourse structure in terms of which discourse questions are active at
any given moment of a discourse. The current findings have implications for understanding the way
discourse structure, specifically the active state of discourse questions, constrains memory retrieval.
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1. Introduction

A large body of work in sentence comprehension has centered on questions about parsing,
that is, how the syntactic structure of a sentence is established in real time during language
comprehension. A particularly fruitful empirical domain for this investigation involves inves-
tigating how nonlocal linguistic dependencies, such as subject-verb agreement, anaphoric, or
wh-filler-gap dependences, are resolved. Establishing linguistic dependencies relies on the
successful identification and retrieval of the elements in the dependency chain. Various types
of information have been discussed as useful cues that could facilitate the process of depen-
dency building, including formal morpho-syntactic features of the dependency elements, such
as number and gender features (e.g., Slioussar & Malko, 2016), lexical semantic information
(e.g., Kwon, Ong, Chen, & Zhang, 2019), or world knowledge regarding the plausibility of a
given event (e.g., Cunnings & Sturt, 2018).

Despite the extensive amount of work on different types of information employed for
dependency resolution, it is less clear how information related to discourse affects the syntac-
tic process of dependency building. Existing work concerning the effect of discourse on lan-
guage processing has mostly examined how discourse salience and focus in information struc-
ture affects language comprehension (Cutler & Fodor, 1979; Clifton & Frazier, 2018; Foraker
& McElree, 2007; Sanford & Sturt, 2002; Sturt, Sanford, Stewart, & Dawydiak, 2004). These
studies have focused on examining whether linguistic elements that receive greater attention
and salience have a more robust representation in memory and whether they are retrieved and
recognized faster. However, what is less explored is whether discourse information exerts a
direct influence on syntactic parsing (e.g., Frazier & Clifton, 2005). The current study exam-
ines this question.

The theoretical notion of discourse can be used to refer to a variety of different aspects of
discourse context, including information packaging (e.g., given vs. new information) (Birner
& Ward, 1998; Kaiser & Trueswell, 2004), strategies that interlocutors engage in to keep track
of conversation goals and their relevant conversational moves to achieve the goal (Bruce &
Farkas, 2007; Farkas & Bruce, 2010; Lewis, 1979; Roberts, 2004), or coherence relationship
between discourse units (Hobbs, 1985; Kehler, 2002). In the current work, we consider dis-
course to be a structured representation composed of a sequence of discourse units (words and
clauses) and their relations to one another (as in Asher & Lascarides, 2003; Polanyi, 1988).
We specifically focus on the contrast between main discourse versus subordinate discourse
information. The particular linguistic constructions we examine involve appositive relative
clauses (ARCs) and restrictive relative clauses (RRCs), see an example in (1). As we will
introduce in detail in the next section, information hosted in an ARC is usually assumed to
belong to the subordinate discourse, whereas information hosted by RRCs is part of the main
discourse.!

(1) Appositive relative clause (ARC) and restrictive relative clause (RRC)
a. The waitress, who sat near the girl, was unhappy. [ARC]
b. The waitress who sat near the girl was unhappy. [RRC]
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Our primary interest is whether and how the different discourse status of linguistic
information—either being part of the main or subordinate discourse structure—is used to
constrain the dependency-building process. To this end, we investigate the subject-verb
agreement dependency resolution, specifically the number agreement attraction effect (e.g.,
Wagers, Lau, & Phillips, 2009). Agreement attraction has become a hallmark case that
demonstrates the effect of a cue-based memory retrieval mechanism. To the extent that our
findings reveal the effects of discourse structure on the agreement attraction effect, this has
implications about how discourse information constrains memory retrieval.

A total of three self-paced reading experiments will be reported. Our results suggest that
discourse information, specifically the distinction between main and subordinate discourse
status, plays an important role in constraining the agreement attraction effect. Interestingly,
however, the static division between main versus subordinate structures alone is not sufficient
to account for all the results. Instead, as we will argue, what is at stake is the incremental
update of the discourse structure, guided by what we term the active state of discourse ques-
tions.

2. Structuring discourse

2.1. A static division at the global discourse level

Discourse information is hierarchically structured. One of the key structural distinctions
in discourse is between discourse units that are part of the main discourse and discourse
units that form the subordinate discourse (subordinated to the main units) (Asher & Las-
carides, 2003; Hunter & Asher, 2016; Jasinskaja, 2016). Sentences containing ARCs and
RRCs exhibit this contrast. For instance, in (2a), two pieces of information are expressed in
this example: the waitress was unhappy and the waitress sat near the girl. The first piece
of information contributes to the main point of the utterance (also known to be at-issue),
whereas the latter piece of information describes additional, supplementary information about
the waitress (AnderBois, Brasoveanu, & Henderson, 2015; Murray, 2014; Potts, 2005). How-
ever, the same information that “the waitress sat near the girl” becomes part of the main point
when it is situated inside an RRC (2b), by virtue of the fact that the RRC serves the function
of restricting the specific referent.

(2) Two types of RCs and their discourse structure
a. ARC is part of subordinate discourse
The waitress, who sat near the girl, was unhappy.
b. RRC is part of main discourse
The waitress who sat near the girl was unhappy.

There is a large body of work discussing the semantic distinction between an ARC and the
main assertion of an utterance (Bach, 1999; Dever, 2001; Potts, 2005). Additionally, appos-
itives have also been argued to perform speech acts independently from the hosting matrix
clause (Frazier, Dillon, & Clifton, 2018; Koev, 2022), or demonstrate distinct prosodic con-
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tours (Dehé & Kavalova, 2007; Truckenbrodt, 2015). Some researchers have characterized
ARG s as syntactic “orphans” (Haegeman, 2008), treating them to be syntactically indepen-
dent from the matrix clause (Canac-Marquis & Tremblay, 1998; Emonds, 1979; Fabb, 1990;
McCawley, 1982; Ott, 2016; Onea & Ott, 2022; Ross, 1967; Safir, 1986).2 In the current study,
drawing from discourse theories such as Segmented Discourse Represented Theory (Asher,
1993; Asher & Lascarides, 2003), we adopt the distinction between main and subordinate
discourse units to understand the discourse status of ARC and RRC content. From this view,
ARC:s contribute to subordinate discourse information (+-SUBORDINATE), whereas RRCs are
part of main discourse information (+MAIN).

Some previous experimental work has found evidence that main and subordinate discourse
information appears not to interact with each other during processing (Dillon, Clifton, &
Frazier, 2014; Kroll & Wagers, 2019; Mclnnerney & Atkinson, 2020). Dillon et al. (2014), for
example, looked at the differences between the two conditions in (3), comparing appositives
with RRC structures.

(3) Experimental material in Dillon et al. (2014)
a. That butcher who was in the busy shop (Amy visited on Third Avenue)
bought his meat from local farmers. [RRC] (Longer clause in parenthesis)
b. That butcher, the one in the busy shop (Amy visited on Third Avenue),
bought his meat from local farmers. [Appositive] (Longer clause in parenthesis)

In their acceptability rating task, the authors identified a length penalty effect in the baseline
RRC condition (3a), where longer intervening RRC structures incurred more processing bur-
den compared to shorter ones. This aligns with previous research demonstrating processing
costs associated with longer embedded clauses (e.g., Gibson, 1998, 2000; Grodner & Gibson,
2005; Hale, 2001; Lewis & Vasishth, 2005; Levy, 2008; McElree, Foraker, & Dyer, 2003;
Van Dyke & Lewis, 2003; Warren & Gibson, 2002). However, the length penalty effect in the
RRC condition was reduced in the appositive condition (3b). Similar findings regarding the
reduced length penalty with appositives were also reported in Kroll and Wagers (2019) and
Duff, Anand, Brasoveanu, and Rysling (2023).

These earlier findings showed that language comprehension is sensitive to the distinction
of main versus subordinate discourse status, raising the possibility that main and subordinate
discourse information might be managed separately, potentially deploying different working
memory spaces (Dillon et al., 2014). This hypothesis, however, turns out to be too strong in
light of some later findings, which we turn to below.

2.2. Challenges to the static division view

Some later studies, while replicating the finding that linguistic information in main and
subordinate discourse do not interact, also discovered evidence suggesting that the two types
of information are not entirely separated. For example, Dillon, Clifton, Sloggett, and Frazier
(2017) examined ARC and RRC processing using a wh-filler-gap dependency (4). The exper-
imental items involved a wh-filler (who;) connected to a sentence-final gap (dinner for __).
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Additionally, there was an intervening wh-dependency (who, bought Italian ham), varied by
the type of RC structure, either an RRC or an ARC.

(4) Experimental material in Dillon et al. (2017)
a. The butcher asked who; the lady who, bought Italian ham was cooking dinner

for ___.[RRC]
b. The butcher asked who, the lady, who, bought Italian ham, was cooking dinner
for ___.[ARC]

Two notable findings were reported in their eye-tracking experiments. First, a processing cost
was observed at the gap position (dinner for) in the RRC condition compared to its less
complex baseline control without a wh-filler-gap dependency (e.g., “The butcher asked if the
lady(,) who...”), an expected complexity effect (Frazier & Clifton, 1989; Gordon, Hendrick,
& Johnson, 2001; Gibson & Warren, 2004; Kaan, Harris, Gibson, & Holcomb, 2000; Phillips,
Kazanina, & Abada, 2005; Staub, 2010; Wagers & Phillips, 2014). The corresponding com-
plexity effect, however, did not arise in the ARC condition, replicating general findings from
Dillon et al. (2014). Second, a crucial finding was that no differences were found between
ARC and RRC conditions in the intervening RC regions (who,...), with both conditions show-
ing a reading time slowdown, likely due to interference from an open outer wh-dependency
(who;...).

The empirical generalization so far appears to be the following: the subordinate discourse
information encoded by an ARC can interact with the main discourse information encoded in
the main clause. However, the interaction is only present when the subordinate discourse unit,
that is, ARC, has not been closed off. Once the parser progresses beyond the right boundary
of the subordinate discourse unit (e.g., beyond the RC), the information within the subordi-
nate discourse unit becomes more separated from the main discourse unit. Dillon et al. (2017)
propose that the rapid structural decay of ARC content after processing it could be a con-
tributing factor, an idea also argued by Duff et al. (2023). They posit that content within the
subordinate discourse structure after the RC boundary becomes “discounted,” exerting “less
influence on downstream parsing [...] than other material.” We will revisit this proposal about
structural decay along with a comparison with a few alternative approaches in the General
Discussion section.

3. The current study

3.1. Incremental construction of discourse questions

To capture both the separation and interaction between main and subordinate discourse
units, we propose a question-based approach, inspired by the view that discourse can be rep-
resented as a hierarchical set of questions and corresponding answers (Biiring, 2003; Roberts,
2012). In line with the incremental discourse construction framework (Asher & Lascarides,
2003; Jasinskaja, 2016; Lascarides & Asher, 2008; Riester, 2019), our proposals adhere to two
fundamental principles. First, each discourse unit, whether main or subordinate, can intro-
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2 The waitress, who sat near the girl(s), was unhappy.
What about |/ Whatabout |
_E the waitress? i the waitress? !
= . -
S
& What What N What
happened? happened? happened?
(a) ARC
s
g. The waitress who sat near the girl(s) was unhappy.
IS
o
g What What
g happened? > happened?
(<]
(b) RRC

Fig. 1. Incremental construction (from left to right) of discourse questions. The box with dotted lines indicates the
discourse question is no longer active.

duce a new discourse question.> Second, a discourse question remains in an active state until
resolved; and after the resolution of a discourse question, it will be removed (or popped off)
from the question stack. The extent to which the main and subordinate discourse units can
interact with each other is determined by whether the discourse questions hosted by them are
still in an active state.

Fig. 1 outlines the incremental generation and removal of discourse questions while pars-
ing sentences with an ARC and an RRC. The top input panel presents incoming information,
while the bottom guestion panel depicts the relevant discourse questions. In the case of an
ARC (Fig. 1a), when the subject noun phrase (The waitress) is introduced, a discourse ques-
tion like “What happened to the waitress?” could be raised, remaining active until resolved
by the matrix clause (the waitress was unhappy). Upon encountering the ARC (who sat near
the girl), a new discourse question (“What about the waitress?”) is added, persisting until the
ARC concludes, and was subsequently resolved. Once this question is resolved, it is popped
off (i.e., removed) from the question stack and is deactivated, leaving only the main question
(“What happened?”) active in the question panel.

For RRCs, we consider them as intersective modifiers (Kratzer & Heim, 1998; Partee,
1975), being integrated into the larger discourse unit to which the RRC is attached. As shown
in Fig. 1b, the RRC contributes to the main discourse question (“What happened?”) without
initiating an independent discourse question. While RRCs might prompt subquestions (e.g.,
“Which waitress?”’), these are encompassed within the overarching super-question (“What
happened?”) due to their restrictive function, aligning with observations in Gobel (2019) that
RRCs may function less as a separate discourse unit than ARCs. The super-question associ-
ated with the main discourse unit persists until it is resolved at the end of the sentence.
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We further assume that the linguistic content that is hosted within the active questions
is the most salient and attended component in the ongoing discourse, and that information
hosted under resolved questions is less salient (similar to Grosz & Sidner, 1986). Crucially,
the incremental update of which discourse questions are active or inactive creates different
kinds of salience domains that could have consequences for information access and retrieval.
For instance, in Fig. 1a, when both discourse questions (“What about the waitress?” and
“What happened?”’) are active, that is, while the parser is still processing the ARC content,
the linguistic information associated with those questions is highly salient in the discourse.
That is to say, both the main clause content and the ARC clause content would be subject to
memory access and retrieval. It is, therefore, possible that information from these two types
of clauses could interfere with each other. However, once the parser moves beyond the right
boundary of the ARC, resolving and removing the ARC-associated question from the stack,
only the question associated with the main clause (“What happened?”’) remains active. At
this point, the main clause content and the ARC clause content belong to different salience
domains, with the information in the ARC clause less accessible and less likely to interfere
with the main clause content.

3.2. Number agreement attraction effect with ARCs and RRCs

The current study uses the well-studied agreement attraction effect as a testing case to
examine whether the incremental update of discourse questions has consequences on informa-
tion access and retrieval. Agreement attraction is a hallmark phenomenon that demonstrates
the cue-based memory retrieval mechanisms in sentence processing. In (5), although both
(5a) and (5b) exhibit ungrammatical number agreement on the verb (were), (5b) generally
displays higher acceptability ratings and shorter reading times on the verb compared to (5a),
showing a standard attraction effect. This effect is typically explained as a misretrieval of the
intervening plural distractor noun phrase (the girls) in (5b), due to the partial feature match
([+PLURAL]) between the verb (were) and the intervening distractor (the girls) (e.g., Parker
& An, 2018; Wagers et al., 2009).4

(5) Experimental material in Parker and An (2018)
a. *The waitress who sat near the girl surprisingly were unhappy about the noise.
[Singular distractor]
b. *The waitress who sat near the girls surprisingly were unhappy about the noise.
[Plural distractor]

We use the number agreement attraction effect as a probe to examine the effect of incre-
mental updates of discourse questions. The key comparison we focus on is as follows:

(6) a. *The waitress who sat near the girls surprisingly were unhappy about the noise.
[RRC]
b. *The waitress, who sat near the girls, surprisingly were unhappy about the
noise. [ARC]
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Both sentences in (6) are ungrammatical. (6a) represents the baseline condition where the
number agreement attraction effect has been observed in prior studies (e.g., Parker and An,
2018). In contrast, (6b) is almost identical to the baseline, except that the distractor noun (the
girls) is part of a subordinate ARC structure. Additionally, the retrieval site (were) appears
after the ARC boundary is closed off. Based on the discourse-question approach outlined in
the previous section, the ARC-associated content becomes less accessible at the retrieval site,
due to the fact that the discourse question associated with the ARC has been resolved and
deactivated. This predicts that information hosted under the ARC, for example, the distractor
noun phrase the girls, is less likely to interfere with information hosted in the main clause,
leading to an absence of (or at least reduced) agreement attraction effect in (6b), unlike its
RRC counterpart (6a). Previous studies on similar constructions found some evidence in sup-
port of this prediction, but the results were also mixed (McInnerney and Atkinson, 2020; Ng
& Husband, 2017).

In Experiment 1, we establish the core contrast between ARC and RRC. To preview the
findings, we observe a standard agreement attraction effect in the RRC conditions but not
in the ARCs, consistent with the discourse-question-based proposal. To further examine this
proposal, in Experiments 2 and 3, we test situations in which the retrieval of an agreement
controller is initiated while the discourse question associated with the ARC content is still
active. In these configurations, we find a standard number agreement attraction effect in the
ARC conditions, just like in the RRC conditions.

4. Experiment 1

4.1. Methods

4.1.1. Subjects

We recruited 120 native speakers of American English residing in the United States via
the Prolific platform. Participation recruitment was conducted with IRB approval from the
local institution. Two participants were excluded from the main analysis as they self-reported
that their first language was not English, leaving us 118 participants for the analysis (mean
age = 30.94; range: 18-50). The duration of the experiment was approximately 20 min, and
participants were paid 3.50 USD in compensation.

4.1.2. Materials

Material for Experiment 1 is presented in Table 1. The material consisted of 48 items in
a fully crossed 2 x 2 x 2 design with grammaticality (grammatical vs. ungrammatical), dis-
tractor number (singular vs. plural), and clause type (ARC vs. RRC) as factors. The material
with RRCs was adapted from Experiment 1 in Parker and An (2018). All the target sentences
had the structure of NPI(,) who VERB Preposition NP2(,) ADVERB {was/were}... (e.g., “The
waitress(,) who sat near the girl(s)(,) unsurprisingly was/were unhappy about all the noise.”).
NP1, the target subject, was always a singular noun (e.g., The waitress). The main auxil-
iary verb was varied by grammaticality: was (grammatical) or were (ungrammatical). The
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Table 1
Sample set of experimental items for Experiment 1
Condition Sentence
ARC-Sg-Gr The waitress, / who / sat / near / the girl, / unsurprisingly / was / unhappy / about / all / the noise.
ARC-Sg-Ug The waitress, / who / sat / near / the girl, / unsurprisingly / were / unhappy / about / all / the noise.
ARC-PI-Gr The waitress, / who / sat / near / the girls, / unsurprisingly / was / unhappy / about / all / the noise.
ARC-PIl-Ug The waitress, / who / sat / near / the girls, / unsurprisingly / were / unhappy / about / all / the noise.
RRC-Sg-Gr The waitress / who / sat / near / the girl / unsurprisingly / was / unhappy / about / all / the noise.
RRC-Sg-Ug The waitress / who / sat / near / the girl / unsurprisingly / were / unhappy / about / all / the noise.
RRC-PI-Gr The waitress / who / sat / near / the girls / unsurprisingly / was / unhappy / about / all / the noise.
RRC-PI-Ug The waitress / who / sat / near / the girls / unsurprisingly / were / unhappy / about / all / the noise.

Note. Distractor noun italicized. Regions of interest are bold-faced. The “/” sign indicates regions.
Abbreviations: ARC, appositive relative clause; Gr, grammatical; Pl, plural distractor noun; RRC, restrictive relative clause; Sg, singular
distractor noun; Ug, ungrammatical.

target subject was always modified with a subject-extracted RC, which contained the dis-
tractor noun, NP2. The distractor noun was either a singular noun or a plural noun (e.g., the
girl(s)). The RC was either an RRC or an ARC, and the ARC conditions were marked with
commas before and after the RC boundary. There was always an intervening adverb between
the distractor noun and the main verb (e.g., unsurprisingly). The number of regions for the
target trials ranged from 11 to 13. We also included 24 filler sentences, which were all gram-
matical sentences.

4.1.3. Procedure

We used a Latin-square design to assign the 48 main trial items into eight lists. Each partic-
ipant read a total of 72 sentences (including filler sentences), with half of the sentences being
grammatical and the other half ungrammatical. The presentation of the trials was randomized
for each participant.

The experiment was conducted on IbexFarm (http://spellout.net/ibexfarm), an online exper-
iment platform. Participants read sentences in a self-paced phrase-by-phrase moving window
paradigm. Each sentence was presented individually on each participant’s screen. Words were
initially masked by dashes, and each word or phrase appeared as the participant pressed the
space bar. The sentence was presented in a noncumulative fashion, where the previous word
was masked again by dashes as the participant proceeded to the next region. No line break
was included in any of the stimuli, and all of them were presented in a single line. Participants
were instructed to read the sentences as naturally as possible at their regular reading pace. A
“yes/no” comprehension task that asked about the content of the sentence appeared after each
sentence (e.g., “Was the waitress unhappy about all the noise?”’). Half of the questions had
“yes” correct responses and the other half “no.” The participants were not given any feedback
on their responses to the task. Participants had 10 practice trials before the main experiment.

4.1.4. Analysis

Prior to data analysis, we excluded results from 10 participants, whose accuracy on the
comprehension question task for both target and filler items was below 80%. For the reading
time analysis for the self-paced reading task, trials with incorrect comprehension question
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Table 2
Mean comprehension question accuracy in Experiment 1

Gr-P1 Gr-Sg Ug-P1 Ug-Sg
ARC 0.935 (£0.003) 0.925 (£0.003) 0.910 (£0.003) 0.937 (£0.003)
RRC 0.927 (£0.003) 0.934 (£0.003) 0.913 (£0.003) 0.922 (£0.003)

Note. Standard errors of the grand mean are in parentheses.
Abbreviations: ARC, appositive relative clause; Gr, grammatical; Pl, plural distractor noun; RRC, restrictive
relative clause; Sg, singular distractor noun; Ug, ungrammatical.

responses were removed for the main analysis (7.47% of the data). We removed reading
time data points that were beyond 3SD of the mean by condition and by region (additional
1.5% removal of the data). Regions of interest included (a) the main verb position (was/were)
(region 7) that agreed with the target subject (the waitress) and (b) the next spillover region
(unhappy) (region 8).

We analyzed the log-transformed reading time data by conducting linear mixed-effects
regression models, using the lmerTest package (Bates, Michler, Bolker, & Walker, 2015)
implemented in R (R Core Team, 2022). We ran two different models. In the first model, fixed
effects included grammaticality (grammatical vs. ungrammatical), distractor number (singu-
lar vs. plural), clause type (ARC vs. RRC), and their interactions. In addition to this regular
model, since our main interest was whether RRCs and ARCs demonstrate different agreement
attraction profiles, we also conducted a second model using a nested contrast to estimate the
number agreement attraction effect under each level of the clause type. Following the nested
contrast approach in Nicenboim, Schad, and Vasishth (2023), we set up a customized contrast
coding that estimated the two-way interaction between distractor number and grammaticality
as a nested effect for ARC and RRC separately.’ For both models, the log-transformed read-
ing time of the immediately preceding region was also included as a fixed effect, to take into
consideration of the spillover effect from regions prior to the current region.

All models were initially fit with maximal random effects structure with by-subject and
by-item random intercepts and by-subject and by-item random slopes for all fixed-effect pre-
dictors (Barr, Levy, Scheepers, & Tily, 2013). Random effects structure was simplified when
the models failed to converge. We used the buildmer package (Voeten, 2022) in R to find
the maximal model that would converge. A fixed effect was considered significant when the
absolute #-value associated with the effect was equal or exceeded 2 (Gelman & Hill, 2006).
The tables for the summary of the statistical analyses will present the fixed effects and random
effects included in the converged maximal model.

4.2. Results

4.2.1. Comprehension accuracy
The mean comprehension question accuracy for each condition is presented in Table 2. The
comprehension accuracy for all conditions was generally close to ceiling.
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Fig. 2. Mean log reading times in Experiment 1. Error bars represent standard errors.
Table 3
Summary of the regular mixed effects model of the reading times in Experiment 1
Regions
critical spillover
Fixed effects B SE t B SE t
(Intercept) 4.602 0.065 71.22 3.827 0.074 51.85
1ogRT of the previous region 0.225 0.010 22.08 0.357 0.012 29.83
Clause 0.030 0.008 3.96 —0.002 0.009 —0.26
Distractor 0.010 0.008 1.37 0.007 0.007 0.94
Grammaticality 0.026 0.008 3.22 0.058 0.009 6.41
Clause:Distractor 0.018 0.015 1.19 0.031 0.015 2.15
Clause:Grammaticality 0.018 0.015 1.21 —0.019 0.015 —1.28
Distractor:Grammaticality —0.012 0.015 —0.81 0.029 0.015 2.00
Clause:Distractor:Grammaticality 0.013 0.030 0.42 0.024 0.029 0.84
Random intercepts and slopes (slope in parenthesis) Var. SD Var. SD
Subject 0.033 0.182 0.029 0.170
Subject (Grammaticality) 0.001 0.032 0.003 0.055
Subject (Clause) — — 0.002 0.047
Item 0.000 0.012 0.001 0.034

Note. The effects of the random slopes that were not included in the final converged model are not presented in

the table.

4.2.2. Self-paced reading task

Fig. 2 presents the mean log reading times for each region, with regions of interest high-

lighted in gray boxes.

Table 3 shows the statistical results with the three fixed effects and their interactions
included in the model. We found a main effect of grammaticality (ungrammatical > gram-
matical) in both the critical (8 = 0.026, se = 0.008, t = 3.22) and spillover (8 = 0.058, se =
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0.009, t = 6.41) regions. The RRC condition took longer than the ARC condition at the criti-
cal region (B = 0.030, se = 0.008, t = 3.96). More relevant for our purpose, at the spillover
region, there was a significant two-way interaction of clause and distractor (8 = 0.031, se =
0.015, r = 2.15) and a significant two-way interaction of distractor and grammaticality (8 =
0.029, se = 0.015, t = 2.0); yet, the three-way interaction did not reach significance in either
of the critical (B = 0.013, se = 0.030, r = 0.42) or the spillover region (8 = 0.024, se =
0.029, t = 0.84). Since we observed a two-way interaction of distractor and grammaticality
in the spillover region, and the agreement attraction effect has previously been shown to be
more robust in ungrammatical sentences (e.g., Jager, Mertzen, Van Dyke, & Vasishth, 2020;
Wagers et al., 2009; Yadav, Paape, Smith, Dillon, & Vasishth, 2022; Yadav, Smith, Reich,
& Vasishth, 2023), we conducted a post hoc analysis on the spillover region by separately
analyzing the grammatical and ungrammatical conditions. We found a two-way interaction
between clause and distractor only in the ungrammatical conditions (8 = 0.043, se = 0.022, ¢
= 2.0) but not in the grammatical condition (,3 = 0.021, se = 0.020, t = 1.06). The two-way
interaction of clause and distractor in the ungrammatical conditions was driven by the fact in
the RRC ungrammatical conditions, the plural distractor condition was faster than the singu-
lar distractor condition (,3 = 0.043, se = 0.015, + = 2.81), indicating an agreement attraction
effect; but there was no difference between the plural versus singular distractor conditions for
ARCs (8 = 0.001, se = 0.015, t = 0.05).

Table 4 presents the results of the statistical analysis with the nested model, that is, the
effects of the distractor, grammaticality, and their interactions nested under each level of the
predictor clause type. The analysis shows that at the critical region, there was a main effect
of clause type (8 = 0.11, se = 0.005, ¢ = 2.30) such that RRC conditions were read slower
than ARC conditions; at the spillover region, ARC conditions were read slower than RRC
conditions (B = —0.018, se = 0.005, r = —3.35). Since this is not our main effect of interest,
we will not pursue it further. Both RRCs and ARCs showed a grammaticality effect. For the
RRCs, this effect appeared on both the critical (,3 = 0.018, se = 0.005, r = 3.32) and the
spillover region (8 = 0.024, se = 0.005, t = 4.73). For the ARCs, this effect appeared on the
spillover region (ﬁ’ = 0.067, se = 0.012, t = 5.52), but not on the critical word (,3 = 0.017,
se = 0.011, + = 1.60). Most relevant for the current purpose, at the spillover region, there
was an interaction of distractor and grammaticality within the RRC condition (8 = 0.010, se
= 0.005, + = 2.01), indicating the agreement attraction effect. This interaction on the RRC
conditions was driven by longer reading times in the singular-distractor condition compared
to the plural-distractor condition for the ungrammatical trials (8 = 0.043, se = 0.015, t =
2.81), but not for the grammatical ones (8 = 0.000, se = 0.014, r = 0.024). Crucially, for the
ARC conditions, no interaction between distractor and grammaticality was found on either
the critical region (8 = —0.009, se = 0.011, r = —0.88) or the spillover region (8 = 0.008,
se = 0.010, t = 0.80).

Fig. 3 shows the interference effect of each clause type at the critical and spillover regions.
The interference effect was calculated by subtracting the untransformed mean reading time of
the singular distractor condition from the plural distractor condition, and, therefore, a negative
value is indicative of the agreement attraction effect (as in Dillon et al., 2013 and Jéger et al.,
2017). There was a significant attraction effect only at the spillover region in the ungrammat-
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Table 4
Summary of the nested contrast model of the reading times in Experiment 1

Regions
critical spillover

Fixed effects B SE t B SE t
(Intercept) 4.575 0.065 70.30 3.839 0.074 51.92
1ogRT of the previous region 0.230 0.010 21.91 0.358 0.012 29.89
Clause 0.11 0.005 2.30 —0.018 0.005 -3.35
Distractor in ARC —0.004 0.008 —0.54 —0.000 0.007 —0.06
Grammaticality in ARC 0.017 0.011 1.60 0.067 0.012 5.52
Distractor in RRC 0.010 0.005 1.84 0.011 0.005 2.20
Grammaticality in RRC 0.018 0.005 3.32 0.024 0.005 4.73
Distractor:Grammaticality in ARC —0.009 0.011 —0.88 0.008 0.010 0.80
Distractor:Grammaticality in RRC —0.002 0.005 —-0.29 0.010 0.005 2.01
Random intercepts and slopes (slope in parenthesis) Var. SD Var. SD
Subject 0.027 0.165 0.029 0.171
Subject (1ogRT of previous region) 0.000 0.019 — —
Subject (Clause) — — 0.001 0.030
Subject (Grammaticality in ARC) — — 0.004 0.065
Item 0.000 0.012 0.001 0.034

Note. The effects of the random slopes that were not included in the final converged model are not presented in
the table.

ical RRC conditions. The interference effect for each participant can be found in Appendix A
(Fig. Al).

4.3. Discussion

Taken together, the results from Experiment 1 found an agreement attraction effect in RRCs
but not in ARCs, in particular on the spillover region. This is most clearly shown in the
mixed effects model that nested the agreement attraction effect under each clause type. In this
analysis, the interaction between distractor and grammaticality, which was used as an index
for the attraction effect, was only found for RRCs. There is a notable caveat that we did not
find a three-way interaction between clause type, distractor, and grammaticality in the regular
full mixed effects model. We will return to more discussion about this caveat in Section 7.4.
But it is worth noting that there was a significant distractor by grammaticality interaction
at the spillover region in the regular full model. This interaction was driven by the fact that
only in the ungrammatical sentences but not in the grammatical ones there was a further
interaction between clause type and distractor, such that the agreement attraction effect was
only observed for the RRCs but not for the ARCs. The lack of three-way interaction may be
driven by the fact that the number interference effect in grammatical sentences is noisier and
more variable, making it difficult to detect a three-way interaction.
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Fig. 3. Interference effect in Experiment 1. The interference effect was calculated by subtracting the untransformed
mean reading time of the singular distractor condition from the plural distractor condition. Error bars indicate 95%
CI by participants.

The agreement attraction effect on the RRC conditions replicated the finding in Parker and
An (2018) (Experiment 1), where there was a standard number agreement attraction effect in
the presence of a retrieval cue that matched the number feature of the distractor noun. The
results are in line with a large body of existing findings on the cue-based retrieval mechanism
in long-distance dependency resolution, evidenced by the interference effect (e.g., Lewis &
Vasishth, 2005; Lewis, Vasishth, & Van Dyke, 2006; Van Dyke & McElree, 2011). Crucially,
however, no significant agreement attraction effect was found in the ARC condition. This is in
line with the finding in Ng and Husband (2017) and Mclnnerney and Atkinson (2020), where
the intervening distractor noun within a subordinate discourse unit did not interfere with the
target noun during the retrieval process. The current findings are also in line with earlier work
that showed a separation between ARCs and RRCs within the context of syntactic complexity
(e.g., Dillon et al., 2014; Kroll and Wagers, 2019).

There are two ways to interpret the observed difference between RRCs and ARCs in Exper-
iment 1. One interpretation is that the main and subordinate discourse units can be separated
during memory encoding and retrieval by virtue of their distinct linguistic status. As discussed
earlier, the linguistics literature has long recognized that different types of discourse units
can have distinct representational statuses, with proposals suggesting that discourse units are
stacked in the “attentional space” (Grosz and Sidner, 1986) one at a time in such a way that
each unit can be independent of one another, or different discourse units could contribute to
distinct semantic dimensions (Potts, 2005), or the subordinate discourse units are similar to
speech acts that carry independent illocutionary functions distinct from the main proposition
(Frazier et al., 2018; Koev, 2022). A way to implement the linguistic distinction between main
and subordinate discourse status in a processing model is to assume that the parser encodes
the discourse status information as features of the relevant linguistic input (e.g., [+MAIN]
or [+SUBORDINATE]). These binary and static features can be used as retrieval cues to guide
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memory retrieval. As a result, the parser can make a distinction in real time between linguistic
units based on their discourse status.

Another interpretation of the results is based on the notion of active discourse question.
As discussed in Section 3.1, from the perspective that discourse structure is incrementally
constructed, subordinate discourse information can raise active discourse questions but such
questions become inactive once the subordinate discourse information is closed off. Discourse
structure moves forward based on which questions are raised and remain active and which
questions have been resolved and can be removed. We can make a further assumption that
working memory retrieval, or for the purpose of subject-verb agreement dependency at least,
is sensitive to the information currently in the domain of active questions. With this approach,
we can explain the results by the distractor noun inside the subordinate ARC becoming no
longer accessible to memory retrieval after the closure of the ARC, at the point of retrieval.
This made the target noun, which was inside the main discourse unit, become the only can-
didate for memory retrieval, leading to the absence of an agreement attraction effect in the
ARC condition.

Both of the proposals above are consistent with the findings from Experiment 1, in which
memory retrieval for an agreement-controller noun takes place after the closure of the ARC
clause. However, the two proposals rely on distinct theoretical assumptions. The first pro-
posal, which we label the static division hypothesis, assumes that the working memory orga-
nization of the linguistic material is sensitive to the static properties of the discourse structure
such as the main versus subordinate characteristics. The second proposal, which we label
the active question hypothesis, assumes that the working memory organization incrementally
tracks the relevant questions/issues at any given moment of an unfolding sentence. To distin-
guish these two proposals, in the next experiment, we modify the design such that memory
retrieval of a target takes place prior to the closure of the discourse question instantiated by
the subordinate ARC.

5. Experiment 2

In Experiment 2, we locate the memory retrieval site prior to the subordinate ARC being
closed off. The design of Experiments 1 and 2 are compared in (7).

(7)  Schematization of experimental design (Experiments 1-2)
a. Experiment 1
Target(,) [who... Distractor...](,) RetrievalSite...
b. Experiment 2
Distractor(,) [who... Target RetrievalSite...](,)...

For the baseline control RRC conditions, we expect to observe a standard agreement attraction
effect in Experiment 2, replicating the basic attraction effect in Experiment 1. As for the crit-
ical ARC conditions, the two competing hypotheses make contrasting predictions. The static
division hypothesis predicts that the ARC conditions in Experiment 2 would demonstrate a
lack of attraction effect, similar to Experiment 1. This is because the correct retrieval target
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Table 5
Sample set of experimental items for Experiment 2

Condition Sentence

ARC-Sg-Gr  The / musician, / who / the / reviewer / praises / so / highly, / will / probably / win / a / Grammy.
ARC-Sg-Ug  The / musician, / who / the / reviewer / praise / so / highly, / will / probably / win / a / Grammy.
ARC-PI-Gr  The / musicians, / who / the / reviewer / praises / so / highly, / will / probably / win / a / Grammy.
ARC-PI-Ug  The / musicians, / who / the / reviewer/ praise / so / highly, / will / probably / win / a / Grammy.
RRC-Sg-Gr  The / musician / who / the / reviewer / praises / so / highly / will / probably / win / a / Grammy.
RRC-Sg-Ug  The / musician / who / the / reviewer / praise / so / highly / will / probably / win / a / Grammy.
RRC-PI-Gr The / musicians / who / the / reviewer / praises / so / highly / will / probably / win / a / Grammy.
RRC-PI-Ug  The / musicians / who / the / reviewer / praise / so / highly / will / probably / win / a / Grammy.

Note. Distractor noun italicized. Regions of interest are bold-faced. The ““/” sign indicates regions.
Abbreviations: ARC, appositive relative clause; Gr, grammatical; Pl, plural distractor noun; RRC, restrictive
relative clause; Sg, singular distractor noun; Ug, ungrammatical.

NP and the distractor NP in the ARC condition are located in different discourse units in both
Experiments 1 and 2. In Experiment 1, the target NP is located in the main unit, while the dis-
tractor NP is in the subordinate unit; in Experiment 2, it is the other way around. If the parser
uses discourse status information [+MAIN] or [+SUBORDINATE] to guide retrieval, the target
and distractor NP should be sufficiently distinguished from each other, reducing the proba-
bility of an interference effect. On the other hand, the active question hypothesis would make
a different prediction. Under this hypothesis, we would expect to see an attraction effect in
Experiment 2, different from Experiment 1. This is because the retrieval site in Experiment 2
is located prior to the closure of the ARC (it is inside the ARC). This means that at the point
where memory retrieval of an agreement controller is initiated, the discourse questions asso-
ciated with the main and the subordinate discourse units are both active, and accordingly,
linguistic content in the scope of these questions is accessible for retrieval. This leads to the
possibility of misretrieving the distractor, resulting in a retrieval interference effect.

5.1. Methods

5.1.1. Subjects

Experiment 2 recruited a total of 120 American English speakers residing in the United
States (aged 18 and above) through the Prolific platform (https://www.prolific.co/).® Partici-
pation recruitment was conducted with the IRB approval of the local institution. Two partic-
ipants, indicating English was not their first language, were excluded, and an additional two
participants who did not complete the experiment were removed, resulting in a total of 116
participants (mean age = 31.15; range: 18-50). The experiment, lasting approximately 20
min, provided participants with 3.50-4.00 USD in compensation.

5.1.2. Materials
Material for Experiment 2 is presented in Table 5. The material consisted of 48 sets of
items with 8 conditions in a fully crossed 2 x 2 x 2 design with grammaticality (grammatical
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vs. ungrammatical), distractor number (singular vs. plural), and clause type (ARC vs. RRC)
as factors. We adopted the RRC material from Experiment 2 in Wagers et al. (2009). All the
target sentences had the structure of NPI(,) who NP2 VERB..., VERB... (e.g., “The musi-
cian(s)(,) who the reviewer praise(e) so highly, will...”). NP1 was the distractor noun and
appeared at the matrix subject position, which was both structurally and linearly distant from
the target verb. It was varied by its number feature, either a singular or plural noun (e.g., the
musician(s)). The sentence always had an object-extracted RC structure, where NP1 was the
extracted object, and NP2 was the subject in the embedded clause. NP2 was the target noun,
which formed a number-agreement dependency relation with the target verb that appeared
one region after the target noun and inside the RC. NP2 was always a singular noun (e.g., the
reviewer), and the target verb either agreed with the target noun (e.g., praises) or not (e.g.,
praise), determining the grammaticality of the entire sentence. ARC structures were marked
with commas on the RCs. There were 12-20 regions for the target trial. We also included
48 grammatical filler sentences, which were taken from the filler items in Wagers et al.
(2009).

5.1.3. Procedure

The 48 sets of target items were pseudo-randomly assigned to eight lists under a Latin-
square design. Experiment 2 also used a self-paced reading task, conducted on IbexFarm.
The experiment was done in a noncumulative word-by-word moving window fashion. There
was no linebreak in any of the stimuli. Similar to Experiment 1, we included a “yes/no”
comprehension question task that targeted the content of the sentence the participants just
saw (e.g., “Will the musician(s) likely win an award?”’). Half of the questions targeted “yes”
and the other half “no” as a response. Each participant read 96 sentences in total, with two-
thirds of the sentences being grammatical. No feedback on their responses was given. There
were 10 practice trials before the main experiment.

5.1.4. Analysis

Four participants whose comprehension question accuracy was below 80% were excluded,
leaving us with 112 people for the analysis. Trials with incorrect responses in the compre-
hension question task were removed (5.88% removal). For the self-paced reading task data
analysis, we used the same reading time threshold as in Experiment 1 (3SD reading time cut-
off by condition and by region), removing an additional 1.53% of the data. There were two
critical regions for the main analysis: (a) the target verb region (e.g., praise(s)) (region 6)
and (b) the spillover region (so) (region 7). As in Experiment 1, two regression models were
constructed. The first model was a regular mixed effects model with the three fixed-effect
predictors and their interactions; the second model used nested contrast to examine the inter-
action of distractor and grammaticality within each clause type. The tables for the summary
of the statistical analyses will present the fixed effects and random effects included in the
maximal model.
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Table 6
Mean comprehension question accuracy in Experiment 2

Gr-P1 Gr-Sg Ug-P1 Ug-Sg
ARC 0.944 (£0.944) 0.951 (£0.001) 0.952 (£0.001) 0.928 (£0.002)
RRC 0.958 (£0.001) 0.933 (£0.002) 0.927 (£0.002) 0.937 (£0.002)

Note. Standard errors of the grand mean are in parentheses.
Abbreviations: ARC, appositive relative clause; Gr, grammatical; Pl, plural distractor noun; RRC, restrictive
relative clause; Sg, singular distractor noun; Ug, ungrammatical.
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Fig. 4. Mean log reading times in Experiment 2. Error bars represent standard errors.

5.2. Results

5.2.1. Comprehension accuracy
Mean comprehension question accuracy for each condition is presented in Table 6. The
comprehension accuracy was high across all conditions.

5.2.2. Self-paced reading task

Fig. 4 shows the mean log reading times in Experiment 2. Table 7 shows the statistical
results of the reading times with the model including the three fixed effects and their inter-
actions. No effects were found on the critical region. In the spillover region, there was an
effect of distractor and an effect of grammaticality. There was no three-way interaction, but
there was a significant two-way interaction effect between distractor and grammaticality (3
=0.054, se = 0.015, t = 3.54). As in Experiment 1, a post hoc analysis separating grammati-
cal and ungrammatical conditions was conducted. We found no two-way interaction between
clause and distractor in either the ungrammatical conditions (,3 = 0.002, se = 0.023, ¢t =
0.09); or the grammatical conditions (,3 = —0.002, se = 0.020, r = —0.12). Crucially, how-
ever, for the ungrammatical conditions (but not for the grammatical ones), there was a main
effect of distractor (,3 = 0.055, se = 0.011, r = 4.88), indicating an agreement attraction
effect for both ARC and RRC clause types, that is, for both clause types, the ungrammat-
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Table 7
Summary of the regular mixed effects model for the reading times in Experiment 2

Regions
critical spillover
Fixed effects B SE t B SE t
(Intercept) 3.198 0.073 43.82 3.296 0.068 48.70
1ogRT of the previous region 0.450 0.012 36.72 0.435 0.011 38.66
Clause —0.001 0.008 —0.13 0.006 0.008 0.76
Distractor —0.001 0.008 —0.16 0.028 0.008 3.67
Grammaticality 0.005 0.008 0.68 0.031 0.008 4.08
Clause:Distractor 0.004 0.015 0.25 0.000 0.015 0.03
Clause:Grammaticality —0.006 0.015 —0.38 0.015 0.015 1.01
Distractor:Grammaticality —-0.014 0.015 —0.94 0.054 0.015 3.54
Clause:Distractor:Grammaticality 0.014 0.030 0.45 0.005 0.030 0.16
Random intercepts Var. SD Var. SD
Subject 0.037 0.193 0.031 0.176
Item 0.001 0.024 0.001 0.031
Table 8
Summary of the nested contrast model of the reading times in Experiment 2
Regions
critical spillover

Fixed effects B SE t B SE t
(Intercept) 3.200 0.073 43.83 3.302 0.068 48.76
1ogRT of the previous region 0.450 0.012 36.72 0.435 0.011 38.66
Clause —0.002 0.005 —0.54 —0.003 0.005 —0.63
Distractor in ARC —0.007 0.008 —0.90 0.027 0.008 3.52
Grammaticality in ARC 0.008 0.011 0.75 0.023 0.011 2.17
Distractor in RRC 0.000 0.005 0.07 0.014 0.005 2.61
Grammaticality in RRC 0.001 0.005 0.21 0.019 0.005 3.59
Distractor:Grammaticality in ARC —0.011 0.011 —0.98 0.026 0.011 2.40
Distractor:Grammaticality in RRC —0.002 0.005 —-0.35 0.014 0.005 2.61
Random intercepts Var. SD Var. SD
Subject 0.037 0.193 0.031 0.176
Item 0.001 0.024 0.001 0.031

ical singular-distractor condition was read slower than the ungrammatical plural-distractor

condition.

Table 8 reports the statistical analysis of the reading times with the effects of distractor and
grammaticality nested under clause type. The analysis found no statistically significant effects
in the critical region. In the spillover region, there was a significant interaction of distractor
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Fig. 5. Interference effect in Experiment 2. The interference effect was calculated by subtracting the untransformed
mean reading time of the singular distractor condition from the plural distractor condition. Error bars indicate 95%
CI by participants.

and grammaticality both in the ARC condition (8 = 0.026, se = 0.011, r = 2.40) and in the
RRC condition (8 = 0.014, se = 0.005, t = 2.61).

Fig. 5 illustrates the interference effect in each clause type at the critical and spillover
regions. There was an agreement attraction effect in the ungrammatical condition at the
spillover region for both clause types. The interference effect at the individual participant
level can be found in Appendix A (Fig. A2).

5.3. Discussion

Experiment 2 found the attraction effect in both clause types. The results were consistent
across different models we conducted. We found the agreement attraction effect in the base-
line RRC conditions, similar to the RRC conditions in Experiment 1. There was an attraction
effect in the RRC conditions even when the distractor noun was further away from the retrieval
verb than the target noun, replicating earlier findings using similar constructions (e.g., Wagers
et al., 2009). More importantly, different from Experiment 1, the number agreement attraction
effect was also observed in the ARC condition. In the current experiment, the distractor inside
the main discourse unit interfered with the target inside the subordinate discourse unit.

We return to the question that motivated us to conduct Experiment 2: whether the absence
of an interference effect in the ARC condition in Experiment 1 was due to the linguistic units
hosting the target and the distractor NPs having distinct discourse status (either [+MAIN]
or [+SUBORDINATE]), or the memory retrieval being sensitive to the active state of discourse
questions. The current findings lend support to the latter, supporting the active discourse ques-
tion hypothesis. At the time of memory retrieval, the discourse questions associated with the
linguistic units containing the target and the distractor NPs are all active, allowing the dis-
tractor to be accessible for memory retrieval and consequently resulting in interference with
the target.
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There is another remaining possibility, however. Let us consider the design of Experiments
1 and 2 again, as schematized in (7). The above-mentioned conclusion was based on the
assumption that the two experiments differ regarding which discourse question(s) are active
by the time memory retrieval of the agreement controller is initiated. However, there is another
difference between the two experiments. In the design of Experiment 2 (see (7)), the distrac-
tor NP is the matrix subject NP (“The musician(s), who the reviewer praise(s)...”), and it
signals an upcoming matrix verb. While the parser processes the ARC, the subject NP of the
matrix clause (the musician(s)) is yet to be integrated with a verb. It is possible that the parser
allocates additional resources to maintain the subject NP since it is part of an incomplete syn-
tactic dependency, hence keeping the distractor NP at a relatively high activation level. The
presence of the number agreement attraction effect in the ARC condition in Experiment 2,
but not in Experiment 1, could be due to the fact that the distractor NP in Experiment 2 had a
higher activation level than the distractor NP in Experiment 1, making it a stronger competi-
tor to the target NP in Experiment 2. To rule out this alternative possibility, in Experiment 3
below, we changed the syntactic position of the distractor NP to be an object NP of the matrix
clause. In doing so, the distractor NP marks the end of an SVO structure instead of signaling
an open dependency.

6. Experiment 3

We modified the material in Experiment 2 such that the distractor NP is now the object NP
in the matrix clause. The core SVO argument structure at the matrix clause level is completed
by the time the RC structure appears. A schematization of the manipulation is illustrated in

(8):

(8) Schematization of experimental design (Experiments 2—-3)
a. Experiment 2
Distractor(,) [who... Target RetrievalSite...](,)...
b. Experiment 3
Name... Distractor(,) [who Target RetrievalSite...].

In Experiment 3, similar to Experiment 2, the discourse questions associated with the target
and the distractor NPs are both active when the memory retrieval of the agreement controller
takes place. But different from Experiment 2, in Experiment 3, the distractor NP is an object
NP and does not receive an additional activation boost resulting from the active maintenance
of an incomplete dependency. If we still observe an agreement attraction effect in the ARC
conditions in Experiment 3, this would complement Experiment 2 to provide evidence for the
active question-based constraint on memory retrieval.
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Table 9

Sample set of experimental items for Experiment 3

Condition Sentence

ARC-Sg-Gr Alicia / met / the / musician, / who / the / reviewer / praises / so / highly.
ARC-Sg-Ug Alicia / met / the / musician, / who / the / reviewer/ praise / so / highly.
ARC-PI-Gr Alicia / met / the / musicians, / who / the / reviewer / praises / so / highly.
ARC-PI-Ug Alicia / met / the / musicians, / who / the / reviewer / praise / so / highly.
RRC-Sg-Gr Alicia / met / the / musician / who / the / reviewer / praises / so / highly.
RRC-Sg-Ug Alicia / met / the / musician / who / the / reviewer / praise / so / highly.
RRC-PI-Gr Alicia / met / the / musicians / who / the / reviewer / praises / so / highly.
RRC-PI-Ug Alicia / met / the / musicians / who / the / reviewer / praise / so / highly.

Note. Distractor noun italicized. Regions of interest are bold-faced. The ““/” sign indicates regions.
Abbreviations: ARC, appositive relative clause; Gr, grammatical; Pl, plural distractor noun; RRC, restrictive
relative clause; Sg, singular distractor noun; Ug, ungrammatical.

6.1. Methods

6.1.1. Subjects

A total of 120 native speakers of American English over the age of 18 residing in the United
States were recruited via Prolific (https://www.prolific.co/).” The study was conducted with
IRB approval from the local institution. The duration of the experiment was about 20 min,
and participants were paid 3.50-4.00 USD in compensation. Four participants whose self-
reported first language was not English were removed. One participant did not complete the
experiment. This left us with 115 participants (mean age = 33.37; range: 18-50).

6.1.2. Materials

Table 9 shows an example of material used for Experiment 3. We had 48 sets of 8 items,
with 8 conditions, varied by grammaticality (grammatical vs. ungrammatical), distractor num-
ber (singular vs. plural), and clause type (ARC vs. RRC). We used the same material in Exper-
iment 2 but modified it in a way that the structure had an SVO structure, followed by an ARC
or an RRC. The target material had the structure of Name VERB NPI(,) who NP2 VERB...
(e.g., “Alicia met the musician(s)(,) who the reviewer praise(s) so highly.”), where ARCs were
marked with a comma. Forty-eight different names (in the Name position) were used for the
matrix subject. The number of regions for the target trial ranged from 12 to 14. The same
filler sentences in Experiment 2 were used.

6.1.3. Procedure

The 48 target trials, along with 48 filler sentences, which were all grammatical, were dis-
tributed across eight lists with a Latin-square design. Each participant was assigned 96 sen-
tences in total. The ratio of grammatical to ungrammatical sentences in the trials was 2:1.
There were 13 practice trials before the main trials. We had the same procedure as in Exper-
iment 2, with a self-paced reading task in a noncumulative, moving-window paradigm. No
line break was included. Each trial was followed by a comprehension question. Filler trials
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Table 10
Mean proportion of selection of the object in Experiment 3
Gr-P1 Gr-Sg Ug-P1 Ug-Sg
ARC 0.987 (£0.001) 0.976 (£0.002) 0.962 (£+0.002) 0.966 (£0.002)
RRC 0.969 (£0.002) 0.960 (£0.002) 0.968 (£0.002) 0.963 (£0.002)

Note. Standard errors of the grand mean are in parentheses.
Abbreviations: ARC, appositive relative clause; Gr, grammatical; Pl, plural distractor noun; RRC, restrictive
relative clause; Sg, singular distractor noun; Ug, ungrammatical.

had a “yes/no” comprehension question task that asked a question related to the content of
the sentence. Target trials had a forced-choice comprehension question task that probed par-
ticipants’ understanding of the wh-pronoun (e.g., “Who does the reviewer praise highly?”).
Participants were then asked to select one of the two options, (a) Alicia or (b) the musician(s).
The order of the choices was randomized.

6.1.4. Analysis

Eleven participants were excluded from the main analysis based on the comprehension
question accuracy (below 80%), leaving us with data points from 104 participants for the main
analysis. For the reading time result analysis, only the responses that selected the object (e.g.,
the musician(s)) (as opposed to the matrix subject, e.g., Alicia) in the question were included
for the main data analysis (3.09% data removal). Additionally, reading times beyond 3SD by
condition and by region were removed (additional 1.46% data removal). Two regions were
identified as regions of interest for the analysis: (a) the target verb region (praise(s)) (region 8)
and (b) the spillover region (so) (region 9). The same analysis methods as in previous exper-
iments were used, including the construction of two mixed-effects models, a regular model
and another model with nested effects. The tables for the summary of the statistical analyses
will present the fixed effects and random effects included in the converged maximal model.

6.2. Results

6.2.1. Comprehension questions

Table 10 illustrates the mean proportion of selecting the object (rather than the matrix
subject) as the antecedent of the wh-pronoun. The selection task results indicate a strong
tendency among participants to parse the object of the matrix clause (e.g., the musician(s)) as
the object of the embedded verb (e.g., praise(s)).

6.2.2. Self-paced reading task

Mean log reading times for Experiment 3 are presented in Fig. 6. Table 11 presents statis-
tical results using the regular model with the three fixed effects and their interactions. There
was a two-way interaction of clause and distractor at the critical region (8 = 0.034, se =
0.015, t = 2.26). In the spillover region, there was a significant two-way interaction of dis-
tractor and grammaticality (B = 0.041, se = 0.015, r = 2.82) along with the main effect of
distractor (B = 0.021, se = 0.008, = 2.54) and grammaticality (8 = 0.027, se = 0.010, ¢t =
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Fig. 6. Mean log reading times in Experiment 3. Error bars indicate the standard error of the mean.

Table 11
Summary of the regular mixed effects model of the reading times in Experiment 3
Regions

critical spillover
Fixed effects B SE t B SE t
(Intercept) 3.837 0.072 52.93 3.422 0.067 51.40
logRT of the previous region 0.341 0.012 28.34 0.411 0.011 37.08
Clause 0.012 0.008 1.53 —0.010 0.008 —1.20
Distractor —0.009 0.008 —-1.12 0.021 0.008 2.54
Grammaticality 0.003 0.008 0.37 0.027 0.010 2.85
Clause:Distractor 0.034 0.015 2.26 —0.001 0.015 —0.09
Clause:Grammaticality —0.026 0.015 —1.69 0.006 0.015 0.42
Distractor:Grammaticality 0.005 0.015 0.35 0.041 0.015 2.82
Clause:Distractor:Grammaticality —0.019 0.030 —0.64 —0.017 0.029 —0.59
Random intercepts and slopes (slope in parenthesis) SD Var. SD
Subject 0.198 0.024 0.156
Subject (Grammaticality) — 0.004 0.062
Subject (Distractor) — 0.002 0.043
Item 0.020 0.000 0.022
Item (Clause) — 0.001 0.028

Note. The effects of the random slopes that were not included in the final converged model are not presented in

the table.

2.85). There was no three-way interaction (,3 = —0.017, se = 0.029, t = —0.59). To further
understand the interaction between grammaticality and distractor in the spillover region, we
again conducted a post hoc analysis separating grammatical and ungrammatical conditions
at the spillover region. We found a main effect of distractor in the ungrammatical conditions
(3 = 0.041, se = 0.011, r = 3.56); but there was no two-way interaction between clause and
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Table 12
Summary of the nested contrast model of the reading times in Experiment 3

Regions
critical spillover

Fixed effects B SE t B SE t
(Intercept) 3.841 0.073 52.98 3.310 0.075 44.05
1ogRT of the previous region 0.341 0.012 28.34 0.409 0.011 36.59
Clause 0.002 0.005 0.41 —0.011 0.005 —2.46
Distractor in ARC —0.009 0.008 —1.20 0.024 0.007 3.28
Grammaticality in ARC 0.016 0.011 1.45 0.024 0.010 2.32
Distractor in RRC 0.004 0.005 0.81 0.010 0.005 1.95
Grammaticality in RRC —0.005 0.005 —0.93 0.015 0.007 233
Distractor:Grammaticality in ARC 0.007 0.011 0.70 0.026 0.010 2.51
Distractor:Grammaticality in RRC —0.001 0.005 —0.20 0.008 0.005 1.56
Random intercepts and slopes (slope in parenthesis) Var. SD Var. SD
Subject 0.039 0.198 0.025 0.157
Subject (Grammaticality in RRC) — — 0.002 0.040
Item 0.000 0.020 0.000 0.022

Note. The effects of the random slopes that were not included in the final converged model are not presented in
the table.

distractor in the ungrammatical trials (,3 = —0.014, se = 0.023, t = —0.61). For the grammat-
ical trials, there was neither an effect of distractor (B = 0.000, se = 0.009, t = 0.02) nor an
interaction between clause and distractor (B =0.011, se = 0.018, t = 0.58). This result is con-
sistent with the findings in Experiment 2, indicating a standard number agreement attraction
effect in both clause types, in particular, in ungrammatical sentences.

Table 12 shows the statistical analysis of reading time results with the model using the
nested contrast. No statistically significant effects were found in the critical region. In the
spillover region, there was an interaction of distractor and grammaticality in the ARC condi-
tion (3 = 0.026, se = 0.010, r = 2.51), indicating an agreement attraction effect. There was
a main effect of grammaticality (8 = 0.015, se = 0.007, r = 2.33) and a marginal effect of
distractor (3 = 0.010, se = 0.005, t = 1.95) in the RRC condition. However, we did not find
an interaction of distractor and grammaticality in the RRC condition (8 = 0.008, se = 0.005,
t = 1.56).

The mean interference effects are presented in Fig. 7. Individual participants’ interference
effect results are presented in Appendix A (Fig. A3).

6.3. Discussion

We again observed the number agreement attraction effect in the ARC conditions in Exper-
iment 3, where the distractor NP was not part of an incomplete dependency. The results of
Experiments 2 and 3 together provide evidence for the hypothesis that information within

@5UBD | SUOWILLIOD BAIERID 3ol dde 8L Ag paueA0B e SBoIe YO 188N JO S9N 1oy ARiq1T 8UIIUO AB]IM UO (SUO 1 IPUCO-PL.-SWLBYWO" A3 | 1M ARe1d U UO//Sd1L) SUORIPUOD PUE SWB L 84} 885 *[1202/60/92] U0 AkeiqiTauiiuo A1 ‘AT ofeowd JO AseAln Aq 26vET'SB0O/TTTT 0T/I0pw00 | 1M AReIq 1 BuIUO//SANY WO} PBPROIUMOQ ‘6 ‘20T ‘6029TSST



26 of 46 S. J. Kim, M. Xiang/ Cognitive Science 48 (2024)

Critical Region Spillover Region

N W
o O
N W
o O

Interference effect (ms)
]
S o o
1
1
1
1
N -
o o o
1
:
1
F—o—
F——

-20 -20
-30 -30
-40 -40
-50 -50
grammatical ungrammatical grammatical ungrammatical

Clause -~ ARC -~ RRC

Fig. 7. Interference effect in Experiment 3. The interference effect was calculated by subtracting the untransformed
mean reading time of the singular distractor condition from the plural distractor condition. Error bars indicate 95%
CI by participants.

main and subordinate discourse units can interfere with each other during memory retrieval
when they are both associated with active discourse questions. It is not entirely clear to us
why there was not a significant agreement attraction effect with the RRC conditions in Exper-
iment 3. There was a numerical trend of a standard agreement attraction effect in the RRCs,
with an effect size of around 30 ms (Fig. 7), which is in line with the effect sizes reported in
previous studies (Jdger et al., 2017, for a meta-analysis review). But it is worth noting that
some previous work has shown similar results indicating that retrieval interference effects are
weaker when the distractor is an object rather than a subject (Parker and An, 2018; Van Dyke
& McElree, 2011), possibly due to reduced prominence of object NPs relative to subject ones.

6.4. Between-experiment comparison

In summary, all three experiments found a standard agreement attraction effect for RRC
conditions. But for our critical ARC conditions, we found no agreement attraction effect in
Experiment 1, but observed a robust attraction effect in Experiments 2 and 3. In this section,
we present two additional analyses that directly compare the effect of agreement attraction on
the critical ARC conditions across experiments.

First, we analyzed the log-transformed reading time data only from the ARC conditions at
the spillover region. We conducted a mixed-effects linear regression model with fixed effects
of grammaticality (grammatical vs. ungrammatical), distractor number (singular vs. plural),
experiment (Experiments 1-3), and their interactions; word length was also included as a
fixed effect to account for the lexical variation across experiments. By-subject and by-item
random intercepts were also included. The grammaticality and distractor variables were sum-
coded (grammatical = —0.5; ungrammatical = 0.5; plural = —0.5; singular = 0.5). For the
experiment variable, since the key observation in the current work comes from the contrast
between Experiment 1 vs. Experiments 2 and 3, we used a Helmert effect coding scheme to
compare Experiment 1 with Experiments 2 and 3. The Helmert coding also allowed us to
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Table 13
Summary of statistical analyses of the reading times across experiments in the ARC condition at the spillover
region

Estimate Std. Error t value
(Intercept) 5.818 0.019 314.20
Distractor 0.010 0.007 1.45
Grammaticality 0.041 0.007 6.25
Experiment(1 vs. 2-3) 0.113 0.035 3.24
Experiment(2 vs. 3) —0.014 0.060 —0.24
Distractor:Grammaticality 0.035 0.013 2.65
Distractor:Experiment(1 vs. 2-3) -0.029 0.014 -2.06
Distractor:Experiment(2 vs. 3) 0.014 0.024 0.59
Grammaticality:Experiment(1 vs. 2-3) 0.049 0.014 3.49
Grammaticality:Experiment(2 vs. 3) —0.004 0.024 —0.15
Distractor:Grammaticality:Experiment(1 vs. 2-3) —0.043 0.028 —1.52
Distractor:Grammaticality:Experiment(2 vs. 3) —0.031 0.048 —0.64

Table 14
Summary of statistical analyses of the reading times across experiments in the ARC ungrammatical conditions at
the spillover region

Estimate Std. Error t value
(Intercept) 5.835 0.021 280.54
Distractor 0.026 0.010 2.65
Experiment(1 vs. 2-3) 0.136 0.037 3.66
Experiment(2 vs. 3) —0.016 0.063 —-0.25
Distractor:Experiment(1 vs. 2-3) —-0.050 0.021 -2.37
Distractor:Experiment(2 vs. 3) —0.002 0.036 —0.06

compare Experiment 2 with Experiment 3. The summary of the model is shown in Table 13.
Although the variables distractor and grammaticality each had an interaction with the contrast
Experiment 1 versus 2-3 (Distractor:Experiment B = —0.029, se = 0.014, t = —2.06; Gram-
maticality:Experiment 8 = 0.049, se = 0.014, r = 3.49), there was no significant three-way
interaction (,3 = —0.043, se = 0.028, t = —1.52). It is possible that we did not have sufficient
power for a three-way interaction to emerge. We revisit this issue in Section 7.4.

As the agreement attraction effect in the current study was observed only in ungrammatical
sentences, we also conducted a second analysis focusing exclusively on the ungrammatical
ARC conditions. We constructed a mixed-effects model similar to the one in the previous
analysis, but removing the grammaticality variable. As summarized in Table 14, the analy-
sis showed a statistically significant interaction between distractor and experiment, specifi-
cally the distractor effect being modulated by the difference between Experiment 1 versus
Experiments 2-3 (,3 = —0.050, se = 0.021, r = —2.37), driven by the fact that the number
agreement attraction effect in the ARC condition in Experiment 1 differed from the effect
in Experiments 2-3.
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Table 15
Summary of the key experimental design features and results

Active state of

Discourse status [Target, discourse questions Number agreement
Exp. Clause Distractor] [Target, Distractor] attraction
1 RRC [++MAIN, +MAIN] [+ACTIVE, +ACTIVE] yes
ARC [+MAIN, +SUBORDINATE] [+ACTIVE, —ACTIVE] no
2and 3 RRC [++MAIN, +MAIN] [+ACTIVE, +ACTIVE] yes
ARC [+SUBORDINATE, +MAIN] [+ACTIVE, +ACTIVE] yes

7. General discussion

In three self-paced reading experiments, we explored whether discourse structure has an
impact on the online construction of subject-verb agreement dependency, in particular the
agreement attraction effect. We manipulated discourse structure through the contrast between
ARCs and RRCs, where linguistic content encoded by the ARC is a part of the subordi-
nate discourse structure, and the content encoded by the RRC is part of the main discourse
structure. Since the subject-verb agreement attraction effect has generally been accounted for
by the cue-based memory retrieval model, our findings have implications for the interaction
between discourse structure, syntactic structure building, and memory retrieval mechanisms.
We also discuss alternative accounts of our data and future directions.

7.1. The effect of active discourse question on agreement attraction

As mentioned earlier, one way to construe the difference between RRCs and ARCs is to
establish a static distinction between their discourse status: RRCs encode main discourse
information, and ARCs encode subordinate discourse information, at least for the type of
stimuli we used in this study. For each experimental condition in Experiments 1-3, we can
then classify whether the agreement controller and the potential distractor noun are hosted in a
[+MAIN] or [+SUBORDINATE] discourse unit, depending on whether the agreement controller
and the distractor are placed in an RRC or ARC. This is summarized in Table 15 under the
middle column “Discourse status [Target, Distractor].” If discourse status serves as a cue
to guide the memory access of the relevant noun phrase that forms a syntactic dependency
with the matrix verb, agreement attraction is expected for the RRC conditions in all three
experiments, since the distractor shares the [+MAIN] status with the target NP, giving rise
to similarity-based interference. This is indeed what we found, as shown by the summary
of the empirical findings in Table 15 under the last column “Number agreement attraction.”
The static distinction between RRC and ARC, however, fails to capture the findings in the
ARC conditions. In all three experiments, for the ARC conditions, the target and distractor
NPs had different discourse statuses, making the two NPs featurally distinct and, therefore,
predicting no interference/attraction effect for all the ARC conditions. This prediction was
not borne out. We did not observe attraction in the ARC condition in Experiment 1, but there
was interference in the ARC condition in Experiments 2-3.
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To better capture the empirical findings, we use a question-based approach (Jasinskaja,
2016; Riester, 2019) to model how discourse structure is incrementally constructed and
how that incremental process exerts an effect on the memory access of representations
with different discourse statuses. In particular, we assume that a discourse structure can be
represented as a question stack. Different discourse issues/questions arise while a discourse
progresses, and these questions stay active until they are resolved and removed from the
question stack. In our proposal, representations associated with active discourse questions
are more accessible for memory retrieval, while representations associated with inactive
questions are less accessible. This could be the case because active questions represent issues
that the current discourse is engaged with, and, therefore, more attention could be allocated
to information associated with active questions. On the other hand, information that is not
immediately relevant for resolving the active questions is less activated and less accessible.
This is on par with the proposal in Grosz and Sidner (1986), where the authors suggested
that “information about the objects, properties, relations, and discourse intentions that are
most salient” in discourse structure becomes part of the attentional state, but anything that
is irrelevant to the discourse development will be popped off the focus space. This idea is
also broadly in line with previous work showing that active questions or QUDs can introduce
focus to specific aspects of a target sentence and facilitate deeper processing (Cutler and
Fodor, 1979; Clifton and Frazier, 2018; Sanford, 2002; Sanford & Sturt, 2002). For instance,
Clifton and Frazier (2018) showed that sentences related to the QUD are processed faster.
Similarly, Cutler and Fodor (1979) found that introducing a question before the target
material helps comprehenders to focus on the relevant information.

In Fig. 1, in Section 3.1, we schematically illustrated how the proposal of an “active
question” applies to RRCs and ARCs, especially for the type of constructions we tested in
Experiment 1. In Fig. 8, we further illustrate how the difference between the ARC conditions
in Experiments 1 and 2 is captured. The difference between the ARC conditions in Experi-
ments 1 and 3 can be captured in very similar ways. Fig. 8a illustrates the ARC conditions
in Experiment 1. Two discourse questions are created and processed incrementally. One is
associated with the matrix clause (“What happened?”’) and the other is associated with the
ARC (“What about the waitress?”’). The ARC-associated question is removed from the stack
after the ARC ends. Memory retrieval for the agreement controller starts at the matrix verb
(was/were), and by then, the ARC-related discourse question is inactive. This leads to reduced
accessibility to representations associated with the ARC, including the distractor NP (the
girl(s)), hence reducing the likelihood of an agreement attraction effect. This is in contrast
with Experiment 2, as illustrated in Fig. 8b. Again, two discourse questions are incrementally
constructed, with one associated with the matrix clause and the other associated with the
ARC. Since the memory retrieval of the agreement controller is initiated at a moment before
the ARC is completed (i.e., at the verb praise(s)), the target NP (the reviewer) is associated
with an active question (“What about the musicians?”). Also importantly, at the moment
of memory retrieval, the distractor NP (the musician(s)) is also situated within an active
discourse question (i.e., the question associated with the matrix clause “What happened?”).
Both the target agreement controller (the reviewer) and the distractor (the musician(s))
are accessible for memory retrieval, resulting in a standard agreement attraction effect.
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Fig. 8. Incremental construction (from left to right) of discourse questions. The box with dotted lines indicates
the discourse question is no longer active. The linguistic inputs pointed with solid arrows indicate information
accessible for retrieval; those pointed with dotted arrows indicate information inaccessible for retrieval. Bold-
faced word = target word; italicized word = distractor; underlined word = retrieval site.

Table 15 we saw earlier also provides a summary of whether the target and distractor NPs
are associated with an [+ACTIVE] or [—ACTIVE] question (see the column “Active state of
discourse questions”). The ARC condition in Experiment 1 showed no agreement attraction
effect, consistent with the fact that it is exactly in these conditions that the distractor NPs are
associated with an [—ACTIVE] discourse question.

7.2. Discourse questions and the event model

Under our proposal, the [+-ACTIVE] and [ —ACTIVE] discourse questions essentially partition
the discourse into distinct “domains,” which results in different levels of accessibility for
memory retrieval. This idea overlaps in some interesting ways with the idea of an “event”
entity in Event Segmentation Theory (e.g., Radvansky & Zacks, 2017; Zacks, Speer, Swallow,
Braver, & Reynolds, 2007). Under this framework, our cognitive system segments activities
into events and represents the world around us using various event models. The event models
are connected through causal or other types of logical relations. The specific ways these events
and event models are constructed have consequences for how we perceive and remember our
experience. For example, information from the current event model is more accessible than
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information from previous events that are not the focus of the current attention. Therefore, it
could be more difficult to retrieve information from an event after having passed the relevant
event boundary.

Event segmentation has been shown to affect narrative comprehension (Bailey, Kurby, Sar-
gent, & Zacks, 2017; Smith, Kurby, & Bailey, 2023; Zacks, Speer, & Reynolds, 2009). But
it is an open question of what guides people’s segmentation of events. Both linguistic and
nonlinguistic physical cues have been suggested to contribute to segmenting events (Papen-
meier, Maurer, & Huff, 2019, i.a.). For example, in understanding a movie scene, physical
cues such as shot durations or shot transitions can be used for the purpose of segmenting
event boundaries. In the current study, ARC clauses were signaled by commas. Since commas
provide salient physical cues to comprehenders, it raises the question of whether the effects
we observed on ARCs are discourse effects per se, or simply reflect how commas as salient
physical signals can guide the segmentation of and transition between different event units.

It is true that English ARC clauses frequently co-occur with commas. For this reason,
future work should also examine languages in which there is not such a correlation. But even
for English, we do not think our findings can be attributed to the presence of commas alone.
In particular, we note that all three experiments in the current study used commas to signal
ARC clauses, and yet only in one experiment (Experiment 1) did we find that ARCs created
a distinct accessibility domain compared to RRCs. In Experiment 2-3, ARCs and RRC:s pat-
terned in similar ways despite the fact that ARCS were still marked by commas. We suggest
that discourse questions are potentially useful constructs to help delineate event boundaries
as well in language comprehension. An [+ACTIVE] discourse question is an issue that the
current discourse is engaged with, establishing salient boundaries from those [—ACTIVE] dis-
course questions. Information within the currently activated event model, encompassed by the
[+ACTIVE] discourse question, is highly available for memory retrieval, and can potentially
interfere with each other. But an [~ACTIVE] discourse question, similar to an inactive (or less
activated) event, would be less accessible for memory retrieval.

7.3. Alternative approaches

In addition to our question-based account, several alternative accounts could potentially
explain the findings of the current study. We discuss these approaches in this section.

7.3.1. Rapid loss of syntactic structure representations

Dillon et al. (2017) suggested that the syntactic form of the appositive structures, in con-
trast to regular relative clauses, can be lost rapidly, making it less accessible for memory
retrieval. The idea of syntactic loss of appositive structure has some appeal if we assume that
the appositive content will eventually become part of the given information in a comprehen-
der’s mental model (e.g., AnderBois et al., 2015), with the conceptual representation of the
appositive content held in memory, while the precise structural form decays quickly.

The drawback of this account, however, is that the empirical evidence is mixed regard-
ing whether surface structures indeed undergo a rapid forgetting process. Some work has
shown evidence that syntactic forms decay fairly quickly (Lombardi & Potter, 1992; Potter
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& Lombardi, 1990). For instance, Lombardi and Potter (1992) examined the robustness of
maintaining the surface form of a sentence. In a sentence-recall paradigm, participants were
presented with a target sentence and were instructed to recall the sentence. In between the
exposure and recall phrases, participants were also presented with a distractor verb that was
synonymous with the verb in the target sentence. It was found that even the brief exposure
to a simple distractor verb was sufficient to disrupt recall accuracy, and this provided some
evidence that the surface form of a sentence is short-lived. On the other hand, there is also
work showing that surface forms may last for a long time (Gurevich, Johnson, & Goldberg,
2010; Kaschak, Kutta, & Schatschneider, 2011). For instance, Kaschak et al. (2011) found a
strong structural priming effect with a long lag (even as long as a week) between the priming
exposure and the target production task. Participants in their study showed a strong tendency
to repeat the structure that they were exposed to even after a week from the exposure phase.
It is difficult to directly compare these studies since they have used different paradigms. But
it is fair to conclude that the specific constraints on when and how structural forgetting could
take place are yet to be established.

7.3.2. The effect of prosody

Another promising approach for understanding the unique properties of the ARCs high-
lights the role of prosody. ARCs in English, as opposed to RRCs, are commonly marked with
an intonation boundary before the RC, usually signaled with a pause (Dehé, 2014; Watson &
Gibson, 2004). Earlier work has shown that prosodic boundaries in general can impact pars-
ing decisions, such as resolving ambiguities, and guiding syntactic attachment preferences
(Breen, 2014; Fodor, 1998, 2002; Frazier, Carlson, & Clifton, 2006; Jun & Bishop, 2015;
Watson & Gibson, 2004; Wagner & Watson, 2010) and mitigating or intensifying process-
ing difficulty (Bader, 1998). Although our testing stimuli were presented visually, we cannot
exclude the effects of implicit prosody (Fodor, 1998, 2002). Previous work has shown that
grouping sentences into prosodic chunks facilitates the processing of the upcoming linguistic
material (Hirotani, Frazier, & Rayner, 2006; Staub, 2007), indicative of a close relationship
between prosodic grouping and syntactic parsing. Particularly relevant for the current pur-
pose, Hirotani et al. (2006) found that ARCs are read faster than the RRC counterparts, which
they interpreted as a facilitation effect of integrating the upcoming linguistic material with
the help of intonational grouping. Along similar lines, Kroll and Wagers (2019) suggested
that prosodic grouping and syntactic parsing can go in tandem. Syntactic constituents are less
likely to compete for short-term memory resources when they are in separate prosodic group-
ings. Appositives, therefore, are less likely to compete with the hosting matrix clause, given
a clear prosodic boundary from the matrix clause, in contrast to RRCs.

We believe the connection between prosodic grouping and syntactic parsing is valid, and
it is likely at work while processing ARCs. However, this approach alone is not sufficient to
account for all the results in the current study. In particular, we note that in all of our exper-
iments, there was a prosodic difference between ARCs and RRCs. The prosodic grouping
account will not be able to explain why the prosodic differences between ARCs and RRCs
only led to different agreement attraction effects in Experiment 1, but not in Experiments 2—
3. The discourse question-based account was developed to capture the differences between
the three experiments. It is entirely possible that prosodic grouping and discourse-question

@5UBD | SUOWILLIOD BAIERID 3ol dde 8L Ag paueA0B e SBoIe YO 188N JO S9N 1oy ARiq1T 8UIIUO AB]IM UO (SUO 1 IPUCO-PL.-SWLBYWO" A3 | 1M ARe1d U UO//Sd1L) SUORIPUOD PUE SWB L 84} 885 *[1202/60/92] U0 AkeiqiTauiiuo A1 ‘AT ofeowd JO AseAln Aq 26vET'SB0O/TTTT 0T/I0pw00 | 1M AReIq 1 BuIUO//SANY WO} PBPROIUMOQ ‘6 ‘20T ‘6029TSST



S. J. Kim, M. Xiang / Cognitive Science 48 (2024) 33 of 46

tracking are two independent processes that are simultaneously at work. Whether there could
be interactions between these two processes is an avenue for future work.

7.3.3. Dependency length difference between experiments

The structures we tested in Experiments 1-3 are not entirely the same. This leads to
the potential concern that different parsing mechanisms may have been evoked in these
experiments, which can independently explain the observed effects. One potential struc-
tural difference across different experiments is dependency length. Experimental work and
large-scale corpus studies have shown that languages exhibit preferences for minimizing
dependency length (Futrell, Mahowald, & Gibson, 2015; Gildea & Temperley, 2007, 2010;
Gibson et al., 2019; Liu, 2008; Liu, Xu, & Liang, 2017; Temperley & Gildea, 2018; Yadav,
Mittal, & Husain, 2022). Dependency length minimization has also been correlated with
cognitive constraints such as limited working memory capacity in a way that sentences with
a longer dependency incur greater processing cost than those with shorter dependency (e.g.,
Gibson, 1998; Grodner & Gibson, 2005). It is possible that structures with a larger count of
dependency length may be more susceptible to interference effect, due to higher demand of
working memory resources.

We calculated the total dependency length of the structures tested in Experiments 1 and
2. Following the Universal Dependencies (UD) project guidelines (version 2) (Nivre et al.,
2020) and adopting the method from Futrell et al. (2015), we measured the total dependency
length from the beginning of the target sentence up till the critical retrieval site, where the
number agreement dependency is completed (see (9)). The dependency length was calculated
by summing all the closed dependencies on the left-hand side of the retrieval site. Most impor-
tantly, the RRC and ARC structures we tested do not differ in their total count of dependency
length.

(9) Dependency length calculation
a. Experiment 1

/\/‘?\/—\/ﬁ\ /\

The waitress( Who sat near the girls(,) was surprisingly unhappy.

\gy

Total dependency length until the retrieval site (was) = 17 (for both RRC &
ARC)
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b. Experiment 2

The musicians(,) who the reviewer praises so highly(,) will win a Grammy.

Total dependency length until the retrieval site (praises) = 15 (for both RRC & ARC)

The summed dependency length until the retrieval site is 17 in Experiment 1, and 15 in
Experiment 2. The difference between the two experiments is small. If a slightly higher count
of total dependency length could nonetheless be more demanding on working memory and
potentially result in a higher degree of memory interference, we might have expected more
agreement attraction effect in Experiment 1 than in Experiment 2. This prediction was not
borne out. The two experiments exhibited a similar number agreement attraction effect in
the RRC conditions; and for the ARCs, it was Experiment 2 instead of Experiment 1 that
exhibited an attraction effect.

7.3.4. Different position of the distractor

Another structural difference between Experiment 1 and Experiments 2-3 concerns the
position of the distractor. In Experiment 1, the distractor intervenes between the subject-
verb agreement dependency, but in Experiments 2—3, the distractor does not intervene. Staub
(2010) argued that depending on the position of the distractor, there may be different types of
number agreement attraction effects. In particular, in Staub (2010), the agreement attraction
effect in a distractor-non-intervening construction was mostly driven by trials with long read-
ing times, that is, the effect was primarily present in the right tail of the RT distribution. On
the other hand, in a distractor-intervening construction, the agreement attraction effect was
more evenly distributed in the entire RT distribution. This difference was considered to be
indicative of a qualitatively distinct processing mechanism underlying the agreement attrac-
tion effect in different constructions.

If intervening and nonintervening distractors are associated with distinct parsing mecha-
nisms, this could potentially challenge our discourse question account of the current find-
ings. To investigate this, we conducted an ex-Gaussian analysis on the observed agreement
attraction effects, following the methods in Staub (2010) and Huang and Dillon (2023).
Ex-Gaussian modeling allows us to estimate whether the agreement attraction effects we
observed in Experiments 1-3 reside in the shift of the mean between the RT distribution
of the target condition and its control condition, or by a shift in skewness (i.e., an effect
in the tail of the RT distribution), or a combination of both. More importantly, since the
RRC conditions (in particular from Experiments 1 and 2) in the current study were simi-
lar to the stimuli used in Staub (2010), we will use the results from the RRC conditions to
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Fig. 9. Vincentile plot of number agreement attraction effect. The effect was calculated by subtracting the ungram-
matical singular condition from the ungrammatical plural condition. Error bars represent standard errors.

evaluate whether the agreement attraction effects in the current study show qualitatively dis-
tinct patterns based on the intervening and nonintervening distractor contrast discussed in
Staub (2010). Furthermore, for a comparison between RRC and ARC conditions, we also
fitted ex-Gaussian models to the ARC data as well. For the sake of space, we present the
details of the ex-Gaussian modeling and its outcome in Appendix B; and we only visually
illustrate the findings below through vincentile plots. But to preview the results presented in
Appendix B, contrary to Staub (2010), we did not find clear evidence that the position of the
distractor triggered distinct processing mechanisms.

The vincentile plots in Fig. 9 were generated following the procedures outlined in Staub
(2010). Focusing on the conditions most relevant for the agreement attraction effect, Fig. 9
only targeted the ungrammatical conditions at the spillover region. For each clause type (RRC
or ARC), we divided the data points for each subject into vincentiles, with the fastest 10% of
reading times as vincentile 1, the next fastest group as vincentile 2, and so on. Subsequently,
we computed the agreement attraction effect by subtracting the singular ungrammatical con-
dition from the plural ungrammatical condition for each subject and each vincentile. Then,
an averaged agreement attraction effect was calculated for each vincentile. The Y-axis values
smaller than 0 ms in Fig. 9 indicate a standard number agreement attraction effect.

As shown by the results for the RRC conditions (left panel in Fig. 9), the size of the agree-
ment attraction effect was much larger in the slower RT range, suggesting that the skewness
difference instead of the mean difference between the plural versus the singular distractor
condition is more responsible for the observed attraction effect. Most crucially, the pattern
appears consistent across all three experiments, suggesting that the different positions of the
distractor did not necessarily lead to distinct processing mechanisms in the current study.
For the ARC conditions (right panel in Fig. 9), consistent with the results reported in the
result section, Experiment 1 did not show a robust agreement attraction effect. Furthermore,
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Experiments 2—3, both containing nonintervening distractors, showed similar patterns. Much
like the agreement attraction effects in the RRCs, the attraction effect in the ARCs was most
prominent in the slower RT range.

7.4. Limitations and future directions

Before we conclude, there are a few limitations of the current study that are worth noting.
First, the current study only examined a very specific type of appositives—the nonrestrictive
(appositive) relative clauses. We used commas to cue people the distinction between RRCs
and ARC:s. Previous research has demonstrated that readers do attend to commas despite their
seemingly trivial visual salience (Angele, Gutiérrez-Cordero, Perea, & Marcet, 2024; Hirotani
et al., 2006; Stine-Morrow et al., 2010; Warren, White, & Reichle, 2009). But it is possible
that there is individual variability in their perception of the comma cue, and there may also be
grammatical variations regarding the effectiveness of using commas to diagnose ARCs. The
variations may be partly driven by factors like age and reading habits (e.g., Stine-Morrow
et al., 2010), which we did not investigate in the current study. Future work on other types of
appositive structures would be necessary in order to establish broader empirical consensus.
We note that there have been some promising results from a number of studies, such as Ng
and Husband (2017) and Mclnnerney and Atkinson (2020), that revealed findings similar to
the current Experiment 1, despite using a different type of appositives (the one who/that...).

Another limitation of the current study is that in Experiment 1, the regular mixed effects
model did not detect a significant three-way interaction between clause, distractor, and gram-
maticality. Additionally, in Section 6.4, when the critical ARC conditions of all three exper-
iments were compared together, we also did not obtain a significant three-way interaction
between distractor, grammaticality, and experiments. It is possible that the current sample size
is not large enough to achieve sufficient statistical power for the complex interaction effect.
In particular, in both analyses above, the relevant significant effects were obtained when we
focused only on the ungrammatical trials. It has been shown in previous work that although
the number feature interference effect is robust in ungrammatical sentences, it is more vari-
able in grammatical sentences (e.g., Jager et al., 2017; Laurinavichyute & von der Malsburg,
2024). This may have led to greater noise in the data, making it more difficult to detect a
three-way interaction involving the grammaticality predictor. Another interesting possibil-
ity is that the standard analysis procedures we adopted for analyzing self-paced reading time
may need to be revisited. The ex-Gaussian modeling results we presented in Section 7.3.4 and
Appendix B are informative in this regard. First of all, these additional analyses were highly
consistent with our original analyses in revealing a difference between RRCs and ARCs in
Experiment 1, while finding similar patterns between the two clause types in Experiments 2
and 3. But more importantly, we showed that across all three experiments, when agreement
attraction arises, the effect predominately resided in the shift of the skewness of the RT dis-
tribution, instead of a shift in the mean of the RT distribution. In other words, the attraction
effect was driven largely by the subset of trials that had longer reading times. The standard
analysis procedures for reading time measures, however, have focused on modeling the dif-
ferences in means. This raises the question of whether the distributional properties of the
agreement attraction effect, or maybe self-paced reading studies in general, can be adequately
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captured by traditional data analysis tools, especially when a complex interaction effect needs
to be detected. A more detailed exploration of this problem is beyond the scope of the cur-
rent study. For future work, it would be valuable to conduct preregistered replication studies
with a larger sample size (e.g., Wicherts et al., 2016). It is also worth exploring new analysis
techniques that can better capture the natural distribution properties of agreement attraction.

Finally, our question-based approach to discourse structure is applied to the empirical case
of the agreement attraction effect. More work is needed to establish whether this approach has
general appeal across different linguistic dependencies. A small number of studies have com-
pared RRCs versus ARCs containing other types of dependencies. Ng and Husband (2017),
for instance, examined the negative polarity item (NPI) licensing in appositives and RRCs.
Kim and Xiang (2023) compared pronoun resolution that required locating an antecedent
from either ARCs or RRCs. The findings were mixed. Ng and Husband (2017) did not observe
a contrast between RRCs and ARCs when NPI licensing was concerned, but Kim and Xiang
(2023) showed that pronoun resolution was sensitive to the clause type (discourse structure)
distinction. It is premature to draw any strong conclusions based on the limited set of findings.
We need future work that systematically examines how the effect of incremental discourse
update interacts with various different types of structures.

8. Conclusion

Results from three self-paced reading experiments suggest that the well-known agreement
attraction effect is constrained by discourse structure. More importantly, the impact of dis-
course structure was not realized simply by representing the relevant discourse information
as static features. Instead, to capture all the results, we need to pay close attention to the
incremental update of the overall discourse structure, specifically the active status of dis-
course questions at any given moment of a discourse. The current findings have implications
for the memory retrieval mechanism, suggesting that memory retrieval is constrained by the
active status of discourse questions.
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Notes

1 It is not always the case that ARCs are in a subordinating relation relative to the rest
of the discourse (Gobel, 2019; Gobel, Frazier, & Clifton, 2021; Hunter & Asher, 2016;
Jasinskaja, 2016; Syrett & Koev, 2015). But in the current work, we primarily focus on
the constructions like (1), which exhibits a more robust contrast between ARC and RRC
structures in terms of their distinct discourse status.

2 The specific syntactic analysis for ARCs is subject to debate (de Vries, 2006; Griffiths
& de Vries, 2013; Jackendoff, 1977). See de Vries (2006) and McInnerney (2022) for
an overview.

3 In contrast to the linguistic concept of Question under Discussion (QUD) (Roberts,
2012), the term “discourse question” is used more broadly here, encompassing questions
related to both main utterances and side-commentary content.

4 In the current study, we only focus on the facilitatory interference/attraction effect in
ungrammatical sentences. We did not observe any effect in grammatical sentences. But
it remains an open question whether agreement attraction is asymmetric in grammatical
versus ungrammatical sentences (Dillon, Mishler, Sloggett, & Phillips, 2013; Hammerly,
Staub, & Dillon, 2019; Jdger, Engelmann, & Vasishth, 2017; Lago, Shalom, Sigman,
Lau, & Phillips, 2015; Wagers et al., 2009).

5 Also see Vasishth (2021) for the benefits of using nested contrasts; and see Patil, Vasishth,
and Lewis (2016) for a similar example using nested contrast for studying the interfer-
ence effect.

6 Initially, a total of 96 participants were recruited. At a reviewer’s request, 24 participants
were additionally recruited to match the number of participants across experiments. The
additional participants did not change the results of Experiment 2.

7 Initially, a total of 96 participants were recruited. At a reviewer’s request, 24 participants
were additionally recruited to match the number of participants across experiments. The
additional participants did not change the results of Experiment 3.

8 The ex-Gaussian distribution had three parameters, i (mean), t (skewness), and o (stan-
dard deviation). We assumed there was no distractor effect on o.
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Appendix A

Figs. A1-A3 present the individual data points by subject concerning the interference
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Fig. Al. Interference effect by subject in Experiment 1.

effect. The interference effect was calculated by subtracting the untransformed mean read-
ing time of the singular distractor condition from the plural distractor condition. Data points
with a negative value in the ungrammatical condition show the standard number agreement
attraction effect.

Appendix B

To examine whether the agreement attraction effects we observed in Experiments 1-3 were
driven by the mean difference between the target condition and its control condition, or by a
shift in skewness (i.e., an effect from the tail of the distribution), or a combination of both,
we fitted ex-Gaussian models to the data. Ex-Gaussian modeling allows us to separately esti-
mate effects from the shift of the mean RT (the u parameter) and effects from the shift of
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Fig. A3. Interference effect by subject in Experiment 3.

skewness (the T parameter). Linear mixed-effects models with an ex-Gaussian distribution
were implemented in R (R Core Team, 2022) using the brms library (Biirkner, 2017). As
our primary interest was the number agreement attraction effect, which only appeared in the
ungrammatical conditions, we analyzed the data from the ungrammatical conditions at the
spillover region only. A separate model was fit for each clause type and experiment, where
the raw reading time (ms) was the dependent variable, and the distractor was included as the
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Table B1
The average agreement attraction effect, and the mean (1) and skewness (7) effects in the ungrammatical condition
at the spillover region

Exp. 1 Exp. 2 Exp. 3
RRC ARC RRC ARC RRC ARC
Average attraction effect —25.71 —2.17 —22.08 —23.60 —11.04 —11.55
T effect on attraction —27.31 341 —27.53 —31.52 —25.68 —20.24
u effect on attraction 1.6 —5.58 5.45 7.92 14.64 8.69

Note. The attraction effect is calculated by the difference between the two distractor conditions(=
plural—singular). Estimates are calculated in raw reading times (ms).

fixed effect (treatment coded singular = 0; plural = 1). Random effects of item and subject
were also included in the model.®

We converted the parameter estimates in the model outcome into milliseconds, and a sum-
mary of the findings is presented in Table B1. The averaged attraction effect presented in the
table is the overall averaged reading time difference between the two distractor conditions (=
plural—singular distractor). This effect is further decomposed into an effect of t (distribution
shift in skewness) and an effect of u (distribution shift in mean); the averaged effect is the
sum of the effects in these two parameters.

For Experiment 1, the results in Table B1 confirmed our conclusions in Section 4.2 that the
attraction effect is present in the RRC but not in the ARC conditions (attraction effect in RRC:
—25.71 ms; ARC: —2.17 ms). More importantly, we see that the attraction effect in the RRC
conditions is entirely driven by the 7 (around —27.31 ms). For Experiment 2, the magnitude
of the attraction effect is similar between RRCs and ARCs (on average —22 and —24 ms);
and more importantly, for both RRCs and ARCs, the attraction effect is driven by the t effect
(RRC: —28 ms, ARC: —32 ms). The estimates for the p effect are small and positive for both
clause types (RRC: 5 ms, ARC: 8 ms), essentially showing no facilitatory agreement attrac-
tion effect in the w. It is worth noting that the experimental constructions in Experiments 1
and 2 are similar to those tested in Staub (2010). But contrary to Staub (2010), we found
no clear evidence that the position of the distractor (i.e., whether the distractor intervenes in
between the subject-verb dependency) triggers a different agreement attraction effect.

Experiment 3 also contained nonintervening distractors, similar to Experiment 2. Interest-
ingly, although the effects were by and large consistent between these two experiments, there
were some nuanced differences as well. In particular, similar to Experiment 2, the attraction
effects in Experiment 3 were primarily driven by the t, but the 7 effects were slightly smaller
than Experiment 2. The effects in the ; were again the opposite of a standard attraction effect,
but the p effect was greater in Experiment 3 than Experiment 2, especially with the RRC con-
ditions (14.64 vs. 5.45 ms). It is possible that the slight difference in Experiment 3 could be
a consequence of the different structures used. Specifically, the relative clauses in Experi-
ment 3 were at the sentence-final position, whereas in Experiment 2 (and Experiment 1 too),
the relative clauses were sentence-medial. We leave this question for future work.

@5UBD | SUOWILLIOD BAIERID 3ol dde 8L Ag paueA0B e SBoIe YO 188N JO S9N 1oy ARiq1T 8UIIUO AB]IM UO (SUO 1 IPUCO-PL.-SWLBYWO" A3 | 1M ARe1d U UO//Sd1L) SUORIPUOD PUE SWB L 84} 885 *[1202/60/92] U0 AkeiqiTauiiuo A1 ‘AT ofeowd JO AseAln Aq 26vET'SB0O/TTTT 0T/I0pw00 | 1M AReIq 1 BuIUO//SANY WO} PBPROIUMOQ ‘6 ‘20T ‘6029TSST



	Incremental Discourse-Update Constrains Number Agreement Attraction Effect
	Abstract
	1. Introduction
	2. Structuring discourse
	2.1. A static division at the global discourse level
	2.2. Challenges to the static division view

	3. The current study
	3.1. Incremental construction of discourse questions
	3.2. Number agreement attraction effect with ARCs and RRCs

	4. Experiment 1
	4.1. Methods
	4.2. Results
	4.3. Discussion

	5. Experiment 2
	5.1. Methods
	5.2. Results
	5.3. Discussion

	6. Experiment 3
	6.1. Methods
	6.2. Results
	6.3. Discussion
	6.4. Between-experiment comparison

	7. General discussion
	7.1. The effect of active discourse question on agreement attraction
	7.2. Discourse questions and the event model
	7.3. Alternative approaches
	7.4. Limitations and future directions

	8. Conclusion
	Acknowledgments
	Funding information
	Conflict of interest statement
	Data availability statement

	Notes
	References
	Appendix A
	Appendix B


