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ABSTRACT

In the first chapter of this dissertation I present evidence examining the relationship
between access to public transportation and school choice. One of the goals of school
choice is to allow parents to send their children to higher-performing schools. Several
studies have shown that distance to school is one of the main determinants of school
choice, but challenges to address endogeneity issues remain. This chapter examines
school choice in a context where vouchers have been implemented on a large scale and
combines that analysis with a natural experiment to address the endogeneity concern
posed above. In particular, I use information from Santiago, Chile, and take advantage
of the construction of a new subway line that crosses a large area of the city previously
unconnected to the subway network. I provide convincing evidence to show that the
introduction of the subway line was arguably exogenous for families living close to the
new subway stations. The high clustering of schools in certain areas of the city makes
distance especially relevant for students who live in neighborhoods with little connectivity
to transport networks. The use of rich administrative data allows me to calculate the
distance from students’ homes to each school in the city with high accuracy. Using an
independent cross-sample difference-in-difference estimation, I find that (i) students near
the new subway stations travel significantly farther to school than students who live in
nearby areas with no subway stations, and (ii) that students near the subway are willing
to travel farther to attend schools that perform better in standardized tests. This set
of results is particularly informative for the ongoing school-choice debate, reconciling
the advocates’ and skeptics’ views in the sense that school choice may lead to higher-
performing schools once access restrictions are eased.

In the second chapter, I present causal evidence of the relationship between cell phone
use and traffic accidents. Since drivers have incentives to underreport their cell phone

use, and this behavior is not captured by official statistics, the magnitude of the problem

X



is not known with certainty. In this chapter, I take advantage of a government program
implemented in Chile between 2010 and 2012, which connected rural areas to the mobile
phone network for the first time. I employ two alternative differences-in-differences esti-
mation strategies to produce a causal estimate of the impact of cell phone use on traffic
accidents. As a first strategy, I take advantage of the phasing in of the program to com-
pare localities treated in the first phase of the program with localities treated at a later
stage. As a second strategy, I use GIS to generate and select random polygons in areas
that already had cell phone coverage before the program started, and use these random
areas as a control group for areas treated by the program. Both strategies lead to similar
results. I find that the availability of cell phone coverage in a locality causes an increase
of almost 30% in the number of accidents, which is consistent with the widespread and
frequent cell phone use by drivers reported in several studies. This gives an indication
that policy makers should approach the problem of cell phone use by drivers with the
same or more urgency than they have approached other issues such as drunk driving.

In the third and final chapter, I examine the relationship between subway access and
employment in areas surrounding subway stations. Although subways represent consid-
erable investments and their construction often creates substantial disruptions to urban
life, little is known about the effects of subway lines on firms located in the neighbor-
hoods surrounding the stations. In this chapter, I look into the effect on employment
of the opening of a new subway line in Santiago that connected several densely popu-
lated neighborhoods to the larger subway network. For this purpose, I take advantage of
highly detailed yearly administrative data on all firms operating within the city between
the years 2005 and 2009. Using an empirical strategy based on the geographic distance
between firms and the new subway stations, I find no significant effect of the subway on
employment in firms close to the stations. The one exception is a significant increase in
employment related to real estate activities.

xi



CHAPTER 1
THE EFFECT OF SUBWAY ACCESS ON SCHOOL CHOICE

1.1 Introduction

School choice was introduced to the Chilean school system in 1981 with the intention
of generating competition among schools that would lead to an increase in the overall
quality of the system. The idea behind this reform was that, if schools competed to attract
students and parents valued quality, schools would improve their performance (Friedman,
1962, 1997). However, this policy does not seem to have produced the desired results
(McEwan et al., 2008).

In many areas of the city with low-performing schools, students do not leave their
districts to attend better schools. As I show in this paper, in Santiago during the year
2003, more than 85% of students living in the south side of the city attended schools in
their own district despite the fact that schools in that area were performing worse than
schools in the rest of the city. If students are not actively choosing better schools, the
system does not improve as a result of implementing a school-choice policy. Did school
choice fail to generate a system-wide improvement because parents don’t value school
quality as much as expected?

Some authors, such as Elacqua and Fabrega (2004) have argued that parents are
uninformed consumers when it comes to school choice, claiming that they use only a few
sources of information, don’t include enough schools in their choice set, make decisions
based on practical reasons, and don’t have precise information about the schools that
they do choose. Others, like Gallego and Hernando (2008) have disputed this claim,
showing that quality seems to be one of the main factors affecting parents’ choice of a
school. Their results show that, in Santiago, “differences in quality seem to be the most

important factor driving the decision to attend school in the home or other municipalities”
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(Gallego and Hernando, 2008, pg. 211). These opposing views have persisted throughout
much of the debate on the merits of the Chilean school-choice system.

It is possible, however, to reconcile the idea that parents do care about quality with
the fact that in many cases they choose schools that are closer to their home instead of
better-performing schools that are farther away. In this paper, I claim that one of the
factors that determines school choice is access to transportation. Families sometimes will
choose lower-performing schools not because they don’t care but because the commute
to better-performing schools is too long.

To test this idea, I take advantage of a natural experiment generated by the opening
of a new subway line at the end of the year 2005 in Santiago, Chile. The inauguration of
this subway line and the use of GIS tools, alongside a rich administrative dataset with
detailed geographic information, allows me to estimate the effect of improved access to
transportation infrastructure on school choice while addressing endogeneity issues.

This estimation strategy is based on the fact that the subway gave easier access
to more and better schools to families living near the new subway stations but not to
families in the same neighborhoods living farther away from the stations. Because of
this, if families living near the new stations valued school quality, we would expect them
to send their children to better-performing schools than families living farther away from
the new subway line.

It can be argued that having access to the subway reduced transportation costs for
students. Even if the cost of a subway ticket is the same as a bus ticket in Santiago
(roughly $1), there was a considerable reduction in travel time when using the subway.
This allowed students to potentially travel longer distances in the same time as their
previous commute once the subway was inaugurated.

Using an independent cross-sample difference-in-difference estimation, I find that stu-
dents who gained access to the subway with the construction of the new line traveled

2



distances that are about 20% greater to get to school than students who lived farther
away from the subway, and that the students with close access were willing to travel
longer distances to attend schools that scored higher in standardized tests than students
with worse access to the subway network. Thus, when travel times are reduced by bet-
ter transport connectivity, families actually choose better-performing schools for their
children, even if these schools are farther away.

This is in line with the evidence presented by Hastings et al. (2007), who show that
parents for whom academic achievement is important are willing to leave their neigh-
borhood to have access to better schools. Families face a trade-off between choosing a
school with a shorter commute and choosing a school of higher quality. As the results of
this paper show, when the restriction imposed by long commute times is eased, parents
choose better-performing schools for their children.

This paper contributes to the literature on school choice, establishing that ease of ac-
cess to transportation plays a prominent role in the schooling decisions made by families.
Providing better access to schools helps parents make quality-oriented decisions. This
shows that parents do care about school quality and that school choice combined with
policies that improve access may result in system-wide improvements.

As school choice expands in the United States and other countries, it is especially
relevant to understand which factors may have a direct effect on the potential success
of this policy. Implementing a policy based on school choice with the goal of helping
low-income students will have little or no effect if these same students do not have access
to high-quality public transportation.

It is worth considering that even if all families care about getting higher-quality
education, some families face greater restrictions in terms of the time it takes for their
children to travel to school. Students living in districts without good schools and without
good transport connectivity may end up being forced to choose worse schools than what

3



their preferences for quality would indicate. This limits the impact that school choice
may have as a policy on individual students and on the whole system as schools do not
face as much competition as they could be facing.

The paper is structured as follows. Section II provides additional background on
school choice, on the spatial distribution of schools, on the number of students who choose
schools in other areas of the city, and on the subway network in Santiago, Chile. Section
III describes the unique dataset and distance calculations used in this paper. Section
IV introduces the strategy used to estimate the independent cross-sample difference-in-
difference specification. Section V presents the results of the estimation of the effect
of subway access on school choice. Section VI presents robustness checks. Section VII

concludes the paper.

1.2 Background

The following subsections briefly discuss school choice within the Chilean school system,
the spatial distribution of schools in Santiago, and descriptive statistics for these schools.

They also present an overview of the subway network and its expansion.

1.2.1 School Choice in Chile

Starting in 1981, Chile began to implement an educational reform based on giving parents
freedom in the choice of their children’s school with the goal of improving the quality
of the school system. This is clearly summarized by Hsieh and Urquiola (2002): “The
notion that free choice is welfare enhancing is one of the foundations of modern, market-
oriented societies. This view is prominent in the school-choice debate, where there is a
widespread perception that public schools are inefficient local monopolies, and that the

quality of education would improve dramatically if only parents were allowed to freely
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choose between schools” (Hsieh and Urquiola, 2002, pg. 1).

An interesting aspect—one that makes Chile a natural ground to study the effects of
school choice—is that this reform consisted of a widespread voucher program that has
lasted for more than 30 years, providing a unique case in the context of voucher programs.
For a more detailed treatment of how the school system reacted to this reform over time,
see Hsieh and Urquiola (2002) and McEwan and Carnoy (2000).

As part of the reform, the Chilean school system was organized around three types
of schools: private, public, and voucher schools. Students could attend schools in any
part of the city and received vouchers for public or voucher schools, with some voucher
schools requiring an additional copayment by parents. That system still stands today
but is the focus of major reforms.

Despite the long-running nature of this reform, the evidence on whether school-
performance improved in Chile after implementing school choice in the 1980s is mixed.
International evaluations do not show clear improvements. As Hsieh and Urquiola (2002)
point out when examining international test data from TIMMS: “Using these exams we
can assess whether years of unrestricted school choice have improved Chile’s performance
relative to the other countries... The evidence presented shows that its relative ranking,
if anything, has worsened” (Hsieh and Urquiola, 2002, pg. 2).

One of the main arguments of the proponents of school choice—based on Milton
Friedman’s proposals—is that competition should induce schools to either improve their
performance or disappear from the educational market, being replaced by better schools
(Friedman, 1997). Again, in Chile it is not evident that this has happened. Corvalan
and Romdn (2012) show that over 1,000 schools in Chile that have persistently under-
performed in standardized tests have remained in the school system over time even when
most of them are located in competitive environments, that is, with better-performing

schools in nearby areas.



A frequent explanation to this apparent shortcoming of school choice has been that
parents don’t assign enough importance to quality when they choose a school (Elacqua
and Fabrega, 2004). If parents care more about other factors, such as distance, religion
or infrastructure, schools won’t have incentives to improve their academic performance
to attract more students. This is supported by survey evidence gathered by Elacqua
et al. (2006), who conducted face-to-face interviews with parents in Santiago to study
the determinants of school choice. They conclude that “despite the fact that parents in
Santiago say they are seeking strong academic programs in their children’s schools, they
actually shop for schools that are widely different on academic quality but similar on
socioeconomic dimensions. In short, as parents choose schools in Chile, class—not the
classroom—may matter more” (Elacqua et al., 2006, pg. 578).

This follows the claims made by Hsieh and Urquiola (2002) who suggest that when
families try to choose the best schools for their children, they may actually be trying
to choose the best peer group. Additionally, they suggest that schools may respond to
the incentives generated by school-choice policies but possibly do so by trying to attract
better students in addition to improving their quality.

Other authors have argued that school quality does play a preeminent role in school
choice. For example, Gallego and Hernando (2009) model school choice using informa-
tion for 70,000 fourth-graders in Chile. They conclude that households consider several
attributes when choosing schools but that the two most important ones are test scores
and distance from home to school.

Regarding school choice and the relationship between distance and school quality,
Hastings et al. (2007) have argued that there is considerable heterogeneity in preferences
for schools, pointing out that “while many parents are very inelastic with respect to
school test scores, there is a significant density of parents who highly value school scores
and have low preferences for their neighborhood school. These parents are willing to

6



consider schools outside of their neighborhood, and they place a high weight on average
test scores when picking a school” (Hastings et al., 2007, pg. 19).

Chumacero et al. (2008) looked into the importance of distance from home to school
when parents choose a school in Santiago. Even though they did not have the exact
location of students’ households, they estimated a probit model and found that there
was a trade-off between distance and quality. They also found that parents were more

likely to choose a school closer to their home if their child was a girl.

1.2.2  Spatial distribution of schools in Santiago

The previous section highlights the relevance that the distance between homes and schools
may have when analyzing school choice. Families living in certain areas of the city may
not have a realistic possibility of sending their children to better-performing schools, even
if they want to. This is even more relevant in a city like Santiago in which schools are
highly clustered by type and performance on standardized tests.

To illustrate this, I generate maps using inverse-distance-weighted interpolation (IDW)
that reflect that, despite there being over 2,000 schools in the city, they are not spatially
distributed in a way that makes them easily accessible to all families. Private schools,
which outperform voucher and public schools in standardized tests, are in many cases
more than 10 km away for a large number of students. The same applies to families that
may want to send their children to high-performing schools. Using standardized math
test scores as a measure of quality, it also becomes clear that high-performing schools are
spatially autocorrelated. Figure 1.1 shows the distribution of university entrance exam
scores for each type of school in 2007.

The maps in Figure 1.2 and Figure 1.3 show, respectively, that private and high-
performing schools are highly clustered in the northeast area of the city. In Figure 1.2,

greener areas reflect a higher proportion and clustering of private schools, yellow areas
7



Figure 1.1: Kernel Density of PSU Math Scores by School Type in 2007
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Note: Private schools outperform both voucher and public schools in all sections of the PSU.
This graph shows the density of test scores for each type of school in the year 2007.

indicate a larger number of public schools, and red areas indicate a higher concentration
of voucher schools. Figure 1.3 displays schools according to their performance in the math
section of the SIMCE test on a color-scale that goes from green for the highest-performing
schools, to red for the lowest-performing schools.

These figures present a visual representation of the challenge faced by students from
other parts of the city who want to attend a high-performing school. Without good
public transportation, the costs of attending a better school in terms of travel time may
be too high for many students. The construction of a faster mode of transport, such as

the subway, plays a large role in diminishing the importance of these large distances and
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Figure 1.2: Map of Distribution of Schools by Type in Santiago, 2003
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Note: This map was generated using school data from the SIMCE dataset. I geocoded every
school in the city and then used GIS to perform an IDW interpolation, using school type as
the point variable and the Metropolitan Region of Santiago as a polyline barrier. The 3 sub-
way lines that existed in 2003 are displayed for reference.

expands the possible set of schools from which parents can choose. The subway line that
was inaugurated in late 2005 reduced travel times from southern areas of the city to the
north by more than 50% for subway users compared to bus users.!

The potential benefits of school choice rest on the assumption that students will

actually choose schools in other areas of the city if there are no good schools close to

their homes. This does not seem to be the case in several municipalities in Santiago. To

1. As an example, traveling from the southern end of the subway line to its northernmost station
on a Monday morning at 8AM, takes about 1 hour and 40 minutes by bus, but only 35 minutes by
subway, according to Google transit data.



Figure 1.3: Map of Dlstrlbutlon of Schools by Math Score Performance in Santlago 2003
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Note: This map was generated using math test score data from the SIMCE dataset. Test
scores for all schools in the city are displayed using an IDW interpolation, using each school’s
math score as the point variable and the Metropolitan Region of Santiago as a polyline bar-
rier.

show this, I analyze administrative records for the years 2003, 2005, and 2007 provided by
the Ministry of Education for all students in the city. These records do not have students’
exact addresses, but they do register the municipality the students reside in. Unlike the
data I use to estimate the model, this dataset contains information about students from
all grades. I use this information to show that a large proportion of students does not
leave their own municipalities to attend schools in other parts of the city.

Table 1.1 shows the percentage of students who went to schools inside their own

municipalities for the years 2003, 2005, and 2007 in Santiago. As can be seen, the
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percentage remains relatively stable at around 70%. That is, almost three out of four
students did not leave their municipalities to attend school. This overall percentage
however, hides large variations across municipalities.

Table 1.1: Percentage of Students that Study in Their Own Municipality Per Year Between
2003 and 2007

%
2003 70.5
2005 71.8
2007 70.3

Note: This table is generated using data from the Ministry of Education for all students in
Santiago during the years 2003, 2005 and 2007. I first calculate how many students are going
to school in their own municipalities and show yearly averages of this value.

This becomes clear when examining the spatial distribution of students who do not
leave their municipalities for school, as the percentages vary widely by city area. I gener-
ate a map to show the percentage of students attending school in the same municipality
as they reside in, which is shown in Figure 1.4.

This map shows percentages for students attending schools in the same municipality
as they live in, aggregated for each municipality. Municipalities in which most students
travel to schools in other municipalities are displayed in green. Red areas show places
in which more than 85% of students are living and attending schools inside the same
municipality.

The map shown in Figure 1.4 reveals what might be an unexpected scenario for a city
that in the year 2003 had been under a school-choice system for more than 20 years. In
several municipalities, despite having mostly underperforming schools, high percentages
of students did not leave their own municipality to find better-performing schools. In
many cases, more than 90% of students living in a municipality were also studying there.

Without establishing any causality, this figure gives a first impression of the impor-
11



Figure 1.4: Map of Percentage of Students Attending School in Their Own Municipality in

’/,f/ s 7 C\IACABUCOZFL & iy
L LN A \M(f-//
J ;ﬁ i, 1P RO MANQUEH
/ . - > N > s
Y A ‘ O 2 L =
a

:|25-4o
4’41 -54
Dss-eg
-70-84
-85-99

Students (%)
: ¥ i

AAAAA

’ ; O1USGS,
HENY el : f / NL, Ordnance Survsgx sriUapan, METI, N
w‘ ”, NS Y / fhoos i na (Hong"Kong)¥sw poyiMapmyindia, © OpenStreetM pcontributors,'and‘fﬁ
Ry~ W A r Community ~ | a0 29 W ¥
Kilometers
0 25 5 10

Note: This map was generated using official student registration data from the Ministry of
Education. I aggregated data for each municipality and then calculated how many of the stu-
dents living there were also attending schools inside the same area.

tance of access to transportation. Municipalities which had subway stations seem to also

have been generally the ones that had the highest percentages of students traveling to

take advantage of the possibility of attending schools in other parts of the city.

1.2.3 Descriptive statistics of schools in Santiago

Finally, to understand the context of school choice in Chile, it is relevant to observe the
evolution of schools by type in Santiago over time, and the way students have distributed

among these types of schools during the 2003-2007 period.
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Table 1.2 shows the number of schools in Santiago per year by type of school. As
this table shows, the number of private schools declines slightly during this period, while
the number of public schools remains relatively stable. The number of voucher schools
increases moderately but consistently every year, reflecting a trend that has been a per-

manent fixture since they were introduced. Overall, the number of total schools increased

from 2,116 in 2003 to 2,332 in 2007.

Table 1.2: Number of Schools in Santiago Per Year Between 2003 and 2007

Private Public Voucher Total

N %o N %o N %o N %

2003 361 17.1 683 32.3 1,072 50.7 2,116 100.0
2004 325 15.2 681 31.8 1,138 53.1 2,144 100.0
2005 326 14.7 687 30.9 1,208 04.4 2,221 100.0
2006 326 14.4 678 29.9 1,267 25.8 2,271 100.0
2007 329 14.1 680 29.2 1,323 56.7 2,332 100.0

Note: Data used to construct this table comes from the SIMCE dataset. Each set of columns
presents the number and percentage of schools for a particular year that corresponded to ei-
ther private, public or voucher schools. The total number of schools in the city is displayed in
the last set of columns.

Table 1.3 shows the number of high-school seniors by type of school each year. Overall
enrollment gradually increased over time during the 2003-2007 period. Consistent with
the previous table, the number of seniors in voucher schools increased more than the

number of seniors in other types of schools.
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Table 1.3: Number of High-School Seniors by Type of School in Santiago per Year Between
2003 and 2007

Private Public Voucher Total
N % N % N % N %
2003 9,339 23.3 11,705 29.2 19,049 47.5 40,093 100.0
2004 9,176 22.3 11,543 28.1 20,349 49.5 41,068 100.0
2005 9,596 20.9 12,396 27.0 23,852 52.0 45,844 100.0
2006 9,811 17.9 15,765 28.7 29,296 53.4 54,872 100.0
2007 8,339 16.9 14,175 28.7 26,940 54.5 49,454 100.0

Note: These values correspond to the number of students that were accurately geocoded

and thus used in this study, and do not correspond exactly to the total number of students
in Santiago’s school system. Data comes from PSU registration forms. Each set of columns
presents the number of high-school seniors attending each type of school.The total number of
high-school seniors in the city is displayed in the last set of columns.

As these tables show, the number of schools in the city increase by about 10% between
2003 and 2007. This is explained exclusively by the creation of new voucher schools. This
increase in the number of schools would represent an expansion of the possible choice set
of parents when choosing schools for their children, only if they have the means of actually

attending those schools. As I will show, this seems to be in part determined by access to

public transportation.

Understanding the importance of access to transportation requires a brief overview of

1.2.4  Subway network

the subway network. Santiago is a city with a population of more than 6 million people,

in which in the year 2013 more than 60% of trips in public transport were subway trips
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(Metro de Santiago, 2013). The subway network construction began in 1969, and the
first line (Line 1) was inaugurated in 1975. In 1978 the second line (Line 2) opened,
followed by the third line (Line 5) in 1997.

Between November 2005 and March 2006, the fourth line (Line 4) of the subway
system started operating. Line 4 is the longest line in the network, covering 24 km with
23 stations, and extending across 7 large municipalities. It transports around 500,000
people every day and it’s connected to the other 3 lines in the subway network (Metro
de Santiago, 2013; De Grange, 2010).

As T show in Table 3.3, the yearly ridership of the subway network in Santiago in-
creased during the 2003-2007 period. Line 4 was inaugurated at the end of 2005, but
some stations were not fully functional during part of 2006. This is reflected in the
lower number of passengers during those years. By 2007 the line reached its maximum

operating capacity with almost 115 million passengers per year.

Table 1.4: Number of Subway Users Per Year Between 2003 and 2007

2003 2004 2005 2006 2007

Line 1 130,749,000 145,192,992 158,254,000 167,192,000 256,036,992
Line 2 34,311,000 39,508,000 51,839,000 58,893,000 120,468,000
Line 4 0 0 2,692,000 48,419,000 114,008,000
Line 5 38,218,000 47,062,000 54,317,000 53,213,000 89,385,000

Note: There are 0 riders in Line 4 during 2003 and 2004 since it was inaugurated during the
last months of 2005. Data comes from Metro de Santiago.

Before the expansion in 2005-2006, a vast area containing some of the most populated
neighborhoods in the city was poorly connected to the transportation network, which
consisted of Line 1, Line 2 and Line 5. Figure 3.2 shows what the subway networked

looked like after the inauguration of the new subway line (Line 4) at the end of the year
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2005. The network in the year 2016 transports more than 2 million passengers per day.

Figure 1.5: Subway Network in 2006 After the Inauguration of Line 4
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Note: I generated this map by geocoding the exact location of each subway station that ex-
isted at the beginning of 2006, as informed by Metro de Santiago. The subway network has
since been expanded in recent years with both the inauguration of new lines, and the exten-
sion of existing lines.

As T illustrate in Figure 3.2, Line 4 stretches towards the south of Santiago and is
connected to the rest of the subway network. This is relevant because the new subway
line connected a large area of the city that previously suffered from poor connectivity,
greatly reducing travel times. Using the Google Distance Matrix, I performed several
travel simulations of bus and subway trips between this southern area of the city and the
northern end of Line 4, and found that travel time on average was reduced by about 50%

when traveling by subway instead of by bus.
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1.3 Data, variables, geocoding and distance calculations

To study the impact of the subway on school choice I use rich yearly administrative data
which contains information on students’ home addresses, school addresses and subway
station addresses. I geocode every one of these addresses to find the coordinates that
identify their exact location. Once students’ homes have been geocoded, 1 identify which
students live near the area of influence of the subway, and I also identify the students
that live farther away. Then I calculate the distance between home and school for every

student in the dataset. The details of this are explained in the sub-sections that follow.

1.3.1 Datasets

The main dataset I use for this study is generated from yearly Prueba de Seleccion
Universitaria (PSU) registration forms from the years 2003 to 2007. During their high
school senior year, Chilean students interested in attending higher education submit a
registration form to take this test, which can be considered an SAT equivalent with a
mathematics and language section, and other optional additional sections. The PSU test
has a minimum score of 150 points, a maximum of 850, a mean of 500 points and a
standard deviation of 110. I consider only students that are taking the test for the first
time, and leave out students that are are registering to re-take the test since they are not
high school seniors.

This dataset contains information on students’ age, gender, test scores, GPA, the
school they attended on their senior year, number of family members that are working,
and their home address when registering for the test. Data is only available for high-
school seniors each year, so I compare each year’s cohort with the seniors from the other
years in the 2003-2007 period.

It is important to note that students that do not register to take the PSU, cannot
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be included in this analysis. About 80% of high school seniors register for the PSU each
year, with students from lower socio-economic backgrounds being the ones that usually
don’t register for the test (Consejo de Rectores de las Universidades Chilenas, 2015),
which restricts the interpretation of the results of this study to students that registered
for the test.

The second dataset I use is generated from SIMCE? test score results. This test,
established in 1988, is applied yearly to all 4th graders in Chile, and on alternating years
to 8th and 10th graders. It measures achievement in mathematics and verbal skills.
Additional test subjects, such as an English language proficiency test, have been added
over time. Possible scores range from 200 to 350 points, with a mean of 250 points and
a standard deviation of 50.

The SIMCE data I use is aggregated by schools. In this study I look at average
SIMCE math scores by school, and also take advantage of this dataset, using it as a
census of all schools in the city, including the address of each school and the year it was
established. It is relevant to point out that SIMCE results are widely reported on and
the Ministry of Education devotes large amounts of resources to disseminate the results
for each school in various ways.

Every year during the 2003-2007 period considered in this paper, between 50,000
and 60,000 high school seniors register to take the PSU for the first time. I am able to
accurately geocode more than 90% of students’ home addresses each year. I consider
results as accurate if the coordinates obtained are either a precise street address or a
named route. Addresses geocoded as sublocalities, neighborhoods or other administrative

area levels are left out of the final sample.

2. SIMCE is the Spanish acronym for Quality of Education Measuring System
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1.3.2  Variable definitions

I consider three alternative outcome variables in this paper: home-school distance in
meters, the logarithm of home-school distance, and rank-distance of schools. The first
of these outcomes is the distance between home and school. Since the datasets contain
home and school addresses, I geocode them to obtain their exact latitude and longitude
with the objective of being able to calculate distances. It’s important to note that this
is not a measure of travel-time, which would require an assumption about the transport
mode used by students, such as car, subway, bus, or walking. Calculating distances as
I do in this paper approximates a realistic travel pattern for urban areas regardless of
transportation mode. I explain this process in more detail in the next subsections.

The second outcome is the logarithm of the distance between home and school. This
outcome allows for a more intuitive interpretation, in which the coefficient of interest
indicates the percentage change in the distance traveled to school once the subway line
is inaugurated.

The last outcome is the rank-distance of schools, which produces results which require
an alternative interpretation. For this, I rank schools for each student according to their
distance from that student’s home. For example, the school closest to a student’s home
is ranked number one, the second school in distance to that house is ranked number
two, and so on. In this way, a rank of 100 means that a student had 99 schools closer
to her home than the school she chose to attend. This rank shows how many schools
a student skips over in terms of distance before choosing the school she finally attends.
The relationship between rank-distance and home-school distance in the year 2003 and
2007 is shown in Figure 1.6 and Figure 1.7, respectively.

The treatment variable is defined as students that live near a new subway station.

That is, students living in a 2.5-km radius of a new subway station are considered as
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Figure 1.6: Distance to Chosen School and Rank-Distance of Chosen School in 2003
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Note: This figure shows the relationship between rank-distance to school and distance to
school in meters for the year 2003.

treated. Students living between 2.5 km and 4 km from a subway station are part of the
control group.

The choice of these precise distances is somewhat arbitrary, although based on other
studies of subway use. For example, a study of dutch rail stations shows that usage
of stations largely declines as the distance between residence and station increases, and
the largest declines seem to happen at around 3 kilometers from the station (Keijer and
Rietveld, 2011). As shown in Section VI, slightly different distance definitions does not
alter the results.

I also consider several control variables in the estimation. Among them, I look at the
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Figure 1.7: Distance to Chosen School and Rank-Distance of Chosen School in 2007
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Note: This figure shows the relationship between rank-distance to school and distance to
school in meters for the year 2007.
number of schools in a 1-km and 5-km radius from the student’s home (I also test several
other distances, which does not alter the results). This allows me to control for the fact
that students living near the subway also live closer to a larger number of schools, since
understandably schools are more often located in larger avenues which coincide with the
places the subway line is built through.

Other variables I consider as controls are the number of a student’s family members
that are currently working and the student’s gender. Finally, I also consider the type of

school the student attends, which can take 3 possible values: public, voucher, or private.
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1.3.3  Geocoding

I geocoded approximately 200,000 student home addresses for this paper. For this pur-
pose, I developed a custom script that first corrected errors in the addresses and then, over
several months, used a combination of geocoding services provided by Google and ESRI
to find the coordinates of homes and schools. This process made it possible to achieve
a high level of accuracy (defined as either “rooftop” addresses, or routes), reflected by
the fact that for each year of data, I was able to geocode about 90% of addresses ac-
curately. This differs from other papers using Chilean data that have used distances
measured from the center of municipalities, which may be several kilometers away from

actual home addresses.

1.5.4 Home-school distance calculations

The first outcome of interest in the estimation is the distance between home and school.
There are several possible ways to calculate these distances. For simplicity, a considerable
number of previous research papers have used a “straight-line” distance calculation to
measure the distance between 2 points. But since in this paper I am measuring distances
within urban areas, it is much more accurate to use what is commonly referred to as
“block” or “Manhattan block” distance (Boscoe, 2013).

The difference between these 2 types of measurements is non-trivial, since even when
looking at a distance as short as a few city blocks, using a straight-line calculation will
yield a distance considerably shorter than the more realistic block calculation.

As a simple example of this, note that if a student travels only two standard city
blocks of 100 meters each to get to school, which include turning a corner, the straight-
line distance calculation underestimates the distance traveled by 30% compared to the

block-distance calculation.
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The formula used to calculate block distance follows Gimpel and Schuknecht (2003):

di = Ixi =51+ lyiy — 5,

where x; is the longitude of home i, and y; is the latitude of school j. As stated, this
formula assumes that students don’t travel in a straight line between home and school,
which is a more realistic representation of travel patterns within cities.

Table 1.5 shows the average distance traveled by students to get to their school by
year. As can be seen, the average distance is about 5.5 km and it decreases slightly over
time. One possible explanation for this is the increasing overall number of schools in the

city as shown previously in Table 1.2.

Table 1.5: Average Distance Traveled to School by Year Between 2003 and 2007

Distance (meters)

2003 95,665
2004 5,549
2005 5,137
2006 5,136
2007 9,199

Note: This table contains the average distance traveled by each student in Santiago from
their home to school, calculated as block distance. I calculate these values after geocoding
every home address from PSU registration forms and every school address from the SIMCE
dataset.

1.4 Estimation Strategy

I use an independent cross-sample difference-in-difference specification to estimate the
effect of subway access on school choice. In this approach, variation is determined by the

distance between houses and the new subway stations, which in the short term should be
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arguably exogenous. The validity of this method would be threatened if families living
near the subway would have changed the average distance they travel to school relative
to families living farther away regardless of the construction of the subway line, or if
certain types of families were more likely to locate closer to the subway than others.
This is partly addressed by considering a period close to the opening of the subway
line, comparing characteristics between groups before and after the subway opened, and
examining the trends followed by each group.

Regarding this same issue, it is important to point out that although Line 4 was
publicly announced during 2001, the initial announcement only revealed the general
placement of the line with no information on specific stations. One way to address
the possibility that families who cared more about education may have moved to homes
near the subway is to look at changes in housing prices at the time the subway line was
announced. Agostini and Palmucci (2005) do this and find that housing prices near the
new subway line reacted in a very limited magnitude to the announcement, increasing
around 3% with respect to locations farther away from the line. This would seem to
indicate that a massive displacement of people living near the subway did not take place.

Additionally, in this paper I consider a period of time that begins shortly before
the inauguration of the subway line and ends after it has been operating for only one
year. This may also reduce concerns about the area surrounding the stations changing
its social composition or infrastructure because of the new subway. Finally, in Section
VI, I present results considering only the years before the subway line opened. This also
provides evidence that supports the idea that students living near the area where the
subway stations were constructed, were not traveling longer distances to school before
the subway was inaugurated.

A different threat to the identification strategy proposed in this paper would be the
possibility that schools are selecting students instead of families selecting schools. That
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is, if schools are the ones controlling which students are admitted, it would be possible for
them to select students based on characteristics that would capture differences besides
access to the subway.

This, however, does not seem to be the case in Chile. The evidence points in the
opposite direction. That is, families are the one making these decisions, not schools.
Gallego and Hernando (2008) show that sorting in the Chilean school system comes from
the demand side and not from the supply side. They point to evidence from a 2006
survey, which found that 93% of parents actually said that their children were attending
the school they had wanted to choose as their first option. Supporting this, parents

applied on average to only 1.1 schools.

1.4.1 Treatment and Control Groups

For the analysis that follows, I consider that people who live close to a subway station
are more likely to use the subway than people who live farther away. With this in mind,
I define the treatment and control groups as follows: the treatment group is composed of
high-school seniors living within a 2.5-km radius of a new subway station. The control
group comprises high-school seniors living between 2.5 km and 4 km from a new subway
station. Figure 3.4 presents a map I generated by using a fishnet that captures students
in each group to show this more clearly.

Table 1.6 shows a comparison of several relevant variables between control and treat-
ment groups before the subway line opened in the year 2003. In Table 1.7, I show this

comparison for the year 2007, that is, after the subway line opened.
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Table 1.6: Descriptive Statistics Pre-Subway (2003)

Control Treated
Student and Home characteristics
Male student 0.5 0.5
Family members that work 1.5 1.5
Number of schools in 1km radius 4.6 7.2
Number of schools in 5km radius 117.2 143.3
School characteristics
Average math score 275.1 277.3
Home-School distance 6247.2 5475.0
Observations 2689 8394

Note: This table is generated using data from the PSU registration forms. The first set of
variables correspond to individual student characteristics, averaged for both the control and
treatment groups in 2003. The second set corresponds to school characteristics for each group
during the same year.
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Table 1.7: Descriptive Statistics Post-Subway (2007)

Control Treated
Student and Home characteristics
Male student 0.5 0.5
Family members that work 1.3 1.3
Number of schools in 1km radius 4.6 7.0
Number of schools in 5km radius 116.8 141.5
School characteristics
Average math score 2714 271.8
Home-School distance 5332.6 5152.8
Observations 3011 8854

Note: This table is generated using data from the PSU registration forms. The first set of
variables correspond to individual student characteristics, averaged for both the control and
treatment groups in 2007. The second set corresponds to school characteristics for each group
during the same year.

The first of the variables shows the average distance traveled by students to their
chosen school. Students in the control group in the year 2003 traveled longer distances
on average to get to school than students in the treatment group: 6.2 km vs. 5.5 km,
respectively. This could be explained by the fact that the control group had fewer schools
near their homes, as shown by the average number of schools closer than 1 km and 5
km. Students in the control group had then on average 117 schools within a 5-km radius
of their homes, while students in the treatment group had 143. It is important to point
out that while there are differences in the values of these variables between groups, the
differences remain similar over time except for the distance traveled to school, which is
the outcome of interest.

These variables help address the possibility that schools may have reacted to the
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new subway line by positioning themselves near stations to attract more students. This
could affect the estimation, since students in the treatment group would suddenly face
an increase in the number of schools near their homes. This does not seem to be the case,
as shown in Tables 1.6 and 1.7, since the number of schools within a 1-km radius from
the students living close to subway stations was 7 in 2003 and 2007 and the number of
schools within a 5-km radius changed from 143 to 142.

The percentage of students who are male also is similar between groups—close to 50%
for the treatment and control groups—before and after the subway was built. Students
in the control group attended schools that scored on average 275 points on the SIMCE
math test in 2003 and 271 points in 2007. Meanwhile, schools attended by students in
the treatment group scored 277 points in 2003 and 272 in 2007. Finally, the average
number of family members who were working was 1.5 for both groups in 2003 and 1.3
for both groups in 2007. As can be seen in Tables 1.6 and 1.7, all of these variables have

similar values and their differences remain practically constant over time.

1.4.2 Pre-treatment Trends

Defining the groups as explained in the previous section makes it likely that the treat-
ment and the control groups will experience similar changes in their characteristics on
average, although students in the treatment group will be more likely to use the subway
as their means of transportation. These definitions are used to estimate a difference in
difference specification, which assumes that both groups followed similar trends before
the treatment. Visually this can be seen in Figure 1.8, which shows trends in covariates
for each group before and after the inauguration of the subway line. There doesn’t seem
to be an important change in the characteristics of people living near the subway once
the stations open. This helps address the possibility that once the subway opened, people

with a specific set of characteristics may have immediately moved to areas surrounding
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the subway.

The panels in Figure 1.8 show several trends followed by the treatment and control
groups. Panel (a) shows the percentage of students in each group that attends public
schools. As can be seen, both groups follow relatively parallel trends over time, with
about 25% of students attending a public school. As has been commonly observed in
Chile, this percentage gradually declines over time. The relationship between the trends
followed by both groups remains constant even after the subway line is operating in 2006
and 2007.
Panel (b) shows the senior-year grade average for both groups. This panel shows that
there were no differences in the achievement of students in the treatment and control
groups once the subway started operating and that they followed very similar trends
between 2003 and 2007.
Panel (c) shows the average distance between the closest school and each student’s home.
It is important to point out that this is not the distance to the actual school the student
attended but the distance to the school closest to their home. This figure reveals that
students in the treatment group, on average, had a school closer to their home than
students in the control group but also that the groups followed parallel trends over time.
This did not seem to be affected by the opening of the subway line, which is consistent
with the idea that schools did not immediately react to the construction of the subway
line by changing their locations.
Finally, panel (d) shows the number of schools located within a 1-km radius of each
student’s home. As is the case with the other variables, even if there were more schools
near students in the treatment group than in the control group (7 and 4, respectively),
which is consistent with the results from panel (¢), the groups still followed parallel trends
between 2003 and 2007.

As can be seen from these tables and figures, the treatment and control groups were
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similar before and after the subway was built and they followed similar trends over time.
There did not appear to be a significant event that affected one group and not the other

besides the inauguration of the new subway line.

1.4.3  Effect of Subway Access on Distance to School

I first estimate the effect of subway access on the distance between home and school to
see if families that got subway access sent their children to schools that were farther away
than families that did not get a station nearby. After this, I include an interaction to
estimate the quality of the chosen school to see if parents who lived near the subway were
in fact choosing better schools.

I consider that high-school seniors who lived within a 4-km radius of a subway station
of the new line in the year 2003, before it started operating, are part of the “before”
group. In turn, students who were high-school seniors in the year 2007 and who lived
within a 4-km radius of a subway station of the new line are part of the “after” group.

The group that lived near the subway line (within a 2.5-km radius) after the sub-
way line opened were the students most likely to be using the subway, so they will be
considered as being in the treatment group, while the rest of high-school seniors, who
lived between 2.5 km and 4 km away from the subway, will be considered as being in the
control group.

The key identifying assumption of the difference-in-difference estimation is that both
groups would have followed similar trends if the subway line had not been built. Even
if it’s not possible to test this assumption directly, by looking at graphs of the trends of
each outcome variable it’s possible to see whether both groups followed parallel trends
until the subway line was inaugurated.

I show the parallel trends first for the distance between home and school in Figure 1.9.

As the lines in the chart show, individuals in the treatment and control groups followed
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similar trends in the years before the subway opened. Students in the treatment group
traveled on average about 5,500 meters to go to school, while students in the control
group traveled almost 1,000 meters more. Both trends are parallel until the subway
opens, which caused students living near the subway to start attending schools that were
farther away from their homes.

Figure 1.9: Average Distance Traveled to School by Year Between 2003 and 2007
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Note: This chart is generated using data from PSU registration forms and SIMCE datasets.
Each data point represents the average distance traveled from home to school by students
either in the treatment or the control group on a particular year.

The same pattern is present when looking at the alternative outcome, rank-distance
to school, as presented in Figure 1.10. The figure shows that, for example, that students
in the treatment group in 2003 on average, had almost 210 schools closer to their homes
than the school they were actually attending. Each year, students attended schools closer
to their homes in terms of rank-distance, but once the subway opened, students living
near the subway started skipping over more schools than students in the control group.

The key equation that I estimate is the following:

Distanceyy = B + B1Subway; + BoPostt + y(Post, * Subway;) + Xit + €jt (1.1)
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Figure 1.10: Rank-Distance to School by Year Between 2003 and 2007
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Note: This chart is generated using data from PSU registration forms and SIMCE datasets.
Each data point represents the average rank-distance of the chosen school relative to a stu-
dent’s home for students either in the treatment or the control group on a particular year.

in which the outcome variable, Distance, is the block distance in meters between a
student’s home and their school, for student 7 in year ¢. I also estimate equation 1.1 using
the logarithm of distance between home and school and the rank-distance of schools as
alternative outcome variables. Subway is a binary variable that is set to one for students
that live in houses that are within a 2.5-km radius of a new subway station. Post is a
binary variable that is set to one if a student is a member of a cohort that graduated
from high school after the new subway line was built.

The parameter v, which corresponds to the difference-in-difference estimator, captures
the effect of increased subway access on the distance between the school a student was
attending and their home. It is important to note that this parameter captures the
intention to treat, since the available data does not contain information that could be
used to identify whether students were using the subway. Nonetheless, it seems reasonable

to assume that students living closer to the subway were more likely to use it than students

33



living farther away.>

If students who lived near the subway started attending schools that were farther away
from their homes after the subway opened, we should expect to observe a positive and
significant coefficient for this parameter.

Xt is a vector of control variables, which includes the gender of the student, a variable
indicating if family members worked, the number of schools that were closer than 1 km
to the student’s home, the number of schools that were closer than 5 km to the student’s
home, and dummy variables for the type of school, where private schools are the omitted
category. Since the identification strategy being used does not depend on the inclusion

of these covariates, it is expected that they should not affect the results.

1.4.4 Effect of Subway Access on Distance to School by Test Scores

Additionally, I also estimate a model that includes the interaction between the treatment
group and a measure of school performance: standardized math test scores. The idea
behind this is to see if students living near the subway were traveling farther away to
get to a better-performing school. There is some evidence that shows that families have
not generally been aware of SIMCE results (Corvaldn and Romén, 2012). It is possible,
though, that awareness increased over time, since scores are now widely reported on news
coverage and the Ministry of Education at various times has released maps and other
types of reports showing easy-to-understand representations of the test score of each

school.

3. Information available from a large-scale transportation survey conducted in 2012 in Santiago
shows that in the municipalities that surround the subway line studied in this paper, only about 35%
of adults have a driver’s license, and about half of the households don’t own a car. About one third of
all subway passengers are students (OSUAH, 2012).
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The key equation in this case is the following:

Distanceitj = Bo + B1Subway; + BoPostt + B3 Test; + f4(Posty * Subway; )+ 12)

B5(Posty  Test;) + v(Posty * Subway; * Test;) + Xyt + €y

in which the outcome variable is the block distance in meters between a student’s home
and school, for student ¢ and school j in year t. I also consider the alternative outcomes
used previously: the logarithm of the distance between home and school and the rank-
distance of schools.

The Test; variable corresponds to the SIMCE test math score of school j, which range
from 200 to 350 points..

The parameter y now captures the effect of increased subway access on the distance
traveled to school when attending a school that scores higher on standardized tests. Thus,
if students near the subway were willing to travel farther to attend better-performing
schools, this coefficient should be positive and significant.

Xt is a vector of control variables, which includes the gender of the student, a variable
indicating if family members worked, the number of schools that were closer than 1 km
to the student’s home, the number of schools that were closer than 5 km to the student’s
home, and dummy variables for the type of school, where private schools are the omitted

category.

1.5 Data Analysis and Results

In this section, I look at the results from the estimation of the effect of subway access
on the distance between home and school, its interaction with school performance, and

results for sub-groups of students.
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1.5.1 Results: Effect of Subway Access on Distance to Chosen School

The first set of results presented in Table 3.10 are from the estimation of equation 1.1,
with and without covariates, using three different outcomes: the home-to-school distance
in meters, the logarithm of the home-to-school distance, and the school rank-distance.
Columns 1, 3 and 5 present estimations without covariates, while Columns 2, 4 and 5
include covariates.

The estimated effect of subway access on distance between the chosen school and
students’ homes is positive and significant, and it is practically unchanged when adding
control variables, as was expected. The coefficients in Columns 1 and 2 show that having
access to the subway results in attending schools about 600 meters farther away on
average than students who did not live near the subway, which represents an almost 10%
increase over the average distance traveled by all high-school seniors in the city, not just
those in the control group.

Columns 3 and 4 in Table 3.10 also reveal interesting results. The coefficient of 0.2,
using log distance as the outcome variable, can be interpreted as showing that having
access to the subway allowed students to choose schools that were 20% farther away than
students in the same neighborhood who did not get direct access to the subway. This
result is important because it shows that students are willing to travel farther away to
school if they have access to faster transportation. The new subway line reduces travel
time, and this allows students living close to the stations to travel larger distances than
they could before it opened.

Finally, Columns 5 and 6 in Table 3.10 present results using the alternative outcome of
rank-distance to school. This allows for a complementary yet alternative interpretation.
The positive and significant coefficient of 24.2 shows that students in the group treated by

the subway skipped an additional 24 schools when choosing a school to attend, compared
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Table 1.8: Regression Results (DID): The Effect of Subway Access on Distance Traveled to
School

Distance Log distance Rank-Distance

(1) (2) (3) (4) (5) (6)
Access to subway  592.417FFF  609.691*** 0.200%*F* 0.200%** 24.225%*F 27.118%***
(168.404)  (159.826)  (0.035)  (0.033)  (9.416)  (8.908)

Observations 22,046 22,046 22,046 22,046 22,046 22,046
R? 0.004 0.103 0.004 0.098 0.002 0.108
Controls No Yes No Yes No Yes

Note: Each set of columns presents the results of a separate regression, one for
each outcome variable. Columns (2), (4) and (6) present results controlling for
the following variables: gender of the student, number of family members that are
working, number of schools in a 1-km radius from the student’s home, number of
schools in a 5-km radius from the student’s home, and dummy variables for the
type of school.

*p <0.1, ¥ p <0.05, *** p <0.01. Standard errors in parentheses.

to students in the control group. That is, they went 24 schools farther away than they
would have if they had not received access to the subway.

The full results, shown in Table 1.9, also reveal interesting results. Male students
traveled almost 7% farther to school than females. This is in line with findings presented
by Chumacero et al. (2008) who propose that parents are more willing to let their sons
travel longer distances to school than their daughters.

The presence of more schools near a student’s home (closer than 1 km and closer than
5 km) is associated with a decrease in the distance students travel to school, as would be
expected. Having an additional school within a 1-km radius of home is associated with
a reduction in the distance traveled to school of about 130 meters. The presence of an
additional school within a 5-km radius has a much smaller but still negative effect on
distance traveled to school.

Restricting the sample by using different definitions of the treatment and control

groups does not alter the main results. Since there is no data on which students were
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using the subway, it is relevant to note that defining the treatment group as a wider or
narrower area around the new station produces similar results in terms of the direction

and magnitude of the effect. This is shown in more detail in Section VI.

1.5.2 Results: Effect of Subway Access on Test Scores of Chosen School

The results presented in the previous section show that subway access had a relevant
effect on the home-school distance traveled by students living near the new subway,
but these results do not address the question about what is the performance in tests of
chosen schools. Table 1.10 examines the results of the estimation of equation 1.2, which
introduces the interaction with school test scores. These results are relevant because once
it is established that families living near the subway choose schools that are farther away,
it is important to know if the schools they are choosing are better-performing than the
ones chosen by families without subway access.

The coefficients in Columns 1 and 2 in Table 1.10 are positive and significant and do
not change substantially when control variables are included in the estimation. These co-
efficients were obtained using distance between home and school as the outcome variable,
and they correspond to the interaction between the treated group in the period after the
subway was inaugurated and school test scores. The coefficients can be interpreted as
showing that students living near the subway traveled 12 additional meters to attend a
school that scored one point higher on a standardized math test in which scores ranged
from 200 to 350 points. This is consistent with an estimation done by Chumacero et al.
(2008) who also found that students were willing to travel an extra 12 meters for an extra
point in this test.

This result is particularly important because it reflects the value assigned by parents
and students to school performance. Families were willing to send their children farther

away if they were attending better-performing schools, indicating that travel restrictions
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play a relevant role in school-choice policies. Parents seem to value school performance,
but it’s possible that students face too many difficulties when trying to access better-
performing schools and end up attending schools closer to their homes that are not as
high-performing as the ones they would like to attend.

These results are similar to those derived using the log of the distance between home
and school, which are presented in Columns 3 and 4. The latter results show that students
that had access to the subway would travel 0.2% farther to attend a school that scored one
point higher on the SIMCE test. The estimations with and without covariates produce
similar coefficients, which are positive and significant.

Columns 5 and 6 show results using rank-distance to schools as the outcome variable.
Again, both coefficients are positive but only the coefficient of the estimation that includes
control variables is significant. This coefficient of 4.4 reflects that a student would skip
over four schools closer to her home to attend a school that performed one point higher
on the test.

In summary, these results give clear indications that once transportation restrictions
are eased, students are willing to choose higher-performing schools even if these are farther
away. On the aggregate level, if transportation was improved for a larger number of
students, we could expect an increase in competition between schools to attract students
that are now able to reach a wider set of schools. This, in turn, could lead to overall

increases in the quality of the school-system, as school-choice policies originally intended.

1.5.83  Results: Effect of Subway Access by Subgroups

Finally, I examine results from the estimation by subgroups. I separate students first by
the type of school they attended and then by how they performed on the PSU test.
First, I show that having access to the subway did not affect the type of school that

a student attended, be it public, voucher, or private. For this, I estimate a variation
39



of equation 1.1 in which the outcome is the type of school. I do this one time for each
possible type of school. This way, it’s possible to estimate the impact of subway access
on the type of school chosen by students. As can be seen in Table 1.11, Columns 1, 2
and 3 have coefficients that are close to 0 and not significant. This can be interpreted as
showing that subway access did not affect the type of school a student chose. Considering
this result along with the previously established results, it’s possible to state that students
who got access to the subway chose schools that performed better and that were farther
away, but they did not choose a specific type of school.

Along with this, to see if results vary according to the type of school students were
attending, I again estimate equation 1.1, this time separately for students according to
the type of school they attended. That is, I estimate the equation three times: once
for public-school students, once for voucher-school students, and once for private-school
students. The results of this estimation are presented in Table 1.12. These results show
that students from private and voucher schools traveled more than 700 meters farther
when they had access to the subway. Students from public schools that had access to the
subway did not attend schools that were significantly farther away compared to students
in public schools without subway access.

The second subgroup corresponds to students divided into three quantiles by their
PSU math test scores, classified as Low, Medium, or High. The goal of this is to estimate
if having access to the subway had an effect over a student’s performance on university
entrance exams. Table 1.13 shows that having access to the subway did not have an
effect on test scores. The coefficients in Columns 1 and 2 are not significant and close to
0. The coefficient in Column 3 is significant at p < 0.1 and close to 0. Even if students
with subway access were attending better-performing schools, their tests scores did not
improve. One possible explanation for this is that the administrative records used in
this estimation corresponded only to high-school seniors. It’s likely that students were
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switching schools in their last year of high school to prepare for the PSU, but this doesn’t

seem to have had an effect on actual test scores.

1.6 Robustness Checks

1.6.1 Alternative Treatment and Control Group Definitions

In this section I examine how robust the results are to changes in the definition of the
treatment and control groups. I replicate the estimation strategy by estimating equation
1.1 under different definitions of the treatment and control groups with the goal of showing
that slightly different definitions do not alter the main results of this paper. Since the
definition of treatment and control groups is somewhat arbitrary, despite being based on
available data, it is important to show that results do not depend on the exact definitions
used.

For this, I generate 3 alternative treatment and control groups. The first one considers
that students living within a 1.5-km radius of the new subway stations are treated and
students living within a 1.5-km and 3-km radius are in the control group. The second
definition considers that students living within a 2-km radius of the new subway stations
are treated and students living within a 2-km and 5-km radius are in the control group.
Finally, the third definition considers that students living within a 3-km radius of the
new subway stations are treated and students living within a 3-km and 5-km radius are
in the control group. The results of the estimations using these definitions are shown in
Table 1.14.

Column 1 and Column 2 replicate the main results restricting the treated group only
to students that live in closer proximity to the subway, without and with covariates.
This tighter 1.5-km radius assumes that only students living very close to the subway

are using the new stations. The coefficients under this specification are smaller than the
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ones obtained when the original treatment and control groups are used, but they still are
positive and significant, and can be interpreted as saying that students living within a
1.5-km radius of the subway travel about 430 meters more than students living within
1.5-km and 3-km away from the subway. Column 3 and Column 4 present results of the
estimation using a slightly larger treatment group (2 km away from the subway) and then
considering a larger control group of students living within 2-km and 5-km away from
the new subway stations. Again, the coefficients are positive and significant and show
that changing the definitions slightly does not alter the main conclusions of this paper.
Finally, Column 5 and Column 6 present results using an even larger treatment group,
which considers students living within a 3-km radius of the subway as being treated.
These results are similar to the ones obtained using the definitions considered in the
main estimation. In summary, the results presented in this paper do not depend on the

exact distance ranges used to define the treatment and control groups.

1.6.2 Falsification Tests

In an attempt to provide evidence that the estimation is capturing the impact of subway
access on distance traveled to school, I estimate equation 1.1 using only the years before
the subway line was built. If the subway is causing students to attend schools that are
farther away, we should expect to see no significant effect before the subway line was
constructed. The results of this estimation are shown in Table 1.15.

Column 1 and Column 2, show the results of estimating equation 1.1 using only
information for the years 2003 and 2004 using distance between home and school as the
outcome. As expected, the results are not significant. That is, students living near where
the subway was going to be constructed, did not travel significantly longer distances than
students living farther away. Column 3 and Column 4 show the same results using the

logarithm of home-to-school distance as the outcome, and Column 5 and Column 6 show
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the results using rank-distance between home and school. The results as before, are not
significant.

As a complement to this strategy, I generate placebo subway lines and reproduce the
estimation using these non-existent lines. For this, I generate subway lines that are the
same shape and length than Line 4. I spatially offset these subway lines by altering the
latitude of the original subway stations and maintaining their longitude constant. This
results in a series of subway lines that are parallel to Line 4, which are restricted to
inhabited areas in Santiago. A map with 3 of these placebo lines is shown in Figure 1.11.

Figure 1.11: Map of Placebo Subway Lines
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Note: I generated this map by offsetting the latitude of the subway line that was inaugurated
in 2006. I did this several times to generate alternative placebo subway lines to use in falsifi-
cation tests. This map displays three of those subway lines.

Using these new geographic points, I reproduce the entire procedure by calculating
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the distances between every student’s home, school and subway station. I then estimate
equation 1.1 using these values. Since there are no real subway stations going through
the areas being considered, we should expect to see no effect of being treated by the
placebo subway lines.

As expected, living near these placebo subway stations has no effect on distance
traveled to school. Results of these estimations using each of the 3 placebo subway lines
are presented in Table 1.16, Table 1.17 and Table 1.18. In each table, the first 2 Columns
present results using home-to-school distance, without and with covariates. Column 3
and Column 4 show the same results using the logarithm of home-to-school distance as
the outcome, and Column 5 and Column 6 show the results using rank-distance between

home and school. None of the coefficients are significant.

1.7 Conclusion

The main results from the difference-in-difference estimation show that households that
gained access to the subway started sending their children to schools that were 20%
farther away, on average, and that the students with close access were willing to travel a
longer distance to attend better-performing schools than students who lived farther away
from the subway. These results do not change when control variables are included in the
estimation.

Another way of to illustrate this using an alternative outcome is to state that, after
the subway was built, parents living near the new subway stations sent their children to
schools that were on average about 24 schools farther from their homes than parents who
did not have easy access to the subway line. That is, they skipped over 24 schools that
were closer to their homes and chose schools that performed better in standardized tests.

Parents face a restriction created by problems with access to transportation when
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choosing schools. When this restriction is relaxed by the construction of a new subway
line, parents with access to the subway start choosing higher-performing schools even
if these are farther away from their homes. Thus, policies that seek to improve school
quality via creating a system that increases competition between schools must necessarily
consider the relationship between access to transport systems and school choice. This set
of results is particularly informative for the ongoing school-choice debate. It is commonly
claimed that school choice has not produced system-wide improvements in Chile because
parents do not care enough about school quality when choosing schools. 1 show that
parents care enough to send their children to better-performing schools even if they are
farther away as long as it’s a realistic possibility in terms of access. A system in which
schools are highly spatially segregated will be unlikely to produce quality improvements
if students have difficulties accessing the schools they would like to attend.

Schooling systems that foster competition among schools may still result in system-
wide improvements. In this case, the construction of a subway line reveals that compe-
tition might eventually bring higher quality into the system but that it might not have

an effect on its own as long as other challenges have not been addressed.
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Table 1.9: Regression Results (DID): The Effect of Subway Access on Distance Traveled to
School With Full Covariates

Distance Log distance Rank-Distance
(1) (2) (3)
Access to subway 609.691*** 0.200*** 27.118%**
(159.826) (0.033) (8.908)
Year after 2006 dummy -903.823%** -0.221 %% -45.090%**
(138.642) (0.029) (7.728)
Treatment dummy -341.590%** -0.072%** -25.142%%%*
(122.206) (0.025) (6.811)
Male student 442 328%** 0.066*** 25.813%**
(69.304) (0.014) (3.863)
Family works -55.022 0.002 -4.245%
(45.670) (0.010) (2.546)
Schools close (1km) -131.383%** -0.055%*% -5.027***
(10.813) (0.002) (0.603)
Schools close (5km) -7.169%** -0.000 0.755%#*
(1.350) (0.000) (0.075)
Public 3921.191%** 0.679%** 229.027%**
(100.525) (0.021) (5.603)
Voucher 229.078%** -0.002 13.058%**
(86.428) (0.018) (4.817)
Constant 6538.790*** 8.353%** 10417775
(204.759) (0.043) (11.413)
Observations 22,046 22,046 22,046
R2 0.103 0.098 0.108

Note: This table displays the coefficients of all covariates included when estimat-
ing equation 1.1. Each column presents the results of a separate regression, one for
each outcome variable.

*p <0.1, ** p <0.05, *** p <0.01. Standard errors in parentheses.
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Table 1.10: Regression Results (DID): The Effect of Subway Access on School Test Scores

Distance Log distance Rank-Distance
(1) (2) (3) (4) (5) (6)
School quality 12.129%*  12.165**F 0.002**  0.002**  0.441 0.441*

(4.862)  (4.575)  (0.001)  (0.001)  (0.271)  (0.254)

Observations 22,044 22,044 22,044 22,044 22,044 22,044
R? 0.012 0.125 0.007 0.107 0.013 0.135
Controls No Yes No Yes No Yes

Note: Each set of columns presents the results of a separate regression, one for
each outcome variable. Columns (2), (4) and (6) present results controlling for
the following variables: gender of the student, number of family members that are
working, number of schools in a 1-km radius from the student’s home, number of
schools in a 5-km radius from the student’s home, and dummy variables for the
type of school.

*p <0.1, ** p <0.05, *** p <0.01. Standard errors in parentheses.

Table 1.11: Regression Results (DID): The Effect of Subway Access on School Type

Public Voucher Private
(1) (2) (3)
Access to subway -0.008 0.021 -0.012
(0.013) (0.015) (0.013)
Observations 22,948 22,948 22,948
R2 0.000 0.006 0.006

Note: Each set of columns presents the results of a separate regression, using each
type of school as the outcome variable. The estimation does not include control
variables, but results do no change when they are included.

*p <0.1, ¥ p <0.05, *** p <0.01. Standard errors in parentheses.
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Table 1.12: Regression Results (DID): The Effect of Subway Access on Distance Traveled to School by School
Type

Distance Log Distance Rank-Distance

(1) (2) (3) (4) () (6) (7) (8) (9)

Public Voucher Private Public Voucher Private Public Voucher Private

Access to subway ~ 43.5 760.2%** 821.1%** (.0 0.2%**  0.2%¥*¥* 6.0 39.0%**  33.8%*
(426.5) (205.7) (267.3) (0.1)  (0.0)  (0.1) (247)  (10.9)  (15.0)

Observations 5,323 11,573 5,150 5,323 11,573 5,150 5,323 11,573 5,150

R? 0.006 0.003 0.010 0.005 0.003 0.016 0.005 0.003 0.001

Note: FEach set of columns presents the results of a separate regression, one for each outcome variable.
Within each set, separate results are presented for each type of school: public, voucher or private.
The estimation does not include control variables, but results do no change when they are included.

*p <0.1, ** p <0.05, *** p <0.01. Standard errors in parentheses.

Table 1.13: Regression Results (DID): The Effect of Subway Access on PSU Math Score

Low Medium High
(1) (2) (3)
Access to subway 0.020 0.004 -0.024*
(0.014) (0.015) (0.015)
Observations 22,948 22,948 22,948
R? 0.004 0.002 0.001

Note: FEach set of columns presents the results of a separate regression, using per-
formance in the PSU math test as the outcome variable, classified as either low,
medium or high. The estimation does not include control variables, but results do
no change when they are included.

*p <0.1, ¥ p <0.05, *** p <0.01. Standard errors in parentheses.

48



Table 1.14: Regression Results (DID): The Effect of Subway Access on Distance Traveled to
School Using Various Treatment and Control Group Definitions

Distance Distance Distance

(1) (2) (3) (4) (5) (6)

Access to subway 1.5 km  414.4%*%F 429 5¥¥*
(155.9)  (148.0)

Access to subway 2 km 450.8%FF 484 6*F*
(143.4)  (136.2)
Access to subway 3 km 663.5%HF 767 4%+
(181.4)  (172.2)
Observations 18,952 18,952 23344 23344 23344 23,344
R2 0.004 0.103 0.005 0.103 0.004 0.103

Note: Each set of columns presents the results of a separate regression, using dif-
ferent definitions of the treatment and control groups, with distance from home to
school as the outcome variable. Columns (2), (4) and (6) present results controlling
for the following variables: gender of the student, number of family members that
are working, number of schools in a 1-km radius from the student’s home, number
of schools in a 5-km radius from the student’s home, and dummy variables for the
type of school.

*p <0.1, ¥ p <0.05, *** p <0.01. Standard errors in parentheses.
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Table 1.15: Regression Results (DID): The Effect of Subway Access on Distance Traveled to
School Using Data Before the Subway Line Opened

Distance Log distance Rank-Distance

(1) (2) (3) (4) (5) (6)

Access to subway 144.956 92.504 0.021 0.007 4.321 3.283
(176.365)  (164.424)  (0.037)  (0.034)  (9.986)  (9.299)

Observations 21,208 21,208 21,208 21,208 21,208 21,208

R? 0.003 0.134 0.005 0.135 0.000 0.134
(1) (2) (3) (4) (5) (6)

Controls No Yes No Yes No Yes

Note: Each set of columns presents the results of a separate regression, one for each
outcome variable. Only the years before the subway line was constructed are con-
sidered. Columns (2), (4) and (6) present results controlling for the following vari-
ables: gender of the student, number of family members that are working, number
of schools in a 1-km radius from the student’s home, number of schools in a 5-km
radius from the student’s home, and dummy variables for the type of school.

*p <0.1, ** p <0.05, *** p <0.01. Standard errors in parentheses.

Table 1.16: Regression Results (DID): The Effect of Subway Access on Distance Traveled to
School (Placebo Line 1)

Distance Log distance Rank-Distance
(1) (2) (3) (4) (5) (6)
Access to subway -74.009 -86.941 -0.031 -0.029 -1.688 -1.286
(126.510)  (122.160)  (0.029)  (0.028)  (7.746) (7.573)
Observations 22,185 22,185 22,185 22,185 22,185 22,185
RZ 0.000 0.068 0.000 0.083 0.000 0.045
Controls No Yes No Yes No Yes

Note: Each set of columns presents the results of a separate regression, one for
each outcome variable. Columns (2), (4) and (6) present results controlling for
the following variables: gender of the student, number of family members that are
working, number of schools in a 1-km radius from the student’s home, number of
schools in a 5-km radius from the student’s home, and dummy variables for the
type of school.

*p <0.1, ¥ p <0.05, *** p <0.01. Standard errors in parentheses.
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Table 1.17: Regression Results (DID): The Effect of Subway Access on Distance Traveled to
School (Placebo Line 2)

Distance Log distance Rank-Distance

(1) (2) (3) (4) (5) (6)

Access to subway 138523 177.367  0.036  0.040  0.590 1.799
(173.687)  (168.809) (0.041) (0.039) (11.469) (11.257)

Observations 11,630 11,630 11,630 11,630 11,630 11,630
R? 0.033 0.089 0.033 0.103 0.020 0.058
Controls No Yes No Yes No Yes

Note: Each set of columns presents the results of a separate regression, one for
each outcome variable. Columns (2), (4) and (6) present results controlling for
the following variables: gender of the student, number of family members that are
working, number of schools in a 1-km radius from the student’s home, number of
schools in a 5-km radius from the student’s home, and dummy variables for the
type of school.

*p <0.1, ** p <0.05, *** p <0.01. Standard errors in parentheses.

Table 1.18: Regression Results (DID): The Effect of Subway Access on Distance Traveled to
School (Placebo Line 3)

Distance Log distance Rank-Distance

(1) (2) (3) (4) (5) (6)

Access to subway ~ 223.712 174.774 0.089 0.098 1.965 2.693
(392.237)  (375.350)  (0.098)  (0.093) (25.498) (25.039)

Observations 4,732 4,732 4,732 4,732 4,732 4,732
R? 0.004 0.091 0.004 0.103 0.000 0.039
Controls No Yes No Yes No Yes

Note: Each set of columns presents the results of a separate regression, one for
each outcome variable. Columns (2), (4) and (6) present results controlling for
the following variables: gender of the student, number of family members that are
working, number of schools in a 1-km radius from the student’s home, number of
schools in a 5-km radius from the student’s home, and dummy variables for the
type of school.

*p <0.1, ¥* p <0.05, ¥*** p <0.01. Standard errors in parentheses.
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CHAPTER 2
THE EFFECT OF CELL PHONE USE ON TRAFFIC
ACCIDENTS

2.1 Introduction

In Santiago, the capital of Chile, about 25,000 traffic accidents are routinely recorded
in police reports every year. Cell phone use has long been thought to be a significant
cause of traffic accidents (GHSA, 2011). Because of this, public resources—money for
awareness campaigns and to pay for the time of police personnel—are allocated to curbing
cell phone use by drivers. As stated by the National Safety Council (2013): “Currently
there is no reliable method to accurately determine how many crashes involve cell phone
use; therefore, it is impossible to know the true scope of the problem” (NSC, 2013, pg.
3). This paper aims to provide a causal estimate of the effect of cell phone use on traffic
accidents.

Police reports, which are the main source of traffic accident information, do not
generally record the use of cell phones, and drivers have incentives to underreport this
activity, considering it is usually illegal (McCartt et al., 2006). Accidents caused by cell
phone use tend to be, although not always, classified simply as “distracted driving” or
“reckless driving” accidents. However, this category also includes many other causes
of accidents. Roughly 50% of traffic accidents in Santiago are attributed to distracted
driving. In the US, it is estimated that between 15% and 30% of accidents are caused by
driver distraction (GHSA, 2011).

In contrast, other causes of accidents that have received much more attention both
from the public and lawmakers, such as drunk driving, are linked to only about 5%

of all traffic accidents. In Chile, laws have been passed regulating driver behavior and
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car safety features in many areas, such as the use of seat belts, installation of air bags,
tougher driving exams, and banning of alcohol consumption, to name a few. For example,
Chile recently approved a zero-tolerance law against drinking and driving with severe jail
penalties, while cell phone use is punished only with a small fine.

According to US data, the frequency with which individuals use their cell-phones while
driving has been high and increasing for most of the last decade (Nikolaev et al., 2010).
A 2015 survey revealed that 68% of teens in the US admitted to using applications on
their mobile phones while driving, and despite being the focus of several public awareness
campaigns, 27% of teens admit to texting and driving (Liberty Mutual Insurance, 2016).

Additionally, direct observation studies seem to confirm the high frequency of cell
phone use by drivers. The National Highway Traffic Safety Administration conducts a
yearly study in which 50,000 vehicles stopped at intersections are observed. They estimate
that about 8% of all drivers in the US were using either a handheld or hands-free phone
in a typical daylight moment in 2014 (NHTSA, 2015).

In Chile, as well as in the US, laws that attempt to curb cell phone use while driving
have been implemented, but it is difficult to evaluate those measures or find the most
effective ones if the magnitude of the effect is not really known (NSC, 2013). Knowing the
extent of the problem is important because, as stated by the National Safety Council,
traffic accident data can influence policymakers in several ways, such as how accident
prevention campaigns, funding, legislation, and vehicle and road design are determined
(NSC, 2013).

The causal effect of cell phones on traffic accidents has been particularly difficult to
estimate, and the question of whether using a cell phone while driving increases the risk
of having an accident has not been definitively answered (Nikolaev et al., 2010). Most of
the evidence has its origins on either self-report surveys or studies conducted in driving
simulators, and both of these sources may have problems: in the first case, drivers have
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incentives to underreport illegal conduct, and the extent to which simulators actually
reproduce real driving conditions is unknown (McCartt et al., 2006).

An important section of the literature regarding this topic corresponds to “laboratory”
studies, which have generally found that driving while using a cell phone impairs driving
performance (McCartt et al., 2006). Strayer et al. (2006) used a driving simulator to
compare drivers using a cell phone with drunk drivers in a controlled setting. They
found that drivers talking on their cell phones braked 9% slower and took 19% longer
to recover their normal speed after braking compared to baseline drivers. They found
similar results for drunk drivers.

Dingus et al. (2006) used data generated by videotaping drivers in their cars and
found that the risk of an accident was 1.3 times higher when drivers were talking on their
cell phones. They also found that the risk of having an accident was almost three times
higher when drivers were dialing their cell phones.

Other studies have relied on police reports and cell phone company data. Out of these,
one of the most frequently cited findings is that of Redelmeier and Tibshirani (1997) ,
who surveyed drivers who were involved in traffic accidents in the years 1994 and 1995,
and examined their cell phone records to see if they were talking on their phones at the
time of their accidents. The authors found that the use of cell-phones was associated
with a 4.3 times increase in the likelihood of having a traffic accident, compared to the
same drivers not using their phones. However, as they point out, the non-experimental
nature of this study makes it difficult to rule out other factors, such as the possibility
that drivers who are emotionally distressed could be more likely to talk on their phones,
but are also more likely to have decreased driving ability at the same time.

Overcoming these problems caused by confounding variables requires finding sources
of exogenous variation that allow for the estimation of the causal effect of cell phones
on traffic accidents. The combination of exogenous variation and available accident data
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has proven difficult to find.

Bhargava and Pathania (2013) estimated the causal link between cell phones and
traffic accidents by taking advantage of a discontinuity in cell phone plan pricing. They
found no evidence that an increase in call volume, associated with a decrease in the cost of
cell phone calls, resulted in a higher number of traffic accidents. Their study constituted
the first, and, to the best of my knowledge, only credible attempt at estimating this
causal effect, but it is possible to argue that cell phone usage has changed substantially
since their study was published. Their estimation uses data from 2002 to 2005, before
smartphones were widely adopted (for example, Apple’s iPhone was introduced in 2007).
At the time, the main concern was that drivers could be distracted by talking on their
phones. Currently, cell phone usage often involves much more direct interaction with the
phone, which means longer and more intense periods of distracted driving.

In this paper, I employ two alternative estimation strategies to attempt to calculate
the causal impact of cell phone use on traffic accidents. For both methods, I take advan-
tage of a natural experiment generated by a government program implemented in Chile,
in which the government constructed cell phone towers in areas previously not connected
to the mobile network. Because GIS software has limited geographic accuracy in remote
regions of Chile, I focus on the administrative region—called Metropolitan Region—in
which the capital city of Santiago is located.

The first estimation strategy consists of a difference-in-difference specification, in
which I take advantage of the fact that the government program constructed cell phone
towers in separate phases for different groups of localities. This allows me to compare
areas where the main difference is the stage of the program in which they received cell
phone coverage.

For the second estimation strategy, I use GIS to create a control group by gener-
ating and selecting random geographic areas in which there was consistent cell phone
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service throughout the period being studied. I then use this control group to estimate
a difference-in-difference specification, comparing the change in the number of accidents
in areas affected by the government program with random areas that already had cell
phone coverage.

Both methods lead to similar conclusions: the availability of cell phone coverage
results in an almost 30% increase in the number of traffic accidents. More specifically,
using the phased-in implementation of the program, I find a 30% increase in traffic
accidents when cell phone service becomes available. In concordance with this, using
the alternative random control polygons method, I find a 31% increase in the number of
accidents.

Section II provides additional background on the links between cell phone use and
distracted driving, and on the government program. Section III describes the data set
and geographic calculations used in this paper. Section IV introduces the two alternative
estimation strategies. Section V presents estimates of the effect of cell phone use on

traffic accidents and discusses the results. Section VI concludes the paper.

2.2 Background

2.2.1 Cell Phones and Distracted Driving

To understand why there is no good official data on accidents caused by cell phone use,
it is important to observe the limitations in the way accidents are classified by police.
The cause of a traffic accident is not always clear. In a collision involving multiple
cars, for example, versions may not coincide. In a single-car accident, such as a car
crashing into a stationary object, the driver may have incentives to hide the actual cause
of the accident if it involved illegal behavior. Regarding cell phone use, the National

Safety Council (2013) concludes: “Police must often rely on drivers to admit to cell
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phone use. This is not possible when drivers are not forthcoming or are seriously injured
or deceased” (NSC, 2013, pg. 3).

Despite these limitations, the best source for traffic accident information is still official
accident reports. These reports classify accidents into several categories according to the
cause, as determined by the police. The reports also register factors such as the age and
gender of the driver and some of the conditions under which the accident took place,
such as the time of day. Some of these statistics for the period between 2007 and 2014
in the Metropolitan Region are shown in Table 2.1.

As Table 2.1 shows, the characteristics of accidents remain stable over time. Drivers
involved in accidents are, on average, about 40 years old, and almost 80% of them are
male (73% of driver’s license holders in Chile are men) (Registro Civil, 2011). Almost
one-third of accidents happen during morning hours, while 15% happen between 6 p.m.

and midnight.

27



Table 2.1: Descriptive statistics: 2007-2014 Metropolitan Region

Year

2007 2008 2009 2010 2011 2012 2013 2014
Age (mean) 38.68 38.73 39.31 39.65 39.57 39.72 39.70 39.79
Female (pct.) 22.48 2235 2246 22.60 22.18 2295 22.16 23.40
Morning (pct.) 29.28 2845 27.65 27.94 27.83 29.22 29.05 28.84
Night (pct.) 1556 15.74 1571 1596 16.34 1596 15.71 15.78
Day of week (0-7) 3.158 3.101 3.118 3.150 3.137 3.120 3.096 3.122
Hour of day (0-24) 13.89 13.94 1394 13.96 13.95 14.03 13.95 13.94
Total accidents 22499 23205 21680 21675 23520 23240 25216 25892

Source: Data from Ministerio de Transportes y Telecomunicaciones

In Chile, police classify traffic accidents into 14 main categories, which are further
subdivided into more specific groups. The main categories are: reckless driving, reckless
passenger, reckless pedestrian, not following signals, speeding, drunk driver, drunk pas-
senger, drunk pedestrian, drugs or fatigue, lost control of car, mechanical issues, road

issues, other causes, and undetermined causes.
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The distribution of accidents by reported cause in the year 2014 in the Metropolitan

Region is shown in Table 2.2.

Table 2.2: Number of accidents by cause in 2014

Number Percent
Disobeying road signs 2,444 9.44
Drugs or fatigue 107 0.41
Drunk driver 1,201 4.64
Drunk passenger 5 0.02
Drunk pedestrian 65 0.25
Lost control of vehicle 1,459 5.63
Mechanical issues 273 1.05
Other causes 3,421 13.21
Reckless driver 12,561 48.51
Reckless passenger 116 0.45
Reckless pedestrian 893 3.45
Road issues 140 0.54
Speeding 186 0.72
Undetermined causes 3,021 11.67
Total 25,892 100.00

Source: Data from Ministerio de Transportes y Telecomunicaciones

It is not obvious how an accident is classified when it is caused by multiple factors.
For example, if a driver crashes while recklessly passing another vehicle at high speed,
it will be up to the police officer filing the report to classify that accident as caused by

either reckless driving or speeding.
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As stated in a National Safety Council (2013) report on the underreporting of cell
phone use as a factor in accidents: “this project’s review of fatal crashes uncovered cases
where drivers using cell phones crossed over center lines resulting in head-on crashes, but
the crash reports did not mention cell phone use. These omissions limit the usefulness of
these data for prevention. There are many reasons why a driver could cross over the center
line including: attempting to pass, reaching for something in the vehicle, experiencing a
medical problem, alcohol or other drug impairment, as well as using a cell phone. Each
of these root factors would likely be addressed by different prevention strategies” (NSC,
2013, pg. 4).

Police reports register the date and time of each accident. The number of accidents
doesn’t vary greatly by day of the week, except for a marked decrease on Sundays, when
there is arguably a smaller number of cars on the road. The distribution of accidents
by day of the week in the year 2014 in the Metropolitan Region is shown in Table 2.3.
During an average weekday, accidents are higher around peak commute hours, especially
between 7 a.m. and 8 a.m. and between 6 p.m. and 8 p.m. An aggregated table of how

accidents are distributed during the day is shown in Table 2.4.
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Table 2.3: Number of accidents by day of the week in 2014

Number Percent
Sunday 2,814 10.87
Monday 3,796 14.66
Tuesday 3,943 15.23
Wednesday 3,822 14.76
Thursday 3,704 14.31
Friday 4,009 15.48
Saturday 3,804 14.69
Total 25,892 100.00

Source: Data from Ministerio de Transportes y Telecomunicaciones

Table 2.4: Number of accidents by time of day in 2014

Number Percent
12 am to 6 am 1,966 7.59
6 am to 12 pm 7,467 28.84
12 pm to 6 pm 8,644 33.38
6 pm to 12 am 7,815 30.18
Total 25,892 100.00

Source: Data from Ministerio de Transportes y Telecomunicaciones

These tables give a general description of traffic accidents in the Metropolitan Region.
Looking at how these variables interact with each other, it is possible to see that certain
types of accidents happen much more often at specific moments. For example, accidents

classified as being caused by drunk driving predominantly occur after 9 p.m. on a Friday
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or Saturday. Other accidents, such as ones caused by disobeying road signs, seem to be
spread out across days of the week and times of day.

While accidents caused by cell phones are not directly classified as such, they usually
fall under the broader “distracted driving” category. The Governors Highway Safety As-
sociation (GHSA) distinguishes between four types of distracted driving: visual, auditory,

manual, and cognitive (GHSA, 2011). These are defined as follows:

Visual: looking at something other than the road

Auditory: hearing something not related to driving

Manual: manipulating something other than the wheel

Cognitive: thinking about something other than driving

Following these definitions, it’s possible to argue that using a smartphone while driving
can create all four types of distraction, depending on the how the phone is used. A
regular phone call would possibly be associated with auditory distractions, while use of
applications in a smartphone could easily lead to all four types of distractions at the
same time.

Several self-report surveys have addressed the issue of using cell phones or other
electronic devices while driving in recent years. In 2014, the AAA Foundation for Traffic
Safety (AAAFTS) conducted a nationally representative survey of drivers 16 years of
age and older. The survey found that almost 70% of drivers admitted to having used
their cell phones while driving within the past month, most of them on more than one
occasion. One-third of drivers admitted to doing this fairly often or regularly (AAAFTS,
2015).

As mentioned above, the use of cell phone has expanded far beyond simply making
phone calls since the introduction of smartphones. While the AAAFTS survey found that

drivers seem to be aware of the distraction involved in typing text messages or emails
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while driving—96% of respondents consider it unacceptable behavior—surprisingly, more
than a third of the same respondents admitted to reading text messages or emails while
driving during the past month, and more than one in four drivers admitted to typing
text messages or emails while driving. One-third of drivers between 25 and 39 years old
report that they use the Internet while driving.

The Insurance Institute for Highway Safety (IITHS) surveyed drivers 18 years and older
in 2010 and focused specifically on cell phone use. Asked about their most recent day
driving, respondents had spent about 7% of their driving time talking on their cell phones
(Braitman and McCartt, 2010).

Data from a self-report survey of 700 drivers conducted in the Metropolitan Region
in Chile in 2015 reveals a similar pattern. Eighty-three percent of drivers admitted to
frequently using their cell phone to write emails while driving, 80% frequently check
Facebook, 68% frequently make phone calls, 62% send and read text messages, and 55%

check the Internet (Automévil Club, 2015).

2.2.2  Government Program: Todo Chile Comunicado

In 2010 the Chilean government began a program with the goal of providing rural com-
munities with wireless services, as a way to address concerns of a perceived digital divide
between urban and rural areas. At a total cost of US$110 million, mobile phone towers
were constructed, and thus brought cell phone and Internet service to previously uncon-
nected areas. Although 42 localities were intervened in the Metropolitan Region, due to
geographic data limitations for some of the most remote rural areas, I only consider 14
of these areas in this paper (ENTEL, 2014).

The design phase of the program focused on identifying areas not covered by cell
phone service providers. The majority of these areas corresponded with small, inhab-

ited, rural communities that didn’t have cell phone coverage because of the mountainous
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geography of the country, which blocks radio signals, and populations too low to justify
the investment required to construct a cell tower site by private companies.

After areas with no coverage were identified, the program’s focus was on the construc-
tion of cell phone sites, through a partnership with a telecommunications provider. The
program was originally meant to be implemented in a staggered manner, with groups
of areas being affected in three consecutive stages until the program’s completion. In
practice, stages 2 and 3 were implemented almost simultaneously, so I consider them to
be the same stage for the estimation. Results do not change when they are considered
as separate stages. Considering this, the first stage began in September 2010, and the
second stage in the third quarter of 2012 (MTT, 2008).

Areas treated by the program at different stages seem to have similar characteristics
in terms of the drivers involved in accidents inside those areas and the conditions when

these accidents happened. The details of this are shown in Table 2.5.

Table 2.5: Descriptive statistics: phased-in localities

Phase 1 Phase 2

Driver characteristics

Age (mean) 36.56 34.54
Female (pct.) 23.79 13.74
Accident characteristics

Morning (pct.) 24.83 18.30
Night (pct.) 18.95 27.69
Day of the week (0-7) 3.12 3.02
Hour of the day (0-24) 14.26 15.27
Observations 56 140

Note: Number of observations corresponds to localities by quarter
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2.3 Data and Geocoding

Data used in this paper comes from two separate data sets. The main data source is the
official traffic accidents statistics data set, compiled by Chile’s National Traffic Safety
Commission and the Ministry of Transportation and Telecommunications. This data
set contains every traffic accident that that was reported to or registered by the police
between 2007 and 2014. This means that certain types of accidents—for example, where
a single driver crashes into private or public property and drives away—are not recorded
in this dataset.

From this source I use locality-level aggregated data on the number of traffic accidents,
cause of accidents, day and time of accidents, and age and gender of the drivers involved.
I also use the exact address or the intersection where the accident occurred. To estimate
the impact of cell phone use on traffic accidents, I consider two outcome variables: total
accidents and log total accidents. I use the log (total accidents +1) to provide an easier
interpretation of the effect of the government program.

The first identification strategy I employ relies on the phasing in of the government
program in different localities. Data on the location of new cell phone sites constructed
as part of the Todo Chile Comunicado program was provided by the Ministry of Trans-
portation and Telecommunications, and includes the stage of the program in which a
cell phone site was constructed and its location. It also includes the geographic informa-
tion—as polygons—for the areas identified by the government as having no cell phone

signal. An example area is illustrated in Figure 2.1.

2.3.1 Geocoding

I geocode every accident that happened inside the Metropolitan Region between 2007

and 2014. By calculating the intersection between the polygon identified as a locality
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Note: This figure shows the geographic extent of a locality that was treated by the program.

treated by the program and the geocoded accident, I identify accidents that occurred
in the specific areas covered by the new cell phone towers. The accuracy of geographic
data in rural Chile is very precise for certain localities, but not usable for others. For
this paper I use only localities in which I am able to accurately determine the locations
of accidents. This forces me to leave several localities out of the analysis. It is likely
that more rural and remote localities are left out because of geographic data limitations,

which must be considered when interpreting the results presented in this paper.
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2.4 Estimation Strategy

I use two separate methods to estimate the impact of cell phones on traffic accidents.
First, I use the program’s phased-in implementation across localities in the Metropolitan
Region. That is, I compare localities in which cell phone towers were constructed in an
earlier stage of the program with control areas that were treated in a later stage, by
estimating a differences-in-differences specification.

As an alternative approach, I use geographic information system (GIS) software to
generate random areas that had cell phone coverage for the duration of the program, and
compare the number of accidents inside those areas with the number of accidents inside
areas treated by the program. In this way, I generate a random control group that should
be unaffected by the construction of cell phone towers in other areas.

Since it is not possible to know if drivers inside the treated localities are actually using
their cell phones, the estimation produces an intent-to-treat estimator. A more detailed

description of each method follows.

2.4.1 FEstimation Strategy: Phasing-In of the Program

Localities affected by the program were treated in two distinct phases. Localities treated
by the program during stage 1 received cell phone coverage after the third quarter of
2010. Localities treated during stage 2 of the program did so after the third quarter of
2012. The telecommunications company in charge of the project decided how to assign
localities to each stage. It is not possible to know how exactly this assignment took place,
but it seems reasonable to assume that the decision was not related to the number of
traffic accidents taking place in each locality. It is likely that larger areas were treated
first, and smaller areas were left for the second stage.

It is thus possible to take advantage of this phasing-in of the program and use areas
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that were treated in the second stage of the program as controls for areas that were
treated in the first stage. I exploit this phasing-in of the program by using a differences-
in-differences specification to calculate the effect of the construction of cell phone sites

on traffic accidents. For this I first estimate variations of the following equation:

Accidentsy = g + yCellPhoney; + 01 + 811 + €t (2.1)

in which the outcome variable, Accidents);, are traffic accidents (total number, logs)
in locality | in quarter t. CellPhone); indicates that a cell-phone tower was constructed
in locality 1 in quarter t; as such, it takes a value of 1 if locality 1 had cell phone service
in quarter t, and a value of 0 otherwise. The coefficient y captures the average effect of
the treatment on the number of accidents in a locality.

I include locality fixed effects (91) to attempt to capture any locality-level factors that
remain constant over time, and that I may be unable to control for. Locality by quarter
fixed effects (81t) are included to account for shocks that may impact individual localities
differently. In some specifications, instead of locality by quarter, I include quarter fixed
effects (A\t) to attempt to control for external shocks that may have happened and that
may have affected all localities equally in each quarter. This does not alter the main
results. Standard errors are clustered at the locality level.

This differences-in-differences specification relies on the assumption that localities
would have followed similar trends if there had been no intervention. Even if it is not
possible to test this assumption directly, in Figure 2.2 I show that the trends in the
number of accidents in localities treated in phase 1 and phase 2 appears to be similar,
until localities belonging to phase 1 receive cell phone coverage.

It is also assumed that the assignment of localities to a specific phase of the program

was unrelated to the number of traffic accidents in a locality. Since the program was
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Figure 2.2: Trend in number of accidents by phase
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Note: This figure shows the number of accidents by quarter for Phase 1 and Phase 2 locali-
ties.

intended to address a perceived digital access gap between areas, it seems unlikely that
the number of traffic accidents would have played a role in the assignment of localities

to treatment phases.

2.4.2  Estimation Strategy: Random Control Polygons

As an alternative to the previous approach, I use GIS tools to generate random polygons
that serve as control groups. For this, I consider all localities that were not affected by
the government policy (since they already had cell phone service) and randomly select
polygons inside those areas to serve as controls. As the treatment group, I only consider

areas treated in phase 1 of the program, leaving out the period that corresponds to phase

2.
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The intuition behind this approach is that the number of accidents inside areas that
already had cell phone coverage should not be affected by the government program.
That is, if for example cell phones did increase the number of accidents, accidents should
increase in areas treated by the program but remain unchanged in these control areas that
already had cell phone service. Figure 2.3 shows the trends in the number of accidents
inside treated and control localities over time.

Figure 2.3: Trend in number of accidents in treated and random control localities
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Note: This figure shows the number of accidents by quarter for treated and control localities.

Since the government program was mostly focused on small rural communities that
didn’t have cell phone service, it’s highly likely that areas that already had cell-phone
service were less rural and more developed. Because of this, it would not be unexpected
to observe some differences in the characteristics of accidents that happen in the control

and treated areas. However, areas treated by the program and areas selected randomly
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seem to have similar characteristics in terms of the drivers involved and the conditions
under which these accidents happened. The details of this are shown in Table 2.6.

Table 2.6: Descriptive statistics: random control polygons

Control Treated
Driver characteristics
Age (mean) 38.82 36.56
Female (pct.) 24.36 23.79
Accident characteristics
Morning (pct.) 32.53 24.83
Night (pct.) 14.05 18.95
Day of the week (0-7) 3.31 3.12
Hour of the day (0-24) 13.26 14.26
Observations 504 56

Note: Number of observations corresponds to localities by quarter

In practice, I select roughly 30 random localities that always had cell phone coverage
as a control group. To avoid selecting areas in which there are no roads, I restrict areas
that may be selected to localities in which at least one accident has happened in a 1-
kilometer radius. That is, I randomly generate 30 polygons of similar total area to the
localities treated by the program, and then sum the number of accidents that happened
inside those polygons during each quarter for the period being studied. An example of a
randomly selected locality is illustrated in figure 2.4.

To ensure that the results are not dependent on a particular random selection of
localities, I repeat this procedure 10,000 times, selecting about 30 random polygons each
time. Finally, I calculate the average number of accidents inside these random localities.

I then use these polygons to estimate a differences-in-differences model, using variations
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Figure 2.4: Randomly selected polygon
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shows the geographic extent of a random locality used as part of the control

of the following equation:

in which the

Accidentsyy = B + yTreatedyy + 01 + o1 + €1t (2.2)

outcome variable, Accidentsy;, are traffic accidents (total number, logs)

in locality 1 in quarter t. Treated}; indicates that locality 1 was treated by the program in

quarter t. The parameter y captures the average effect on traffic accidents from a locality

being treated by

the program.
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I include locality fixed effects (1) to attempt to capture any locality-level factors that
remain constant over time, and that [ may be unable to control for. Finally, locality by
quarter fixed effects (3lt) are included to account for shocks that may impact individual
localities differently. Quarter fixed effects (At) are included in some specifications to
attempt to control for external shocks that may have happened and that may have
affected all localities equally in each quarter. Standard errors are clustered at the locality

level.

2.5 Results

In this section, I present results for each method separately. First, for the estimation
that takes advantage of the phasing-in of the program, and then for the method using
random polygons as a control group. Results for both estimations are similar and show
that when a locality receives cell phone coverage, the number of accidents that happen

inside that locality tends to increase.

2.5.1 Results: Phasing-In of the Program

This estimation takes advantage of the phasing-in of the program, comparing the number
of accidents from the first phase with the number of accidents in the second phase. Results
from estimating equation 2.1 are presented in Table 2.7. The results of estimating each
specification, and for every outcome, are presented in separate columns.

Column (1) shows results of the estimation using log total accidents as the outcome
variable, without including locality by quarter fixed effects.

Column (2) shows results using log total accidents as the outcome variable, including
locality by quarter fixed effects. The treatment coefficient is positive and statistically

significant in every specification, except the one in column (3).
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Table 2.7: Regression results: phasing-in of the program

Log Total Accidents Total Accidents
(1) (2) (3) (4)
Treated 0.297** 0.304** 6.493 6.626*
(0.128) (0.130) (3.687) (3.585)
Observations 196 196 196 196
Adjusted R? 0.862 0.864 0.855 0.850
Locality-Quarter FE No Yes No Yes

Note: Columns (2) and (4) include locality by quarter fixed effects.
*p <0.1, ¥ p <0.05, *** p <0.01. Standard errors in parentheses.

The log coefficient of 0.297 presented in column (1) allows for a more intuitive in-
terpretation, showing that introducing cell phone service to an area causes an increase
of approximately 30% in the number of total accidents during a quarter in that area,
compared to an area without cell-phone coverage. The positive and significant coefficient
is robust to including locality by quarter fixed effects, as shown in column (2).

Column (3) shows the result of estimating equation 2.1 without including locality by
quarter fixed effects and using total accidents as the outcome. Although the coefficient
in column (3) is not statistically significant, its sign and magnitude are consistent with
the previous outcome, showing that accidents increase when a locality receives cell phone
coverage. Finally, in column (4) locality by quarter fixed effects are included and the
outcome corresponds to total accidents. Again the coefficient is positive and indicates
that accidents increase once cell phone towers are built in a locality.

These results can be more clearly seen in Figure 2.2, presented earlier. In the pre-
program quarters, localities belonging to phase 1 and phase 2 follow relatively parallel
trends, without noticeable changes in the number of accidents that happen each quar-
ter. However, once phase 1 of the program is implemented, there is a sharp increase in

the number of accidents in treated localities. In contrast, localities belonging to phase
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2, which have not yet been treated during the period under consideration, maintain a

constant level of accidents.

2.5.2  Results: Random Control Polygons

This estimation uses polygons generated randomly inside areas that had cell phone cov-
erage before the program was implemented as controls for areas treated during the first
phase of the government program.

Results from estimating equation 2.2 are presented in Table 2.8. This table follows

the same format as Table 3.10.

Table 2.8: Regression results: random control polygons

Log Total Accidents Total Accidents
(1) (2) (3) (4)
Treated 0.312%* 0.343** 6.464* 6.283*
(0.145) (0.139) (3.538) (3.421)
Observations 560 560 560 560
Adjusted R? 0.599 0.595 0.756 0.756
Locality-Quarter FE No Yes No Yes

Note: Columns (2) and (4) include locality by quarter fixed effects.
*p <0.1, ¥ p <0.05, *** p <0.01. Standard errors in parentheses.

Again, I focus on log total accidents as the outcome variable since it provides for a
more intuitive interpretation. Column (1) shows results using log total accidents, without
including locality by quarter fixed effects. This coefficient of 0.312 can be interpreted as
showing that introducing cell phone service to an area causes an increase of approximately
31% in the number of total accidents during a quarter in that area, compared to an area
without cell phone coverage. The positive and significant coefficient is robust to including
quarter fixed effects, as shown in column (2).

Column (3) shows the result of estimating equation 2.2 without including locality by
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quarter fixed effects and using total accidents as the outcome. In column (4) locality by
quarter fixed effects are included and the outcome corresponds to total accidents. This
time both coefficients are positive and significant, indicating that the number of accidents
increases once cell phone towers are built in a locality.

Graphically, the results can be more clearly seen in Figure 2.3, presented earlier. Be-
fore the first phase of the program is implemented, both the random control localities
and localities that are yet to be treated follow relatively similar trends in terms of the
number of accidents each quarter. But once cell phone sites are constructed, accidents
consistently increase inside treated localities while remaining constant inside control lo-

calities.

2.6 Conclusion

In this paper, I provide evidence of the impact of cell phone use on traffic accidents,
which has not been causally estimated under current cell phone usage conditions. I show
that when a locality receives cell phone coverage, the number of accidents increases by
about 30%.

These results are congruent with evidence from diverse sources. Drivers are frequently
distracted, and one of the main sources of distraction seems to be cell phones. The 100-
Car Naturalistic Driving Study (2006) showed that drivers were involved in a secondary
task more than 50% of the time while they were driving. Olson et al. (2009) found a
similar result: commercial drivers were distracted performing a secondary task about
55% of the time.

The data informing this analysis comes from traffic accidents in rural regions of Chile.
Despite this, given reported cell phone usage patterns by drivers in both countries, it is

possible to imagine that results for the US would not be dramatically different. Drivers
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in Chile admit to using their cell phones while driving more frequently than US drivers
and using them for purposes that demand elevated amounts of attention. Therefore, it
is possible that the effect in the US might be smaller than the one found in Chile, but
it seems unlikely that cell phones have not caused an increase in traffic accidents in the
US. as they have in Chile.

While cell phones generate more possibilities of distraction for drivers, it is also im-
portant to acknowledge that cell phones are precisely what allow drivers to call for help
when they are in an accident. Information from cell phones also allows drivers to reduce
commute times and pollution by finding more efficient routes to their destinations.

Even so, the impact of cell phones on traffic accidents seems to be high enough to
merit larger public awareness campaigns and stricter laws that discourage cell phone use
while driving. With more clarity about the magnitude of the problem should come more

focus on finding its solution.

7



CHAPTER 3
THE EFFECT OF SUBWAY ACCESS ON EMPLOYMENT

3.1 Introduction

Subway construction accounts for some of the most costly transportation projects for
cities across the world (Meyer et al., 1965). Despite this, remarkably little is known
about the effects of building new subway lines in major cities. Most studies have focused
mainly on how property prices react to the opening of new transit facilities, such as light
rail or subway stations, but it seems reasonable to suggest that the effects of increased
access to public transportation might be much broader.

Subways and urban rail connect people to each other, to firms, to services, and to
amenities. It seems plausible that the opening of new subway stations could cause changes
in the neighborhoods surrounding the stations. For example, firms located in an area
in which a station opens might see an increased flow of people into the area, as those
firms become more easily accessible for customers and workers in other parts of the city.
Would the opening of the subway, then. cause changes to the number of workers in areas
surrounding the stations? On the other hand, it is also possible that, in certain contexts,
public transit may generate incentives for urban areas to remain underdeveloped (Glaeser,
2011).

In this paper, I analyze the effect of the 2005 opening of a new subway line in Santiago,
Chile, on the number of employees working at firms located close to the subway stations.
Additionally, I analyze the effects on firms related to real estate and construction, that
could be more affected by the proximity of the subway line.

The construction of urban rail systems usually involves large and complex projects
that can bring years of undesirable consequences for people and firms located near con-

struction sites. The systems are expensive to build and incur high operating costs. Thus,
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authors such as Winston and Maheshri (2007) argue that urban rail systems are socially
undesirable but continue to be built because they have unrestricted support from urban
planners and policymakers.

But subway lines do offer some benefits to those nearby beyond improved transporta-
tion access. Most studies so far have looked at the impact of transportation on property
values, usually finding a positive association between access to transportation and prop-
erty values, although this seems to depend on the initial income level of the neighborhood
(Bowes and Thlanfeldt, 2001; Agostini and Palmucci, 2005; Debrezion et al., 2007; Hess
and Almeida, 2007; Duncan, 2011; Hewitt and Hewitt, 2012; Yan et al., 2012).

The two main exceptions to this general focus are Schuetz’s (2014) study, which
examines the effects of rail stations on neighborhood retail activity in California, and the
study by Bollinger and IThlanfeldt (1997), which examines the impact of rapid rail transit
in Atlanta on population density and employment.

Schuetz’s (2014) work most directly addresses the effect of rail transit stations on
employment; this study examined the effect of investments in rail transportation on the
quantity of retail offerings in neighborhoods surrounding the stations, in the setting of a
rail expansion in California’s four largest metropolitan areas—Los Angeles, Sacramento,
San Diego, and San Francisco-San Jose. The author compared areas surrounding new
rail stations with areas around older stations to determine whether employment in retail
firms increased around the new stations. Results showed that considering all cities and
all neighborhoods, the opening of new rail stations was not associated with a significant
change in retail employment.

Bollinger and Ihlanfeldt (1997) also examine the relationship between transportation
and employment, reporting on the effects of Atlanta’s rail service (MARTA) on population
density and employment in areas surrounding the stations. The authors found that the
rail stations “had neither a positive nor a negative impact on total population and total
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employment in station areas, and MARTA has altered the composition of employment in
favor of the public sector, but only in those areas with high levels of commercial activity”
(Bollinger and Thlanfeldt, 1997, pg. 180).

Other studies look at the spatial aspects of employment more generally, examining
the importance of access in employment outcomes. Since employment requires matching
workers with firms that need them, geography and access to transportation play a relevant
role in employment patterns. For instance, O’Regan and Quigley (1996) found support
for the idea that access to jobs plays an important role in employment, especially for
minority youth.

Stoll et al. (2000) examining the spatial distributions of jobs and population across
several North American cities, found that less-educated and low-income people mostly live
in areas in which the availability of less-skilled jobs is low, meaning that they must have
transportation in order to sustain employment. An important part of the literature on
the spatial distribution of jobs has focused on minority populations’ access to employment
opportunities; for instance, Holzer et al. (2003) examined the effects of an expansion of
the San Francisco Bay Area’s heavy rail system on minority employment, by conducting
two waves of a firm survey. The authors found that firms closer to the rail stations hired
significantly more Latino workers, but found no changes to overall employment levels in
the region.

The lack of studies of the effect of transportation on other outcomes may be partly
explained by a lack of data detailed enough to allow study of those outcomes in combi-
nation with essential spatial information. In this paper, which follows Schuetz’s (2014)
leading work, I use a detailed administrative panel dataset containing information on all
firms operating in Chile, including accurate geographic information about firm locations.

To test whether the opening of subway stations has an effect on employment in the
areas surrounding new stations, I take advantage of a natural experiment generated by
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the opening of a new subway line in Santiago, Chile, in late 2005. The inauguration of
this subway line and the use of GIS tools, alongside a rich administrative panel dataset
with detailed geographic information, allows me to estimate the effect of improved access
to transportation infrastructure on employment.

This estimation strategy is based on the hypothesis that improved transportation
accessibility should increase the desirability of areas near new facilities for firms, since
those areas are now accessible to a larger number of customers and better-qualified work-
ers (Holl, 2004). This enhanced desirability could be reflected in a higher number of
employees, if firms located near the subway grow as a result of the new transportation
infrastructure or if new firms decide to locate in the area. In other words, if firms benefit
from, or expect to benefit from, a positive effect of the opening of a subway station, we
would expect to see an increase in the number of workers in firms close to the station
compared to those located farther away.

Using a difference-in-difference estimation, I find that firms located closer to the
subway station didn’t have significantly more workers than firms located farther away:.
This is true across most types of firms, with the exception of real estate firms located
close to the subway, which hired more workers than those firms with less convenient
access to the subway network.

This paper differs from previous studies in several ways. First, I examine the impact
of building a new subway line in the context of a major city in a developing country;
most studies so far have focused on transit construction in the United States and Eu-
rope. Second, I focus on a subway line built across several already-developed residential
neighborhoods and not in a business district. And finally, I examine outcomes for firms
that perform activities related to real estate and construction, which could be in theory
more affected by changes caused in surrounding areas by the opening of the subway line.

The paper is structured as follows. Section II provides additional background on the

81



links between access to transportation and employment. Section III describes the dataset
and geographic calculations used in this paper. Section IV introduces the estimation
strategy. Section V presents estimates of the effect of access to the subway on employment

and discusses the results. Section VI concludes the paper.

3.2 Background

The following subsections briefly discuss the relationship between firm location and trans-
portation, provide descriptive statistics for these firms, and present an overview of the

subway network and its expansion.

3.2.1 Firm location and transportation

Although location might be more important for a retail firm than, for example, a firm
that sells online advertising, location is important for all firms in terms of the location’s
attractiveness to potential employees. Researchers in urban economics have generated
several models that attempt to explain the determinants of firm location, but “the role
of transport investment in influencing the location of economic activity is an important
subject that has received much less attention” (Holl, 2004).

Distance to public transportation may be a relevant variable for firms in deciding on
a location, as convenient transportation will yield access to a larger set of consumers. It
is also possible that firms may benefit from the influx of a larger number of customers
who may visit the neighborhood for other purposes. Finally, improved transportation
connectivity may allow better matches between workers and firms. All of these factors
together could result in increases in the number of firms and the number of workers in
areas around subway stations. But it is also important to consider that “an increase in

retail establishments near a newly built train stop could represent either a net increase
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in retail activity through new store creation or redistribution from other, less accessible

sites, as stores relocate closer to the rail station” (Schuetz, 2014).

3.2.2  Descriptive statistics for firms in Santiago

Since this paper focuses on areas surrounding the subway stations opened as part of
the line inaugurated in 2005, I only consider firms located in the nine municipalities of
Santiago through which the subway line crosses. For these areas, I generate a yearly
panel of firms between the years 2005 and 2009.

Table 3.1 shows the number of firms in the nine selected municipalities per year. As
this table shows, the total number of firms in this area gradually increases over the period

of study, from 55,591 in 2005 to 88,950 in 2009.

Table 3.1: Number of Firms in Selected Areas: 2005-2009

Number Percent
2005 55,591 15.04
2006 63,815 17.26
2007 76,820 20.78
2008 84,445 22.85
2009 88,950 24.07
Total 369,621 100.00

Source: Data from Servicio de Impuestos Internos

Table 3.2 shows the average number of workers per firm each year. Overall, the
number of workers remains relatively stable over time during the 2005-2009 period, after
an initial increase between 2005 and 2006, from 47.6 to 51.8 workers per firm. For the

remaining years in the study, the number of workers per firm varies between 55 and 51.
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The standard deviation is large, as many firms are composed of only one worker and
there are a few firms with thousands of workers each. Removing these large firms from

the data used in the estimations does not significantly alter the results.

Table 3.2: Average and Total Number of Employees by Firms in Selected Areas: 2005-2009

Mean N
2005 47.6 1,045,537
2006 51.8 1,328,743
2007 53.9 1,686,266
2008 55.4 1,888,473
2009 51.0 1,791,497

Source: Data from Servicio de Impuestos Internos

3.2.3 The Santiago subway network

Understanding the importance of access to transportation in Santiago requires a brief
overview of the subway network. Santiago is a city with a population of more than
6 million people and a complex transportation network, of which the subway is a key
element—in 2013, more than 60% of trips on public transport were subway trips (Metro
de Santiago, 2013). Construction of the subway network began in 1969, and the first line
(Line 1) was inaugurated in 1975. The second line (Line 2) opened in 1978, followed by
the third line (Line 5) in 1997. Figure 3.1 shows what the network looked like in the year
2004, before further line construction took place.

After a long delay in expansion, the fourth line (Line 4) started operating between
November 2005 and March 2006. Line 4 is the longest line in the network, covering 24
km with 23 stations and extending across seven large municipalities. This line, which

connects to the other three lines in the network, carries around 500,000 people each day
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Figure 3.1: Subway Network in 2004 Before the Inauguration of Line 4
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Note: 1 generated this map by geocoding the exact location of each subway station
that existed at the beginning of 2004, as informed by Metro de Santiago. The sub-
way network has since been expanded in recent years with both the inauguration of
new lines, and the extension of existing lines.

(Metro de Santiago, 2013; De Grange, 2010).

As I show in Table 3.3, yearly ridership of Santiago’s subway network in Santiago
increased during the period 2005-2009. Line 4 was inaugurated at the end of 2005,
but some stations were not fully functional until later in 2006. This is reflected in the
lower numbers of passengers in those years. By 2007, the line reached its maximum
operating capacity of almost 115 million passengers per year. Because of this, 2007 can
be considered as the first year that the subway is in full effect. In 2016, the network as

a whole transported more than 2 million passengers per day.
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Table 3.3: Number of Subway Users Per Year Between 2005 and 2009

2005 2006 2007 2008 2009

Line 1 158,254,000 167,192,000 256,036,992 272,104,000 258,174,000
Line 2 51,839,000 58,893,000 120,468,000 128,830,000 121,836,000
Line 4 2,692,000 48,419,000 114,008,000 123,921,000 117,509,000
Line5 54,317,000 53,213,000 89,385,000 95,885,000 90,735,000

Note: Line 4 was inaugurated during the last months of 2005 and was fully operational in
2007. Data comes from Metro de Santiago.

Before the addition of Line 4 in 20052006, a vast area that included some of the
most populated neighborhoods in the city was poorly connected to the transportation
network. Figure 3.2 shows what the subway network looked like after the inauguration
of Line 4 at the end of 2005. Line 4 stretches toward the south of Santiago, connecting
a large area of the city that previously suffered from poor connectivity to the rest of
the network and greatly reducing travel times to and from that area. Using the Google
Distance Matrix API, I performed several travel simulations of bus and subway trips
between this southern area of the city and the northern end of Line 4; travel time on
average was reduced by about 50% when traveling by subway rather than by bus—the

only public transportation available in that area before the opening of Line 4.

3.3 Data, Variables, Geocoding and Distance Calculations

To study the impact of the subway line on employment, I use data on subway station
addresses and yearly administrative panel data that contains information on firms’ ad-
dresses. Each of these addresses is geocoded to identify coordinates for its exact location.
Firms are then identified by their location relative to the subway line, to separate those

within the area of influence of the subway from those located farther away. The details
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Figure 3.2: Subway Network in 2006 After the Inauguration of Line 4
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Note: I generated this map by geocoding the exact location of each subway station that ex-
isted at the beginning of 2006, as informed by Metro de Santiago. The subway network has
since been expanded in recent years with both the inauguration of new lines, and the exten-
sion of existing lines.

of this analysis are explained in the subsections that follow.

3.3.1 Dataset

The main dataset used for this study is generated from yearly reports compiled by Chile’s
Internal Revenue Service (Servicio de Impuestos Internos); the dataset contains a census
of all firms legally operating in the country. Using unique firm identifiers, I create a
panel that allows me to follow individual firms over the period 2005-2009 and track
changes to the number of workers in specific firms, focusing on firms in the municipalities
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surrounding the new subway line, as shown in Figure 3.3.

Flgure 3.3: Firms in Selected Mumclpah‘mes - 2009

\P\‘f

Quinta Normalg* Recole
drro NaV|a v

opisl
>

P ahueJ._

& LoE-sp,g e

‘ EI/Bosqhé— g

if‘

Jan ivlgl Pmlana
Bernardo

Note: I generated this map by geocoding the exact location of all firms.

In the year 2005, 55,591 firms operated in the area under consideration. During that
year, 12,643 new firms started operating and 4,419 firms closed. These numbers track
with averages for the period: each year of the period of study, about 8% of firms stopped

operating and about 20% of started operating.

3.3.2  Definitions of variables

The main outcome variable considered in this study is the number of employees in each

firm. I also consider the logarithm of the number of workers in each firm, since it provides
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a more intuitive interpretation of the results.

The treatment variable is defined as firms’ location relative to a new subway station.
Firms located within a 2.5-km radius of a new station are considered as treated; firms
located between 2.5 km and 4 km from a subway station make up the control group.
These distances are based on other studies of subway use. For example, a study of Dutch
rail stations shows that a person’s usage of a station declines as the distance between his
or her residence and the station increases, and the largest decline seems to happen at
about 3 kilometers from the station (Keijer and Rietveld, 2011).

The dataset on which this study relies contains extensive information on firms oper-
ating in the country. For each firm, the dataset includes the firm’s address, the type of
activity the firm performs (e.g., agriculture, transportation, retail), the number of em-
ployees, the date the firm started operating, the date the firm ended operations, and the
firm’s annual sales range.

A firm’s primary activity is defined when the firm registers with the Internal Revenue
Service at the beginning of its operations. Activity is divided into 18 main categories
and hundreds of subcategories; the distribution of economic activity in the relevant area
of the city for the year 2009 is presented in Table 3.4. As the table shows, the three most
common firm activities are real estate, financial intermediation, and retail/wholesale.

These three activities account for about two-thirds of all firms in the selected area.
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Table 3.4:

Type of Economic Activity - 2009

Number Percent
Agriculture 2,154 2.42
Building Administration 232 0.26
Construction 6,581 7.40
Education 1,393 1.57
Financial Intermediation 18,696 21.02
Fishing 110 0.12
Foreign Organization 16 0.02
Hotels and Restaurants 2,320 2.61
Metallic Manufacturing Industry 1,477 1.66
Mining 525 0.59
Non-metallic Manufacturing Industry 2,791 3.14
Other Social or Community Activities 3,383 3.80
Public Administration and Defense 22 0.02
Real Estate 22,645 25.46
Retail and Wholesale 17,448 19.62
Social and Health Services 5,037 5.66
Transportation, Storage, Communications 3,837 4.31
Utilities Supplier 283 0.32
Total 88,950 100.00

Source: Data from Servicio de Impuestos Internos

In 2009, real estate firms had 47 workers, on average; financial intermediation firms

had 27 workers, and retail/wholesale firms 31 workers. The average number of workers
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for each activity category can be seen in Table 3.5.

Table 3.5: Average Number of Workers by Activity - 2009

Mean N
Agriculture 89.7 94,416
Building Administration 10.8 2,366
Construction 128.2 392,783
Education 84.1 79,789
Financial Intermediation 26.5 92,489
Fishing 163.0 6,683
Foreign Organization 8.6 121
Hotels and Restaurants 81.4 100,632
Metallic Manufacturing Industry 38.3 28,502
Mining 134.1 27,617
Non-metallic Manufacturing Industry 91.3 119,458
Other Social or Community Activities 31.0 60,051
Public Administration and Defense 738.8 14,776
Real Estate 46.6 411,966
Retail and Wholesale 31.0 242,068
Social and Health Services 194 44,141
Transportation, Storage, Communications 36.9 67,627
Utilities Supplier 48.5 6,012

Source: Data from Servicio de Impuestos Internos

The annual sales range calculated by the Internal Revenue Service, which classifies
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firms into ranges without representing any firm’s actual economic value.! The ranges are

defined as follows:

1. First Range Micro Firm: 0.01 to 200 Annual UF

Second Range Micro Firm: 200 to 600 Annual UF

Third Range Micro Firm: 600 to 2,400 Annual UF

First Range Small Firm: 2,400 to 5,000 Annual UF

Second Range Small Firm: 5,000 to 10,000 Annual UF
Third Range Small Firm: 10,000 to 25,000 Annual UF
First Range Medium Firm: 25,000 to 50,000 Annual UF
Second Range Medium Firm: 50,000 to 100,000 Annual UF

© %0 N e ol W N

First Range Large Firm: 100,000 to 200,000 Annual UF

—_
e

Second Range Large Firm: 200,000 to 600,000 Annual UF

—_
—_

. Third Range Large Firm: 600,000 to 1,000,000 Annual UF
12. Fourth Range Large Firm: more than 1,000,000 Annual UF

The distribution across sales ranges of firms in the area of interest for 2009 is presented
in Table 3.6. As the table shows, the vast majority of firms are classified as either micro
or small firms. Firms in those sales ranges account for almost two-thirds of all firms in

the area of interest.

1. Values are in UF, where 1 UF is equivalent to approximately $40 during 2017.
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Table 3.6: Sales Range - 2009

Number Percent
First Range Micro Firm 9,673 10.87
Second Range Micro Firm 8,160 9.17
Third Range Micro Firm 16,834 18.93
First Range Small Firm 9,801 11.02
Second Range Small Firm 7,465 8.39
Third Range Small Firm 6,410 7.21
First Range Medium Firm 3,147 3.54
Second Range Medium Firm 2,117 2.38
First Range Large Firm 1,375 1.55
Second Range Large Firm 1,166 1.31
Third Range Large Firm 295 0.33
Fourth Range Large Firm 629 0.71
No information 21,878 24.60
Total 88,950 100.00

Source: Data from Servicio de Impuestos Internos

The number of years each firm in the panel is operating is presented in Table 3.7. As
can be seen, during the five-year period under consideration, 35% of firms are present

every year, and about 18% of firms appear only during one year.
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Table 3.7: Number of Years a Firm Operates

Number Percent
1 20,334 18.15
2 19,160 17.10
3 19,122 17.07
4 13,549 12.09
5 39,881 35.59

Source: Data from Servicio de Impuestos Internos

3.3.8  Geocoding

Approximately 370,000 firm addresses were geocoded for this study using a custom script
that first corrected errors in the addresses and then used a combination of geocoding
services provided by Google and ESRI to find the coordinates of firms. This process
achieved a high level of accuracy: for each year in the dataset, about 95% of addresses

were geocoded accurately.

3.8.4  Firm-Station distance calculations

The main distance calculation of interest in the estimation is the distance between firms
and subway stations. There are several possible ways to calculate these distances. For
simplicity, much previous work has used a straight-line distance calculation. However,
given that the object of this study is an urban area, what is commonly referred to as
“block” or “Manhattan block” distance (Boscoe, 2013) is more relevant and likely more
accurate.

The difference between these two types of measurements is not trivial; a straight-
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line calculation will yield a distance considerably shorter than the more realistic block
calculation even for a distance as short as a few city blocks. As a simple example, if
a person travels two standard city blocks of 100 meters each to get to her destination,
including turning a corner, the straight-line distance calculation will underestimate the
distance traveled by 30% compared to the block-distance calculation.

The formula used to calculate block distance follows Gimpel and Schuknecht (2003):

di = Ixi =51+ lyi — v,

where x; is the longitude of firm i, and y;j is the latitude of station j. This formula
assumes that individuals don’t travel in a straight line between two points, which is a

more realistic representation of travel patterns within cities.

3.4 Estimation Strategy

I use a difference-in-difference approach to estimate the effect of subway access on em-
ployment. In this approach, variation is determined by the distance between firms and
new subway stations, which in the short term should be exogenous. The validity of this
method would be threatened if firms located near the subway would have hired more or
fewer workers relative to firms located farther away regardless of the construction of the
subway line. This is partly addressed by considering a period close to the opening of the
line, comparing characteristics between groups before and after the subway opened, and
examining the trends in each group. This approach may also reduce concerns about the
subway producing changes in social composition or infrastructure in the area surrounding
the station. Finally, I present results considering only the years before the subway line
opened. This analysis provides evidence to support the idea that firms located near the

area where the subway stations were constructed were not hiring significantly different
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numbers of workers before the opening of the subway.

3.4.1 Treatment and control groups

Table 3.8 shows a comparison of several relevant variables between control and treatment
groups before the subway line opened in the year 2005. In Table 3.9, I show this com-
parison for the year 2009—that is, after the subway line had opened. The first of the
variables is the average number of workers per firm. Firms in the control group in the
year 2005 hired a similar number of workers to firms in the treatment group: 28.9 vs.
29.4, respectively. By the year 2009, firms in the control group were hiring fewer workers,
26.1 on average, while firms in the treatment group were hiring more workers—32.7, on

average.
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Table 3.8: Descriptive Statistics Before Treatment - 2005

Control Treated
Workers
Average Number of Workers 28.9 294
Total Number of Workers 2384.0 8421.0
Type of Activity
Agriculture (pct.) 2.1 2.5
Building Administration (pct.) 0.0 0.1
Construction (pct.) 10.9 9.8
Education (pct.) 3.1 3.3
Financial Intermediation (pct.) 10.9 10.2
Fishing (pct.) 0.0 0.1
Foreign Organization (pct.) 0.0 0.0
Hotels and Restaurants (pct.) 3.7 3.0
Metallic Manufacturing Industry (pct.) 2.7 2.6
Mining (pct.) 0.5 0.3
Non-metallic Manufacturing Industry (pct.) 5.5 4.4
Other Social or Community Activities (pct.) 5.2 6.0
Public Administration and Defense (pct.) 0.0 0.0
Real Estate (pct.) 21.3 21.8
Retail and Wholesale (pct.) 22.1 24.9
Social and Health Services (pct.) 5.7 5.2
Transportation, Storage, Communications (pct.) 6.2 5.4
Utilities Supplier (pct.) 0.0 0.1
Sales Range
First Range Micro Firm (pct.) 14.0 14.5
Second Range Micro Firm (pct.) 11.4 12.2
Third Range Micro Firm (pct.) 224 21.3
First Range Small Firm (pct.) 11.0 10.8
Second Range Small Firm (pct.) 6.8 6.9
Third Range Small Firm (pct.) 6.5 6.1
First Range Medium Firm (pct.) 2.7 2.2
Second Range Medium Firm (pct.) 2.1 1.3
First Range Large Firm (pct.) 0.8 0.7
Second Range Large Firm (pct.) 0.6 0.5
Third Range Large Firm (pct.) 0.1 0.2
Fourth Range Large Firm (pct.) 0.1 0.1

Source: Data from Servicio de Impuestos Internos
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Table 3.9: Descriptive Statistics After Treatment - 2009

Control Treated
Workers
Average Number of Workers 26.1 32.7
Total Number of Workers 3777.0 12940.0
Type of Activity
Agriculture (pct.) 1.5 1.6
Building Administration (pct.) 0.3 0.3
Construction (pct.) 11.1 10.7
Education (pct.) 24 3.0
Financial Intermediation (pct.) 12.1 11.2
Fishing (pct.) 0.1 0.0
Foreign Organization (pct.) 0.0 0.0
Hotels and Restaurants (pct.) 3.4 34
Metallic Manufacturing Industry (pct.) 3.6 3.2
Mining (pct.) 0.5 04
Non-metallic Manufacturing Industry (pct.) 5.0 4.2
Other Social or Community Activities (pct.) 3.3 4.6
Public Administration and Defense (pct.) 0.0 0.0
Real Estate (pct.) 21.6 21.9
Retail and Wholesale (pct.) 22.2 23.9
Social and Health Services (pct.) 5.9 5.3
Transportation, Storage, Communications (pct.) 6.8 6.1
Utilities Supplier (pct.) 0.1 0.1
Sales Range
First Range Micro Firm (pct.) 13.9 13.5
Second Range Micro Firm (pct.) 10.4 11.6
Third Range Micro Firm (pct.) 22.5 21.9
First Range Small Firm (pct.) 11.1 11.2
Second Range Small Firm (pct.) 7.3 7.6
Third Range Small Firm (pct.) 5.9 6.2
First Range Medium Firm (pct.) 2.6 2.7
Second Range Medium Firm (pct.) 1.5 1.2
First Range Large Firm (pct.) 0.7 0.5
Second Range Large Firm (pct.) 0.5 0.5
Third Range Large Firm (pct.) 0.2 0.1
Fourth Range Large Firm (pct.) 0.1 0.2

Source: Data from Servicio de Impuestos Internos

98



The next set of variables shows that the types of activity performed by firms both
close to and farther away from the subway were very similar. This seems to be the case
both in 2005 and 2009, without significant change over time.

Finally, the percentage of firms in each sales range is similar between the two groups—close
to 50% of both the treatment and control groups are micro firms—before and after the
subway was built. As can be seen in Tables 3.8 and 3.9, all of these variables have similar
values and their differences remain practically constant over time.

Figure 3.4 shows a close-up image of an area close to the new subway line, to illustrate
how firms are classified into the treatment or control group based on their distance from
the subway station. The analysis of the available information presented here shows that
firms in both groups were reasonably similar and their differences remained relatively

constant over time.

3.4.2  Effect of subway access on employment: Differences-in-differences

I estimate the effect of subway access on the number of workers per firm to see if firms
close to a new station hired more workers than firms that were not close to a new station.
Firms located within a 4-km radius of a new subway station in 2005, before the line
started operating, are considered part of the “before” group. In turn, firms located
within a 4-km radius of a new subway station after 2007 are part of the “after” group.

The group of firms located near the new subway line (within a 2.5-km radius) after the
line opened were most likely to be affected by the subway, so these firms are considered
as being in the treatment group, while the rest of the firms, those located between 2.5
km and 4 km away from a new subway station, will be considered as being in the control
group.

The key identifying assumption of the difference-in-difference estimation is that both

groups of firms would have followed similar trends in hiring if the subway line had not
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Figure 3.4: Firms in Treatment and Control Groups - 2009
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Note: I generated this map by geocoding the exact location of all firms, and then identifying
firms that were located within the area of influence of a subway station.

been built. Although it is not possible to test this assumption directly, by looking at
graphs of the trends for the outcome variable it is possible to visually inspect whether
the two groups followed parallel trends until the subway line was inaugurated.

Defining the groups in terms of their distance from a new subway station makes
it likely that the treatment and control groups will experience similar changes in their
characteristics on average, in the absence of the subway station, as the primary difference
between the two groups is their distance from the new subway stations. These definitions
are then used to estimate a difference-in-difference specification.

I show the trends for the average number of workers in Figure 3.5. As the chart
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shows, firms in the treatment and control groups don’t seem to follow parallel trends in
the years before the subway opened. Over the period being studied, firms in the treatment
group had on average about 32 workers, while firms in the control group had on average
28 workers. Even if the series do not appear to follow parallel trends, estimating a
regression considering only the periods before the subway was fully operating does not

reveal significantly different trends.

Figure 3.5: Average Number of Workers In Treated and Control Groups: 2005-2009
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Note: This chart shows the average number of workers each year, for firms in the treatment
and control groups.

The key equation that I estimate is:

Workersjy = B + B1Subway; + BoPosti + y(Post; * Subway;) + Xit + €t (3.1)

where the outcome variable, Workers, is the number of workers in firm ¢ in year ¢. I
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also estimate equation 3.1 using the logarithm of the number of workers as an alternative
outcome variable. Subway is a binary variable that is set to one for firms within a 2.5-km
radius of a new subway station. Post is a binary variable that is set to one in years after
the new subway line was built, which in this case are 2007, 2008 and 2009.

The parameter 'y, which corresponds to the difference-in-difference estimator, captures
the effect of increased subway access on employment. It seems reasonable to assume that
firms located closer to the subway were more likely to benefit from it than firms located
farther away. If firms located closer to the subway started hiring more workers than
firms farther away after the subway opened, we should expect to observe a positive and
significant coefficient for this parameter.

Xit is a vector of control variables that includes the activity of the firm, the sales
range of the firm, and dummy variables for each municipality. Since the identification
strategy being used does not depend on the inclusion of these covariates, it is expected
that they should not affect the results.

As the dataset includes all years between 2005 and 2009, it is possible to see if the
effect of having access to the subway changed over time, and if there were significant

effects before the actual intervention. For this, I estimate an equation like:

m q
Workersyg = Bo + At + i+ ) BrDig—r+ ) BrrDisr + Xit + €it (3.2)

=0 T=1

in which the sums allow for post-treatment and anticipatory effects (Angrist and
Pischke, 2008). This equation includes year fixed effects, firm fixed effects, and the

treatment variable Dit represents access to the subway.
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3.5 Results

In this section, I look at the results from the estimation of the effect of subway access on
employment and then at the particular cases of employment in real estate firms and in

construction firms.

3.5.1 Results: Effect of subway access on employment

The first set of results, presented in Table 3.10, is from the estimation of equation 3.1,
with and without covariates, using workers per firm as the outcome in two forms: the
number of workers per firm and the logarithm of the number of workers per firm. Columns

1 and 3 present estimations without covariates; Columns 2 and 4 include covariates.

Table 3.10: Regression Results (DID): The Effect of Subway Access on Number of Workers in
All Firms

Workers Log Workers
(1) (2) (3) (4)
Access to Subway 6.033 3.962 0.064 0.019
(8.699) (8.399) (0.073) (0.050)
Observations 10,561 9,711 10,561 9,711
R2 0.000 0.192 0.000 0.571

Note: Each set of columns presents the results of a separate regression, one for each
outcome variable. Columns (2) and (4) present results controlling for the following
variables: municipality, sales range, and type of activity.

*p <0.1, ¥ p <0.05, *** p <0.01. Standard errors in parentheses.

As can be seen in Table 3.10, the estimated effect of subway access on employment
is positive but not significant, and it decreases when control variables are added. The
coefficients in Columns 1 and 2 show that access to the subway doesn’t cause a significant
change in the number of workers employed compared to firms located farther from the

subway.
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Columns 3 and 4 in Table 3.10 confirm these results. The coefficient of 0.004, using
the log of the number of workers as the outcome variable, shows that having access to
the subway doesn’t cause a significant increase in employment. The new subway line
may increase connectivity for firms located nearby, but that increased connectivity is not
reflected in changes in employment during the period of study.

Restricting the sample by using different definitions of the treatment and control
groups does not alter the main results. Defining the treatment group to include firms in
a wider or narrower area around the new station produces similar results in terms of the
direction and magnitude of the effect.

Finally, I look at the results of estimating equation 3.2, to see if employment in firms
changed before or after the treatment in specific years for firms in the treatment group
and firms in the control group. As Figure 3.6 shows, there were no significant changes in
the period before or after the subway was inaugurated.

The same result can be seen in Table 3.11, which presents results from the estimation
of equation 3.2, with and without covariates, using workers per firm as the outcome in two
forms: the number of workers per firm and the logarithm of the number of workers per
firm. Columns 1 and 3 present estimations without covariates; Columns 2 and 4 include
covariates. Here too, the effect of the subway line on employment was not significant for

any of the years under consideration.

3.5.2  Results: Effect of subway access on employment in real estate

firms

Real estate firms are of special interest because research shows that subway or rail station
openings affect property values. To examine whether the number of workers in this type of

firm is affected by station openings, I estimate equations 3.1 and 3.2, this time considering
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Figure 3.6: Regression Estimates by Year: All Firms
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Note: This figure shows yearly estimates of the effect of the opening of the new subway line
on the number of workers per firm.
only firms engaged in real estate activity.

As can be seen in Table 3.12, the estimated effect of subway access on employment in
real estate firms is positive but not significant and remains practically unchanged when
control variables are added. The coefficients in Columns 1 and 2 show that having access
to the subway doesn’t cause a significant change in the number of workers employed in
real estate, compared to firms of the same type located farther from the subway station.

The results of estimating equation 3.2 reveal that there was a positive and significant
increase in employment for real estate firms located close to the subway, compared to real

estate firms in the control group, in 2009. However, as Figure 3.7, shows, there were no
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Table 3.11: Regression Results (DID): The Effect of Subway Access on Number of Workers in
All Firms: Yearly Effects

Total Workers Log Workers
(1) (2) (3) (4)

ddo5 1.838 2.199 0.004 0.011

(2.535) (2.566) (0.027) (0.026)
ddov -2.008 -1.774 -0.026 -0.013

(2.331) (2.363) (0.025) (0.024)
ddosg 1.031 1.334 0.005 0.006

(2.373) (2.412) (0.025) (0.024)
ddo9 0.986 0.467 0.017 0.013

(2.453) (2.505) (0.026) (0.025)
Observations 27084 24987 27084 24987
Adjusted R? 0.926 0.933 0.893 0.910
Controls No Yes No Yes

Note: Each set of columns presents the results of a separate regression, one for each
outcome variable. Columns (2) and (4) present results controlling for the following
variables: municipality, sales range, and type of activity

*p <0.1, ¥ p <0.05, *** p <0.01. Standard errors in parentheses.

significant changes either before the subway opened or during its first years of operation.
The same result can be seen in Table 3.13, which presents results from the estimation of

equation 3.2, with and without covariates.

3.5.8 Results: Effect of subway access on employment in construction
firms

Construction firms are another interesting category, as the opening of a subway station
seems likely to generate other changes in the infrastructure of the surrounding areas, and
thus to lead to a growth in construction activity. Because of this, construction firms
located in that area could find themselves in need of more workers. To examine whether
the number of workers in this type of firm are affected by a station opening, I estimate

equations 3.1 and 3.2, this time considering only construction-related firms.
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Table 3.12: Regression Results (DID): The Effect of Subway Access on Number of Real Es-
tate Workers

Workers Log Workers
(1) (2) (3) (4)
Access to Subway 22.104 21.757 0.004 0.053
(29.556) (30.261) (0.163) (0.126)
Observations 1,965 1,859 1,965 1,859
R2 0.001 0.085 0.001 0.454

Note: Each set of columns presents the results of a separate regression, one for each
outcome variable. Columns (2) and (4) present results controlling for the following
variables: municipality and sales range.

*p <0.1, ** p <0.05, *** p <0.01. Standard errors in parentheses.

As can be seen in Table 3.14, the estimated effect of subway access on employment in
construction firms is negative but not significant. Having access to the subway doesn’t
cause a significant change in the number of workers employed in construction compared
to firms of the same type located farther from the subway.

The results of estimating equation 3.2 reveal that the effect of the introduction of
the subway on employment in construction firms was not significant for any of the years
under consideration. As Figure 3.8 shows, there were no significant changes either before
or after the subway opened. The same result can be seen in Table 3.15, which presents

results from the estimation of equation 3.2, with and without covariates.

3.6 Conclusion

Subway networks constitute major investments for cities and their success is generally
evaluated by the number of passengers they transport. But although the effects of con-
necting geographically separate urban areas could be much broader, there have been few
studies aimed at examining these effects. Determining the impact of improved transporta-
tion on employment is relevant from a policy perspective, since, as Haughwout (1999),
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Figure 3.7: Regression Estimates by Year: Real Estate Firms
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Note: This figure shows yearly estimates of the effect of the opening of the new subway line
on the number of workers per real estate firm.
states, “While employment growth is not a useful proxy for the value of public invest-
ment, it is an important state policy objective” (Haughwout, 1999, pg. 550). Having a
better understanding of the tools available to help increase employment in urban areas
is an important objective; thus, it is important to establish whether expanded public
transportation is such a tool.

The main results of this paper show no significant changes in employment between
firms close to a new subway station and firms located farther away after the opening of
the station. Additionally, there is no evidence of effects on employment growing over

time. An examination of the data for specific types of firms shows that employment
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Table 3.13: Regression Results (DID): The Effect of Subway Access on Number of Real Es-
tate Workers: Yearly Effects

Total Workers Log Workers
(1) (2) (3) (4)

ddo5 2.978 3.002 -0.040 -0.022

(4.700) (4.817) (0.062) (0.060)
ddov -0.082 1.488 0.084 0.107**

(4.227) (4.293) (0.056) (0.053)
ddosg 6.029 7.269* 0.079 0.104*

(4.327) (4.406) (0.057) (0.055)
dd09 11.956%** 14.299%** 0.160%** 0.206%**

(4.509) (4.611) (0.059) (0.057)
Observations 5063 4791 5063 4791
Adjusted R? 0.959 0.962 0.882 0.900
Controls No Yes No Yes

Note: Each set of columns presents the results of a separate regression, one for each
outcome variable. Columns (2) and (4) present results controlling for the following
variables: municipality and sales range.

*p <0.1, ¥ p <0.05, *** p <0.01. Standard errors in parentheses.

in firms related to real estate did increase significantly in areas surrounding the new
subway stations, although only two years after the subway opened, even though overall
employment did not change.

These findings provide relevant information for policymakers and urban planners as
to the limits of infrastructure projects as tools to revitalize urban areas. Investments in
public transportation should be a consequence of city growth and should be aimed at
reducing congestion, long commutes, and pollution. As pointed out by Glaeser (2011),
if economic development is needed in urban areas, investments in human capital may do

much more than infrastructure spending.
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Table 3.14: Regression Results (DID): The Effect of Subway Access on Number of Construc-

tion Workers

Workers Log Workers
(1) (2) (3) (4)
Access to Subway -17.877 -23.157 0.001 -0.058
(23.984) (16.564) (0.209) (0.151)
Observations 1,315 1,282 1,315 1,282
R2 0.001 0.554 0.000 0.500

Note: Each set of columns presents the results of a separate regression, one for each
outcome variable. Columns (2) and (4) present results controlling for the following
variables: municipality and sales range.

*p <0.1, ** p <0.05, *** p <0.01. Standard errors in parentheses.

Figure 3.8: Regression Estimates by Year: Construction Firms
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Note: This figure shows yearly estimates of the effect of the opening of the new subway line
on the number of workers per construction firm.
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Table 3.15: Regression Results (DID): The Effect of Subway Access on Number of Construc-
tion Workers: Yearly Effects

Total Workers Log Workers
(1) (2) (3) (4)

ddo5 5.266 -0.129 0.025 0.032

(15.348) (12.053) (0.120) (0.103)
ddo7 -15.838 -1.466 -0.173 -0.078

(13.646) (10.850) (0.107) (0.093)
ddosg -11.521 3.931 -0.071 -0.043

(14.176) (11.252) (0.111) (0.096)
dd09 -22.801 -10.863 -0.074 -0.073

(14.852) (11.917) (0.116) (0.102)
Observations 3407 3338 3407 3338
Adjusted R? 0.803 0.885 0.766 0.832
Controls No Yes No Yes

Note: Each set of columns presents the results of a separate regression, one for each
outcome variable. Columns (2) and (4) present results controlling for the following
variables: municipality and sales range.

*p <0.1, ¥* p <0.05, *** p <0.01. Standard errors in parentheses.
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