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ABSTRACT

An extensive amount of work has shown the way the working memory architecture supports

language comprehension. However, while language comprehension inevitably takes place in a

discourse context, less is known about how information related to discourse is organized and

managed in working memory. The project particularly focuses on two known processes in

the working memory involved in language comprehension, namely encoding and retrieval. I

investigate the way discourse structure information guides retrieval and how the information

affects the encoding process in real-time comprehension.

To this end, I use two types of sentence structures that are minimally different in their

discourse status. While both sentences in (1) contain the information that the waitress is

“Kelly’s sister,” the discourse status of such information differs when it is contained in a

restrictive relative clause (RRC) (1a) or an appositive relative clause (ARC) (1b). While

the content inside an RRC (1a) is part of primary, essential information (i.e., main dis-

course information), it becomes secondary, and side-commentary (i.e., subordinate discourse

information) when it is contained inside an ARC (1b).

(1) a. The waitress who is Kelly’s sister sat next to Bob.

b. The waitress, who is Kelly’s sister, sat next to Bob.

Given the contrast of main vs. subordinate discourse information status, I examine how

this division affects the retrieval process and what effects this information results in during

the encoding process. To address these questions, I make use of two of the well-established

linguistic phenomena in the sentence processing literature to examine the contrast: number

agreement attraction effect, and pronoun resolution. I conduct a series of experiments using

behavioral measures such as reading times using a self-paced reading task and eye-gaze times

implementing a visual world paradigm.

The findings suggest that discourse structure information imposes a constraint on the
xv



memory retrieval process. Specifically, the active state of discourse question in the given

discourse structure guides which linguistic entities can be targeted for retrieval. Further-

more, the results show that discourse structure information affects retrieval even when it is

not necessarily used for governing the grammaticality of linguistic dependency. While the

distinction in discourse status does not affect grammaticality for resolving the dependency,

it impacts the ease of dependency resolution in real time. The results also suggest that

the parser actively uses discourse structure information during the encoding process, to the

extent that the overlap of this information between encoded linguistic representations leads

to a competition, encoding interference effect.
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CHAPTER 1

INTRODUCTION

Language functions as a fundamental tool for human interaction and communication, whether

expressed in writing, spoken words, or signs (as in sign languages). The comprehension of

language appears to occur effortlessly, with the human mind handling it seamlessly. How-

ever, this ease does not imply that language understanding is always simple. Challenges

arise in situations such as reading a newspaper, or listening to a podcast that contains

lengthy and complicated sentences or words that are complex or confusing to keep track

of. This dissertation project delves into these aspects of language understanding, examin-

ing moments when comprehension difficulties emerge and investigating the reasons behind

them. It is important to note that the primary goal of this work is not to simply identify

the instances of failing moments in human comprehension; rather, those failures serve as a

window through which we gain insights about the cognitive mechanism that underlies human

language comprehension.

One of the crucial observations that was made by linguists was that people tend to find

sentences more difficult to comprehend, sometimes even appearing grammaticality unac-

ceptable, as the sentences grow longer and more complex. An illustration of this observation

is seen in the incremental drop in comprehensibility from (1a) to (1c). The difficulty in

understanding more complicated sentences spurred the idea that language comprehension

is tightly linked and supported by the architecture of working memory. Given the limited

working memory capacity of humans, it is natural to expect that comprehending lengthy

sentences becomes cognitively burdensome, requiring the retention and tracking of more

information.

(1) a. The administrator lost the medical reports.

b. The administrator who the intern had bothered lost the medical reports.
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c. The administrator who the intern who the nurse supervised had bothered lost

the medical reports. (Gibson, 1998)

However, experimental findings reveal that the complexity of a sentence goes beyond

its absolute length. For example, despite the same number of words in (2a) and (2b), a

structure like (2a) has been reported to be easier to comprehend than the one like (2b).

Proposals have been made about the different factors that affect comprehensibility such

as the syntactic complexity or the frequency of structures, or the number of meaningful

discourse entities (Gibson, 1998, 2000).

(2) King and Just (1991)

a. The reporter who attacked the senator admitted the error.

b. The reporter who the senator attacked admitted the error.

The intricate nature of cognitive processes that underlie language comprehension is ex-

hibited even when people comprehend ungrammatical sentences. Both sentences in (3) are

ungrammatical (an asterisk(*) denotes ungrammatical/unacceptable) as praise is an incor-

rect form of the verb that corresponds—agrees—with the subject, the musician. Ungram-

matical sentences generally take longer to read than grammatical sentences, typically at the

point where the error occurs. In the example below, reading slows down (i.e., reading time

increases) around the word, praise, the source of ungrammaticality. However, an important

observation from experimental work is that there is a difference in the reading pattern, where

reading times are longer in (3a) compared to (3b).

(3) Wagers, Lau, and Phillips (2009)

a. *The musician who the reviewer praise so highly will win a Grammy.

b. *The musician who the reviewers praise so highly will win a Grammy.
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This phenomenon has given support to a certain theory about the working memory archi-

tecture, which explains that features of linguistic entities are used for dependency resolution.

Specifically, as the parser needs to resolve the subject-verb dependency (i.e., subject-verb

agreement) at praise, direct access to the matching entities in the plural feature (since praise

is used for a 3rd person plural noun) is initiated. Since the reviewers in (3b) has such a

feature (i.e., a 3rd person plural noun), the ungrammaticality of (3b) is mitigated, creating

a “grammatical illusion” (Phillips, Wagers, & Lau, 2011).

The findings collectively have fostered an understanding of human language comprehen-

sion, indicating a strong association and support from working memory, and the organized

nature of the working memory architecture. Theories in psycholinguistics have developed in

a way to elucidate the principled mechanism, and such an effort has been made by exam-

ining various sentential structures and different languages and using behavioral as well as

neurological measures to conduct human experiments.

This dissertation builds upon the existing findings on the relation between working mem-

ory and language comprehension. While a large body of work has examined the role of

semantic, and morphosyntactic representations affecting sentence processing, factors related

to discourse have received limited attention. This work seeks to address this gap and focuses

on the way that information related to discourse structure guides language comprehension.

Specifically, it examines how the division of what is more vs. less important information in

discourse affects the way language is comprehended. Would information that is considered

important and essential in discourse always be more salient and easy to retrieve from mem-

ory? Would information that is less relevant and less significant to the discourse topic be

more volatile and have a weaker representation in memory? These questions are addressed in

this dissertation by investigations through a series of controlled experiments using different

types of linguistic dependencies.
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1.1 Retrieving and encoding discourse structure information

A leading theory in the current psycholinguistics literature, sentence processing literature in

particular, that accounts for the cognitive architecture underlying human language compre-

hension is known as the cue-based retrieval theory. The core idea of this theory is

that language comprehension, especially sentence comprehension, involves encoding and

retrieval of linguistic items and representations, and successful comprehension is carried

out by the working memory architecture using certain linguistic features as cues to re-

trieve the previously stored linguistic entities. Focusing on the properties of discourse, I

examine (i) the way discourse structure information guides retrieval, and (ii) what effects

are found during encoding discourse structure information.

A large body of work has shown that morphosyntactic and semantic information serve as

features and cues to guide memory encoding and retrieval. For instance, in comprehending a

sentence as “The musician who the reviewer praises so highly will win a Grammy,” the parser

encodes the incoming linguistic entities with certain feature representations. The musician

can be represented with features as [+animate, +singular] and the reviewers as [+animate,

+plural]. Then encountering praise triggers retrieval of relevant linguistic entities that have

been previously encoded. To access the relevant entities, previously used features such as

[+animate] or [+plural] will be used as access cues to activate and retrieve the relevant

linguistic entities. If [+plural] is used as a retrieval cue, entities that were represented

with a [+plural] feature will be activated and will most likely be retrieved. These features

are commonly represented in a static, binary ([+/−FEATURE]) way. The features would

remain constant at any point of parsing the sentence—static—and can easily be expressed

in a binary term. For example, the musician can be represented with features as [+animate,

+singular] at any point of processing the sentence, and a Grammy can be expressed with a

[−animate] feature.
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The first question However, two noticeable properties arise when discourse information

is considered. The first pertains to the dynamic nature of discourse. Unlike morphosyntactic

or semantic information, which can be expressed in a static way, discourse information can

have different properties depending on when it is evaluated in the given discourse. Given

such dynamicity, how can we understand discourse structure information as a retrieval cue?

Discourse is dynamic, as opposed to static, with its characteristics shifting throughout the

progression of discourse. Such dynamicity is well illustrated in the contrast between the two

examples in (4). While the discourse develops in the same way until S2, it diverges in different

ways in S3. More importantly, the discourse status of the content in S2 changes as the

discourse progresses in different directions. In both cases, the discourse begins by discussing

the Millers buying a house. Then the information in S2 provides further information about

S1, an explanation on why the Millers bought the house. In (4a), as the discourse progresses,

information in S3 provides further information about house prices. Since the focus of the

discourse is still about house prices, S2 remains relevant to the most focused topic in the

discourse even when the discourse has progressed to the next content. In (4b), on the other

hand, S3 provides information about a separate event other than the house price. Now

the topic is (more) about the Millers renting out the place. With the shift of discourse, it

consequently makes S2 less relevant to the currently focused topic. Hence, even when S2 was

a relevant discourse unit at the point it was added to the discourse, it is no longer so as the

discourse developed with the addition of S3 in (4b). This illustrates the dynamic nature of

discourse, where discourse relations cannot be defined or captured in static terms.

(4) Jasinskaja (2016)

a. S1: The Millers bought a house in the country.

S2: Country house prices started to rise again.

S3: They rose by 1.7 %.
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b. S1: The Millers bought a house in the country.

S2: Country house prices started to rise again.

S3: They rented it out.

One can make an attempt to represent discourse structure information in by using the

binary feature inventory. For example, to express the different flavor of discourse units, where

some contain secondary, supplementary information whereas others carry primary, essential

information, the first part of the content could be expressed roughly as [+primary] and the

less important information as [+secondary]. Or if we construe discourse as a hierarchically

structured representation, wherein some units are superordinate to others (and these are

subordinate to the prior ones), discourse units could perhaps be expressed as [+main] or

[+subordinate].1

However, this approach encounters immediate challenges. Representing discourse with

static and discrete features becomes problematic as it fails to capture this dynamicity. What

was considered primary information moments ago can become secondary as the discourse

shifts topics, as illustrated in (4). In a binary term, what was labeled as [+primary] can later

change to [+secondary], and possibly even vice versa, as the discourse progresses in different

directions. This raises the first question of the dissertation: how is discourse structure

information used for retrieval given the dynamic nature of discourse?

The second question The second important aspect of discourse is that discourse struc-

ture information does not determine grammaticality. This contrasts with morphosyntactic

information, which is used as retrieval cues due to grammatical requirements and constraints.

However, not being crucial information for grammatical dependency does not mean that it is

1. I am not committed to the notion or the name of the label in [+main] or [+subordinate]. Neither
does the usage of this have implications on the syntactic relationship between discourse units (e.g., some
are syntactically subordinate to the other). The usage of these terms, main and subordinate, is adopted
as an easy way to juxtapose the contrasting ideas of static vs. dynamic representation of discourse—
[+main]/[+subordinate] are used to represent the static, binary feature-based approach.
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unnecessary information that will be disregarded during processing. In resolving pronouns,

for example, saliency or topichood, which is relevant discourse but not necessarily grammati-

cal constraints, becomes influential factors in determining which antecedent is most plausible.

Hence, it is an open question whether discourse structure-related information would guide

retrieval in the same way as morphosyntactic information—this serves as the second question

in the dissertation.

The third question These properties of discourse information and the questions about

retrieval lead to the third question about memory encoding. While the retrieval process

during language comprehension has been extensively studied, there is less work that has

focused on the encoding process. Even within the investigation on memory encoding during

language comprehension, the focus has been primarily on examining the role of morphosyn-

tactic features. Given this gap, the dissertation investigates the effects that arise during

memory encoding of discourse structure information.

1.2 An overview of the current work

The dissertation addresses the three aforementioned questions to understand the way dis-

course information guides memory encoding and memory retrieval during language compre-

hension. The questions are repeated below:

1. How does discourse structure information guide retrieval, given that discourse is dy-

namic and cannot be represented in a binary, static way?

2. How does discourse structure information guide retrieval, given that discourse infor-

mation does not determine grammaticality?

3. How does discourse structure information have an effect on memory encoding?
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In addressing these questions, I focus on the aspect of discourse structure that it is hier-

archically structured in terms of the significance of the discourse components. For example,

imagine Sally went to a famous restaurant last night, and her friend Tom asked her whether

she liked the restaurant. Sally can simply answer, “The food was fantastic.” But she could

also provide additional information such as “The asparagus soup had great flavor and was

well seasoned.” She may even digress a little and add less relevant information such as “The

plates and utensils were exotic and interesting.” These additional pieces of information are

supplementary information and are subordinate to the main idea that the food was fantastic.

The current work focuses on this division of what discourse component is more important

and what is less so in representing discourse structure.

To examine this division at a sentence level, I make use of a sentential structure known

as restrictive relative clauses (RRCs) and appositive relative clauses (ARCs). These struc-

tures are particularly useful as they enable the testing of contrasting discourse features at

a sentence level. For instance, consider the sentences in (5), which embed two different rel-

ative clauses (RCs). Both sentences convey similar meanings. However, the content “(the

waitress is) Kelly’s sister” in the two sentences has a different flavor that contributes to

the sentential meaning and discourse effect in distinct ways. In the case of (5a), the phrase

“who is Kelly’s sister” is crucial information, especially in scenarios with multiple waitresses,

as it identifies a specific referent. The content within the RRC is essential and primary

information, forming part of the main point of an utterance, and thus, contributes to the

main discourse. This contrasts with an ARC, where the information “(the waitress is)

Kelly’s sister” is side-commentary, secondary, and non-essential to the main content that

the waitress recently got married in (5b). Therefore, ARC content is construed to be part

of subordinate discourse information. The RRC and ARC structures will be used as a

pair in experiments to maintain the key contrast between main and subordinate discourse

information.
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(5) The key contrast of RRC (main discourse) and ARC (subordinate discourse)

a. The waitress who is Kelly’s sister recently got married. [RRC]

b. The waitress, who is Kelly’s sister, recently got married. [ARC]

To examine the way such division in discourse guides language comprehension in real time,

I make use of two of the known linguistic dependencies, namely (i) subject-verb dependency,

and (ii) anaphoric dependency, specifically involving pronoun resolution.

For the subject-verb dependency, a widely studied phenomenon known as the number

agreement attraction effect is used (as previously seen in (3)). Previous work has

shown that the musicians and the reviewer, which are both part of the main discourse, lead

to an interference effect during memory retrieval. This known case will be compared to the

newly tested construction of (6b), exploring whether the same attraction effect will emerge

in it. The presence of an attraction effect in the ARC condition will be taken as evidence

to suggest that the main discourse unit (the musicians) as well as the subordinate discourse

unit (the reviewer) is a target for retrieval. Three experiments (Experiments 1–3) using the

number agreement attraction effect will be conducted, and these address the first question

regarding retrieval.

(6) a. *The musicians who the reviewer praise so highly will win a Grammy. [RRC]

b. *The musicians, who the reviewer praise so highly, will win a Grammy. [ARC]

The second type of structure involves a linguistic dependency that involves pronoun

resolution (7). What is unique about this anaphoric dependency is that while the an-

tecedent of the pronoun is ambiguous in both clause types (either the singers or the violinists

is the antecedent of their), the type of discourse structure that the antecedents are hosted

in is different. While the two antecedents, i.e., target for retrieval, are part of the same

discourse structure in (7a), they are in distinct discourse structure units in (7b). In (7a), the
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plausible antecedents are both part of the main discourse whereas in (7b), one is in the main

discourse and the other is part of a subordinate discourse structure. Crucially, the type of

discourse structure does not govern the grammaticality that constrains the antecedent of the

pronoun. It is thus a question of whether discourse information will nonetheless lead to any

differences in resolving the pronoun. A total of three experiments (Experiments 4–6) will

be conducted using a similar structure as in (7), and these pertain to addressing the second

research question.

(7) a. The singers who invited the violinists invited their mentors to the party. [RRC]

b. The singers, who invited the violinists, invited their mentors to the party. [ARC]

The final set of experiments (Experiments 7–8) also examines pronoun resolution, using

a construction identical to that in (7). These experiments address the question about mem-

ory encoding, exploring the way discourse structure information impacts processes involved

during the encoding stage. Specifically, would the overlap in discourse structure between

the encoded entities lead to an encoding interference effect? Do linguistic entities sharing

the same discourse structure information (e.g., both the singers and the violinists being part

of the same main discourse structure) lead to an interference effect? Given the compara-

tively limited amount of work on the memory encoding process, and particularly the lack of

discussion on the role of discourse information during encoding, it is an empirical question

whether any interference effects will arise. This addresses the third research question.

In addressing the three questions (and accordingly conducting three sets of experiments),

a self-paced reading task is used for the two sets of experiments, and an eyetracking method

(visual world paradigm) is used for the final set of experiments. All experiments have been

conducted in a web-based setting.

10



1.3 Outline of the dissertation

The dissertation begins with an overview of the theory currently widely adopted for un-

derstanding real-time language comprehension, namely the content-addressable cue-

based retrieval theory (Chapter 2). An overview of the core concepts and empirical

evidence that supports the theory are presented. I then discuss the type of features that

are employed in the theory and raise the question of whether these features can be expressed

in a binary, static way.

Chapter 3 provides background on previous discussions on understanding discourse.

Among different approaches to formalizing and representing discourse, primarily the per-

spective that views discourse as a structured representation of discourse units and their in-

terrelations is adopted in this dissertation. The following section delves into the distinction

between primary/main and secondary/subordinate discourse structure information. Sub-

sequently, the motivation to use restrictive relative clauses (RRCs) and appositive relative

clauses (ARCs) as a test case is provided. Finally, I offer an overview of existing research on

discourse processing.

Chapters 4–6 present 8 main experimental findings. In Chapter 4, the first research

question relating to retrieval is addressed. Preceding the experimental section, an overview

of existing research concerning the processing of appositives and predictions regarding the

experimental results is provided. In the main experiments, I leverage the number agree-

ment attraction effect while keeping the primary contrast of RRCs and ARCs. The

RRC serves as the baseline given the robust attraction effect in the RRC condition reported

in the literature. Novel findings regarding the presence or absence of the agreement attraction

effect with the embedded ARC structure are presented. Results from the three self-paced

reading task experiments demonstrate the consistent presence of the attraction effect in all

three experiments with the RRC structure, replicating previous findings. However, the effect

with the ARC structure is observed only in Experiments 2–3, not Experiment 1. Based on
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these findings, I argue that identifying discourse questions and representing the incremen-

tal language processing through active state of discourse questions is a more appropriate

approach than maintaining a binary, static way of representing linguistic features.

Chapter 5 addresses the second question, further exploring the use of discourse structure

information during the retrieval process. While maintaining the key contrast of RRC vs.

ARC, I make use of a sentential configuration that involves an intra-sentential pronoun

resolution. The pronoun has two grammatically possible antecedents within the sentence,

but the discourse status of the antecedents differs depending on the RRC vs. ARC structure.

Prior to the main experiment, a summary of the key features of the tested construction is

provided. This is followed by three self-paced reading task experiments. The findings show

that discourse structure information affects resolving pronouns, even when it does not decide

the grammaticality of constraining the choice of antecedent. Crucially, the results suggest

that retrieving antecedents that are part of the same discourse structure information leads

to greater processing costs than when they are part of distinct discourse structures.

Chapter 6 delves into the way discourse structure information affects the encoding

process, addressing the third question. While a similar construction used in Chapter 5 is

used, web-based visual world paradigm eyetracking experiments are conducted. Prior to the

main experiments, an overview of a visual world paradigm is provided, including related

work, and a comparison between a lab-based and web-based setting using the paradigm. It

is then followed by a section that discusses the issue of competition (interference)

effect during memory encoding, and the time windows of interest where the effect would

arise. The results suggest that the overlap in discourse-structure information between the

two antecedents (i.e., RRC condition) leads to an interference effect, which is identified by

smaller eye-gaze differences between the two target antecedents compared to the condition

where there is no overlap (i.e., ARC condition). Additionally, the findings from the two

experiments collectively show that this competition effect is manifested at a fairly early
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stage when the second antecedent is encoded, even before retrieval is triggered.

Chapter 7 summarizes the experimental results and contains a general discussion of

the findings. The three questions are revisited, and proposals and implications as well as

limitations are discussed. I then conclude.

Relevant experimental material can be found here: https://osf.io/mn47y/.
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CHAPTER 2

CUE-BASED RETRIEVAL MECHANISM IN SENTENCE

COMPREHENSION

In understanding how humans parse sentences in real time, and what leads to cognitive load

in comprehending certain structures than others, different theories have argued for different

reasons for the cognitive basis that supports language comprehension mechanism.

To name a few of the widely discussed theories in the sentence processing literature,

some have highlighted the role of learning and usage experience in producing and compre-

hending language. In this line of approach, the statistical knowledge of language is crucial

in understanding the way humans comprehend language. Statistical knowledge and prior

experience on co-occurrences of words (as in lexical probabilistic model (e.g., McDonald &

Shillcock, 2003a, 2003b)) or syntactic structures (as in structured probabilistic model (e.g.,

Christiansen & Chater, 1994, 1999; Hale, 2001; Levy, 2008)) are key to what shapes human

parsing. Along this account, the ease/difficulty in comprehension or parsing can be explained

by the degree of surprisal (entropy) or activation of the upcoming entity, which is account-

able by statistical knowledge about language. Others find the cognitive basis of parsing in the

memory architecture. Incoming linguistic information is stored, maintained, and even-

tually integrated to parse sentences and resolve linguistic dependencies (e.g., Caplan &

Waters, 1999; Gibson, 1998; Just & Carpenter, 1992). Given the limited capacity of working

memory, more storage and integration costs are predicted to lead to parsing difficulty. Such

parsing difficulty is commonly signaled by longer reading times in reading task experiments.

The cognitive mechanism I adopt in this work takes a memory-based approach, particu-

larly the content-addressable cue-based retrieval theory (R. L. Lewis & Vasishth,

2005; McElree, 2000; Van Dyke & Lewis, 2003). Under this framework, the parser is en-

gaged in the process of encoding and maintenance of linguistic information, and finally

retrieval of the relevant information. Linguistic information is encoded in memory in a
14



bundle of features (e.g., [+singular, −animate]) that can represent the incoming linguistic

input. The encoded linguistic representation is maintained in memory—the parser needs to

hold onto the stored information—until the relevant information needs to be retrieved. Once

the parser reaches the retrieval site (e.g., verb position for resolving a subject-verb depen-

dency), retrieval happens through a content-addressable fashion (McElree, 2000; McElree,

Foraker, & Dyer, 2003), directly accessing the retrieval target through retrieval cues (e.g.,

{+singular, −animate}).

In the following sections, I lay out an overview of the cue-based retrieval theory (Sec-

tion 2.1) and empirical findings that support the theory (Section 2.2). In Section 2.3, I discuss

how linguistic representations are expressed in features. I raise the issue that representing

features in a binary, static term has caveats, which calls for an alternative approach.

2.1 The architecture

Earlier studies have shown the limited capacity in working memory and its relation to the

complexity in sentence comprehension (e.g., Caplan & Waters, 1999; Gibson, 1998; Just &

Carpenter, 1992; Warren & Gibson, 2002). Given the limited amount or memory resources,

how are humans capable of retrieving prior information when it needs to be retrieved?

One thought is that access to previous linguistic representation happens serially (e.g.,

Sternberg, 1966). This would predict that more time would be required to access prior

representation when there are more memory units that need to be stored and maintained.

In (1), for example, as the parser reaches the verb, laughed, the previously encoded noun,

the editor, needs to be accessed to be integrated with the verb.

(1) A subset of conditions in Experiment 2 in McElree et al. (2003)

a. Control: No embedded structure

The editor laughed.
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b. Embedded ORC

The editor [that the book amused] laughed.

c. Embedded ORC with a PP

The editor of the prestigious journal [that the book amused] laughed.

d. Embedded ORC & SRC

The editor [that the book [that won the award] amused] laughed.

From a serial access approach, the speed of retrieving and accessing the NP at the verb

would increase as the number of interpolated/embedded structures between the main subject-

verb dependency increases (e.g., between the editor and laughed). The representational

strength and distinctiveness are also expected to decrease incrementally.

However, McElree et al. showed that this serial access-based prediction was not borne

out. Using a speed-accuracy trade-off (SAT) paradigm, they showed that while the represen-

tational strength got weaker (i.e., lower accuracy) with more interpolated materials before

the retrieval, the speed to access prior linguistic material did not differ between sentences

(1b–1d).1 This non-varying retrieval speed but different accuracy across retrieval targets

suggested that there is a capacity limit in the focus of attention within the working mem-

ory. Within the working memory span, information or linguistic representations that are

less recent and are outside the capacity of focal attention are less privileged in terms of

accessibility (McElree, 2006; Oberauer & Bialkova, 2009). Given the limit in the capacity to

keep linguistic information under focal attention, the authors suggested that prior informa-

tion is retrieved through direct access (rather than serial access) (R. L. Lewis & Vasishth,

2005). Resolving linguistic dependencies is a process of retrieving a target (e.g., the sub-

ject that corresponds to the verb in a subject-verb agreement) by directly accessing it (in a

1. A speed-accuracy trade-off (SAT) paradigm allows to estimate the strength of the representation that
needs to be retrieved (accuracy, or asymptote), how long it takes for the information becomes initially
available (speed, intercept), and how fast it takes from the initial access to the information to the retrieval
of the full representation (rate).
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content-addressable fashion) using retrieval cues.

Under this cue-based retrieval theory, when the parser forms and resolves the dependency

in real time, it is engaged in the process of (i) encoding linguistic information, (ii) generating

retrieval cues, and (iii) directly accessing the targeted information using retrieval cues.

Take the subject-verb long-distance dependency in (2) as an example. The toy and

arrived form a dependency, and at the point the parser reaches arrived, the corresponding

subject needs to be retrieved to resolve the dependency.

(2) Example from R. L. Lewis, Vasishth, and Van Dyke (2006)

Melissa knew that the toy from her uncle in Bogotá arrived today.

In doing so, first, the parser is involved in the encoding process. Processing the toy

involves encoding of the incoming input, which can be expressed in feature bundles (3).

(3) Feature bundles (adopted from R. L. Lewis et al. (2006), Figure 1)2

a. Encoding of the representation of the toy
category: NP

head: toy

case: nominative

number: singular


b. Encoding of the expected predicate at the toy

category: S

head: open

number: singular

complement: open
...



2. “Open” means that the head of the upcoming predicate is empty.
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c. Cue generation at the retrieval site (arrived)
category: S

head: open

number: singular



Both the encoding of the NP representation (3a) and the expectation of the upcoming predi-

cate (3b) are involved during this process. As the parser moves on to the next linguistic items

(i.e., from her uncle in Bogotá), the encoded expectation-representation (3b) still remains in

working memory. But, if, as McElree (2001) demonstrates, only around 1 item could receive

the focus of attention, the encoded item now becomes outside the focus of attention. Af-

ter this maintenance of prior representation, the parser reaches the retrieval site (i.e.,

arrived). At this point, the parser is involved in a cue-generation process. Retrieval cues

are generated based on the given context and grammatical knowledge and the given related

linguistic information, and these retrieval cues are a subset of the features that were used for

encoding prior linguistic information. During this retrieval process, multiple candidates with

features that share retrieval cues are accessed. In (3c), a subset of (3b), is used as retrieval

cues, and the toy, the target of retrieval, is retrieved and integrated with the verb, arrived.

In the following section, I illustrate empirical cases where the cue-based retrieval theory

has been adopted to account for different linguistic dependencies. They serve as evidence for

the framework, particularly exhibiting a phenomenon referred to as the interference effect.

2.2 Evidence: interference effect

The content-addressable mechanism has been supported by empirical cases of similarity-

based interference effects (e.g., McElree et al., 2003; Van Dyke & Lewis, 2003; Van Dyke

& McElree, 2006, 2011). If the retrieval mechanism is content-addressable and cue-based,

previously stored items can be activated when they share their feature specification with

18



retrieval cues. This leads to cue-overload (Nairne, 2002; Watkins & Watkins, 1975),

where retrieval cues (partially) match with features of multiple items, even when these items

are not necessarily retrieval targets; as a result, retrieval interference effect is

commonly observed as a consequence.

A well-known case of interference effect comes from empirical findings that are now

commonly referred to as the number agreement attraction effect (e.g., Wagers et

al., 2009). Compare the sentences in (4). Both (4a) and (4b) are ungrammatical. However,

compared to the latter, the former has been reported to be rated higher and read faster

in a reading task around the verb region (e.g., Dillon, Mishler, Sloggett, & Phillips, 2013;

Lago, Shalom, Sigman, Lau, & Phillips, 2015; Pearlmutter, Garnsey, & Bock, 1999; Wagers

et al., 2009). While ungrammatical sentences usually lead to longer reading times, that

grammaticality penalty is reduced, illustrating a “grammatical illusion” (Phillips et al., 2011).

(4) Experimental material in Pearlmutter et al. (1999)3

a. Feature-mismatching distractor

*The key[+SG, +SUBJ] to the cabinet [+SG] were{PL, SUBJ} rusty from many

years of disuse.

b. Feature-matching distractor

*The key[+SG, +SUBJ] to the cabinets [+PL] were{PL, SUBJ} rusty from many

years of disuse.

The number agreement attraction effect has been taken as evidence to support the cue-

based retrieval mechanism in comprehension. At the retrieval site (were), retrieval cues are

generated, and prior items that match these retrieval cues in their features are activated.

While the key could be the target for retrieval given its grammatical position, it is not the

correct target since it does not match the retrieval cue in the number feature; neither the

3. The subscripts denote the linguistic features: sg (singular), subj (subject), and pl (plural).
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feature representation of the cabinet in (4a) matches the retrieval cue. However, in (4b), the

cabinets partially matches the retrieval cue. While both the key and the cabinets do not fully

match the retrieval cue, the distractor noun partially matches it, and this results in faster

reading times in (4b) compared to (4a).4 Given the nature of the retrieval process that it

is content-addressable and cue-based, items in memory can be activated and available for

retrieval even when they do not match all the retrieval cues. As we saw in the case above,

this leads to an effect where the processing cost is mitigated by the presence of a partially

feature-matching item in memory. This effect is commonly referred to as facilitatory

interference effect.

The interference effect can be seen even when there are multiple linguistic items that

(partially) match the retrieval cues. In a long-distance dependency in (5), the corresponding

subject needs to be retrieved at the verb, was. The retrieval cues are generated at the

retrieval site: noun (n), singular (sg), and nominative (nom). The grammatical retrieval

target is the student ; it has all the matching features that are used for retrieval cues. But the

exam, even though it is not grammatically correct, also has features that match the retrieval

cues, either to a greater degree (5a) or less (5b). A distractor item such as the exam leads

to what is known as a fan effect, or inhibitory interference effect, such that it

leads to greater processing cost.

(5) Experimental material in Van Dyke and Lewis (2003)

a. Higher feature overlap

The secretary forgot that the student[+N,+SG,+NOM] who thought that

the exam [+N,+SG,+NOM] was important was{N,SG,NOM} standing in the hallway.

4. Different modeling work has suggested different reasons that underlie the faster reading time in facili-
tatory interference effect. An activation-based account suggests that the effect can be understood in terms
of race theory, where the overall reading times become faster in the competitive situation with multiple par-
tially matching items in memory (Vasishth, Nicenboim, Engelmann, & Burchert, 2019). But see Nicenboim
and Vasishth (2018) for an alternative approach with a different computational model.
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b. Lower feature overlap

The secretary forgot that the student[+N,+SG,+NOM] who was waiting for

the exam [+N,+SG,+ACC] was{N,SG,NOM} standing in the hallway.

In the current example, the high feature-overlap with retrieval cue with the feature of the

retrieval candidate in (5a) has longer reading times at the retrieval site compared to the low

feature-overlap condition (5b).

Interference effect can also arise during the encoding process when features of the item

representations are shared across different items during encoding (and maintenance)—this is

known as the encoding interference effect. When similar features are used for repre-

senting elements in memory during encoding, the items may have weaker/degraded represen-

tations. A way to understand this interference effect is through the feature overwriting

process. Under the assumption that features cannot be used exhaustively (Nairne, 1990),

when a feature is used for multiple items, the feature in the preceding item gets overwritten.

If item representations are construed as a vector with features with values (such as +1 or

−1) assigned, feature overwriting brings the assigned values to 0. The changed value of the

vector feature gives the previously encoded feature a weaker/degraded representation. Or,

feature overwriting can have a more global impact on the representations in memory; in this

case, it is not only the previously encoded item but other items held in working memory

that can be impacted by feature overwriting (Oberauer & Kliegl, 2006).5

In sentence comprehension, the encoding interference effect is often exhibited as longer

5. Other forms of interference have been identified in the literature. For example, interference can happen
when contextual/retrieval cues are not distinctive enough to select the target. This situation leads to
confusion (or competitive queing), and studies have found cases where the competing representations get
activated as strongly as the target due to such confusion. Or, following the superposition theory, similar
feature representation between items can lead to activation of connection weight between units, contributing
to the representation of the prior item. In this theory, the interference effect can lead to processing benefits.
Finally, feature overwriting, as explained above, is similar to superposition but in a different direction
where feature-match leads to distortion/degraded representation of elements. Interference is greater when
there is more feature overlap between items in feature overwriting. See Oberauer (2009) and Oberauer,
Farrell, Jarrold, and Lewandowsky (2016) for an overview of different theories accounting for the interference
effect.
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read times (Gordon, Hendrick, & Johnson, 2001, 2004; Gordon, Hendrick, & Levine, 2002;

Hofmeister & Vasishth, 2014; Rich & Wagers, 2020; Villata, Tabor, & Franck, 2018) or

shorter eye-gaze towards the target (Sekerina, Campanelli, & Van Dyke, 2016).

For example, as shown in Gordon et al. (2001)’s study, the overlap in the NP features

during encoding would lead to greater processing costs. All three sentences in (6) are the

same except for the type of noun used as the embedded subject–either the barber, you, or

Ben. The sentence in (6a) encodes subjects (i.e., the banker and the barber) that share the

same type of NPs, i.e., both are “description”-type NPs. In contrast, the embedded subject

(you or Ben) in (6b–6c) do not share the same type of NP with the banker.

(6) A subset of materials in Experiments 2 & 3 in Gordon et al. (2001)

a. Description

The banker that the barber praised climbed the mountain.

b. Pronoun

The banker that you praised climbed the mountain.

c. Proper name

The banker that Ben praised climbed the mountain.

Gordon et al. (2001) found that reading times were longer in (6a) > (6b), and in (6a) > (6b),

at the praised and climbed regions.6 Even when the type of NP is not used as a retrieval

cue, the features of NP, specifically the overlap in those, can lead to an interference effect.

Further evidence shows that the encoding interference effect is realized even when the

features used for encoding are not necessarily retrieval cues. Rich and Wagers (2020), for

example, compared cases where the encoded NPs semantically overlap in different degrees.

In the high semantic overlap (7a) condition, the knife and the sword have similar semantic

6. In their original study, (6a) and (6b) were compared in Experiment 2; (6a) vs. (6c) were compared in
Experiment 3. Subject-extracted relative clause-version of the same set of conditions was also included to
compare the processing cost between subject-extracted relative clause and object-extracted relative clause.
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features; the feature overlap would lead to a degraded representation of these items during

the encoding stage. In contrast, there will be less weakening of representations in (7b), where

there is a lower degree of semantic overlap—the knife and the shirt.

(7) Experimental material in Rich and Wagers (2020)

a. High similarity condition

The knife that the sword was placed near had been recently sharpened.

b. Low similarity condition

The knife that the shirt was placed near had been recently sharpened.

Rich and Wagers found that the high overlap condition led to longer reading times, with

the competition effect appearing as early as around had been recently, even before relevant

semantic information needed to be integrated (sharpened). Hence, the encoding interference

effect can be realized even before the retrieval site (cf. Villata et al., 2018).

2.3 Features: binary and static?

As illustrated in the previous section, different types of information can be used as features

for encoding, and accordingly as cues for retrieval. In sentence processing studies, scholars

have identified these features based on the notion of features used in linguistics that are

useful for understanding linguistic dependencies (see Parker, Shvartsman, and Van Dyke

(2017) for a discussion; cf. Martin and McElree (2009)).

To name some linguistic features identified in sentence processing studies, structural

features (Arnett & Wagers, 2017; R. L. Lewis & Vasishth, 2005; Van Dyke, 2007; Van Dyke

& Lewis, 2003; Van Dyke & McElree, 2011), morphosyntactic features including number

(Dillon et al., 2013; Pearlmutter et al., 1999; Wagers et al., 2009), gender (Badecker &

Straub, 2002; Cunnings & Felser, 2013; Cunnings & Sturt, 2014; Dillon et al., 2013; Lago
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et al., 2015; Patil, Vasishth, & Lewis, 2016; Slioussar & Malko, 2016; Sturt, 2003; Villata et

al., 2018), and case (Fedorenko, Babyonyshev, & Gibson, 2004; Logačev & Vasishth, 2012),

and structurally configurational information (Franck, Lassi, Frauenfelder, & Rizzi, 2006;

Kush, 2013; Kush, Lidz, & Phillips, 2015; Obata, Lewis, Epstein, Bartek, & Boland, 2010;

Xiang, Wang, & Cui, 2015) have been reported to lead to an interference effect. Lexical

semantic information such as animacy (Chen, Jäger, & Vasishth, 2012; Jäger, Benz, Roeser,

Dillon, & Vasishth, 2015; Kwon, Ong, Chen, & Zhang, 2019; Van Dyke, 2007) and thematic

or semantic plausibility (Cunnings & Sturt, 2018; Van Dyke, 2007; Van Dyke & McElree,

2006), and the type of referential form (Gordon et al., 2001, 2002) have also been known

to lead to an interference effect. Negative polarity items have been engaged in leading to

interference effects (Drenhaus, Frisch, & Saddy, 2005; Vasishth, Brüssow, Lewis, & Drenhaus,

2008; Xiang, Dillon, & Phillips, 2009).

In most cases, these features have been represented in a binary (or privative) term. Items

can be represented with morphosyntactic features as [±singular], [±masculine], or [+subject];

or lexico-semantic information as [±animate], or even more specific to the encoded items as

[±shatterable] (e.g., a plate is [+shatterable] while a letter is not). These features are static

in that they are determined at any point of the incremental processing of the sentence.

However, the binary, static approach to features may face a challenge when linguistic

relational information is considered (see Kush (2013) and Alcocer and Phillips (2012) for

discussions). Consider the anaphoric dependency in (8), where the grammatical antecedent

of the pronoun is constrained by certain constraints. Representing the possible antecedent as

[+singular, +masculine], for instance, would be insufficient/incorrect to resolve the pronoun.

(8) Examples in Kush (2013)

a. Johni likes him∗i/j .

b. Johni likes himselfi,∗j .
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A way to address such issues is to keep the feature-based system but to motivate to

generate features that reflect the structural relation between linguistic items that constrain

anaphora. In Kush (2013), this is done so by postulating a [local] feature and specifying

it with integers such as [local: 0] or [local: 1]. This approach moves away from a binary

expression but keeps the feature-based approach to cue-based retrieval and expresses the

relational information of the scope of retrieval by adding sub-feature information. However,

the assignment of the integer is tightly associated with the syntactic hierarchy, which can be

seen after the termination of the sentence. This means this approach can run into a look-

ahead problem, where the parser needs to know the integer for the feature to be assigned

while being involved in the incremental comprehension process. This is counter to what

happens in incremental processing.

An alternative way is to keep the feature-based approach but impose a constraint on

the type of linguistic items in the way they bear the feature. For example, in (9a–9b), the

referential phrase (containing the janitor) is accessible as an antecedent for the pronoun (he)

regardless of whether the phrase c-commands the pronoun or not. However, in (9c–9d), there

is a constraint on the relation between the quantificational noun phrase (QP) (any janitor)

and the pronoun (he) that the co-reference is predicated on the c-commanding relation: the

QP does not bind the pronoun in (9c) whereas it does in (9d).

(9) Experimental material in Kush, Lidz, and Phillips (2015)

a. Referential-but

Kathi didn’t think the janitor liked performing his custodial duties, but he had

to clean up messes left after prom anyway.

b. Referential-when

Kathi didn’t think the janitor liked performing his custodial duties, when he

had to clean up messes left after prom anyway.
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c. Quantifier-but

Kathi didn’t think any janitor liked performing his custodial duties, but he had

to clean up messes left after prom anyway.

d. Quantifier-when

Kathi didn’t think any janitor liked performing his custodial duties, when he

had to clean up messes left after prom anyway.

Kush, Lidz, and Phillips suggest that this relational constraint can be explained by

the retrieval process of using an [accessible] feature, specifically by either activating or

de-activating the feature during sentence comprehension. Following their argument, the

referential NPs always bear this feature, and they can be retrieved for an upcoming pronoun

without constraints. On the contrary, as for QPs, while they also bear the same feature, the

feature is deleted once the parser reaches the end of the QP scope. They propose that this

tracking and deleting of the feature is done so by “an automatic, dynamic update procedure:

whenever the parser shifts to a higher level of embedding from its previous position, it should

retrieve all QPs at the last level and de-activate their [accessible] features (p. 36).”

The idea about dynamic update and activation of features during sentence comprehension

is worthwhile to note. In this project, I expand on this intuition and offer an account of the

way features no longer become “accessible.” More precisely, I provide an account of the way

items in memory no longer get targeted by memory retrieval. I argue that discourse questions

(similar to Questions under Discussion) play an important role; specifically, the active state

of discourse questions is used for constraining the features that are targeted for retrieval.

Under this approach, (i) the parser is sensitive to what discourse questions are active at the

moment of retrieval, and (ii) only items in memory that are associated with active discourse

questions are targeted for retrieval. In the following Chapter 3, some background discourse

structure representation and how discourse questions are constructed will be presented.
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CHAPTER 3

REPRESENTING AND PROCESSING DISCOURSE

There are numerous interpretations and ways to understand discourse and types of dis-

course information. This includes information packaging such as given and new information

(B. J. Birner & Ward, 1998; Kaiser & Trueswell, 2004), viewing discourse as strategies and

moves to achieve conversational goals (Bruce & Farkas, 2007; Farkas & Bruce, 2010; D. Lewis,

1979; Roberts, 2004), coherence relation between discourse units (Hobbs, 1985; Kehler, 2002),

or structured representation of discourse units and their relations to one another (Asher &

Lascarides, 2003; Polanyi, 1988).

It has also been extensively studied how discourse is processed in real time, such as

how givenness of information (Kaiser & Trueswell, 2004), or focused or non-focused status

of discourse entities affect processing differently (J. E. Arnold, 1998; Colonna, Schimke,

& Hemforth, 2015; Kaiser, 2011), or how contextual effect or topichood affects sentence

processing (Altmann & Kamide, 1999; Clifton & Frazier, 2018). Some studies examined

the way discourse structure affects sentence comprehension (Duff, Anand, Brasoveanu, &

Rysling, 2023; Göbel, 2019). I focus on the role of discourse structure, especially the division

between main discourse versus subordinate discourse structure. In the current study, I make

the division of the main versus subordinate discourse structure information by making use

of two different relative clause (RC) structures in English, namely appositive relative clauses

(ARCs) and restrictive relative clauses (RRCs).

What follows in this Chapter is different ways of representing discourse (Section 3.1),

linguistic aspects of RRCs and ARCs (Section 3.2), particularly their syntactic and semantic

representation and their discourse status, and a summary of previous work on discourse

processing (Section 3.3).
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3.1 Representing discourse

In their seminar paper, Clark and Schaefer (1989) identify some shared assumptions across

the proposed models of discourse in the literature. One is the assumption of the notion of

common ground (e.g., Stalnaker, 1978). This refers to mutual knowledge and information

among participants of the discourse. This is a type of information that is presupposed and

taken for granted among discourse participants. The second assumption is that participants

make certain discourse moves to contribute to the discourse. Clark and Schaefer refer to this

as accumulation, where participants make an effort to update the common ground or even

“destroy” (D. Lewis, 1979, p. 339) the existing shared knowledge. Hence, we can assume that

discourse essentially involves participants’ engagement in modifying the shared knowledge

in some way or another.

There are numerous approaches and theories to model discourse. While they are not mu-

tually exclusive to one another, they vary in their emphasis on different aspects of discourse.

Some discourse models highlight the contrast in the informativeness in discourse, namely

given vs. new. In these models, the goal of communication is for a speaker to deliver their

way of perception of the world or knowledge to the hearer in a precise and effective way.

To achieve this goal, a cooperative speaker will provide guidance as much as possible to the

hearer to help them construct a representation of the world the speaker has in mind. To

do so, the speaker packages information such as by making use of existing information, i.e.,

old and given information, as a ground to introduce and transmit new information (Ariel,

1985; Prince, 1979; Webber, 1981). This leads to the distinction between old/given and new

information in the discourse model.

Some other models focus on the process of resolving the gap and discrepancy between

discourse participants (Bruce & Farkas, 2007; Farkas & Bruce, 2010; D. Lewis, 1979; Roberts,

2004). Discourse is viewed similarly to a negotiation process where the main task is to

identify the (un)shared knowledge space and resolve the differences in the mental state under
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a certain discourse agenda. Discourse participants (i.e., interlocutors) bring certain topics

to the “table” and negotiate and accept or reject ideas about those topics. For example,

asking a question is considered one of the crucial discourse moves, as it helps interlocutors

identify the gap in the knowledge state. Their engagement and discourse move to achieve

the conversational goal are most highlighted in this line of discourse models.

Finally, discourse can be viewed as a structured representation composed of discourse

referents or units that are connected to one another in certain relationships (e.g., Heim,

1982; Hobbs, 1985; Kamp, 1981; Polanyi, 1988). The relational aspect of discourse referents

is the key characteristic of this line of thought. From this approach, representing a discourse

can mean identifying the atomic discourse units and the relations that unite the smallest

discourse pieces. These relations can be generated by linguistic elements (Kamp, 1981; Kamp

& Reyle, 1983) as in Discourse Representation Theory (DRT), coherence relation between

discourse units (Hobbs, 1985; Kehler, 2002), or rhetorical relations between discourse units

as in the Segmented Discourse Representation Theory (SDRT) (e.g., Asher & Lascarides,

2003).

3.1.1 Segmented Discourse Representation Theory

I zoom into Segmented Discourse Representation Theory (SDRT) (Asher & Lascarides,

2003).1 SDRT views discourse structure as a hierarchically structured representation of

multiple discourse units, identified by discourse relations among them. This key notion is as

conceptualized in (1), where R stands for the relation between the discourse units it takes.

(1) R(π1, π2)

A new discourse component attaches to an existing one mostly in one of two ways:

1. SDRT is similar to DRT but differs in the way it captures discourse relations. Discourse relations are
expressed through a set of rhetorical relations rather than linguistic expressions.
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Coordination or Subordination (2a).

(2) a. Coordinating relation

π1 → π2

b. Subordinating relation

π2

↓

π2

In Coordinating relation, the new discourse unit is characterized by Continuation, and Nar-

ration of the previous discourse unit. This is usually known to push the discourse forward,

as represented in a horizontal line in (2a). Once a new discourse unit is attached to the ex-

isting structure, the previous discourse unit cannot be accessed granted only one exceptional

discourse relation: discourse subordination. By discourse subordination, the speaker can

bring the content back even after the conversation has progressed. When a new discourse

unit is in a Subordinating relation with the previous one, it does not progress the discourse

to a new direction but rather serves as the Explanation, Elaboration, and Background of the

previous discourse unit, as expressed in a vertical line in (2b).

To illustrate, a short dialogue that talks about John’s evening is presented in (3). Each

discourse unit is annotated with πn.

(3) Lascarides and Asher (2008), p. 8

a. π1. John had a great evening last night.

b. π2. He had a great meal.

c. π3. He ate salmon.

d. π4. He devoured lots of cheese.

e. π5. He won a dancing competition.
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These discourse units are intertwined with one another in certain relations. For example,

the last four discourse units are elaborations on the first discourse unit about John having a

great evening last night. The pieces of discourse information that John ate salmon and that

he devoured lots of cheese are narrations of a preceding discourse unit that John had a great

meal. The discourse relations between discourse units form a discourse representation. See

the original Figure 3 in Lascarides and Asher (2008) for an illustration of the diagram that

depicts the hierarchical discourse relations.

This rhetorical relation among discourse units can be expressed in Segmented Discourse

Representation Structure (sdrs), and for the above discourse (3), a well-formed sdrs can be

expressed as in (4). Note that (4) is slightly modified from the original illustration in Asher

and Lascarides (2003) (Example (17) in p. 139). The final component, LAST , which denotes

the final label that was added to the logical form, is omitted below since it can be removed

when there is no confusion about signaling the last discourse component. Here, A is a set of

labels (A ⊆ {π1, π2, ...πn}); F is a function which assigns each member of A a member of Φ,

which is the set of well-formed sdrs-formulae; Kπi is the discourse representation structure

of the corresponding discourse unit (πi).2

(4) < A,F >, where:

• A = {π0, π1, π2, π3, π4, π5, π6, π7}

• F(π1) = Kπ1

• F(π2) = Kπ2

• F(π3) = Kπ3

• F(π4) = Kπ4

• F(π5) = Kπ5

• F(π0) = Elaboration(π1, π6)

2. See Definitions 10 and 11 in Asher and Lascarides (2003) (p. 138) for a precise definition.
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• F(π6) = Narration(π2, π5) ∧ Elaboration(π2, π7)

• F(π7) = Narration(π3, π4)

This sdrs can be represented in a Discourse Representation Theory-style of notation, and

it can be found in the original Figure 4.3 in Asher and Lascarides (2003).

Question-based discourse representation

A way of representing the discourse structure is to view it as a set of (sub)question and

answer pairs (Büring, 2003; Hunter & Asher, 2016; Riester, 2019; Roberts, 2012; Velleman

& Beaver, 2015). From this view, constructing discourse (or adding a new discourse unit)

can be construed as providing an answer to a question such as Question under Discussion

(QUD) that threads the discourse. For example, the discourse units, “He had a great meal”

or “He won a dancing competition” could be an answer to a question that asks, “What did

John do on that lovely evening?” The question (Q) and answer (A) are connected in pairs,

where they form a hierarchical relation. If the pairs are represented as a tree diagram, the

pair that shares the same question/topic is labeled with the same subscript number, and

the superordinating or subordinating relation is denoted in levels in numbering (e.g., 0.1.1 is

subordinate to 0.1). An illustration of this can be found in the original Figure 3 in Riester

(2019).

In the current study, I adopt this question-based discourse structure representation, where

discourse is represented as a hierarchical relation of question-answer pairs between discourse

units connected through certain discourse relations. These discourse questions are sim-

ilar to QUDs such that they address the issue/topic that is most highlighted. However, dis-

course questions can be associated with both primary and secondary discourse information.

For example, content inside an appositive relative clause is secondary, side-commentary in-

formation from an overall discourse perspective, but it adds new information as the discourse
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is constructed. From an incremental discourse-construction perspective, this secondary in-

formation can serve as a meaningful answer to a discourse question. In this sense, discourse

questions can be paired with and associated with secondary, side-commentary information.

This approach can be used to represent the discourse status of linguistic components at a

sentence level, e.g., sentences embedding RRCs and ARCs. This will be further elaborated

in the following Section 3.2.

3.2 Restrictive and appositive relative clauses

As previously introduced, the current project focuses on the division of primary/main and

secondary/subordinate information in discourse, where some discourse units are superordi-

nate/subordinate to others. The hierarchical relationship between discourse units can be

represented as sets of a question-answer pair.

The division in the degree of significance in discourse can be identified within a sentence

as well, specifically in a structure that involves a restrictive relative clause (RRC) and an

appositive relative clause (ARC). The structures embedding the key contrast are presented

below in (5). The information that the waitress “sat near the girl” has a different degree of

significance in discourse depending on how it is packaged. It is crucial, primary information

that contributes to the main discourse when packaged in an RRC (5a), while it is secondary

information that is part of subordinate discourse when positioned within an ARC (5b).

(5) a. The waitress who sat near the girl was unhappy. [RRC]

b. The waitress, who sat near the girl, was unhappy. [ARC]

In the following sections, I summarize previous arguments on the contrasting (and similar)

properties between RRC and ARC. These will be discussed from a syntactic, semantic, and

discourse perspective.
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Separation of ARC from the main clause

The first line of thought suggests that ARCs are syntactically isolated from the main clause

syntactically and represented at a distinct dimension semantically. Syntactically speaking,

ARCs can be represented independently of the main/host clause (referred to as the orphan-

age approach). Semantically speaking, ARCs can be construed to contribute to a different

semantic dimension than the main clause (known as the two-dimensional approach).

Supporting evidence for an orphanage approach comes from the observation made the

difference in the ambiguous meaning in (6). Depending on the type of the relative clause,

the ambiguity of who refers to changes. In (6a), what Sandy did is ambiguous as it could

either mean Sandy recognized the same man who took Kim’s wallet, or Sandy recognized

the person who took Sandy’s wallet (but not necessarily the one who took Kim’s wallet).

However, this ambiguity is no longer present in (6b). The content inside the ARC is not

interpreted as part of the ellipsis, and “so did Sandy” would only mean that Sandy recognized

the man. The absence of ambiguity (unlike in the RRC counterpart) is explainable if ARC

is not available to resolve the ellipsis and holds a status as a separate sentence.

(6) D. Arnold (2007), p. 275

a. Kim recognized the man who took her wallet, and so did Sandy. [RRC]

b. Kim recognized the man, who took her wallet, and so did Sandy. [ARC]

This was one of the empirical observations that motivated the orphanage approach in

syntactic theories. ARCs and main clauses are linked in terms of abstract sense or later only

at the discourse level and do not have a shared structure (Canac-Marquis & Tremblay, 1998;

Fabb, 1990; Safir, 1986). A similar but less radical version of this approach suggests that

ARCs do have syntactic configurations and they are conjoined with the main clause by some

type of coordination, but they are nonetheless disconnected from the main clause structure,

and the relation between the ARC and the main clause remains independent (Emonds, 1979;
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McCawley, 1982; Ross, 1967).

Similar ideas have been proposed from a semantic point of view, where ARCs and main

clauses are represented at separate semantic dimensions (Bach, 1999; Potts, 2005; cf. Potts,

2012). This two-dimensional assumes that ARCs and main clauses contribute to a distinct

semantic dimension in meaning. For instance, the two sentences in (7) have opposite mean-

ings, whether Edna started the descent or not. However, despite the opposite meaning of

the two sentences, the additional information that Edna is a fearless leader remains intact in

both sentences. This is taken as evidence that the main clause content—Edna started/didn’t

start the descent—and the ARC content—Edna is a fearless leader—contributes to different

semantic dimensions.

(7) Koev (2022), p. 5

a. Edna, a fearless leader, started the descent.

b. Edna, a fearless leader, did not start the descent.

ARCs are also known to be not-at-issue, as opposed to at-issue (Beaver, Roberts, Simons,

& Tonhauser, 2017; Simons, Tonhauser, Beaver, & Roberts, 2010; Syrett & Koev, 2015), in

that it is not the main point of the utterance. Consider the short dialogue between two

speakers, presented in (8)—The hashtag (#) indicates infelicitousness. A direct rejection of

an utterance such as by saying “That’s not true” is felicitous when the utterance is related

to a main assertion but less so targeting a not-at-issue content. Given the prior utterance in

(8a), it is a natural continuation to respond to it with (8b) but not with (8c). The different

naturalness of rejecting an at-issue versus not-at-issue content suggests an ARC content

contributes to a separate meaning dimension apart from the main asserted utterance.

(8) a. Speaker A: Edna, a fearless leader, started the descent.

b. Speaker B1: That’s not true—Edna has not started the descent.
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c. Speaker B2: #That’s not true—Edna is not a fearless leader.

Along a similar line, the class of appositives has also been argued to perform speech

acts independently from the hosting matrix clause (Frazier, Dillon, & Clifton, 2018; Koev,

2022), or demonstrate distinct prosodic contours (Dehé & Kavalova, 2007; Truckenbrodt,

2015). Specifically, ARCs in English, as opposed to RRCs, are commonly marked with an

intonational boundary before the RC, usually signaled with a pause (Dehé, 2014; Watson &

Gibson, 2004).

Integration of ARC with the main clause

Some others view ARC to be more integrated with the main clause, or the main assertion.

From a syntactic point of view, the proposal follows that the anchor (i.e., the antecedent to

which the relative clause attaches) and the following relative clause form a single constituent

or chunk for both ARCs and RRCs (de Vries, 2006; Griffiths & de Vries, 2013; Jackendoff,

1977). de Vries (2006) label this line of thought as the constituency approach. Both the

ARC and the RRC content are part of the whole structure. However, ARCs and RRCs differ

in terms of the position in the structural hierarchy that the relative clause attaches to the

anchor, where RRC is adjoined to an NP while the ARC to a DP, is higher than the NP

level. Evidence comes from sentences such as in (9), wherein (9a), the sentence implies that

there is a group of lecturers that did not pass the test whereas in (9b) it implies no group of

lecturers failed the test. ARC is to be positioned outside of the scope of the quantifier (all),

adjoining at the DP level.

(9) Adapted from de Vries (2006), p. 234

a. All the lecturers who passed the test looked happy. [RRC]

b. All the lecturers, who passed the test, looked happy. [ARC]
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Additionally, given other empirical findings, ARCs seem to contribute to the main as-

sertion and the meaning of the entire sentence (Asher, 2000; Boër & Lycan, 1976). For

instance, Syrett and Koev (2015) conducted human participant judgment experiments and

showed that the truth value of the ARC indeed affects the truth value of the whole sentence.

The authors presented four types of sentences in an ARC structure, varied by the truth value

of the main clause and the ARC: true-true, true-false, false-true, and false-false (main clause-

ARC). They found that the falsity of the ARC as well as the main clause content affects

participants’ judgment on the truth value of the whole sentence. Similarly, in the examples

in (10), the ARC content in sentences (10a) and (10b) contribute to the meaning of the full

sentence, truth-conditionally functioning the same as the sentence in (10c), as conjunction—

the conjunction approach. This suggests that ARCs are not inherently separated from the

main assertion.

(10) Boër and Lycan (1976), p.16

a. Dick, who is an expert on Austin, loves the Bonzo Dog Band.

b. Dick, who loves the Bonzo Dog Band, is an expert on Austin.

c. Dick is an expert on Austin and loves the Bonzo Dog Band.

Similar accounts (but different theoretical mechanistic details) have shown that the ARC

content contributes to the shared information just as the main clause does (AnderBois,

Brasoveanu, & Henderson, 2015; Koev, 2019; Murray, 2014; Schlenker, 2013). A case of

boundary-crossing phenomenon, where interpretation of both the main clause and the ARC

is required to figure out the meaning of the whole sentence, is a case in point (Amaral,

Roberts, & Smith, 2007; AnderBois et al., 2015; Nouwen, 2007). In (11a), the meaning of

ARC needs to be taken into consideration in order to interpret the meaning of the main

clause—resolving the pronoun, her. In (11b) as well the ARC content should be taken into

account in order to interpret the meaning of the whole sentence. The boundary between the
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main clause content and the ARC content needs to be crossed to interpret the meaning of the

full sentence. To account for this phenomenon, some argue for a unidimensional approach

(as opposed to two-dimensional), where the interpretation of the linguistic content, including

the ARC is viewed as an incremental updating process, and the ARC content is integrated

into a single representation of the sentence and discourse along with the main clause content.

(11) AnderBois et al. (2015), p. 98

a. John, who had been kissed by Mary, kissed her too.

b. John kissed Mary, who kissed him too.

While the specific approach to understanding the syntactic representation of ARC struc-

tures is still under debate, a consensus in that ARCs are represented differently than RRCs,

either syntactically separate or integrated at a syntactically higher level. ARCs contribute

to the semantics of the main assertion differently than RRCs. However, they are not to-

tally isolated from the main content as they contribute to the truth value of the sentential

meaning and need to be interpreted to resolve linguistic dependencies, for instance.

3.2.1 Discourse status

In this section, I examine the distinction between ARCs and RRCs at a discourse level,

viewing them from a perspective of discourse structure. I focus on (i) the subordinating

relation between the ARC and the main discourse, and (ii) the different types of discourse

questions that ARCs and RRCs are associated with.

Let us return to the key contrast, repeated in (12). An important feature of subordinate

discourse units (e.g., “who sat near the girl” as in (12b)) is that they do not push the

discourse forward in dialogue (Asher & Lascarides, 2003; Hunter & Asher, 2016; Jasinskaja,

2016; Riester, 2019).
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(12) a. The waitress who sat near the girl was unhappy. [RRC]

b. The waitress, who sat near the girl, was unhappy. [ARC]

This is exemplified in (13), where speaker A makes an utterance and speaker B replies to

it. Speaker B1’s reply is a more natural continuation of speaker A’s utterance than speaker

B2’s reply. According to the discourse structure framework (Asher & Lascarides, 2003), this

is because only the main discourse unit has the potential to move the discourse forward

(the Right Frontier Constraint (Polanyi, 1988)) but not the subordinate discourse unit, and

there is a preference for relating the upcoming material to the main assertion of the previous

utterance (Frazier & Clifton, 2005; Jasinskaja, 2016).

(13) a. Speaker A: [The waitress, [who sat near the girl]subordinate was unhappy.]main

b. Speaker B1: “I wonder why she was unhappy.”

c. Speaker B2: ?“I wonder why she sat next to her.”

Given this subordinating discourse relation of ARC to the main clause, I compare the

discourse status and the associated discourse questions of ARCs and RRCs. In doing so,

I adopt the structured representation of discourse (Segmented Discourse Represented The-

ory) (Asher, 1993; Asher & Lascarides, 2003; Lascarides & Asher, 2008) and question-based

approach to discourse (e.g., Hunter & Asher, 2016; Jasinskaja, 2016; Riester, 2019), to repre-

sent the discourse relation between ARC and main discourse content. This approach follows

three principles.

First, each discourse unit, whether main or subordinate, can introduce a new discourse

question. The term, “discourse question,” is used in a broader sense than QUDs, encom-

passing questions related to both main utterances and side-commentary content. These

questions are represented in a question-answer stack, associated with each discourse unit.

Secondly, these questions are constructed and updated incrementally, as new discourse units
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are added to the discourse. Thirdly, the discourse questions have different active states,

either active or inactive, and can be even popped off from discourse. A discourse question

remains in an active state until resolved; and after the resolution of a discourse question, it

will be removed (i.e., popped off) from the question stack. The extent to which the main

and subordinate discourse units can interact with each other is determined by whether the

discourse questions hosted by them are still in an active state.

Figure 3.1 illustrates a schematization of the incremental addition and removal of dis-

course questions in a sentence involving an ARC structure. Questions inside grey boxes are

discourse questions related to linguistic inputs. These questions are built incrementally from

left to right. The opaque question box indicates the discourse question is no longer active.

Figure 3.1: Discourse questions with an ARC structure.

The top panel shows the incoming information; the bottom panel illustrates the relevant

discourse questions. When the subject noun phrase (The waitress) appears as the input, a

discourse question about what happened (or “What happened to the waitress?”) could be

raised. This question stays active until it has been resolved. In the current sentence, this

question will stay active throughout the sentence until the end, at which point the matrix

clause (the waitress was unhappy) resolves the question. When the ARC (who sat near the

girl) appears as the input, a new discourse question (“What about the waitress?”) is added to

the set of questions and stays active on the question stack until the ARC ends, at which point

the question “What about the waitress?” is resolved by the information that the waitress
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sat near the girl. This question is therefore deactivated and the question stack has only one

active question left, i.e., the question associated with the main point of the utterance, “What

happened?”

Regarding RRCs, treating them as intersective modifiers (Kratzer & Heim, 1998; Partee,

1975), it is assumed that they do not stand as independent discourse units but rather are

subsumed under the discourse unit to which the RRC is attached. This is conceptualized in

Figure 3.2. Questions inside grey boxes are discourse questions related to linguistic inputs,

and the opaque box indicates the discourse question is no longer active.

Figure 3.2: Discourse questions with an RRC structure.

As illustrated above, the RRC-associated discourse unit is part of the main discourse question

(“What happened?”) and does not give rise to a separate discourse question. Alternatively,

it is also possible that RRCs can raise questions (e.g., “Which waitress?”), but due to their

restrictive function, the question they raise would be a sub-question subsumed under the

higher super-question (“What happened?”). This would be consistent with the experimental

findings in Göbel (2019), where RRCs, in certain situations, can act similarly to subordi-

nated discourse units. The super-question associated with the main discourse unit (“What

happened?”) remains active until it is resolved at the end of the sentence.
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3.3 Discourse processing

There has been numerous work on how different aspects of discourse affect language use in

real time. Some widely discussed factors in discourse include how givenness or accessibility

of information (Ariel, 1985; J. E. Arnold, 1998, 2001, 2010; Gundel, Hedberg, & Zacharski,

1993; Kaiser & Trueswell, 2004; Lam & Hwang, 2022), or focused or non-focused status of

discourse entities affect processing differently (Benatar & Clifton, 2014; S. Birch & Rayner,

1997; S. L. Birch & Garnsey, 1995; Blutner & Sommer, 1988; Colonna et al., 2015; Cutler &

Fodor, 1979; Foraker & McElree, 2007; Kaiser, 2011; Ward & Sturt, 2007), or how topichood

(including QUD) shapes discourse and affects language production and comprehension (Alt-

mann & Kamide, 1999; Clifton & Frazier, 2018; Frazier & Clifton, 2005; Rohde & Kehler,

2014).3

Earlier work has also shown that discourse factors affect the degree of memory attainment

of entities. S. L. Birch and Garnsey (1995) showed that entities that are focused have an

advantage in enhanced memory. The authors used different sentential structures to insert

the target word (italicized in (14)), either with a focus or non-focus structure. In the focus

condition, the target word was positioned in either an it-cleft sentence or a there-insertion

sentence whereas in the non-focus condition, it was placed in different syntactic positions.

(14) An example set of target sentences in S. L. Birch and Garnsey (1995)

a. Focus (it-cleft) and non-focus pair

(i) Focus condition: “It was the singer who attracted such large crowds to

the nightclub.”

(ii) Non-focus condition: “The donation from the singer would be used to buy

food and medicine.”

3. See J. E. Arnold (2010) for an overview of how accessibility can be interpreted in perspectives of
givenness, recency, syntactic prominence, and thematic prominence.
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b. Focus (there-insertion) and non-focus pair

(i) Focus condition: “There was this hunter who had tracked down a very

dangerous animal.”

(ii) Non-focus condition: “Jake is a hunter and avid fisherman who simply

loves the outdoors.”

Using a speeded (Experiment 1) and delayed (Experiment 2) word recognition task, the au-

thors presented a stimuli sentence containing a target word and then showed the participants

a test word (either identical, similar, or unrelated to the target word). The participants were

asked to respond either “yes” or “no” as to whether they saw the test word in the previous

sentence. The authors found that target words that were focused had faster response time

and showed higher accuracy compared to those that were in a non-focused structure.

Using different experimental measures, previous work has also shown that topichood,

for instance, is essential in understanding the selection and production of pronouns. Ro-

hde and Kehler (2014) conducted production experiments using a written completion task

and compared different influential factors that guide pronoun production. They specifically

contrasted topichood and subjecthood, where the former in their definition refers to the syn-

tactic object that takes the topical position and the latter is the sentential subject. Using the

key contrast in (15), they compared the preference for the subject (she) referring to either

Amanda or Brittany. In their experiment, two conditions without the pronoun prompt (she

in the following sentence) were also included.

(15) An example story-continuation prompt in Rohde and Kehler (2014)

a. Amanda amazed Brittany. She

b. Brittany was amazed by Amanda. She

The authors particularly used subject-biased implicit causality verbs such as amaze, a family
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of verbs that bias the discourse towards re-mentioning entities that provide the cause or the

reason of the event. Making use of these verbs, the authors hypothesized that if pronoun pro-

duction is driven by subjecthood, the discourse after the given prompt sentence will progress

by referring she to the subject, i.e., Amanda in (15a) and Brittany in (15b). However, if

topichood, i.e., topicality assigned by the syntactic subject status, is what drives pronoun

production, preference for she to refer to Amanda in both (15a) and (15b) is predicted. The

second hypothesis was borne out, with the results indicating that the entity with topichood

was selected more than 60% of the time in both structures.

QUD is also known to guide language comprehension in resolving ambiguity. Kehler

(2015) shows that QUD can determine the type of interpretation of a verb phrase ellipsis in

English. The sentence in (16) can have two different interpretations, where one interprets

as that Bill read John’s paper (also known as the strict reading) whereas in the other case,

Bill read his own paper (usually referred to as the sloppy reading).

(16) Two possible readings of verb phrase ellipsis (Kehler, 2015)

John read his paper, and Bill did too.

a. Who read John’s paper?

Johni read hisi paper, and Billj did read Johni’s paper too. [strict reading]

b. Who read his paper?

Johni read hisi paper, and Billj did read hisj paper too. [sloppy reading]

Depending on the QUD, however, the author suggests that this ambiguous reading can be

resolved. In the case where the QUD pertains to addressing a list of candidates that read

John’s paper (16a), Bill as well as John becomes part of the alternative set for the answer.

This confines the reading to be interpreted to mean that Bill read John’s paper. In contrast,

the question in (16b) gives rise to a set of answers where x read x’s paper, and this leads to

the reading of Bill read his own paper. Other studies present similar findings (e.g., Clifton

44



& Frazier, 2018; Frazier & Clifton, 2005), where even covert (as opposed to explicit) QUD

also has a similar effect on resolving ambiguity (e.g., Clifton & Frazier, 2012, 2018; Grant,

Clifton, & Frazier, 2012).

There are also studies that focus on the way discourse structure affects sentence com-

prehension (Duff et al., 2023; Göbel, 2019). Göbel (2019) specifically examined the way

discourse relation affects the interpretation of pronominals. While using an ARC structure,

the author varied the discourse relation between the ARC content and the main clause by

using a past progressive (e.g., was selling) for the subordinating condition (17a) whereas a

simple past (e.g., sold) and a temporal adverb (e.g., then) for the coordinating condition

(17b). After being presented with either condition, the participants were asked to choose

the antecedent of a pronoun, either she or that, that follows after the target sentence. There

were two possible options, either the real estate lady (associated with the main clause) or

the landlady (associated with the ARC content).

(17) A sample material in Göbel (2019) (Experiment 2)

a. Subordinating relation

At the open house, the real estate lady haggled with the potential tenants, who

the landlady was selling some furniture to.

b. Coordinating relation

At the open house, the real estate lady haggled with the potential tenants, who

the landlady then sold some furniture to.

The author found that in the subordinating discourse relation, the referent in the main

clause (the real estate lady) was selected as the antecedent about 60% of the time; however,

in the coordinating relation, this preference dropped to about 45%. The results showed

that discourse structure and the relation between discourse units affect the interpretation of

discourse, specifically anaphora resolution.
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The current work will be an extension to the previous studies that examined different

discourse factors that affect syntactic parsing and interpretation and resolution of pronouns.

Similar to Göbel (2019), I manipulate the discourse status of linguistic entities by making

use of the contrasting RCs in English. As illustrated in the previous section, RRCs will be

used for establishing the main discourse relation (similar to coordination) whereas ARCs for

subordinate discourse relation (as in the subordinating discourse relation). I examine the

way these two distinct discourse structures and the relation between units affect syntactic

dependency resolution, long-distance subject-verb dependency in particular, and pronoun

resolution in real time.
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CHAPTER 4

RETRIEVING DISCOURSE STRUCTURE INFORMATION:

PART I

In this Chapter, I examine the validity of [+main] and [+subordinate] features as retrieval

cues in real-time comprehension. Doing so involves addressing two specific questions. One

concerns the broader question of whether discourse structure-related information is used

during the retrieval process, specifically, constraining the dependency-building process. If

so, the other tackles the question of the way discourse structure information is represented

and used in working memory: in a binary way—either [+FEATURE] or [−FEATURE], or

in a dynamic mode where the discourse status of linguistic items is dependent on the active

state of discourse questions (as was illustrated in Section 3.2.1).

To address these questions, I make use of a structure that requires retrieval of previous

linguistic items for a successful parsing of the sentence. One of the most commonly used

structures is the one that involves a long-distance dependency such as subject-verb number

agreement with intervening linguistic materials. Additionally, to understand different lin-

guistic features that are utilized during the retrieval process, I use a structure that is known

to evoke a number agreement attraction effect. The attraction effect has been used as a

hallmark case for demonstrating when and how linguistic features (e.g., gender, number,

animacy) are employed as retrieval cues. Taking all these components together, I design a

structure such that the distinction in discourse structure information is reflected while main-

taining the key structure that involves a subject-verb agreement that induces a canonical

number agreement attraction effect.

In Section 4.1, previous work on real-time comprehension of appositives is summarized.

Empirical findings suggest that the processing cost with ARCs (or broadly appositives) is

reduced compared to embedded RRCs; however, cases are reported where ARCs and RRCs

do not differ in processing cost depending on the type of linguistic dependency and the
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locus of retrieval. Section 4.2 provides an overview of the three sets of experiments and

the predictions. Three self-paced reading task experiments are presented in Sections 4.3–

4.5. Across three experiments, the discourse status (main vs. subordinate) of linguistic

elements as well as the active status of the associated discourse questions are manipulated.

The results collectively show that while discourse structure information is indeed utilized

for dependency building, it is not the binary approach to discourse status but the active

status of discourse questions that affects the incremental resolution process. This argument

is spelled out more in detail in Section 4.6, wherein a comparison with different approaches

is presented; limitations and future work are also discussed in this section. Section 4.7

concludes.

4.1 Previous work: processing of subordinate ARC structures

A number of studies have examined whether ARCs (or broadly appositives) are represented

and processed differently compared to RRCs. Earlier work has shown findings that sug-

gest independence of the ARC content from the main clause, taking evidence from reduced

processing cost with embedded appositives compared to the control RRC structure (Dillon,

Clifton, & Frazier, 2014; Kroll & Wagers, 2019). However, later investigations have found

evidence that ARCs are not completely separated from the main content (Dillon, Clifton,

Sloggett, & Frazier, 2017), with observations that ARCs may have similar linguistic represen-

tations as RRCs do (Dillon, Frazier, & Clifton, 2018). Using more time-sensitive measures,

recent work has found that subordinate discourse information can affect parsing similarly to

main discourse information when incremental processing is considered. These studies have

shown that the independence of ARC can be affected by the timeline of processing (e.g.,

whether it is before or after the critical retrieval site) (Dillon et al., 2017) or the type of

dependency (Ng & Husband, 2017).
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Separation of main and subordinate discourse information

Some previous work has suggested that main and subordinate discourse information appears

not to interact with each other during processing (Dillon et al., 2014; Kroll & Wagers, 2019).

Dillon et al. (2014), for example, first looked at the differences between the two conditions

in (1). Having (1a) as a control condition, the authors examined the processing cost of the

appositive counterpart (1b). Given the existing large body of work that longer embedded

clauses incur greater processing cost (e.g., Gibson, 1998, 2000; Grodner & Gibson, 2005;

Hale, 2001; Levy, 2008; R. L. Lewis & Vasishth, 2005; McElree et al., 2003; Van Dyke &

Lewis, 2003; Warren & Gibson, 2002), the authors questioned whether the processing cost

will be reduced in the presence of intervening subordinate discourse information as in (1b).

(1) A subset of the experimental material in Experiment 1 in Dillon et al. (2014)

a. That butcher who was in the busy shop (Amy visited on Third Avenue)

bought his meat from local farmers. [RRC] (Long-condition in parenthesis)

b. That butcher, the one in the busy shop (Amy visited on Third Avenue),

bought his meat from local farmers. [Appositive] (Long-condition in parenthesis)

In their acceptability rating task, Dillon et al. (2014) found a length penalty effect in the

baseline RRC condition (1a), where the longer intervening RRC incurred more processing

burden than the shorter intervening RRC structure. Critically, however, the observed length

penalty effect with the RRC condition was reduced in the appositive condition. Based

on this finding, the authors argued that appositives and main clauses may be “processed

independently [...] in separate memory store[s]” (Dillon et al., 2014).

Similar results have been reported in Kroll and Wagers (2019) and Duff et al. (2023).

Kroll and Wagers (2019), for example, found the same asymmetric length penalty effect

between RRCs and ARCs. Short and long embedded RCs were both included, and ARCs

were marked with parentheses as shown in (2). A chunk of words was presented in different
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windows, marked with a pipe (|); the second window included the critical RC content.

(2) Experimental material in Experiment 6 in Kroll and Wagers (2019)

a. The bear | that is standing on the ball [the trainer rolled across the

room] | is wearing a hat. [RRC] (Long-condition in square brackets)

b. The bear | (who is standing on the ball [the trainer rolled across the

room]) | is wearing a hat. [ARC] (Long-condition in square brackets)

While the 2-way interaction of clause and embedded RC-length did not reach significance,

they found the same pattern as in Dillon et al. (2014) where ARCs are rated higher than

RRCs, particularly in the long-embedded-RC condition. These findings have been taken as

evidence to argue that processing ARC content is inherently different than processing the

main clause.1

Interaction of main and subordinate discourse information

However, some later work, while replicating the findings that information contained in main

and subordinate discourse units do not interact with each other, also found evidence that

main and subordinate discourse information is not entirely separated.

Consider the example in (3), tested in Dillon et al. (2017). Their experimental items had

a wh-filler, who1, which was connected to a sentence-final gap, dinner for . Additionally,

there was an intervening wh-dependency (who2 bought Italian ham) which was varied by the

type of RC structure, either an RRC (3a) or an ARC (3b).

(3) Experimental material in Experiment 1 in Dillon et al. (2017)

1. Kroll and Wagers compare different possibilities that might contribute to the disparate nature of the
two types of clauses/discourse information. They argue for the argument that leans into the distinct prosodic
structure of appositives. I turn to this argument later in Section 4.6.4 and suggest that this may not hold
true given the current empirical findings.
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a. The butcher asked who1 the lady who2 bought Italian ham was cooking dinner

for . [RRC]

b. The butcher asked who1 the lady, who2 bought Italian ham, was cooking dinner

for . [ARC]

The eye-tracking-while-reading experiments in Dillon et al. (2017) revealed two interesting

findings. First, there was a processing cost at the gap position (dinner for) in the RRC

condition relative to its less complex baseline control that did not involve a wh-filler-gap

dependency (e.g., “The butcher asked if the lady(,) who ...”). This was an expected syntactic

complexity effect (Frazier & Clifton, 1989; Gibson & Warren, 2004; Gordon et al., 2001; Kaan,

Harris, Gibson, & Holcomb, 2000; Phillips, Kazanina, & Abada, 2005; Staub, 2010; Wagers

& Phillips, 2014). The corresponding complexity effect, however, did not arise in the ARC

condition. The contrast between RRC and ARC at the sentence-final gap position replicated

the general findings in Dillon et al. (2014). Meanwhile, the other important finding was that

there was no difference between ARC and RRC conditions in the intervening RC regions.

The intervening material (specifically on the “who2 bought” region) triggered a reading time

slowdown in both ARC and RRC conditions relative to their respective baseline controls,

presumably because there was interference from an open outer wh-dependency.

Dillon et al. (2018) further showed that ARC content, or subordinate discourse informa-

tion, is not inherently separated from the main clause or main discourse information. This

time they examined the attachment preference given a structural ambiguity as in (4).

(4) A subset of the experimental material in Experiment 1 in Dillon et al. (2018)

a. The journalist interviewed the daughter of the colonel(,) who was on the bal-

cony.

b. The journalist interviewed the daughter with the colonel(,) who was on the bal-

cony.
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Previous work has shown that there is a preference for high attachment of the RRC to the

daughter (4a) whereas low-attachment to the PP (the colonel) (4b) (e.g., Grillo & Costa,

2014). The authors hypothesized that if ARC content is linguistically (syntactically, in

particular) integrated with the main clause just as an RRC, a similar attachment preference

should be expected. The syntactic attachment preferences in RRCs and ARCs were shown

in a similar fashion, suggesting that it is hasty to conclude that the ARC content is separate

and independent of the main clause.

Other factors affecting real-time comprehension of ARCs

Empirical findings so far seem to also suggest that the type of linguistic dependency and the

experimental task affect the processing of ARC structures.

Ng and Husband (2017) examined the processing of appositives in two different dependen-

cies, namely the subject-verb agreement and the negative polarity dependency. They made

use of the number agreement attraction effect and negative polarity item (NPI) illusion effect

to examine the retrieval process of appositive content (see Chapter 2 for a summary of these

effects). While processing difference, i.e., retrieval interference effect, was observed between

the appositive and the control RRC structure in the attraction effect, the difference was not

found in examining the NPI illusion.

Sentences in (5) present a set of examples used in Ng and Husband (2017) for com-

paring the number agreement attraction effect between an embedded RRC and appositive

structures. The standard number agreement attraction effect with the RRC structure (5a)

predicts that in the ungrammatical condition (were), the presence of a number feature-

matching distractor NP (the rock singers) leads to decreased reading times compared to the

absence of it (the rock singer) at the retrieval site (were or the following region) (e.g., Wagers

et al., 2009).
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(5) Material used for testing the attraction effect in Ng and Husband (2017)

a. The demo tape that promoted the rock singer(s) {was/*were} very successful

in America in the 1990s. [RRC]

b. The demo tape the one that promoted the rock singer(s) {was/*were} very

successful in America in the 1990s. [Appositive]

The authors replicated the attraction effect in the RRC condition. The effect, however, was

absent in the appositive condition (5b)—the same finding has been replicated in a later study

in McInnerney and Atkinson (2020) as well.2

Next, sentences in (6) illustrate the key contrast for examining the NPI illusion in the

two distinct structures. An NPI expression such as ever is grammatically licensed when it

appears in the scope of a negative licensor such as no (6a). But an NPI illusion has been

observed such that a licensor outside of the scope (e.g., no critics) leads to reduced reading

times despite the ungrammaticality (e.g., Vasishth et al., 2008; Xiang et al., 2009).

(6) Material used for testing the NPI illusion in Ng and Husband (2017)

a. {*The/No} authors that no/the critics recommended have ever received ac-

knowledgement for a best selling novel. [RRC]

b. {*The/No} authors the ones that no/the critics recommended have ever re-

ceived acknowledgement for a best selling novel [Appositive]

Unlike the case of the number agreement attraction effect, no reliable differences in terms of

the NPI illusion effect were found between the RRC and appositive conditions.

2. Yet, unlike their Experiment 1, McInnerney and Atkinson (2020) found the number agreement attrac-
tion effect in both appositive and RRC structures in subsequent experiments (Experiments 2 and 3), where
(non-)speeded acceptability judgment task was involved. The authors speculated that the mixed results may
be due to the task effect, suggesting that the sensitivity to the division of main and subordinate discourse
may be pronounced at different time periods, either during or after processing the sentence. But the proposal
has remained unclear.
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As to this discrepancy, Ng and Husband suggested that NPI licensing ultimately evokes

semantic and pragmatic licensing mechanisms instead of merely a syntactic process, and

hence the linguistic information inside the main and the subordinate discourse structure

can be “bridged in pragmatically principled ways.” If so, the division may not be distinct,

and as a consequence, the retrieval process may be similar between the embedded RRC and

appositive structures. This is different from the number agreement attraction effect, which

is dependent on resolving the syntactic dependency. The type of linguistic dependency may

have contributed to the similar or different processing between main and discourse structure

information.

Remaining puzzle

The empirical findings seem to be that the distinction between main and subordinate dis-

course information is pronounced after the subordinate discourse information has been pro-

cessed. The stark division between the two types of discourse is captured after the sentence

has been processed completely as in judgment tasks (e.g., Dillon et al., 2014; Kroll & Wagers,

2019), and when the retrieval of relevant information takes place after the termination of

encoding the subordinate content (e.g., Dillon et al., 2017; McInnerney & Atkinson, 2020;

Ng & Husband, 2017). Yet, the division is not made during the encoding of the subordinate

discourse information (e.g., Dillon et al., 2017). Once the parser progresses beyond the right

boundary of the subordinate discourse unit (e.g., beyond the RC), however, the information

within the subordinate discourse unit becomes more separated from the main discourse unit.

To account for these empirical findings, Dillon et al. propose that the rapid structural

decay of ARC content after processing it could be a contributing factor, an idea also argued

in Duff et al. (2023). Duff et al. posit that content within the subordinate discourse structure

after the RC boundary becomes “discounted,” exerting “less influence on downstream parsing

[...] than other material” (p. 2). Similarly, Dillon et al. argue that the syntactic form of the
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ARC structure gets “lost relatively rapidly, minimizing its ability to interfere with subsequent

processing” (p. 105)—structural loss hypothesis. And the loss of the syntactic form of an

ARC in working memory leads to a reduced interference effect between the main and the

ARC content. There is some evidence from earlier work lending support to the general

possibility that the surface form of a sentence is short-lived (e.g., Lombardi & Potter, 1992;

Potter & Lombardi, 1990). These studies have shown that when recalling a sentence, instead

of recalling from verbatim memory, people regenerate the form of the sentence based on the

conceptual representation of it.

However, there is no direct evidence that the syntactic form of an ARC structure rapidly

decays. It is also unclear why appositives should undergo syntactic loss when the RRC coun-

terparts do not undergo a similar forgetting process. A potential argument is that RRCs

and appositives may exhibit differential susceptibility to the forgetting process due to their

syntactic difference, but imposing such a constraint would largely rely on stipulation. More-

over, empirical findings on the decay of syntactic forms are varied, with studies indicating

that these forms can persist even after extended delays (Gurevich, Johnson, & Goldberg,

2010; Kaschak, Kutta, & Schatschneider, 2011).

4.2 Overview of experiments and predictions

In the current work, I focus on the earlier observation that the interactability between main

and subordinate discourse information is dependent on whether processing ARC is closed off

or not. Returning to the initial question I raised, I examine the two competing approaches to

discourse structure information. One is to assume a binary division of the discourse structure,

where linguistic content is construed to be either part of the [+main] or [+subordinate]

discourse. The other is to account for the dynamically changing status of discourse questions

associated with the linguistic content. I compare these two approaches by manipulating

the discourse status and the active state of discourse questions of the linguistic content
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across three experiments (Table 4.1). Following the design in Ng and Husband (2017) and

McInnerney and Atkinson (2020), I make use of the number agreement attraction effect to

examine the retrieval interference effect when processing subordinate discourse information

is involved. I varied the relative position of the retrieval target NP and the distractor NP

such that the two NPs are part of the same discourse structure in the RRC condition but

distinct structures in the ARC condition. In the meantime, the locus of the retrieval site

was varied so that the active state of discourse questions was also manipulated.

Table 4.1: Prediction on Experiments 1–3 factored by discourse status and active state of
discourse questions

Exp. Clause Discourse status
[Target, Distractor]

Active state of
discourse questions
[Target, Distractor]

Number
agreement
attraction

1 RRC [+ main, + main] [+ active, + active] yes
ARC [+ main, + subord.] [+ active, −active] ?

2 & 3 RRC [+ main, + main] [+ active, + active] yes
ARC [+ subord., + main] [+ active, + active] ?

Note. Subord. = Subordinate

These manipulations are exemplified below. In Experiment 1, the target (the waitress)

and the distractor (the girls) were either part of the same main discourse (7a) or separate

discourse structures (7b). As the retrieval site (were) was after the ARC had closed off,

the active state of the distractor in the ARC condition was inactive; it was active in the

RRC condition since the RRC contributed to the main discourse active question. Having

this RRC structure as a control condition (e.g., Parker & An, 2018), I examine whether the

same attraction effect is found in the ARC counterpart as in (7b).

(7) A sample sentence in Experiment 1 (ungrammatical, plural distractor condition)

a. *The waitress who sat near the girls surprisingly were unhappy. [RRC]

b. *The waitress, who sat near the girls, surprisingly were unhappy. [ARC]
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While the same binary division of [+main] and [+subordinate] is made with RRC vs.

ARC contrast, the critical retrieval site is located inside the RC in Experiment 2 (8). This

makes the discourse question associated with the content inside the RC active, regardless

of ARC or RRC. The sentence in (8a) also represents a canonical structure of a number

agreement attraction effect (e.g., Wagers et al., 2009). It is of empirical question whether

the same pattern of number agreement attraction effect will be observed in (8) as in (7).

If the same pattern arises, it would suggest that the distinction in the discourse status—

whether the NP is part of the main or the subordinate discourse—matters over the real-time

status of the discourse question. If not, we can conjecture that the dynamically changing

active state of discourse questions is what matters at the point of retrieval.

(8) A sample sentence in Experiment 2 (ungrammatical, plural distractor condition)

a. *The musicians who the reviewer praise so highly will win a Grammy. [RRC]

b. *The musicians, who the reviewer praise so highly, will win a Grammy. [ARC]

Experiment 3, as illustrated in Table 4.1, reflects the same experimental contrast as in

Experiment 2. It is possible that the open dependency after the matrix subject in Exper-

iment 2 (the musicians) kept the distractor NP in the relative clause at a relatively high

activation level in both structures. To tease apart this possibility, in Experiment 3, the RC

is positioned after the core argument, i.e., object, so that there is no open dependency at

the point when the RC content is being processed. We expect to see the same pattern as

in Experiment 2 if the parsing is not solely driven by the activation and attention level but

rather a principled factor such as discourse status or active state of discourse questions.

(9) A sample sentence in Experiment 3 (ungrammatical, plural distractor condition)

a. *Alicia met the musicians who the reviewer praise so highly.

b. *Alicia met the musicians, who the reviewer praise so highly.
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A self-paced reading task is used for all three experiments, each of which is accompanied

by a comprehension question after each trial that asks about the content of the sentence.

Having the RRC structure as the control condition, a number agreement attraction effect

is predicted in the RRC condition in all three experiments. With this baseline, the em-

pirical question is whether we would see the same effect in the ARC condition in different

experimental designs.

To preview the finding, I replicate the attraction effect in all three experiments in the

RRC structure. More importantly, the effect is absent in the ARC condition in Experiment 1

but present in Experiments 2 and 3. The findings collectively suggest that discourse structure

is used during the retrieval process, but more precisely, the active state of discourse questions

associated with the linguistic content is what matters during the retrieval.

4.3 Experiment 1

4.3.1 Methods

Subjects

A totla of 120 native speakers of American English residing in the U.S. via the Prolific

platform. Participation recruitment was conducted with IRB approval from the local insti-

tution. Two participants were excluded from the main analysis as they self-reported that

their first language was not English, leaving us 118 participants for the analysis (mean age

= 30.94; range: 18–50). The duration of the experiment was approximately 20 minutes, and

participants were paid 3.50 USD in compensation.

Material and design

Material for Experiment 1 is presented in Table 4.2. The material consisted of 48 items

in a fully crossed 2 x 2 x 2 design with grammaticality (grammatical vs. ungrammatical),
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distractor number (singular vs. plural), and clause type (ARC vs. RRC) as factors. The

material with RRCs was adapted from Experiment 1 in Parker and An (2018). All the target

sentences had the structure of NP1(,) who VERB Preposition NP2(,) ADVERB {was/were}

... (e.g., “The waitress(,) who sat near the girl(s)(,) unsurprisingly was/were unhappy about

all the noise.”). NP1, the target subject, was always a singular noun (e.g., The waitress). The

main auxiliary verb was varied by grammaticality: was (grammatical) or were (ungrammat-

ical). The target subject was always modified with a subject-extracted RC, which contained

the distractor noun, NP2. The distractor noun was either a singular noun or a plural noun

(e.g., the girl(s)). The RC was either an RRC or an ARC, and the ARC conditions were

marked with commas before and after the RC boundary. There was always an intervening

adverb between the distractor noun and the main verb (e.g., unsurprisingly). The number

of regions for the target trials ranged from 11 to 13. Additionally, 24 filler sentences—all

grammatical sentences—were included.

Procedure

A Latin-square design was used to assign the 48 main trial items into eight lists. Each

participant read a total of 72 sentences (including filler sentences), with half of the sentences

being grammatical and the other half ungrammatical. The presentation of the trials was

randomized for each participant.

The experiment was conducted on IbexFarm (http://spellout.net/ibexfarm), an online

experiment platform. Participants read sentences in a self-paced phrase-by-phrase moving

window paradigm. Each sentence was presented individually on each participant’s screen.

Words were initially masked by dashes, and each word or phrase appeared as the participant

pressed the space bar. The sentence was presented in a non-cumulative fashion, where the

previous word was masked again by dashes as the participant proceeded to the next region.

Participants were instructed to read the sentences as naturally as possible at their regular
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Table 4.2: An example of the experimental item for Experiment 1

Condition Sentence

ARC-Sg-Gr The waitress, / who / sat / near / the girl, / unsurprisingly /
was / unhappy / about / all / the noise.

ARC-Sg-Ug The waitress, / who / sat / near / the girl, / unsurprisingly /
were / unhappy / about / all / the noise.

ARC-Pl-Gr The waitress, / who / sat / near / the girls, / unsurprisingly /
was / unhappy / about / all / the noise.

ARC-Pl-Ug The waitress, / who / sat / near / the girls, / unsurprisingly /
were / unhappy / about / all / the noise.

RRC-Sg-Gr The waitress / who / sat / near / the girl / unsurprisingly /
was / unhappy / about / all / the noise.

RRC-Sg-Ug The waitress / who / sat / near / the girl / unsurprisingly /
were / unhappy / about / all / the noise.

RRC-Pl-Gr The waitress / who / sat / near / the girls / unsurprisingly /
was / unhappy / about / all / the noise.

RRC-Pl-Ug The waitress / who / sat / near / the girls / unsurprisingly /
were / unhappy / about / all / the noise.

Note. ARC = Appositive relative clause. RRC = Restrictive relative clause. Sg = Singular
distractor noun. Pl = Plural distractor noun. Gr = Grammatical. Ug = Ungrammatical.

Distractor noun italicized. Regions of interest are bold-faced. The ‘/’ sign indicates regions.

reading pace. A ‘yes/no’ comprehension task that asked about the content of the sentence

appeared after each sentence (e.g., “Was the waitress unhappy about all the noise?”). Half of

the questions had ‘yes’ correct responses and the other half ‘no.’ The participants were not

given any feedback on their responses to the task. Participants had 10 practice trials before

the main experiment.

Analysis

Prior to data analysis, results from from 10 participants were excluded, whose accuracy on

the comprehension question task for both target and filler items was below 80%. For the

reading time analysis for the self-paced reading task, trials with incorrect comprehension

question responses were removed for the main analysis (7.47% of the data). Reading time

data points were removed that were beyond 3SD of the mean by condition and by region
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(additional 1.5% removal of the data). Regions of interest included (a) the main verb position

(was/were) (region 7) that agreed with the target subject (the waitress) and (b) the next

spillover region (unhappy) (region 8).

The log-transformed reading time data was analyzed by conducting linear mixed-effects

regression models, using the lmerTest package (Bates, Mächler, Bolker, & Walker, 2015)

implemented in R (R Core Team, 2022). Fixed effects in the model included grammaticality

(grammatical vs. ungrammatical), distractor number (singular vs. plural), clause type (ARC

vs. RRC), and their interactions. Since the main interest of comparison is the presence (or

absence) of the standard number agreement attraction effect between the two clause types,

a nested contrast was used to examine the agreement attraction effect in ARC and RRC,

following the approach in Nicenboim, Schad, and Vasishth (2023).3 Using the nested contrast

coding, the critical 2-way interaction between distractor number and grammaticality was

estimated as a nested effect for ARC and RRC separately. To take into consideration the

spillover effect from regions prior to the given region analysis, the log-transformed reading

time of the immediately preceding region was also included as a fixed effect. All models were

initially fit with maximal random effects structure, with by-participant and by-item random

intercepts and by-participant and by-item random slopes for all fixed-effect predictors (Barr,

Levy, Scheepers, & Tily, 2013). Random effects structure was simplified when the models

failed to converge. I used the buildmer package (Voeten, 2022) in R to find the maximal

model. A fixed effect was considered significant when the absolute t-value associated with

the effect exceeded 2 (Gelman & Hill, 2006).

3. Also see Vasishth (2021) for the advantages of using nested contrasts; and see Patil et al. (2016) for a
similar example using nested contrast for studying the interference effect.

61



4.3.2 Results

Comprehension accuracy

The mean comprehension question accuracy for each condition is presented in Table 4.3.

The comprehension accuracy for all conditions was generally close to ceiling.

Table 4.3: Mean comprehension question accuracy in Experiment 1

Gr-Pl Gr-Sg Ug-Pl Ug-Sg

ARC 0.935 (±0.003) 0.925 (±0.003) 0.910 (±0.003) 0.937 (±0.003)

RRC 0.927 (±0.003) 0.934 (±0.003) 0.913 (±0.003) 0.922 (±0.003)

Note. Standard errors of the grand mean are in parentheses. ARC = Appositive relative clause.
RRC = Restrictive relative clause. Sg = Singular distractor noun. Pl = Plural distractor noun.

Gr = Grammatical. Ug = Ungrammatical.

Reading times

Figure 4.1 presents the mean log reading times for each region.
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Figure 4.1: Mean log reading times in Experiment 1.
Note. Error bars represent standard errors. Regions of interest highlighted in grey boxes.
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Table 4.4 presents the results of the statistical analysis with the effects of the distractor,

grammaticality, and their interactions nested under each level of the predictor clause type.

Table 4.4: Summary of statistical analyses of the reading times in Experiment 1

Regions

critical spillover

Predictors β̂ SE t β̂ SE t
(Intercept) 4.575 0.065 70.298 3.839 0.074 51.921
Clause 0.11 0.005 2.299 -0.018 0.005 -3.347
Distractor in ARC -0.004 0.008 -0.541 -0.000 0.007 -0.064
Grammaticality in ARC 0.017 0.011 1.603 0.067 0.012 5.523
Distractor in RRC 0.010 0.005 1.837 0.011 0.005 2.195
Grammaticality in RRC 0.018 0.005 3.316 0.024 0.005 4.732
Distractor:Grammaticality in ARC -0.009 0.011 -0.883 0.008 0.010 0.798
Distractor:Grammaticality in RRC -0.002 0.005 -0.289 0.010 0.005 2.013

The analysis shows that at the critical region, there was a main effect of clause type (β̂=0.11,

se=0.005, t=2.299) such that RRC conditions were read longer than ARC conditions; at the

spillover region, ARC conditions were read longer than RRC conditions (β̂=-0.018, se=0.005,

t=-3.347). Both RRCs and ARCs showed a grammaticality effect. For the RRCs, this

effect appeared on both the critical (β̂=0.018, se=0.005, t=3.316) and the spillover region

(β̂=0.024, se=0.005, t=4.732). For the ARCs, this effect appeared on the spillover region

(β̂=0.067, se=0.012, t=5.523), but not on the critical word (β̂=0.017, se=0.011, t=1.603).

Most relevant for the current purpose, at the spillover region, there was an interaction of

distractor and grammaticality within the RRC condition (β̂=0.010, se=0.005, t=2.013),

driven by the fact that the condition with a plural distractor was read faster than the

singular distractor condition but within the ungrammatical conditions. Crucially, for the

ARC conditions, at the critical region, no interaction between distractor and grammaticality

was found on either the critical region (β̂=-0.009, se=0.011, t=-0.883) or the spillover region

(β̂=0.008, se=0.010, t=0.798).

Figure 4.2 illustrates the interference effect of each clause type at the critical and spillover
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regions. It is only the RRC-ungrammatical condition (in the spillover region) that shows a

negative interference effect, i.e., standard number agreement attraction effect.
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Figure 4.2: Interference effect in Experiment 1.
Note. The interference effect was calculated by subtracting the untransformed mean reading time
of the singular distractor condition from the plural distractor condition. Error bars indicate 95%

CI by participants.

The interference effect was calculated by subtracting the untransformed mean reading time

of the singular distractor condition from the plural distractor condition, and therefore a

negative value is indicative of the agreement attraction effect (as in Dillon et al. (2013) and

Jäger, Engelmann, and Vasishth (2017)). There was a reliable attraction effect only at the

spillover region in the ungrammatical RRC conditions.

4.3.3 Discussion

The results with the RRC condition replicated the finding in Parker and An (2018) (Experi-

ment 1), where there was a standard number agreement attraction effect in the presence of a

retrieval cue that matched the number feature of the distractor noun. The results are in line

with a large body of existing findings on the cue-based retrieval mechanism in long-distance

dependency resolution, evidenced by the interference effect (e.g., R. L. Lewis & Vasishth,
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2005; R. L. Lewis et al., 2006; Van Dyke & McElree, 2011). Crucially, however, no reliable

agreement attraction effect was found in the ARC condition. This is in line with the finding

in Ng and Husband (2017) and McInnerney and Atkinson (2020), where the intervening

distractor noun within a subordinate discourse unit did not interfere with the target noun

during the retrieval process. The current findings are also in line with earlier work that

showed a separation between ARCs and RRCs within the context of syntactic complexity

(e.g., Dillon et al., 2014; Kroll & Wagers, 2019).

There are two ways to interpret the current findings. One interpretation is that the main

and subordinate discourse units can be separated during memory encoding and retrieval

by virtue of their distinct linguistic status. As discussed earlier, the linguistics literature

has long recognized that different types of discourse units can have distinct representational

statuses, with proposals suggesting that discourse units are stacked in the “attentional space”

(Grosz & Sidner, 1986) one at a time in such a way that each unit can be independent of one

another, or different discourse units could contribute to distinct semantic dimensions (Potts,

2005), or the subordinate discourse units are similar to speech acts that carry independent

illocutionary functions distinct from the main proposition (Frazier et al., 2018; Koev, 2022).

A way to implement the linguistic distinction between main and subordinate discourse status

in a processing model is to assume that the parser encodes the discourse status information

as features of the relevant linguistic input (e.g., [+main] or [+subordinate]). These binary

and static features can be used as retrieval cues to guide memory retrieval. As a result, the

parser can make a distinction in real time between linguistic units based on their discourse

status.

Another interpretation of the results is based on the notion of active discourse question.

From the perspective that discourse structure is incrementally constructed, subordinate dis-

course information can raise active discourse questions but such questions become inactive

once the subordinate discourse information is closed off. Discourse structure moves for-
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ward based on which questions are raised and remain active and which questions have been

resolved and can be removed. We can make a further assumption that working memory

retrieval, or for the purpose of subject-verb agreement dependency at least, is sensitive to

the information currently in the domain of active questions. With this approach, we can un-

derstand the results by the distractor noun inside the subordinate ARC becoming no longer

accessible to memory retrieval after the closure of the ARC, at the point of retrieval. This

made the target noun, which was inside the main discourse unit, become the only candidate

for memory retrieval, leading to the absence of an agreement attraction effect in the ARC

condition.

Both of the proposals above are consistent with the findings from Experiment 1, in

which memory retrieval for an agreement-controller noun takes place after the closure of

the ARC clause. However, the two proposals rely on distinct theoretical assumptions. The

first proposal, which I label the static division hypothesis, assumes that the working memory

organization of the linguistic material is sensitive to the static properties of the discourse

structure such as the main vs. subordinate characteristics. The second proposal, which I

label the active question hypothesis, assumes that the working memory organization incre-

mentally tracks the relevant questions/issues at any given moment of an unfolding sentence.

To distinguish these two proposals, in the next experiment, I modify the design such that

memory retrieval of a target takes place prior to the closure of the discourse question instan-

tiated by the subordinate ARC.

4.4 Experiment 2

In Experiment 2, the memory retrieval site is located prior to the subordinate ARC being

closed off. The design of Experiments 1 and 2 are compared in (10). For the baseline

control RRC conditions, we expect to observe a standard agreement attraction effect in

Experiment 2, replicating the basic attraction effect in Experiment 1. As for the critical
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ARC conditions, the two competing hypotheses make contrasting predictions. The static

division hypothesis predicts that the ARC conditions in Experiment 2 would demonstrate a

lack of attraction effect, similar to Experiment 1. This is because the correct retrieval target

NP and the distractor NP in the ARC condition are located in different discourse units in

both Experiments 1 and 2. In Experiment 1, the target NP is located in the main unit while

the distractor NP is in the subordinate unit; in Experiment 2, it is the other way around.

(10) Schematization of experimental design (Experiments 1–2)

a. Experiment 1

Target(,) [who ... Distractor ...](,) RetrievalSite ...

b. Experiment 2

Distractor(,) [who ... Target RetrievalSite ...](,) ...

If the parser uses discourse status information [+main] or [+subordinate] to guide

retrieval, the target and distractor NP should be sufficiently distinguished from each other,

reducing the probability of an interference effect. On the other hand, the active question

hypothesis would make a different prediction. Under this hypothesis, we would expect to

see an attraction effect in Experiment 2, different from Experiment 1. This is because the

retrieval site in Experiment 2 is located prior to the closure of the ARC (it is inside the

ARC). This means that at the point where memory retrieval of an agreement controller is

initiated, the discourse questions associated with the main and the subordinate discourse

units are both active, and accordingly, linguistic content in the scope of these questions is

accessible for retrieval. This leads to the possibility of misretrieving the distractor, resulting

in a retrieval interference effect.
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4.4.1 Methods

Subjects

Experiment 2 recruited a total of 120 American English speakers residing in the U.S. (aged

18 and above) through the Prolific platform (https://www.prolific.co/). Participation re-

cruitment was conducted with the IRB approval of the local institution. Two participants,

indicating English was not their first language, were excluded, and an additional two par-

ticipants who did not complete the experiment were removed, resulting in a total of 116

participants (mean age = 31.15; range: 18–50). The experiment, lasting approximately 20

minutes, provided participants with 3.50–4.00 USD in compensation.

Material and design

Material for Experiment 2 is presented in Table 4.5. The material consisted of 48 sets of

items with 8 conditions in a fully crossed 2 x 2 x 2 design with grammaticality (grammatical

vs. ungrammatical), distractor number (singular vs. plural), and clause type (ARC vs.

RRC) as factors. I adopted the RRC material from Experiment 2 in Wagers et al. (2009).

All the target sentences had the structure of NP1(,) who NP2 VERB ..., VERB ... (e.g.,

“The musician(s)(,) who the reviewer praise(e) so highly, will ...”). NP1 was the distractor

noun and appeared at the matrix subject position, which was both structurally and linearly

distant from the target verb. It was varied by its number feature, either a singular or plural

noun (e.g., the musician(s)). The sentence always had an object-extracted RC structure,

where NP1 was the extracted object, and NP2 was the subject in the embedded clause. NP2

was the target noun, which formed a number-agreement dependency relation with the target

verb that appeared one region after the target noun and inside the RC. NP2 was always a

singular noun (e.g., the reviewer), and the target verb either agreed with the target noun

(e.g., praises) or not (e.g., praise), determining the grammaticality of the entire sentence.
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ARC structures were marked with commas on the RCs. There were 12 to 20 regions for the

target trial. Forty-eight grammatical filler sentences were included, which were taken from

the filler items in Wagers et al. (2009).

Table 4.5: An example of the experimental item for Experiment 2

Condition Sentence

ARC-Sg-Gr The / musician, / who / the / reviewer / praises / so / highly, / will /
probably / win / a / Grammy.

ARC-Sg-Ug The / musician, / who / the / reviewer / praise / so / highly, / will /
probably / win / a / Grammy.

ARC-Pl-Gr The / musicians, / who / the / reviewer / praises / so / highly, / will /
probably / win / a / Grammy.

ARC-Pl-Ug The / musicians, / who / the / reviewer/ praise / so / highly, / will /
probably / win / a / Grammy.

RRC-Sg-Gr The / musician / who / the / reviewer / praises / so / highly / will /
probably / win / a / Grammy.

RRC-Sg-Ug The / musician / who / the / reviewer / praise / so / highly / will /
probably / win / a / Grammy.

RRC-Pl-Gr The / musicians / who / the / reviewer / praises / so / highly / will /
probably / win / a / Grammy.

RRC-Pl-Ug The / musicians / who / the / reviewer / praise / so / highly / will /
probably / win / a / Grammy.

Note. ARC = Appositive relative clause. RRC = Restrictive relative clause. Sg = Singular
distractor noun. Pl = Plural distractor noun. Gr = Grammatical. Ug = Ungrammatical.

Distractor noun italicized. Regions of interest are bold-faced. The ‘/’ sign indicates regions.

Procedure

The 48 sets of target items were pseudo-randomly assigned to eight lists under a Latin-square

design. Experiment 2 also used a self-paced reading task, conducted on IbexFarm. The

experiment was done in a non-cumulative word-by-word moving window fashion. Similar

to Experiment 1, a ‘yes/no’ comprehension question task was included that targeted the

content of the sentence the participants just saw (e.g., “Will the musician(s) likely win an

award?”). Half of the questions targeted ‘yes’ and the other half ‘no’ as a response. Each

participant read 96 sentences in total, with two-thirds of the sentences being grammatical.
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No feedback on their responses was given. There were 10 practice trials before the main

experiment.

Analysis

Four participants whose comprehension question accuracy was below 80% were excluded,

leaving us with 112 people for the analysis. Trials with incorrect responses in the compre-

hension question task were removed (5.88% removal). For the self-paced reading task data

analysis, the same reading time threshold was used as in Experiment 1 (3SD reading time

cutoff by condition and by region), removing an additional 1.53% of the data. There were

two critical regions for the main analysis: (a) the target verb region (e.g., praise(s)) (region

6) and (b) the spillover region (so) (region 7). The same analysis methods as in Experiment 1

were used.

4.4.2 Results

Comprehension accuracy

Mean comprehension question accuracy for each condition is presented in Table 4.6. The

comprehension accuracy was high across all conditions.

Table 4.6: Mean comprehension question accuracy in Experiment 2

Gr-Pl Gr-Sg Ug-Pl Ug-Sg

ARC 0.944 (±0.944) 0.951 (±0.001) 0.952 (±0.001) 0.928 (±0.002)

RRC 0.958 (±0.001) 0.933 (±0.002) 0.927 (±0.002) 0.937 (±0.002)
Note. ARC = Appositive relative clause. RRC = Restrictive relative clause. Sg = Singular
distractor noun. Pl = Plural distractor noun. Gr = Grammatical. Ug = Ungrammatical.

Standard errors of the grand mean are in parentheses.
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Reading times

Figure 4.3 shows the mean log reading times in Experiment 2.
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Figure 4.3: Mean log reading times in Experiment 2.
Note. Error bars represent standard errors. Regions of interest highlighted in grey boxes.

Table 4.7 reports the statistical analysis of the reading times with the effects of distractor

and grammaticality nested under clause type.

Table 4.7: Summary of statistical analyses of the reading times in Experiment 2

Regions

critical spillover

Predictors β̂ SE t β̂ SE t
(Intercept) 3.200 0.073 43.831 3.302 0.068 48.756
Clause -0.002 0.005 -0.535 -0.003 0.005 -0.630
Distractor in ARC -0.007 0.008 -0.899 0.027 0.008 3.522
Grammaticality in ARC 0.008 0.011 0.745 0.023 0.011 2.173
Distractor in RRC 0.000 0.005 0.067 0.014 0.005 2.614
Grammaticality in RRC 0.001 0.005 0.214 0.019 0.005 3.591
Distractor:Grammaticality in ARC -0.011 0.011 -0.984 0.026 0.011 2.395
Distractor:Grammaticality in RRC -0.002 0.005 -0.349 0.014 0.005 2.610

The analysis found no statistically reliable effects in the critical region. In the spillover region,

however, there was a statistically reliable interaction of distractor and grammaticality both
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in the ARC condition (β̂=0.026, se=0.011, t=2.395) and in the RRC condition (β̂=0.014,

se=0.005, t=2.610).

Figure 4.4 illustrates the interference effect in each clause type at the critical and spillover

regions. Both clause conditions show a negative interference effect in the ungrammatical

condition in the spillover region.
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Figure 4.4: Interference effect in Experiment 2.
Note. The interference effect was calculated by subtracting the untransformed mean reading time
of the singular distractor condition from the plural distractor condition. Error bars indicate 95%

CI by participants.

There was an agreement attraction effect in the ungrammatical condition at the spillover

region for both clause types.

4.4.3 Discussion

The agreement attraction effect in the baseline RRC conditions was observed, similar to the

RRC conditions in Experiment 1. There was an attraction effect in the RRC conditions even

when the distractor noun was further away from the retrieval verb than the target noun,

replicating earlier findings using similar constructions (e.g., Wagers et al., 2009). More

importantly, different from Experiment 1, the number agreement attraction effect was also
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observed in the ARC condition. In the current experiment, the distractor inside the main

discourse unit interfered with the target inside the subordinate discourse unit.

I return to the question that motivated us to conduct Experiment 2: whether the absence

of an interference effect in the ARC condition in Experiment 1 was due to the linguistic units

hosting the target and the distractor NPs having distinct discourse status (either [+main]

or [+subordinate]), or the memory retrieval being sensitive to the active state of discourse

questions. The current findings lend support to the latter, supporting the active discourse

question hypothesis. At the time of memory retrieval, the discourse questions associated

with the linguistic units containing the target and the distractor NPs are all active, allowing

the distractor to be accessible for memory retrieval and consequently resulting in interference

with the target.

There is another remaining possibility, however. Let us consider the design of Experi-

ments 1 and 2 again, as schematized in (10). The above-mentioned conclusion was based

on the assumption that the two experiments differ regarding which discourse question(s)

are active by the time memory retrieval of the agreement controller is initiated. However,

there is another difference between the two experiments. In the design of Experiment 2

(see (10)), the distractor NP is the matrix subject NP (“The musician(s), who the reviewer

praise(s)...”), and it signals an upcoming matrix verb. While the parser processes the ARC,

the subject NP of the matrix clause (the musician(s)) is yet to be integrated with a verb.

It is possible that the parser allocates additional resources to maintain the subject NP since

it is part of an incomplete syntactic dependency, hence keeping the distractor NP at a rel-

atively high activation level. The presence of the number agreement attraction effect in the

ARC condition in Experiment 2, but not in Experiment 1, could be due to the fact that

the distractor NP in Experiment 2 had a higher activation level than the distractor NP in

Experiment 1, making it a stronger competitor to the target NP in Experiment 2. To rule

out this alternative possibility, in Experiment 3 below, I changed the syntactic position of
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the distractor NP to be an object NP of the matrix clause. In doing so, the distractor NP

marks the end of an SVO structure instead of signaling an open dependency.

4.5 Experiment 3

I modified the material in Experiment 2 such that the distractor NP is now the object NP in

the matrix clause. The core SVO argument structure at the matrix clause level is completed

by the time the RC structure appears. A schematization of the manipulation is illustrated

in (11):

(11) Schematization of experimental design (Experiments 2–3)

a. Experiment 2

Distractor(,) [who ... Target RetrievalSite ...](,) ...

b. Experiment 3

Name ... Distractor(,) [who Target RetrievalSite ...].

In Experiment 3, similar to Experiment 2, the discourse questions associated with the target

and the distractor NPs are both active when the memory retrieval of the agreement controller

takes place. But different from Experiment 2, in Experiment 3, the distractor NP is an object

NP and does not receive an additional activation boost resulting from the active maintenance

of an incomplete dependency.

If we still observe an agreement attraction effect in the ARC conditions in Experiment 3,

this would complement Experiment 2 to provide evidence for the active question-based con-

straint on memory retrieval.
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4.5.1 Methods

Subjects

A total of 120 native speakers of American English over the age of 18 residing in the U.S.

were recruited via Prolific (https://www.prolific.co/). The study was conducted with IRB

approval from the local institution. The duration of the experiment was about 20 minutes,

and participants were paid 3.50–4.00 USD in compensation. Four participants whose self-

reported first language was not English were removed. One participant did not complete the

experiment. This left us with 115 participants (mean age = 33.37; range: 18–50).

Material and design

Table 4.8 shows an example of material used for Experiment 3. There were 48 sets of 8 items,

with 8 conditions, varied by grammaticality (grammatical vs. ungrammatical), distractor

number (singular vs. plural), and clause type (ARC vs. RRC). The same material as

in Experiment 2 was used, but it was modified in a way that the structure had an SVO

structure, followed by an ARC or an RRC. The target material had the structure of Name

VERB NP1(,) who NP2 VERB ... (e.g., “Alicia met the musician(s)(,) who the reviewer

praise(s) so highly.”), where ARCs were marked with a comma. Forty-eight different names

(in the Name position) were used for the matrix subject. The number of regions for the

target trial ranged from 12 to 14. The same filler sentences in Experiment 2 were used.

Procedure

The 48 target trials, along with 48 filler sentences, which were all grammatical, were dis-

tributed across eight lists with a Latin-square design. Each participant was assigned 96

sentences in total. The ratio of grammatical to ungrammatical sentences in the trials was

2:1. There were 13 practice trials before the main trials. The procedure was the same as
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Table 4.8: An example of the experimental item for Experiment 3

Condition Sentence

ARC-Sg-Gr Alicia / met / the / musician, / who / the / reviewer / praises / so / highly.
ARC-Sg-Ug Alicia / met / the / musician, / who / the / reviewer/ praise / so / highly.
ARC-Pl-Gr Alicia / met / the / musicians, / who / the / reviewer / praises /so / highly.
ARC-Pl-Ug Alicia / met / the / musicians, / who / the / reviewer / praise / so / highly.
RRC-Sg-Gr Alicia / met / the / musician / who / the / reviewer / praises / so / highly.
RRC-Sg-Ug Alicia / met / the / musician / who / the / reviewer / praise / so / highly.
RRC-Pl-Gr Alicia / met / the / musicians / who / the / reviewer / praises /so / highly.
RRC-Pl-Ug Alicia / met / the / musicians / who / the / reviewer / praise / so / highly.

Note. ARC = Appositive relative clause. RRC = Restrictive relative clause. Sg = Singular
distractor noun. Pl = Plural distractor noun. Gr = Grammatical. Ug = Ungrammatical.

Distractor noun italicized. Regions of interest are bold-faced. The ‘/’ sign indicates regions.

in Experiment 2. Each trial was followed by a comprehension question. Filler trials had

a ‘yes/no’ comprehension question task that asked a question related to the content of the

sentence. Target trials had a forced-choice comprehension question task that probed par-

ticipants’ understanding of the wh-pronoun (e.g., “Who does the reviewer praise highly?”).

Participants were then asked to select one of the two options, (a) Alicia or (b) the musi-

cian(s). The order of the choices was randomized.

Analysis

Eleven participants were excluded from the main analysis based on the comprehension ques-

tion accuracy (below 80%), leaving us with data points from 104 participants for the main

analysis. For the reading time result analysis, only the responses that selected the object

(e.g., the musician(s)) (as opposed to the matrix subject, e.g., Alicia) in the question were

included for the main data analysis (3.09% data removal). Additionally reading times beyond

3SD by condition and by region were removed (additional 1.46% data removal). Two regions

were identified as regions of interest for the analysis: (a) the target verb region (praise(s))

(region 8) and (b) the spillover region (so) (region 9). The same analysis methods as in

previous experiments were used.
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4.5.2 Results

Referent selection accuracy

Table 4.9 illustrates the mean proportion of selecting the object (rather than the matrix

subject) as the antecedent of the wh-pronoun. The selection task results indicate a strong

tendency among participants to parse the object of the matrix clause (e.g., the musician(s))

as the object of the embedded verb (e.g., praise(s)).

Table 4.9: Mean proportion of selection of the object in Experiment 3

Gr-Pl Gr-Sg Ug-Pl Ug-Sg

ARC 0.987 (±0.001) 0.976 (±0.002) 0.962 (±0.002) 0.966 (±0.002)

RRC 0.969 (±0.002) 0.960 (±0.002) 0.968 (±0.002) 0.963 (±0.002)
Note. ARC = Appositive relative clause. RRC = Restrictive relative clause. Sg = Singular
distractor noun. Pl = Plural distractor noun. Gr = Grammatical. Ug = Ungrammatical.

Standard errors of the grand mean are in parentheses.

Reading times

Mean log reading times for Experiment 3 are presented in Figure 4.5.

Table 4.10 shows the statistical analysis of reading time results.

Table 4.10: Summary of statistical analyses of the reading times in Experiment 2

Regions

critical spillover

Predictors β̂ SE t β̂ SE t
(Intercept) 3.841 0.073 52.979 3.310 0.075 44.045
Clause 0.002 0.005 0.406 -0.011 0.005 -2.463
Distractor in ARC -0.009 0.008 -1.196 0.024 0.007 3.279
Grammaticality in ARC 0.016 0.011 1.454 0.024 0.010 2.322
Distractor in RRC 0.004 0.005 0.808 0.010 0.005 1.952
Grammaticality in RRC -0.005 0.005 -0.932 0.015 0.007 2.328
Distractor:Grammaticality in ARC 0.007 0.011 0.695 0.026 0.010 2.506
Distractor:Grammaticality in RRC -0.001 0.005 -0.203 0.008 0.005 1.558
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Figure 4.5: Mean log reading times in Experiment 3.
Note. Error bars represent standard errors. Regions of interest highlighted in grey boxes.

No statistically reliable effects were found in the critical region. In the spillover region,

there was an interaction of distractor and grammaticality in the ARC condition (β̂=0.026,

se=0.010, t=2.506), indicating an agreement attraction effect. There was a main effect of

grammaticality (β̂=0.015, se=0.007, t=2.328) and a marginal effect of distractor (β̂=0.010,

se=0.005, t=1.952) in the RRC condition. However, no interaction of distractor and gram-

maticality was found in the RRC condition (β̂=0.008, se=0.005, t=1.558).

The mean interference effects are presented in Figure 4.6. Both ARC and RRC conditions

show a negative interference effect in the ungrammatical condition in the spillover region.

4.5.3 Discussion

The number agreement attraction effect was observed in the ARC conditions in Experi-

ment 3, where the distractor NP was not part of an incomplete dependency. The results of

Experiments 2 and 3 together provide evidence for the hypothesis that information within

main and subordinate discourse units can interfere with each other during memory retrieval

when they are both associated with active discourse questions. It is not entirely clear to us
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Figure 4.6: Interference effect in Experiment 3.
Note. The interference effect was calculated by subtracting the untransformed mean reading time
of the singular distractor condition from the plural distractor condition. Error bars indicate 95%

CI by participants.

why there was not a reliable agreement attraction effect with the RRC conditions in Experi-

ment 3. There was a numerical trend of a standard agreement attraction effect in the RRCs,

with an effect size of around 30 ms (Figure 4.6), which is in line with the effect sizes reported

in previous studies (Jäger et al., 2017, for a meta-analysis review). It is possible that there

was inadequate power in the current experiment. It is also worth noting that some previous

work has shown similar results indicating that retrieval interference effects are weaker when

the distractor is an object rather than a subject (Parker & An, 2018; Van Dyke & McElree,

2011), possibly due to reduced prominence of object NPs relative to subject ones.

4.6 General discussion

4.6.1 Summary of the findings

Across three experiments, the canonical standard number agreement attraction effect was

found in the RRC conditions. Meanwhile, the effect was absent in the ARC condition
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in Experiment 1. However, the attraction effect was present even in the ARC condition in

Experiments 2 and 3. This is summarized in Table 4.11, along with the two initial hypotheses.

Table 4.11: Summary of the findings in Experiments 1–3 factored by discourse status and
active state of discourse questions

Exp. Clause Discourse status
[Target, Distractor]

Active state of
discourse questions
[Target, Distractor]

Number
agreement
attraction

1 RRC [+ main, + main] [+ active, + active] yes
ARC [+ main, + subord.] [+ active, −active] no

2 & 3 RRC [+ main, + main] [+ active, + active] yes
ARC [+ subord., + main] [+ active, + active] yes

Note. Subord. = Subordinate

The results collectively suggest that the observed findings are best predicted under the

active state of discourse questions of the retrieval target and the distractor. The differing

discourse status of the target or the distractor (i.e., one being part of the main and the other

the subordinate discourse structure) does not make the correct predictions.

4.6.2 Between-experiment comparison

Since the contrast between experiments is crucial to compare the hypotheses, I conduct a

between-experiment comparison specifically targeting the presence and absence of the num-

ber agreement attraction effect. I present two additional analyses for this direct comparison.

First, I analyzed the log-transformed reading time data only from the ARC conditions at

the spillover region. A mixed-effects linear regression model was built with fixed effects of

grammaticality (grammatical vs. ungrammatical), distractor number (singular vs. plural),

experiment (Experiments 1–3), and their interactions; word length was also included as

a fixed effect to account for the lexical variation across experiments. By-participant and

by-item random intercepts were also included. The grammaticality and distractor variables

were sum-coded (grammatical = −0.5; ungrammatical = 0.5; plural = −0.5; singular = 0.5).
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For the experiment variable, since the key observation in the current work comes from the

contrast between Experiment 1 vs. Experiments 2 and 3, a Helmert effect coding scheme was

used to compare Experiment 1 with Experiments 2 and 3. The Helmert coding also allowed

us to compare Experiment 2 with Experiment 3. The summary of the model is shown in

Table 4.12.

Table 4.12: Summary of statistical analyses of the reading times across experiments in the
ARC condition at the spillover region

Estimate Std. Error t value
(Intercept) 5.818 0.019 314.200
Distractor 0.010 0.007 1.447
Grammaticality 0.041 0.007 6.246
Experiment(1 vs. 2–3) 0.113 0.035 3.237
Experiment(2 vs. 3) -0.014 0.060 -0.237
Distractor:Grammaticality 0.035 0.013 2.650
Distractor:Experiment(1 vs. 2–3) -0.029 0.014 -2.056
Distractor:Experiment(2 vs. 3) 0.014 0.024 0.591
Grammaticality:Experiment(1 vs. 2–3) 0.049 0.014 3.485
Grammaticality:Experiment(2 vs. 3) -0.004 0.024 -0.154
Distractor:Grammaticality:Experiment(1 vs. 2–3) -0.043 0.028 -1.517
Distractor:Grammaticality:Experiment(2 vs. 3) -0.031 0.048 -0.637

Although the variables distractor and grammaticality each had an interaction with the con-

trast Experiment 1 vs. 2–3 (Distractor:Experiment β̂=-0.029, se=0.014, t=-2.056; Gram-

maticality:Experiment β̂=0.049, se=0.014, t=3.485), there was no reliable three-way inter-

action (β̂=-0.043, se=0.028, t=-1.517). It is possible that there was not sufficient power for

a three-way interaction to emerge.

As the agreement attraction effect was observed only in ungrammatical sentences, I also

conducted a second analysis focusing exclusively on the ungrammatical ARC conditions. A

mixed-effects model was built similar to the one in the previous analysis, but removing the

grammaticality variable (Table 4.13).

The analysis showed a statistically reliable interaction between distractor and experiment,

specifically the distractor effect being modulated by the difference between Experiment 1 vs.
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Table 4.13: Summary of statistical analyses of the reading times across experiments in the
ARC ungrammatical condition at the spillover region

Estimate Std. Error t value
(Intercept) 5.835 0.021 280.543
Distractor 0.026 0.010 2.650
Experiment(1 vs. 2–3) 0.136 0.037 3.657
Experiment(2 vs. 3) -0.016 0.063 -0.251
Distractor:Experiment(1 vs. 2–3) -0.050 0.021 -2.367
Distractor:Experiment(2 vs. 3) -0.002 0.036 -0.064

Experiments 2 and 3 (β̂=-0.050, se=0.021, t=-2.367), driven by the fact that the number

agreement attraction effect in the ARC condition in Experiment 1 differed from the effect in

Experiments 2–3.

The second analysis in particular strengthens the current finding that the retrieval in-

terference effect in the ARC condition patterns similarly in Experiments 2 and 3 but differs

from Experiment 1. In Section 4.6.3, a more detailed account is provided of the way the

active state of discourse questions plays a role in the retrieval process.

4.6.3 Discourse questions and retrieval

Given the alignment with the active state of discourse questions as our primary hypothesis,

I use a question-based approach (Jasinskaja, 2016; Riester, 2019) to model how discourse

structure is incrementally constructed and how that incremental process exerts an effect

on the memory access of representations with different discourse statuses. In particular,

it is assumed that a discourse structure can be represented as a question stack. Different

discourse issues/questions arise while a discourse progresses, and these questions stay active

until they are resolved and removed from the question stack. In our proposal, representations

associated with active discourse questions are more accessible for memory retrieval, while

representations associated with inactive questions are less accessible. This could be the case

because active questions represent issues that the current discourse is engaged with, and
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therefore more attention could be allocated to information associated with active questions.

On the other hand, information that is not immediately relevant for resolving the active

questions is less activated and less accessible. This is on par with the proposal in Grosz and

Sidner (1986), where the authors suggested that “information about the objects, properties,

relations, and discourse intentions that are most salient” in discourse structure becomes

part of the attentional state, but anything that is irrelevant to the discourse development

will be popped off the focus space. This idea is also broadly in line with previous work

showing that active questions or Questions under Discussion (QUDs) can introduce focus

to specific aspects of a target sentence and facilitate deeper processing (Clifton & Frazier,

2018; Cutler & Fodor, 1979; Sanford, 2002; Sanford & Sturt, 2002). For instance, Clifton

and Frazier (2018) showed that sentences related to the QUD are processed faster. Similarly,

Cutler and Fodor (1979) found that introducing a question before the target material helps

comprehenders to focus on the relevant information.

In Section 3.2.1, I schematically illustrated how “active question” can be used to under-

stand the discourse status of RRCs and ARCs (see Figures 3.1 and 3.2. In Figure 4.7, I

illustrate how the difference between the ARC conditions in Experiments 1 and 2 in their

active state of discourse questions accounts for the retrieval process.

Figure 4.7a illustrates the ARC conditions in Experiment 1. Two discourse questions

are created and processed incrementally. One is associated with the matrix clause (“What

happened?”) and the other is associated with the ARC (“What about the waitress?”). The

ARC-associated question is removed from the stack after the ARC ends. Memory retrieval

for the agreement controller starts at the matrix verb (was/were), and by then, the ARC-

related discourse question is inactive. This leads to reduced accessibility to representations

associated with the ARC, including the distractor NP (the girl(s)), hence reducing the likeli-

hood of an agreement attraction effect. This is in contrast with Experiments 2, as illustrated

in Figure 4.7b. Again, two discourse questions are incrementally constructed, with one as-
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(a) ARC in Experiment 1

(b) ARC in Experiment 2

Figure 4.7: Discourse questions and retrieval in the ARC condition in Experiments 1–2.
Note. The box with dotted lines indicates the discourse question is no longer active. The linguistic
inputs pointed with solid arrows indicate information accessible for retrieval; those pointed with

dotted arrows indicate information inaccessible for retrieval. Bold-faced word = target word;
italicized word = distractor; underlined word = retrieval site.

sociated with the matrix clause and the other associated with the ARC. Since the memory

retrieval of the agreement controller is initiated at a moment before the ARC is completed

(i.e., at the verb praise(s)), the target NP (the reviewer) is associated with an active ques-

tion (“What about the musicians?”). Also importantly, at the moment of memory retrieval,

the distractor NP (the musician(s)) is also situated within an active discourse question (i.e.,

the question associated with the matrix clause “What happened?”). Both the target agree-

ment controller (the reviewer) and the distractor (the musician(s)) are accessible for memory

retrieval, resulting in a standard agreement attraction effect. The ARC condition in Exper-
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iment 1 showed no agreement attraction effect, consistent with the fact that it is exactly in

these conditions that the distractor NPs are associated with a [−active] discourse question.

The difference between the ARC conditions in Experiments 1 and 3 can be captured in very

similar ways, as Experiments 2 and 3 have the same configuration of the active state of

discourse questions between the target and the distractor.

Discourse questions and the event model

Under our proposal, the [+active] and [−active] discourse questions essentially partition

the discourse into distinct “domains,” which results in different levels of accessibility for mem-

ory retrieval. This idea overlaps in some interesting ways with the idea of an “event” entity in

Event Segmentation Theory (e.g., Radvansky & Zacks, 2017; Zacks, Speer, Swallow, Braver,

& Reynolds, 2007). Under this framework, our cognitive system segments activities into

events and represents the world around us using various event models. The event models are

connected through causal or other types of logical relations. The specific ways these events

and event models are constructed have consequences for how we perceive and remember our

experience. For example, information from the current event model is more accessible than

information from previous events that are not the focus of the current attention. There-

fore, it could be more difficult to retrieve information from an event after having passed the

relevant event boundary.

Event segmentation has been shown to affect narrative comprehension (Bailey, Kurby,

Sargent, & Zacks, 2017; Smith, Kurby, & Bailey, 2023; Zacks, Speer, & Reynolds, 2009).

But it is an open question of what specific linguistic features guide people’s segmentation of

linguistic events. I suggest that discourse questions are potentially useful constructs to help

delineate event boundaries in language comprehension. An [+active] discourse question is

an issue that the current discourse is engaged with, establishing salient boundaries from those

[−active] discourse questions. Information within the currently activated event model,
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encompassed by the [+active] discourse question, is highly available for memory retrieval,

and potentially interfere with each other. But an [−active] discourse question, similar to

an inactive (or less activated) event, would be less accessible for memory retrieval.

4.6.4 Alternative approaches

In addition to our question-based account, several alternative accounts could potentially

explain the findings of the current study. These include factors such as rapid loss of repre-

sentation of the subordinate discourse structure, distinct prosodic contour, and inherently

different parsing mechanisms. These will be discussed in the following four sections. I illus-

trate how these alternative accounts may not be sufficient to explain the current findings.

Rapid loss of syntactic structure representations

Dillon et al. (2017) suggested that the syntactic form of the appositive structures, in con-

trast to regular relative clauses, can be lost rapidly, making it less accessible for memory

retrieval. The idea of syntactic loss of appositive structure has some appeal if we assume

that the appositive content will eventually become part of the given information in a com-

prehender’s mental model (e.g., AnderBois et al., 2015), with the conceptual representation

of the appositive content held in memory, while the precise structural form decays quickly.

The drawback of this account, however, is that the empirical evidence is mixed regard-

ing whether surface structures indeed undergo a rapid forgetting process. Some work has

shown evidence that syntactic forms decay fairly quickly (Lombardi & Potter, 1992; Potter

& Lombardi, 1990). For instance, Lombardi and Potter (1992) examined the robustness of

maintaining the surface form of a sentence. In a sentence-recall paradigm, participants were

presented with a target sentence and were instructed to recall the sentence. In between the

exposure and recall phrases, participants were also presented with a distractor verb that was

synonymous with the verb in the target sentence. It was found that even the brief exposure
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to a simple distractor verb was sufficient to disrupt recall accuracy, and this provided some

evidence that the surface form of a sentence is short-lived. On the other hand, there is also

work showing that surface forms may last for a long time (Gurevich et al., 2010; Kaschak et

al., 2011). For instance, Kaschak et al. (2011) found a strong structural priming effect with

a long lag (even as long as a week) between the priming exposure and the target production

task. Participants in their study showed a strong tendency to repeat the structure they were

exposed to even after a week from the exposure phase. It is difficult to directly compare

these studies since they have used different paradigms. But it is fair to conclude that the

specific constraints on when and how structural forgetting could take place are yet to be

established.

The effect of prosody

Another promising approach for understanding the unique properties of the ARCs highlights

the role of prosody. ARCs in English, as opposed to RRCs, are commonly marked with an

intonation boundary before the RC, usually signaled with a pause (Dehé, 2014; Watson &

Gibson, 2004). Earlier work has shown that prosodic boundaries in general can impact pars-

ing decisions, such as resolving ambiguities, and guiding syntactic attachment preferences

(Breen, 2014; Fodor, 1998, 2002; Frazier, Carlson, & Clifton, 2006; Jun & Bishop, 2015;

Wagner & Watson, 2010; Watson & Gibson, 2004) and mitigating or intensifying processing

difficulty (Bader, 1998). Although our testing stimuli were presented visually, we cannot

exclude the effects of implicit prosody (Fodor, 1998, 2002). Previous work has shown that

grouping sentences into prosodic chunks facilitates the processing of the upcoming linguistic

material (Hirotani, Frazier, & Rayner, 2006; Staub, 2007), indicative of a close relationship

between prosodic grouping and syntactic parsing. Particularly relevant for the current pur-

pose, Hirotani et al. (2006) found that ARCs are read faster than the RRC counterparts,

which they interpreted as a facilitation effect of integrating the upcoming linguistic mate-
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rial with the help of intonational grouping. Along similar lines, Kroll and Wagers (2019)

suggested that prosodic grouping and syntactic parsing can go in tandem.4 Syntactic con-

stituents are less likely to compete for short-term memory resources when they are in separate

prosodic groupings. Appositives, therefore, are less likely to compete with the hosting matrix

clause, given a clear prosodic boundary from the matrix clause, in contrast to RRCs.

The connection between prosodic grouping and syntactic parsing appears valid, and it

is likely at work while processing ARCs. However, this approach alone is not sufficient to

account for all the results in the current study. In particular, I note that in all of our exper-

iments, there was a prosodic difference between ARCs and RRCs. The prosodic grouping

account will not be able to explain why the prosodic differences between ARCs and RRCs

only led to different agreement attraction effects in Experiment 1, but not in Experiments 2–

3. The discourse question-based account was developed to capture the differences between

the three experiments. It is entirely possible that prosodic grouping and discourse-question

tracking are two independent processes that are simultaneously at work. Whether there

could be interactions between these two processes is an avenue for future work.

Dependency length difference between experiments

The structures I tested in Experiments 1–3 are not entirely the same. This leads to the poten-

tial concern that different parsing mechanisms may have been evoked in these experiments,

which can independently explain the observed effects. One potential structural difference

across different experiments is dependency length. Experimental work and large-scale cor-

pus studies have shown that languages exhibit preferences for minimizing dependency length

(Futrell, Mahowald, & Gibson, 2015; Gibson et al., 2019; Gildea & Temperley, 2007, 2010;

4. The goal of Kroll and Wagers (2019) was to identify the underlying difference that leads to the reduced
processing cost in sentences with embedded appositives compared to RRCs. One of the tested hypotheses was
the role of QUD, and the authors manipulated the QUD (Experiments 2–3). In one condition the question
targeted only the main content whereas the other contained a coordinated question, where one targeted the
main and the other the not-at-issue appositive content. No reliable effects of QUD were found.
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Liu, 2008; Liu, Xu, & Liang, 2017; Temperley & Gildea, 2018; Yadav, Mittal, & Husain,

2022). Dependency length minimization (DLM) has been also correlated with cognitive con-

straints such as limited working memory capacity in a way that sentences with a longer

dependency incur greater processing cost than those with shorter dependency (e.g., Gibson,

1998; Grodner & Gibson, 2005). It is possible that structures with a larger count of de-

pendency length may be more susceptible to interference effect, due to higher demand of

working memory resources.

I calculated the total dependency length of the structures tested in Experiments 1 and

2. Following the Universal Dependencies (UD) project guidelines (version 2) (Nivre et al.,

2020) and adopting the method from Futrell et al. (2015), I measured the total dependency

length from the beginning of the target sentence up till the critical retrieval site, where the

number agreement dependency is completed (see Figure 4.8). The dependency length was

calculated by summing all the closed dependencies on the left-hand side of the retrieval site.

Most importantly, the RRC and ARC structures I tested do not differ in their total count

of dependency length.

The summed dependency length until the retrieval site is 17 in Experiment 1 (Fig-

ure 4.8a), and 15 in Experiment 2 (Figure 4.8b). The difference between the two exper-

iments is small. If a slightly higher count of total dependency length could nonetheless be

more demanding on working memory and potentially result in a higher degree of memory

interference, we might have expected more agreement attraction effect in Experiment 1 than

in Experiment 2. This prediction was not borne out. The two experiments exhibited a

similar number agreement attraction effect in the RRC conditions; and for the ARCs, it was

Experiment 2 instead of Experiment 1 that exhibited an attraction effect.
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The waitress(,) who sat near the girls(,) was surprisingly unhappy.

1 1
2

2
1

1
2

1

6

2
1

(a) Dependency in Experiment 1

Note. Total dependency length until the retrieval site (was) = 17.

The musicians(,) who the reviewer praises so highly(,) will win a Grammy.

1 1

4

1

4
3

1 2
1

8

1
2
1

(b) Dependency in Experiment 2
Note. Total dependency length until the retrieval site (praises) = 15.

Figure 4.8: Dependency length calculation.

Different position of the distractor

Another structural difference between Experiment 1 and Experiments 2–3 concerns the po-

sition of the distractor. In Experiment 1, the distractor intervenes between the subject-verb

agreement dependency, but in Experiments 2–3, the distractor does not intervene. Staub

(2010) argued that depending on the position of the distractor, there may be different types

of number agreement attraction effects. In particular, in Staub (2010), the agreement at-

traction effect in a distractor-non-intervening construction was mostly driven by trials with

long RTs, i.e., the effect was primarily present in the right tail of the RT distribution. On

the other hand, in a distractor-intervening construction, the agreement attraction effect was

more evenly distributed in the entire RT distribution. This difference was considered to
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be indicative of a qualitatively distinct processing mechanism underlying the agreement at-

traction effect in different constructions. If intervening and non-intervening distractors are

associated with distinct parsing mechanisms, this could potentially challenge our discourse

question account of the current findings.

I created vincentile plots to take a closer look into the data points that led to the in-

terference effect (Figure 4.9). The vincentile plots were generated following the procedures

outlined in Staub (2010). Focusing on the conditions most relevant for the agreement attrac-

tion effect, Figure 4.9 only targeted the ungrammatical conditions at the spillover region.

For each clause type (RRC or ARC), I divided the data points for each subject into vin-

centiles, with the fastest 10% of RTs as vincentile 1, the next fastest group as vincentile 2,

and so on. Subsequently, the agreement attraction effect was computed by subtracting the

singular ungrammatical condition from the plural ungrammatical condition for each subject

and each vincentile. Then an averaged agreement attraction effect was calculated for each

vincentile. The Y-axis values smaller than 0 ms in Figure 4.9 indicate a standard number

agreement attraction effect.

As shown by the results for the RRC conditions (left panel in Figure 4.9), the size of

the agreement attraction effect was much larger in the slower RT range, suggesting that

the skewness difference instead of the mean difference between the plural vs the singular

distractor condition is more responsible for the observed attraction effect. Most crucially,

the pattern appears consistent across all three experiments, suggesting that the different

positions of the distractor did not necessarily lead to distinct processing mechanisms in the

current study. For the ARC conditions (right panel in Figure 4.9), consistent with the results

reported in the result section, Experiment 1 did not show a robust agreement attraction

effect. Furthermore, Experiments 2–3, both containing non-intervening distractors, showed

similar patterns. Much like the agreement attraction effects in the RRCs, the attraction

effect in the ARCs was most prominent in the slower RT range. These findings suggest that
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Figure 4.9: Vincentile plot of number agreement attraction effect in Experiments 1–3.
Note. The effect was calculated by subtracting the ungrammatical singular condition from the

ungrammatical plural condition. Error bars represent standard errors.

the variations in configuration between the target and distractor across experiments do not

fully account for the distinct interference effect observed between experiments.

I also used a statistical approach to understand the distribution of the data. An ex-

Gaussian analysis was conducted on the observed agreement attraction effects, following the

methods in Staub (2010) and K.-J. Huang and Dillon (2023). Ex-Gaussian modeling allows

us to estimate whether the agreement attraction effects observed in Experiments 1–3 reside

in the shift of the mean between the RT distribution of the target condition and its control

condition, or by a shift in skewness (i.e., an effect in the tail of the RT distribution), or

a combination of both. More importantly, since the RRC conditions (in particular from

Experiments 1 and 2) in the current study were similar to the stimuli used in Staub (2010),

I will use the results from the RRC conditions to evaluate whether the agreement attraction

effects in the current study show qualitatively distinct patterns based on the intervening and

non-intervening distractor contrast discussed in Staub (2010). Furthermore, for a comparison
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between RRC and ARC conditions, I also fitted ex-Gaussian models to the ARC data.

To examine whether the agreement attraction effects observed in Experiments 1–3 were

driven by the mean difference between the target condition and its control condition, or by

a shift in skewness (i.e., an effect from the tail of the distribution), or a combination of

both, I fitted ex-Gaussian models to the data. Ex-Gaussian modeling allows us to separately

estimate effects from the shift of the mean RT (the µ parameter) and effects from the shift of

skewness (the τ parameter). Linear mixed-effects models with an ex-Gaussian distribution

were implemented in R (R Core Team, 2022) using the brms library (Bürkner, 2017). As our

primary interest was the number agreement attraction effect, which only appeared in the

ungrammatical conditions, we analyzed the data from the ungrammatical conditions at the

spillover region only. A separate model was fit for each clause type and experiment, where

the raw reading time (ms) was the dependent variable, and the distractor was included as the

fixed effect (treatment coded singular = 0; plural = 1). Random effects of item and subject

were also included in the model. The ex-Gaussian distribution had 3 parameters, µ (mean),

τ (skewness), and σ (standard deviation). It was assumed that there was no distractor effect

on σ.

Tables 4.14–4.16 present the model results, the subset data points associated with the

number agreement attraction effect fitted to the ex-Gaussian distribution.

Ex-Gaussian distribution fit to data in Experiment 1 I start with the RRC condition

in Experiment 1 (Table 4.14a). The intercept is the grand mean of the singular condition (=

430.46 ms). The “Distractor” is the mean reading time difference between the two distractor

conditions (=−25.71 ms); the mean reading time of the plural condition is 416.12 ms (=

441.83+ (−25.71)). The skewness of the data points for the singular distractor condition (τ)

is around 132.95 ms (= exp(4.89)), and around 105.64 ms (= exp(4.89+ (−0.23))) for the

plural distractor condition. The distractor effect on τ can then be calculated by subtracting

the τ effect on the singular condition from the τ effect on the plural condition, which amounts
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to -27.31 ms (= 105.64 ms−132.95 ms). Finally, the distractor effect on µ is calculated by

subtracting the τ effect from the mean difference between the two distractor conditions,

which amounts to 1.6 ms (=−25.71−(−27.31)). In summary, the key observation is that

the mean difference between the two distractors is −25.71 ms, and this effect, i.e., the

number agreement attraction effect, is driven by data points mainly from the effect of τ (=

−27.31 ms) and trivially from the effect of µ (= 1.6 ms). I compare this distribution of

the data points with that in Experiment 1 ARC condition (Table 4.14b). The grand mean

of the reading time concerning the baseline, singular condition is 430.46 ms. The effect of

Distractor is −2.17 ms; hence, the mean reading time of the plural condition is 428.29 ms

(= 430.46+ (−2.17)). The skewness in the singular condition is approximately 115.58 ms (=

exp(4.75)), and 112.17 ms (= exp(4.75+ (−0.03)) in the plural condition. Based on these

values, I calculate the distractor effect on τ : approximately 3.41 ms (= 115.58−112.17).

Finally, the distractor effect on µ is around −5.58 ms (=−2.17−3.41). This distribution,

especially the effect of τ and µ on the mean difference between the two distractors, is in

stark contrast with the pattern in the RRC condition.

Table 4.14: Ex-Gaussian distribution fitted to the data for the ungrammatical condition in
the spillover region in Experiment 1

Estimate Est. Error l-95% CI u-95% CI
Intercept 441.83 11.03 420.30 463.55

Distractor -25.71 7.46 -40.50 -11.24
τ of Intercept 4.89 0.06 4.76 5.02
τ of Distractor -0.23 0.07 -0.37 -0.09

(a) RRC condition

Estimate Est. Error l-95% CI u-95% CI
Intercept 430.46 11.31 408.33 452.74

Distractor -2.17 7.28 -16.54 12.11
τ of Intercept 4.75 0.07 4.60 4.89
τ of Distractor -0.03 0.09 -0.20 0.13

(b) ARC condition
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Ex-Gaussian distribution fit to data in Experiments 2 In the Experiment 2 RRC

condition (Table 4.15), the mean difference between the distractors is −22.08 ms. The

effect of τ on the mean is −27.53 ms (= exp(4.86+ (−0.24))−exp(4.86) = 101.49−129.02).

The effect of µ on the mean is 5.45 ms (=−22.08−(−27.53)). In the Experiment 2 ARC

condition, the mean difference between the distractors is −23.60 ms. The effect of τ on the

mean is −31.52 ms (= exp(4.83+ (−0.29))−exp(4.83) = 93.69−125.21). The effect of µ on

the mean is 7.92 ms (=−23.60−(− 31.52)).

Table 4.15: Ex-Gaussian distribution fitted to the data for the ungrammatical condition in
the spillover region in Experiment 2

Estimate Est. Error l-95% CI u-95% CI
Intercept 387.13 10.84 365.90 408.45

Distractor -22.08 6.41 -34.90 -9.83
τ of Intercept 4.86 0.07 4.73 4.99
τ of Distractor -0.24 0.07 -0.38 -0.10

(a) RRC condition

Estimate Est. Error l-95% CI u-95% CI
Intercept 383.33 11.14 361.62 405.30

Distractor -23.60 6.55 -36.64 -11.01
τ of Intercept 4.83 0.06 4.70 4.95
τ of Distractor -0.29 0.08 -0.44 -0.14

(b) ARC condition

Ex-Gaussian distribution fit to data in Experiment 3 In the Experiment 3 RRC

condition (Table 4.16), the mean difference between the distractors is −11.04 ms. The

effect of τ on the mean is −25.68 ms (= exp(4.72+ (−0.26))−exp(4.72) = 86.49−112.17).

The effect of µ on the mean is 14.64 ms (=−11.04−(−25.68)). In the Experiment 3 ARC

condition, the mean difference between the distractors is −11.55 ms. The effect of τ on the

mean is −20.24 ms (= exp(4.63+ (−0.22))−exp(4.63) = 82.27−102.51). The effect of µ on

the mean is 8.69 ms (=−11.55−(−20.24)).
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Table 4.16: Ex-Gaussian distribution fitted to the data for the ungrammatical condition in
the spillover region in Experiment 3

Estimate Est. Error l-95% CI u-95% CI
Intercept 372.67 10.81 351.58 394.00

Distractor -11.04 5.54 -22.32 -0.50
τ of Intercept 4.72 0.08 4.57 4.87
τ of Distractor -0.26 0.07 -0.41 -0.12

(a) RRC condition

Estimate Est. Error l-95% CI u-95% CI
Intercept 371.91 10.65 351.28 392.96

Distractor -11.55 5.33 -22.17 -1.24
τ of Intercept 4.63 0.08 4.47 4.77
τ of Distractor -0.22 0.07 -0.36 -0.08

(b) ARC condition

Summary A summary of the findings is presented in Table 4.17, where the parameter

estimates in the model outcome are converted into milliseconds. The averaged attraction

effect presented in the table is the overall averaged reading time difference between the two

distractor conditions (= plural − singular distractor). This effect is further decomposed into

an effect of τ (distribution shift in skewness) and an effect of µ (distribution shift in mean);

the averaged effect is the sum of the effects in these two parameters).

Table 4.17: The average agreement attraction effect, and the mean (µ) and skewness (τ)
effects in the ungrammatical condition at the spillover region

Exp. 1 Exp. 2 Exp. 3
RRC ARC RRC ARC RRC ARC

Average attraction effect −25.71 −2.17 −22.08 −23.60 −11.04 −11.55
τ effect on attraction −27.31 3.41 −27.53 −31.52 −25.68 −20.24
µ effect on attraction 1.6 −5.58 5.45 7.92 14.64 8.69
Note. The attraction effect is calculated by the difference between the two distractor
conditions(=plural − singular). Estimates are calculated in raw reading times (ms).

To summarize, the analyses suggest that the observed effect in our experiment cannot be

solely explained by configurational differences in the position of the distractor relative to the

target. This finding contrasts with observations in Staub (2010), where the relative position
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of the distractor to the target led to different distributions. In our case, both intervening

(Experiment 1) and non-intervening (Experiment 2) exhibited the attraction effect coming

from the skewness of data points. I suspect that such a discrepancy may be due to the

difference in the procedure and the nature of the dependent variable. For instance, Staub

(2010) used participants’ reaction times for selecting the verb (e.g., “The clubs that the

advertisement...” and choosing {WAS/WERE}) after previous words were shown one word

at a time; I used reading times in a self-paced reading task. Additionally, only the correct

responses were used for the analysis; I used data points from incorrect (ungrammatical) verbs

for the analysis. While further investigation is required to account for these discrepancies,

the current additional analysis supports that the findings in our experiment are not solely

due to inherent parsing differences evoked by different structures across experiments.

4.6.5 Limitations and future work

In this section, other possible factors that were not tested or not included in the experimental

design are discussed. These include the type of appositive structure, statistical power and

analysis, and revisiting the notion of discourse relations.

First, the current study only examined a very specific type of appositives—the non-

restrictive (appositive) relative clauses. Commas were used to cue people the distinction

between RRCs and ARCs. Previous research has demonstrated that readers do attend to

commas despite their seemingly trivial visual salience (Angele, Gutiérrez-Cordero, Perea, &

Marcet, 2023; Hirotani et al., 2006; Stine-Morrow et al., 2010; Warren, White, & Reichle,

2009). But it is possible that there is individual variability in their perception of the comma

cue, and there may also be grammatical variations regarding the effectiveness of using com-

mas to diagnose ARCs. The variations may be partly driven by factors like age and reading

habits (e.g., Stine-Morrow et al., 2010), which I did not investigate in the current study.

Future work on other types of appositive structures would be necessary in order to establish
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broader empirical consensus. I note that there have been some promising results from a

number of studies, such as Ng and Husband (2017) and McInnerney and Atkinson (2020),

that revealed findings similar to the current Experiment 1, despite using a different type of

appositives (the one who/that...).

Next concerns the statistical analysis of the interference effect. There can be arguments

that a 3-way interaction of Distractor, Grammaticality, and Clause should be used for the

primary analysis. However, as elaborated in the Analysis sections, our main interest was the

contrast in the standard number agreement attraction effect, i.e., the 2-way interaction of

Distractor and Grammaticality, between ARC and RRC conditions. This motivated us to

use a nested contrast such that the 2-way interaction can be compared within the Clause

factor, between the ARC and RRC condition.

The between-experiment comparison, yet, leaves concerns regarding the statistical power.

When the critical ARC conditions of all three experiments were compared together, we

only obtained an interaction between the attraction effect and experiments in some but

not all the analyses I conducted (see Section 4.6.2). It is possible that the current sample

size is not large enough to achieve sufficient statistical power for the complex interaction

effect. However, an interesting possibility to consider is that the lack of power can be

associated with the standard approach to analyzing the data. Most experimental work

has used the averaged reading times, for example, as a measure for analysis. While mean

reading times are informative, the approach of using averaged values assumes a certain

distribution of the data points (e.g., Gaussian normal distribution), which may not provide

a comprehensive picture of the observation. As we saw in the ex-Gaussian distribution

analysis, the number agreement attraction effect was primarily driven by the data at the

tail-end of the distribution, contributing to the skewness of the distribution. This suggests

that our focus on mean reading times should be redirected or be accompanied by additional

analysis of the overall distribution of the data points.
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Additionally, the current question-based approach relies on the foundation that RRC

content contributes to the main discourse whereas ARC is part of the subordinate discourse.

However, as discussed in Göbel (2019), even when linguistic information is contained in an

appositive structure, it can contribute to the main discourse structure if it is not subordinate

to the preceding discourse unit but rather coordinating. While the ARC content in most of

the experimental items used in the current study can be identified as subordinating units

given their supplementary and secondary status in discourse, they have not been tightly

controlled. In future work, while using the same configuration as in the current study, we

can position the ARC content to be in a subordinating relation with the prior unit in one

condition and in a coordinating relation in the other condition, and examine the absence or

the presence of the interference effect.

4.7 Conclusion

In this Chapter, I investigated the way discourse structure information is used during the

retrieval process in real-time language comprehension. The results from three self-paced read-

ing experiments show that the retrieval interference effect, identified by the standard number

agreement attraction, is constrained by discourse structure information. More specifically, I

found that the impact of discourse structure cannot simply be represented in static features.

Instead, the active state of discourse questions is in play. I argued and showed the way a

discourse question-based account suitably explains how memory retrieval can be constrained

by discourse structure information.
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CHAPTER 5

RETRIEVING DISCOURSE STRUCTURE INFORMATION:

PART II

In the previous Chapter, I examined the number agreement attraction effect to examine

how discourse structure information is used during retrieval to resolve a subject-verb depen-

dency. The (simplified version of the) structures used in the previous Chapter are repeated

in (1). In this subject-verb agreement, the agreement controller (bold-faced) and the verb

(underlined) were always in the same discourse structure. In this dependency, it is grammat-

ically unacceptable to form the dependency with the distractor (italicized) as the agreement

controller.

(1) Key examples in Chapter 4

a. Experiment 1

The waitress(,) who sat near the girls(,) was unhappy about all the noise.

b. Experiment 2

The musicians(,) who the reviewer praises so highly(,) will win a Grammy.

c. Experiment 3

Alicia met the musicians(,) who the reviewer praises so highly.

However, what if the dependency is not grammatically constrained by the type of dis-

course of the retrieval target? What if a dependency is formed across different discourse

structures? In order to address these questions, I make use of a construction where there

are two grammatically plausible antecedents (the violinists or the singers) for the pronoun

(their), regardless of their discourse status (2). Whether the antecedents are hosted in the

same (2a) or different (2b) discourse structures, both of the noun phrases are grammat-

ically plausible candidates for retrieval. This contrasts with the case of the subject-verb
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dependency.

(2) a. The violinists who admired the singers invited their mentors to the party.

b. The violinists, who admired the singers, invited their mentors to the party.

How does the parser retrieve linguistic units when the dependency is not grammatically

constrained by discourse structure information? How does discourse structure information

of the retrieval target (i.e., antecedents) affect pronoun resolution when they are in the same

(or different) discourse structure? Would it be more difficult than when they are in the same

discourse structure? Or would it be easier?

Section 5.1 provides a background on the type of linguistic construction. I then provide an

overview of the experiments in this Chapter and the predictions on the results in Section 5.2.

Sections 5.3–5.5 present experimental work of three self-paced reading task experiments.

The findings collectively show that retrieving linguistic information from the same type of

discourse structure is more costly than doing so with information from distinct discourse

structures. In Section 5.6, an alternative approach to understanding the phenomenon is

provided, and some limitations of the current work and suggestions for future studies are

discussed. Section 5.7 concludes.

5.1 Linguistic dependency across discourse structures

As shown in (2), some linguistic dependencies require accessing linguistic content across dis-

course structures. Crossing the discourse boundary (or “boundary-crossing” (e.g., AnderBois

et al., 2015)) is required to resolve the dependency, and examples in (3) present different

empirical cases that involve such process. Bold-faced words indicate where dependencies

need to be resolved; italicized words are antecedents that satisfy to resolve the dependency.

Arrows indicate the direction of dependency, from the trigger to the antecedent.
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(3) AnderBois et al. (2015) (pp. 97–98)

a. Presupposition

(i) [main] ⇒ [subordinate]

John, who wouldn’t talk to Mary, wouldn’t talk to Susan either.

(ii) [subordinate] ⇒ [main]

John wouldn’t talk to Mary, who wouldn’t talk to him either.

b. Anaphora

(i) [main] ⇒ [subordinate]

Jones, who graded each student ’s final paper, gave them detailed feedback.

(ii) [subordinate] ⇒ [main]

Every speaker, all of them PhD students, gave a great talk.

c. Ellipsis

(i) [main] ⇒ [subordinate]

Mary, who doesn’t help her sister, told Jane to.

(ii) [subordinate] ⇒ [main]

Melinda lost three games of tennis to Betty, who lost six to Jane.

The triggers and the relevant antecedents are in different clauses and discourse structures.

Presupposition, anaphora, and ellipsis are resolved (only) through accessing linguistic infor-

mation that is part of distinct discourse structures. The dependency chain across boundary

holds in either direction, where the trigger in the main discourse structure depends on the

antecedent in the subordinate structure (as in (i)), and the other way around (as in (ii)).

While subordinate discourse content is part of not-at-issue content and may be represented

separately from the at-issue main discourse content, the subordinate discourse content gets

incrementally updated to the discourse model, and this allows the dependency across distinct

discourse boundaries to be resolved (AnderBois et al., 2015).
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Based on this phenomenon, I make use of the structure involving pronoun resolution

where the dependency is formed either within the same or different discourse structures (4).

(4) a. [main] ⇒ [main] (the violinists) or [subordinate] (the singers)

The violinists, who admired the singers, invited their mentors to the party.

b. [subordinate] ⇒ [main] (the singers or the violinists)

The singers admired the violinists, who invited their mentors to the party.

The key aspect of these constructions in the current work is that retrieval targets are

either part of the same or different discourse structures. While the plausible antecedents are

in different discourse structures in (4a), they are in the same discourse structure in (4b).

But crucially, the type of discourse structure of the retrieval targets does not govern the

grammaticality of the antecedent of the pronoun. To the best of our knowledge, this is the

first study to examine the processing involving the boundary-crossing phenomenon.

5.2 Overview of experiments and predictions

Three sets of experiments involving inter-sentential pronoun resolution with ambiguous an-

tecedents (as shown in (5)) were conducted using a self-paced reading task. Experiments 4–5

had 4 conditions, varied by the sentential position (sentence-medial vs. final) of the RC, and

the type of RC (RRC vs. ARC). The RC was in the sentential-medial position in (i) whereas

in the sentence-final position in (ii). This manipulation made the two NPs positioned either

in the same discourse structure (in the RRC) or in distinct discourse structures (in the ARC

condition). Experiment 5 was minimally modified from Experiment 4 to provide additional

time to process the RC. Experiment 6 was a replication of the sentence-medial condition in

Experiment 4 but included a modified condition that replaced their with the. This was to

tease apart simply the discourse status effect from an additional retrieval interference effect.
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(5) Key examples in Chapter 5

a. Experiment 4

(i) The violinists(,) who admired the singers(,) invited their mentors to the

party.

(ii) The singers admired the violinists(,) who invited their mentors to the

party.

b. Experiment 5

(i) The violinists(,) who admired the singers without reason(,) invited their

mentors to the party.

(ii) The singers admired the violinists without reason(,) who invited their

mentors to the party.1

c. Experiment 6

(i) The violinists(,) who admired the singers without reason(,) invited their

mentors to the party.

(ii) The violinists(,) who admired the singers without reason(,) invited the

mentors to the party.

If the discourse status of the retrieval targets is used for resolving the linguistic depen-

dency, then whether the two possible antecedents are part of the same discourse or not

would affect the ease of pronoun resolution. In the RRC condition in all three experiments,

both antecedents are part of the same discourse structure. However, in the ARC condition,

the two antecedents are part of a different discourse structure when the RC is positioned

sentence-medially. When RC is in the sentence-final position, the two antecedents are part

of the same discourse in the ARC condition as well. Hence, we expect to see different reading

times in resolving the pronoun primarily in the sentence-medial ARC conditions.

1. This sentence is unnatural due to the added prepositional phrase but is included for the purpose of
replicating the design in Experiment 4.
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To preview the findings, the reading time difference is not divided by RRC vs. ARC

but by the discourse structure status of the targets that need to be retrieved. Specifically,

there is a greater processing cost when the retrieval targets are part of the same discourse

structure. A summary of the reading time results can be found in Table 5.7 in Section 5.6.1.

5.3 Experiment 4

This experiment examines how discourse structure information is used when plausible NPs

need to be retrieved for pronoun resolution. The key structure is presented in (2) (repeated

below in (6)), where either the violinists or the singers are possible antecedents for their in

both RC structures.

(6) a. The violinists who admired the singers invited their mentors to the party. [RRC]

b. The violinists, who admired the singers, invited their mentors to the party. [ARC]

The key contrast lies in the retrieval targets are located in. In (6a), both NPs are part

of the main discourse structure, and at the retrieval site (their) to resolve the pronoun, the

parser needs to access linguistic information that is hosted in the same discourse structure.

In contrast, in (6b), the retrieval targets are part of discourse structures. One NP (e.g.,

the violinists) is part of the main discourse and the other (e.g., the singers) is part of the

subordinate discourse structure information.

The empirical question is whether retrieving linguistic information from the same type of

discourse structure would lead to a greater processing cost. The antecedent of the pronoun

is more ambiguous in (6a) compared to (6b) since both plausible antecedents are part of the

same discourse structure in (6a). Given previous findings that reference resolution becomes

more costly when ambiguous pronouns are processed (i.e., ambiguity penalty) (e.g., Badecker

& Straub, 2002; cf. Creemers & Meyer, 2022; Stewart, Holler, & Kidd, 2007), we can expect

longer reading times to resolve the pronoun (at the their and the spillover regions) in (6a)
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compared to (6b). On the contrary, if resolving a pronoun is easier when possible antecedents

are in distinct discourse structure units, (6b) would be cognitively less burdensome and so

we would see longer reading times compared to (6a).

It is possible that the contrast in (6) may simply reflect syntactic differences between

the two constructions. In order to focus on the discourse-structure effect, I include a control

set of conditions as well, illustrated in (7). While the contrast between RRC vs. ARC is

maintained, the two plausible antecedents are both part of the main discourse structure

information.

(7) a. The singers admired the violinists who invited their mentors to the party. [RRC]

b. The singers admired the violinists, who invited their mentors to the party [ARC]

If we see longer reading times at the pronoun resolution site in RRC > ARC in (6) but

no difference between the two in (7), whether the antecedents are retrieved from the same

discourse structure matters. However, if the RRC condition takes longer than the ARC

condition in both constructions, then it is less about where the retrieval target is hosted and

about the overall processing cost induced by the RRC structure.

To preview the findings, reading times at the pronoun resolution site take longer in (6a)

than (6b) but no differences between (7a) and (7b). This suggests that it is the discourse

structure status of the retrieval targets that affects pronoun resolution rather than simply

the distinct clause type.

5.3.1 Methods

Subjects

A total of 104 native speakers of American English were recruited via Prolific. One of the

subjects gave up before the end of the experiment. One participant, who reported their
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first language was not English, was excluded from the main analysis. Another subject, who

participated in the experiment twice, was excluded from the main analysis. This left us with

101 subjects for the analysis (mean age = 29.77 (range: 19–40); 51 females and 50 males).

The duration of the experiment was approximately 15 minutes, and participants were paid

$3 USD for compensation (amounting to an hourly rate of $12 USD).

Material and design

A total of 32 critical items were created with four conditions for each item (Table 5.1). They

were varied by Clause type, either RRC or ARC, marked by commas. The discourse structure

status of the antecedents was also manipulated. This was done so by either positioning the

RC at the sentence-medial position or at the sentence-final position. The sentence-final

position allowed both of the antecedents to be part of the same discourse structure. A

subject-extracted relative clause was used. The sentence-medial condition had the format

of “NP1(,) who VERB NP2(,) VERB their NP ...” and the sentence-final condition the

construction of “NP1 VERB NP2(,) who VERB their NP ...” The NPs were all plural

nouns; NP1 and NP2 were vocational nouns. The pronoun was constant as their across all

items. The pronoun and the head noun (e.g., their mentors) served as the regions of interest.

The same set of items but with the two NPs swapped in their position were also included.

This reversed-positioned set of items was included to examine any potential effects of placing

a certain NP instead of the other at the matrix subject position in terms of the naturalness of

the sentence. In addition to the critical items, 20 filler items were included in the trials. All

filler trials had a pronoun, either him or her, whose antecedent was not ambiguous given the

sentence (e.g., “Melanie hired Bradley, and similarly/so Malcom recruited him/her after the

interview.”). The filler trials were taken from the target trials in Wolf, Gibson, and Desmet

(2004).
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Table 5.1: An example of the experimental item for Experiment 4

RC-
Position

Clause Sentence Discourse status of
antecedents {NP 1, NP 2}

Medial RRC The / violinists / who / admired / the
/ singers / invited / their / mentors
/ to / the / party.

{[main], [main]}

Medial ARC The / violinists, / who / admired / the
/ singers, / invited / their / mentors
/ to / the / party.

{[main], [subord.]}

Final RRC The / singers / admired / the / violin-
ists / who / invited / their / mentors
/ to / the / party.

{[main], [main]}

Final ARC The / singers / admired / the / violin-
ists, / who / invited / their / mentors
/ to / the / party.

{[main], [main]}

Note. The ‘/’ sign marks the region of the moving window in the self-paced reading task. Regions
of interest are bold-faced. In the example the violinists corresponds to NP1 and the singers to
NP2 in the sentence-medial RC condition; and the other way around in the sentence-final RC

condition. Subord. = subordinate.

Procedure

A Latin-square design is used to distribute the 32 main trials and 20 filler trials. Each trial

consists of a self-paced reading task, followed by an antecedent selection choice task. A

word-by-word moving window paradigm (Just, Carpenter, & Woolley, 1982) is used, where

the words were initially masked with dashes but later each word showed up as the participant

pressed the space bar. The sentences were presented in a non-cumulative fashion, where the

words were masked again with dashed lines as the participant moved on to the next word

region. After reading each sentence, a forced-choice task showed up, where the participant

was asked to choose the antecedent of the pronoun with a question such as “Who do you

think their mentors refer to?” The participant was given three options, two of which were

the first NP (e.g., the violinists) or the second NP (e.g., the singers), and the final option

with “someone else not mentioned in the sentence.” The order of the three options was ran-
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domized across items and participants. No feedback was given to the participant throughout

the experiment. Eight practice trials were presented before the main experiment. The im-

plementation of the tasks including the Latin-square design was done on PCIbex Farm (Zehr

& Schwarz, 2018).

Analysis

Twelve participants were excluded from the main analysis, whose accuracy with the filler

trials was below 80%. This left us with 89 participants for the main analysis. The mean

accuracy with the filler trials was 88.83%. Before analyzing the reading time data, I removed

trials that selected the “someone else not mentioned in the sentence” as the option for the

antecedent (1.31% of data). This decision was made to ensure that the participants selected

either the first NP or the second NP as the possible antecedent of the pronoun. This was

done to ensure that the parser was engaged in retrieving an antecedent in the given discourse.

Data points above the 3 SD threshold grouped by condition and region (additional 1.46%

of data removal) were also removed. The regions of interest were identified at the pronoun

region (their) and the noun that follows (e.g., mentors).

Log-transformed reading time data were used for the analysis, and the analyses were done

on the critical region (their) and the following spillover region. Linear mixed-effects regres-

sion models were built using the lmerTest package (Bates et al., 2015) in R (R Core Team,

2022). Clause type (RRC vs. ARC), RC-position (medial vs. final), and their interaction

were included as fixed effects. In addition to these main fixed effects, log-transformed reading

times from the previous region, the selection of antecedent (first NP vs. second NP), and

the NP order (list A vs. list B) were also included as fixed effects to reflect spillover effects

and the subjects’ antecedent preference. Sum coding was used with these fixed effects.2 The

models included maximal random effects with by-subject and by-item random intercepts

2. For Clause: ARC = -0.5 and RRC = 0.5; for Position: Medial = -0.5; Final = 0.5; for NP order: List
A = -0.5 and B = 0.5; for NP selection: first NP = -0.5; second NP = 0.5.
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and slopes following Barr et al. (2013).3 I used the buildmer package (Voeten, 2022) in R

(R Core Team, 2022) to find the maximal model – random effects were simplified when the

models failed to converge. I follow the convention of reaching statistical significance when

the absolute t-value exceeded 2 (Gelman & Hill, 2006).

5.3.2 Results

Antecedent selection

Figure 5.1 presents the mean percent selection of choosing one of the three options as an

antecedent of the pronoun. When the RC was in the sentence-medial position, the first

NP was more preferred than the second NP as the antecedent, regardless of clause type.

Conversely, when the RC was in the sentence-final position, there was a preference for the

second NP to the first NP as the antecedent of the pronoun.
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Figure 5.1: Antecedent selection task results in Experiment 4.
Note. Error bars indicate standard errors of the mean.

3. The final model for analyzing the log RT at the critical region: logRT ˜ clause*position +
logRTpreviousRegion + antecedentChoice + NPorder + (1|subject) + (1|item). The final model
for analyzing the log RT at the spillover region: logRT ˜ clause*position + logRTpreviousRegion +
antecedentChoice + NPorder + (1 + clause|subject) + (1|item)
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Reading times

Figure 5.2 illustrates the mean log reading times spent at each word region (left: sentence-

medial condition; right: sentence-final condition). Regression models showed that there

was a statistically reliable main effect of Clause at the critical region (β̂=0.053, se=0.012,

t=4.569), suggesting that the RRC condition took longer than the ARC condition. There was

also a main effect of Position (β̂=-0.026, se=0.013, t=-2.020) in the critical region, showing

that the sentence-medical RC condition took longer than the sentence-final RC condition.

However, this was qualified by the 2-way interaction of Clause and Position of the RC at

both the critical region (β̂=-0.094, se=0.0223, t=-3.994) and the spillover region (β̂=-0.089,

se=0.029, t=-3.084), where the longer reading times in the sentence-medial condition mainly

derived from the longer reading times in the RRC condition.
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Figure 5.2: Mean log reading times in Experiment 4.
Note. Error bars indicate standard errors of the mean. Grey boxes mark the regions of interest.

5.3.3 Discussion

In the antecedent selection task, a preference for one over the other NP is found depending on

the sentential position of the RC. Specifically, there was a preference for the first NP with the
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Table 5.2: Summary of statistical analyses of the reading times in Experiment 4

Estimate Std. Error t value
(Intercept) 4.637 0.099 46.815

Clause 0.053 0.012 4.569
Position -0.026 0.013 -2.020

logRTpreviousRegion 0.219 0.016 13.846
Choice 0.001 0.013 0.116

List 0.002 0.012 0.203
Clause:Position -0.094 0.023 -3.994

(a) Critical region

Estimate Std. Error t value
(Intercept) 4.235 0.120 35.271

Clause 0.029 0.017 1.705
Position -0.019 0.015 -1.242

logRTpreviousRegion 0.303 0.019 15.578
Choice 0.035 0.016 2.202

List -0.021 0.014 -1.482
Clause:Position -0.089 0.029 -3.084

(b) Spillover region

sentence-medial RC condition and for the second NP with the sentence-final RC condition.

This preference is not surprising given previous work that reports a general preference for

the subject NP as an antecedent for a pronominal form (J. E. Arnold, 2010, i.a.). In the

sentence-medial condition, e.g., “The violinists(,) [who admired the singers(,)] invited their

mentors to the party,” the violinists (first NP) is a clausemate of the pronoun and is the

subject in the corresponding clause. In the sentence-final condition, “The singers invited

the violinistsi(,) [whoi admired their mentors to the party],” the violinists (second NP) is

structurally represented within the RC (de Vries, 2007) and serves as the subject of the

clause that hosts the pronoun. In both cases, the NP that is a clausemate with the pronoun

and is in the subject position of the shared clause is preferred to be selected as a more likely

antecedent of the pronoun. Such antecedent preference, however, did not affect the real-time

pronoun resolution, as seen in the reading time regression models.

In the reading time results, in both regions of interest, the RRC condition took longer
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than the ARC condition in the sentence-medial condition but not in the sentence-final RC

condition. This interaction of RC-position and clause type can be explained by the discourse

structure status of the two possible antecedents between conditions. The antecedents in the

RRC condition are both part of the main discourse structure whereas in the ARC condition,

they are in distinct discourse units. This contrast led to the processing cost to resolve the

pronoun. Such processing cost difference was not found in the control sentence-final RC

condition, where the two possible antecedents were hosted in the same discourse structure.

These findings suggest that rather than the structural differences between RRC vs. ARC,

the discourse status of the retrieval targets affects processing difficulty in pronoun resolution.

One might wonder though whether the parser was given enough time to encode discourse

structure information. Currently, it is assumed that the parser successfully encoded the

distinct discourse status of the antecedents and that distinction is reflected at the retrieval

site. However, the pronoun appears +1 or +2 regions away shortly after the second NP

(e.g., the singers) was presented. Given this close proximity, it is possible that the discourse

status of the second NP was not fully encoded before the retrieval site.

To address this potential confound, in the following experiment, a linguistic buffer is

added after the second NP and before transitioning out of the RC boundary. This will

provide the parser with sufficient time to encode the discourse structure information. We

anticipate to replicate the current findings in the following experiment.

5.4 Experiment 5

This experiment is a replication of Experiment 4, with the aim of ensuring enough time

is provided to the parser to encode discourse structure information. In this experiment, a

prepositional phrase (PP) (e.g., without reason) is added after the second NP and before the

RC boundary. See (8) for a comparison:

113



(8) Comparison of the experimental design between Experiments 4 and 5

a. Experiment 4

The violinists(,) who admired the singers(,) invited their mentors to the party.

b. Experiment 5

The violinists(,) who admired the singers without reason(,) invited their men-

tors to the party.

As in Experiment 4, we expect to see a greater processing cost to resolve the pronoun

when the antecedents are part of the same discourse structure. The RRC condition, wherein

the antecedents are both part of the main discourse structure, will lead to longer reading

times at the pronoun resolution site compared to the ARC condition, wherein each of the

two antecedents is part of the main and the subordinate discourse structure, respectively.

5.4.1 Methods

Subjects

A total of 104 American English native speakers were recruited through Prolific. One par-

ticipant withdrew before completing the experiment. Three participants who identified their

first language as other than English were excluded from the primary analysis. This left us

with 100 subjects for analysis (average age = 30.31, range: 18–40; 46 females, 54 males).

The experiment lasted approximately 15–20 minutes, and participants received $3.50 USD

as compensation.

Material and design

The same 32 items and 20 filler items were used as in Experiment 4 except that Experiment 5

had a PP (e.g., without reason) before the end of the RC. While adopting the PP used in
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Staub, Dillon, and Clifton (2017), I modified the PPs so that they attached to the verb but

not the second NP—most of the PPs provide temporal information rather than locative.

The experiment had a fully crossed 2x2 design as in Experiment 4, where clause type and

the RC-position were manipulated. The clause had two levels, ARC vs. RRC, and the RC

position was varied by the sentential position of the RC: sentence-medial vs. sentence-final.

Table 5.3 illustrates a sample set of the material.

Table 5.3: An example of the experimental item for Experiment 5

RC-
Position

Clause Sentence Discourse status of
antecedents {NP 1, NP 2}

Medial RRC The / violinists / who / admired / the
/ singers / without / reason / invited /
their / mentors / to / the / party.

{[main], [main]}

Medial ARC The / violinists, / who / admired / the
/ singers / without / reason, / invited
/ their / mentors / to / the / party.

{[main], [subord.]}

Final RRC The / singers / admired / the / violin-
ists / without / reason / who / invited
/ their / mentors / to / the / party.

{[main], [main]}

Final ARC The / singers / admired / the / violin-
ists / without / reason, / who / invited
/ their / mentors / to / the / party.

{[main], [main]}

Note. The ‘/’ sign marks the region of the moving window in the self-paced reading task. Regions
of interest are bold-faced. In the example the violinists corresponds to NP1 and the singers to

NP2 in the sentence-medial RC condition. Subord. = subordinate.

It is worth noting that adding a PP in the RC makes the items less natural in the sentence-

final condition, hence this is not a fair comparison and is not our main interest. However, we

keep the sentence-final conditions for the purpose of keeping the same experimental design as

in Experiment 4. The primary interest is the sentence-medial condition, examining whether

the discourse status of the antecedents affects pronoun resolution, comparing the reading

time at the retrieval site.
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Procedure

The same procedure was used as in Experiment 4, along with the same set of items and the

same type of antecedent selection question task.

Analysis

Fifteen participants were excluded from the main analysis, whose accuracy with the filler

trials was below 80%. This left us with 85 participants for the main analysis. The mean

accuracy with the filler trials was 89.64%. Before analyzing the reading time data, trials

that selected the “someone else not mentioned in the sentence” for the antecedent (0.99% of

data) were removed. Data points that were above the 3 SD threshold grouped by condition

and region (additional 1.49% of data removal) were also removed. The regions of interest

were identified at the pronoun region (their) and the noun that follows (e.g., mentors).

Log-transformed reading time data were used for the analysis. Given the variation in

the number of words in the PP, I included the final two words in the PP region so that the

final word of the embedded RC (e.g., reason) (including the comma for the ARC condition)

and the word prior to it (e.g., without) were included in the PP region. Then the critical

region (their) and the region after, the spillover region, were included in the main analysis.

Linear mixed-effects regression models were built, following the same analysis method in

Experiment 4.

5.4.2 Results

Antecedent selection

Figure 5.3 presents the mean percent selection of choosing one of the three options as an

antecedent of the pronoun. When the RC was in the sentence-medial position, the first

NP was more preferred than the second NP as the antecedent, regardless of clause type.
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Conversely, when the RC was in the sentence-final position, there was a preference for the

second NP to the first NP as the antecedent of the pronoun.
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Figure 5.3: Antecedent selection task results in Experiment 5.
Note. Error bars indicate standard errors of the mean.

Reading times

Figure 5.4 illustrates the mean log reading times spent at each word region (left: sentence-

medial condition; right: sentence-final condition). Regression models showed that in the

critical region, there was a statistically reliable main effect of Clause (β̂=0.024, se=0.012,

t=2.035) but no effect of Position (β̂=-0.016, se=0.013, t=-1.240), showing that the RRC

condition took longer than the ARC condition regardless of the RC-position. There was also a

trend of a 2-way interaction of Clause and Position of the RC (β̂=0.047, se=0.024, t=1.979),

indicating a pattern of RRC > ARC only in the sentence-medial and not in the sentence-final

condition. In the spillover region, there was a main effect of Clause (β̂=0.0.049, se=0.012,

t=3.933), and a weak effect of Position, not reaching significance (β̂=-0.025, se=0.013, t=-

1.912). A trend of a main effect of Position (β̂=-0.025, se=0.013, t=-1.192) and a 2-way

interaction of Clause and Position (β̂=-0.046, se=0.025, t=-1.872) were found as well.
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Figure 5.4: Mean log reading times in Experiment 5.
Note. Error bars indicate standard errors of the mean. Grey boxes mark the regions of interest.

5.4.3 Discussion

We replicated the findings of an antecedent selection preference observed in Experiment 4.

That is, there was a preference for NP1 with sentence-medial RC conditions and NP2 with

sentence-final RC conditions. This pattern held regardless of the clause type.

We found reading time differences in the sentence-final condition at regions of interest.

This contrasts with the findings in Experiment 4, where no differences were found between

the two clause-type conditions. It is possible that the added PP led to exhibit processing cost

differences between the RRC and ARC structure. In Dillon et al. (2014), the authors found

that while long-distance dependency commonly induces processing cost as more linguistic

materials intervene between the dependency, this processing cost was reduced when an ap-

positive intervened. But crucially, this reduced processing cost was evident only when the

intervening materials were long enough but not when they were short. As there were longer

intervening linguistic materials in Experiment 5 compared to Experiment 4, it is possible

that the processing cost between RRC and ARC in the sentence-final condition was more

pronounced. While this can be a plausible account, I do not pursue this further, since the
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Table 5.4: Summary of statistical analyses of the reading times in Experiment 5

Estimate Std. Error t value
(Intercept) 4.083 0.096 42.326

Clause 0.024 0.012 2.035
Position -0.016 0.013 -1.240

logRTpreviousRegion 0.306 0.016 19.492
Choice 0.009 0.013 0.665

List -0.018 0.012 -1.522
Clause:Position 0.047 0.024 1.979

(a) Critical region

Estimate Std. Error t value
(Intercept) 3.882 0.101 38.383

Clause 0.049 0.012 3.933
Position -0.025 0.013 -1.912

logRTpreviousRegion 0.338 0.016 20.479
Choice 0.006 0.014 0.455

List 0.002 0.012 0.192
Clause:Position -0.046 0.025 -1.872

(b) Spillover region

construction used in the current experiment is not natural.

I focus on the results in the sentence-medial condition, our primary interest. The current

experiment replicated the findings in Experiment 4, where the RRC condition took longer

than the ARC condition at the pronoun resolution site. Since the current experimental design

offered additional time before the retrieval site and after the second NP, the findings suggest

that the discourse structure information of the antecedents was indeed used for pronoun

resolution. This highlights the effect of the discourse status of the antecedents, particularly

suggesting that retrieving pronoun referents hosted in the same discourse structure incurs

processing costs.

The results in Experiments 4 and 5 collectively suggest that the discourse status of the

NPs selected as pronoun antecedents is crucial in the retrieval process. A question that

follows is whether the findings are a reflection of (i) a combination of the discourse status

of NPs and the pronoun resolution process, or (ii) simply a reflection of the overlap of the
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discourse status of the NPs. In the medial-RRC condition, both {NP1, NP2} were part of

the main discourse: {[main], [main]}. This overlap during the encoding stage itself could

have led to an interference effect, realized at the pronoun site. Hence, even when the parser

was not necessarily involved in resolving the pronoun, it is possible that the condition with

an overlap of {[main], [main]} (RRC condition) led to longer reading times at the retrieval

site than the condition without the overlap {[main], [subord.]} (ARC condition). The

following experiment aims to tease apart these two possible scenarios.

5.5 Experiment 6

The goal of this experiment is to confirm that the RRC-ARC reading time contrast demon-

strated at the pronoun region in the sentence-medial condition is indeed a reflection of

pronoun resolution. It is possible, as mentioned earlier, that the interference effect derived

from the overlap of discourse structure information of the encoded NPs could have led to

longer reading times, even without necessarily involving pronoun resolution. To test whether

this is the case, I manipulate the experimental design such that the key contrast of discourse

status between NPs is maintained but their is replaced with the. This manipulation is shown

in (9). Only the sentence-medial RC structures are used in the current experiment.

(9) Comparison of the experimental design between Experiments 4 and 6

a. Experiment 4

The violinists(,) who admired the singers(,) invited their mentors to the party.

b. Experiment 6

The violinists(,) who admired the singers(,) invited the mentors to the party.

If the effects we observed earlier are simply due to the overlap in discourse structure status

of NPs, we anticipate observing the RRC > ARC reading time difference at the pronoun
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region in both their (replicating the result in Experiments 4) and the-conditions. However,

if it is the case that both the discourse contrast and pronoun resolution are involved, we

should expect to see the reading time difference only in the their -condition but not in the

the-condition. Only when targeted entities to retrieve are present in the given discourse, i.e.,

the their -condition, we will find the reading time difference.

5.5.1 Methods

Subjects

A total of 104 American English native speakers were recruited through Prolific, but one

participant withdrew before completing the experiment. Two individuals who identified their

first language as other than English and one participant exceeding the specified age range

were excluded from the primary analysis. Consequently, our analysis focused on 100 subjects

(average age = 31.13, range: 20–40; 47 females, 52 males, and 1 non-binary individual).

The experiment lasted approximately 15–20 minutes, and participants received $4 USD as

compensation.

Material and design

The same set of 32 items were used as target trials and the same 20 filler items as in

Experiment 4 were used, with two modifications. In the current experiment, only the

sentence-medial RC structures were used, excluding the sentence-final RC configurations.

Additionally, the type of determiner was included as an additional factor, featuring their in

one condition and the in the other. The experiment employed a fully crossed 2x2 design,

manipulating both clause and determiner. The Clause condition had two levels, ARC vs.

RRC, while Determiner also featured two levels, their vs. the. Table 5.5 shows a sample set

of materials. Word regions with the determiner (their/the) and the head NP (e.g., mentors)
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were identified as the regions of interest.

Table 5.5: An example of the experimental item for Experiment 6

Determiner Clause Sentence

Their RRC The / violinists / who / admired / the / singers
/ invited / their / mentors / to / the / party.

Their ARC The / violinists, / who / admired / the / singers,
/ invited / their / mentors / to / the / party.

The RRC The / violinists / who / admired / the / singers
/ invited / the / mentors / to / the / party.

The ARC The / violinists, / who / admired / the / singers,
/ invited / the / mentors / to / the / party.

Note. The ‘/’ sign marks the region of the moving window in the self-paced reading task. Regions
of interest are bold-faced. In the example the violinists corresponds to NP1 and the singers to

NP2 in the sentence-medial RC condition.

Procedure

A Latin-square design was used to allocate the 32 main trials and 20 filler trials. Each

trial comprised a self-paced reading task, followed by a forced-choice referent selection task,

following the structure of Experiment 4. The task involved questions about the referent of

the pronoun (e.g., “Who do you think their mentors refer to?”). The participants were given

three options, including the two NPs from the target sentence (the violinists and the singers)

and “someone else not mentioned in the sentence.” The sequence of the three options was

randomized for both items and participants. Participants received no feedback during the

experiment. Prior to the main experiment, eight practice trials were administered. The

experiment procedure was implemented using PCIbex Farm (Zehr & Schwarz, 2018).

Analysis

The same method of data analysis was implemented as in Experiment 4. The mean accu-

racy score was 87.81%. Eighteen participants were excluded from the main analysis, whose
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accuracy with the filler trials was below 80%. This left us with 82 participants for the main

analysis. Before analyzing the reading time data, trials that selected the “someone else not

mentioned in the sentence” as the option for the antecedent (9.58% of data) were removed.

Additionally, data points that were above the 3 SD threshold grouped by condition and re-

gion (additional 1.58% of data removal) were removed. The regions of interest were identified

at the pronoun/determiner region (their and the) and the noun that follows (e.g., mentors).

The analysis used log-transformed reading time data, focusing on the critical region (their.

the) and the subsequent spillover region. Linear mixed-effects regression models were con-

structed using the lmerTest package (Bates et al., 2015) in R (R Core Team, 2022). Fixed

effects included Clause type (RRC vs. ARC), Determiner (their vs. the), and their inter-

action. Additionally, log-transformed reading times from the preceding region, antecedent

selection (first NP vs. second NP), and NP order (List A vs. List B) were incorporated as

fixed effects to account for spillover effects and subjects’ antecedent preferences, employing

sum coding.4 The models featured maximal random effects with by-subject and by-item ran-

dom intercepts and slopes, following to Barr et al. (2013).5 The buildmer package (Voeten,

2022) in R (R Core Team, 2022) was employed to establish the maximal model, with random

effects simplified in cases of convergence failure. Significance was determined following the

convention of an absolute t-value exceeding 2 (Gelman & Hill, 2006).

4. For Clause: ARC = -0.5 and RRC = 0.5; for Position: Medial = -0.5; Final = 0.5; for NP order: List
A = -0.5 and B = 0.5; for NP selection: first NP = -0.5; second NP = 0.5.

5. The final model for analyzing log RT at the critical region: logRT ˜ clause*determiner +
logRTpreviousRegion + antecedentChoice + NPorder + (1|subject) + (1|item). The final model
for analyzing log RT at the spillover region: logRT ˜ clause*determiner + logRTpreviousRegion +
antecedentChoice + NPorder + (1|subject) + (1|item)
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5.5.2 Results

Referent selection

Figure 5.5 illustrates the mean percentage selection of one of the three options as the referent.

In general, the first NP was consistently chosen as the referent across conditions. In the

their -condition, the antecedent preference observed in Experiment 4 was replicated, with

NP1 selected 60% of the time and NP2 chosen 40% of the time. Conversely, when the

used employed as the determiner, the preference for either NP was roughly equal, ranging

from 40% to 50% of the selections. Furthermore, the inclination to choose someone else not

mentioned in the sentence increased to 20% of the time.
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Figure 5.5: Antecedent selection task results in Experiment 6.
Note. Error bars indicate standard errors of the mean.

Reading times

Figure 5.2 illustrates the mean log reading times spent at each word region. Regression mod-

els showed that there was a statistically reliable main effect of Clause (β̂=0.035, se=0.012,

t=2.981) and Determiner (β̂=0.050, se=0.012, t=4.331) in the critical region, showing that
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the RRC condition took longer than the ARC condition, and the their -condition was read

slower than the the-condition. No 2-way interaction was found (β̂=-0.012, se=0.023, t=-

0.537). In the spillover region, no main effect of Clause (β̂=0.023, se=0.014, t=1.172) or

Determiner (β̂=0.022, se=0.014, t=1.593) was found. Crucially, however, a statistically reli-

able 2-way interaction was found (β̂=0.086, se=0.027, t=3.177), indicating that the reading

time difference in RRC > ARC was driven by their -condition but not in the the-condition.

In other words, no clause-type difference was found in the the-condition and only in the

their -condition.
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Figure 5.6: Mean log reading times in Experiment 6.
Note. Error bars indicate standard errors of the mean. Grey boxes mark the regions of interest.

5.5.3 Discussion

In the referent selection task, the division was found in the preference for choosing the referent

depending on the type of the determiner. In the their -condition, the NP1-preference was

replicated, where the first NP in the matrix clause was selected more than the second NP.

This again can be interpreted as the overall preference for the subject NP for resolving

pronouns (J. E. Arnold, 2010, i.a.). However, we found that the preference for choosing
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Table 5.6: Summary of statistical analyses of the reading times in Experiment 6

Estimate Std. Error t value
(Intercept) 5.135 0.089 57.398

Clause 0.035 0.012 2.981
Determiner 0.050 0.012 4.331

logRTpreviousRegion 0.135 0.014 9.860
Choice 0.011 0.013 0.862

List 0.011 0.012 0.936
Clause:Determiner -0.012 0.023 -0.537

(a) Critical region

Estimate Std. Error t value
(Intercept) 4.054 0.126 32.215

Clause 0.023 0.014 1.712
Determiner 0.022 0.014 1.593

logRTpreviousRegion 0.335 0.020 16.550
Choice 0.006 0.015 0.402

List 0.009 0.014 0.644
Clause:Determiner 0.086 0.027 3.177

(b) Spillover region

“someone else not mentioned in the sentence” as the antecedent is much higher in the the-

condition compared to the their -condition. Unlike pronouns, which require a specific referent

that can be uniquely identified in the discourse, the referent of “the + NP” does not need a

referent available in the immediate context (e.g., B. Birner & Ward, 1994). The interpretation

of an NP with a definite article is known to be less constrained to the given context. The

referent can be inferred from the text without specifically being mentioned and even from

the interlocutors’ knowledge that has not been discussed in the discourse (e.g., Heim, 1982).

This weak constraint on the interpretation of “the + NP” explains the participants’ high

ratio to select the “someone else” option in the the-condition. This selection task result also

confirms that the manipulation of replacing their with the affected the parser’s parsing as

intended.

Another pattern to note is the selection preference in the RRC-the condition. This could

also be explained by the general characteristics of using the discussed above. Unlike resolving
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a pronoun, where in English there is an overall preference for a subject, anchoring back to

the referent of “the + NP” has less of a constraint. It is possible that this brought the

preference for the two NPs to a similar degree, amounting to 40% of selection in the current

task (excluding 20% for selecting “someone else”).

Next, regarding the self-paced reading task results, in the critical region, RRCs were read

slower than ARCs, replicating the findings in Experiment 4. Returning to the primary goal

of the current experiment—we raised the question of whether this difference of RRC > ARC

will be found in both the their and the-conditions, or only in the their -condition. We found

that the RRC-ARC difference was found in the their -condition but not in the the-condition

at the critical regions.6

Taking together both the selection task and self-paced reading task results, the effect we

see in the their -condition is not solely due to an effect deriving from the overlap of discourse

structure status of the two NPs. Rather, it suggests that the effect is a reflection of (i)

the processing cost to resolve the pronoun, and (ii) the discourse status of the antecedents

used for retrieving the antecedent. The use of their, as opposed to the, requires immediate

discourse and explicit antecedents to resolve the anaphoric dependency. The findings con-

firm that the parser was engaged in retrieving the antecedents of the pronoun in the given

discourse, in the their -condition.

6. The RRC condition was read longer than the ARC condition in the spillover region 2 in the the-
condition. This was not the region of analysis. But it can be interpreted to suggest that while the is less
constrained by the immediate discourse compared to their (as described in the discussion about the selection
task result), it does not mean it excludes any retrieval process. Retrieval for the relevant discourse entity to
refer to the mentors could have been initiated in a delayed fashion compared to the their -condition.
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5.6 General discussion

5.6.1 Summary of the findings

Table 5.7 provides a summary of the experimental design and the reading time results at

the regions of interest. The Condition column contains the key manipulation made in each

experiment. Discourse status indicates the type of discourse structure that the NPs were

hosted in. This was conditioned by the experimental manipulations.

Table 5.7: Summary of the findings in Experiments 4–6

Experiment 4
their

Condition
(Clause – RC-Position)

Discourse Status of
{NP1, NP2} RT Finding

(a) RRC – Medial [main], [main] (a) > (b)
(b) ARC – Medial [main], [subord.]

(c) RRC – Final [main], [main] (c) ≈ (d)
(d) ARC – Medial [main], [main]

Experiment 5
their
with PP in RC

Condition
(Clause – RC-Position)

Discourse Status of
{NP1, NP2} RT Finding

(a) RRC – Medial [main], [main] (a) > (b)
(b) ARC – Medial [main], [subord.]

(c) RRC – Final [main], [main] *(c) > (d)
(d) ARC – Medial [main], [main]

Experiment 6
their vs. their
sentence-medial RC

Condition
(Clause – Determiner)

Discourse Status of
{NP1, NP2} RT Finding

(a) RRC – their [main], [main] (a) > (b)
(b) ARC – their [main], [subord.]

(c) RRC – the [main], [main] (c) ≈ (d)
(d) ARC – the [main], [subord.]

Note. Subord. = Subordinate. RT Finding = Reading time comparison between conditions in the
regions of interest. * = Condition that contains unnatural sentential structure.

One of the key findings is the constant longer reading times in (a) compared to (b)

conditions across experiments. This shows that the discourse structure information is used
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in retrieval, affecting processing difficulty. Specifically, retrieving the target from the same

type of discourse structure leads to processing costs. We also found that the increased

processing cost is not simply due to an overlap of discourse structure information where

retrieval targets are hosted. If this were the case, we would have seen longer reading times

in (c) > (d) as well as (a) > (b) in Experiment 6; however, this was not the case. Hence, the

findings collectively suggest that the parser was engaged in pronoun resolution, i.e., retrieval

process, and discourse structure information was used for retrieving the antecedents.

5.6.2 An alternative approach

Information-flow account

Instead of discourse structure, one can take an “information-flow” (Gibson, Desmet, Grodner,

Watson, & Ko, 2005) perspective to compare the processing of RRC and ARC structures.

This approach is based on the view that there is a more natural way of building and devel-

oping information in an utterance. Specifically, it relies on the idea that it is more natural

for an utterance or a sentence to flow from old, background information to new informa-

tion, appearing later. In terms of the information status of ARC, Gibson et al. suggest that

ARC (or what the authors referred to as “non-restrictive relative clause” content) is usually

discourse-new whereas RRC content is given information in discourse context. Hence, the

prediction is that putting RRC (discourse old) at the beginning of the sentence is more

natural than doing so with ARC (discourse-new) content. Based on their information-flow

account, sentence-medial RRC content will be easier to process than a sentence-medial ARC

condition. For example, RC content will be read faster in (10a) than in (10b). They found

empirical evidence supporting this prediction.

(10) Sentence-medial RC conditions in Experiment 2 in Gibson et al. (2005)

a. The director that the critics praised at the banquet insulted an actor from a
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big action movie during an interview. [RRC]

b. The director, who the critics praised at the banquet, insulted an actor from a

big action movie during an interview. [ARC]

However, this approach does not correctly account for the findings in the current ex-

periments. With regards to the reading times between sentence-medial RRC and ARC

conditions, we found that the ARC condition took a shorter reading time than the RRC

condition (Experiments 4 and 5). This is in stark contrast to the prediction made in Gibson

et al. (2005). Since the regions of interest were after the RC in the current experiments (for

the sentence-medial conditions) but within RC in Gibson et al. (2005), one might argue that

it may not be a fair comparison. However, when the reading times post-RC regions in Gib-

son et al. (2005) (reported in their Appendix section) were compared, the pattern was still

the same, where sentence-medial RRC < sentence-medial ARC. Again, this is the opposite

direction of the reading time results. The information-based account does not explain the

current findings.

Yet, this is not to conclude that the information-flow account does not hold. It is possible

that this opposite direction of reading time results could be a reflection of other factors such

as the type of embedded RC. In Gibson et al. (2005), an object-extracted RC was used across

conditions (as exemplified in (10)), while in the current experiment, a subject-extracted RC

structure was used. The different types of extraction involved in the embedded RC structure

leading to different processing costs have been widely reported in the literature (e.g., Gibson,

1998, 2000; Hale, 2001; Levy, 2008; cf. Lowder & Gordon, 2021; Staub et al., 2017). It is thus

possible that object-extracted vs. subject-extracted RCs involving RRC and ARC structures

could have led to the opposite processing configuration. This remains as future work to

investigate. However, for understanding the empirical finding in the current experiments,

where the subject-extracted RC structure was used, the discourse structure-based approach

offers a more accurate explanation than the information flow-based account.
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5.6.3 Limitations and future work

Discourse status of the pronoun

A potential confound in the key construction used in the current work can derive from the

position of the pronoun. I primarily focused on the construction where the pronoun was posi-

tioned in the matrix clause, with the relative clause placed sentence-medially. Experiment 4,

however, while manipulating the discourse structure status of the two possible antecedents

of the pronoun, the discourse status of the pronoun varied. In the RC-sentence-medial con-

dition, e.g., The singers, who admired the violinists, invited their mentors to the party, the

pronoun was part of the main discourse; in contrast, in the RC-sentence-final condition,

e.g., The violinists admired the singers, who invited their mentors to the party, the pronoun

was part of the subordinate discourse. As pronoun resolution requires access to syntactic,

semantic, and discourse-related information, the discourse status of a pronoun can be an

influential factor.

Furthermore, the position of the relative clause itself can also be a confound. As Syrett

and Koev (2015) find from experimental evidence, sentence-final appositives tend to behave

at-issue-like, being part of the main discourse. Similar arguments can be found in AnderBois

et al. (2015); Göbel (2019) and Wilke (2023) show through a series of experimental work

regarding the effect of the sentential position of ARCs (appositives). This means that it could

be the case that the sentence-final RC conditions compared in Experiment 4—The violinists

admired the singers who invited their mentors to the party (RRC) and The violinists admired

the singers, who invited their mentors to the party (ARC)—in practice had the same flavor

of discourse status. If this is the case, interpreting the results of the sentence-final condition

could be influenced not (just) by the type of discourse status of the antecedents but (also)

by the uniqueness of a sentence-final RC.

Given these potential confounds, in future work, I aim to control the position of the
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pronoun while maintaining the contrast in discourse structure information between the two

antecedents. The examples in (11) illustrate a possible set of conditions that can be used.7

The pronoun is bold-faced, and the two candidates for the antecedent, which is ambiguous,

are italicized.

(11) Conditions for future work investigating encoding of discourse structure information

in pronoun resolution in boundary-crossing phenomenon

a. The singers(,) who the violinists introduced to the conductor(,) invited their

mentors to the party.

b. The singer(,) who the violinists introduced to the conductors(,) invited their

mentors to the party.

c. The singer introduced the violinists to the conductors(,) who invited their

mentors to the party.

The first condition (11a) is similar to the experimental design in the current study,

where in the ARC condition (with commas), the two possible antecedents are part of the

different discourse structure: {the singers, the violinists} = {[main], [subord.]}. This can

be compared with the second condition (11b), where in the ARC condition, the two possible

antecedents are part of the same in discourse structure: {the violinists, the conductors} =

{[subord.], [subord.]}. The comparison of the first two conditions allows us to examine the

effect of discourse structure overlap between retrieval targets. By adding the third condition

(11c), we can further examine whether it is simply the discourse structure information overlap

or whether the type of discourse structure matters. The third condition (11c), similar to

the second condition (11b), also exhibits discourse structure information overlap between

the two antecedents, but both are part of the main discourse: {the violinists, the singers} =

{[main], [main]}. This set of conditions will allow us to investigate the same question but

7. I thank Andrew McInnerney for his suggestion on this direction and material design.
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more specifically target the influence of discourse structure information overlap, avoiding the

confound of the position of the pronoun.

5.7 Conclusion

In this Chapter, I examined the way the parser retrieves targets that are part of the same or

different discourse structures. This was done so by making use of intra-sentential anaphoric

dependency involving pronoun resolution. Two grammatically plausible antecedents of the

pronoun were given within the same sentence. But they were varied by the type of discourse

structure that they were hosted in. This led to an experimental design where in certain

cases, the two NPs were in the same discourse (i.e., main) whereas in the other in a distinct

discourse structure (i.e., NP1 in main and NP2 in subordinate discourse). The results from

three self-paced reading task experiments, along with the antecedent selection task, suggested

that discourse structure information is used for resolving a pronoun, even when it is not

necessary information for resolving the dependency. They showed that retrieving antecedents

is cognitively more costly when they are part of the same discourse structure.
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CHAPTER 6

ENCODING DISCOURSE STRUCTURE INFORMATION

Findings from Chapters 4–5 suggested that discourse structure information is used for re-

trieval. We also found in Chapter 5 that retrieving targets that are part of the same discourse

structure is more costly than those in distinct discourse structures.

In this Chapter, I further explore how discourse structure information is used during

encoding. I examine the way the distinction in discourse structure (main vs. subordinate)

affects real-time language comprehension. Specifically, I investigate whether the overlap in

discourse structure information between linguistic representations during encoding leads to

a greater processing cost. I also address the question of time, examining when the overlap

effect during encoding is realized.

To address these questions, the same structure used in the previous Chapter will be used.

The key conditions are again presented below:

(1) a. The violinists who admired the singers invited their mentors to the party. [RRC]

b. The violinists, who admired the singers, invited their mentors to the party. [ARC]

As in the previous Chapter, this construction is useful for the current purpose since discourse

structure information is not necessarily a retrieval cue but is used during encoding. While

the distinction of RRC (main discourse) vs. ARC (subordinate discourse) is made, discourse

structure information is not necessarily for resolving the pronoun because the noun phrase in

either main or subordinate discourse structure can be the antecedent. The primary focus is

the degree of overlap in discourse structure information between the two possible antecedents

(e.g., the violinists, the singers). Crucially, the conditions differ in the degree of the overlap

in discourse structure information between the two NPs (the singers, the violinists): overlap

in (1a) {[main], [main]} but no overlap in (1b) {[main], [subordinate]}.

Previous studies have shown that overlap in linguistic representations during encoding
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leads to interference, either during the encoding stage or when retrieval is triggered (e.g.,

Hofmeister & Vasishth, 2014; Sekerina et al., 2016; Villata et al., 2018). Interference effect

during encoding can lead to competition for features between entities, which can result in

degraded/distorted representations in memory (Nairne, 1990, 2002; Oberauer & Kliegl, 2006;

Oberauer & Lange, 2008). The competition effect due to overlap in linguistic representation

is typically realized as longer reading times (e.g., Gordon et al., 2001) or fewer eye-gazes on

possible targets (e.g., Sekerina et al., 2016).

Based on these existing findings, I examine whether the overlap in discourse structure

information during encoding leads to a competition effect, and investigate when that effect is

realized. To this end, eyetracking experiments using a visual world paradigm are conducted.

Through two web-based eyetracking experiments, (i) eye-gaze towards targets, specifically

the eye-gaze differences between the targets, and (ii) the time window when the eye-gaze

differences are meaningfully different between the two conditions will be analyzed.

This Chapter begins with an overview of the visual world paradigm (VWP) (Section 6.1).

Comprehension experiments that use the VWP paradigm, including those that investigated

pronoun resolution and competition effect are also summarized (Section 6.1.3). Section 6.3

provides an overview and predictions of the experiments. Sections 6.4–6.5 present two web-

based visual world paradigm eyetracking experiments. The findings collectively show that

discourse structure information is used during the encoding stage, and the overlap in the

information leads to a competition effect between the encoded linguistic items. The effect can

be realized as early as right after the encoding, crucially, even before retrieval is triggered.

Section 6.6 addresses some limitations of the experiments and discusses future directions.

Finally, I conclude in Section 6.7.
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6.1 Visual world paradigm (VWP)

This section provides some general background on the VWP using an eyetracking method.

Since I use a web-based eyetracking method, I also discuss the differences between the offline

and a web-based method and the key setup in the current experiments.

6.1.1 Core background

The VWP involves experimental methods of monitoring eye movements on objects or pictures

on a visual environment or screen as participants listen to or produce language (see Huettig,

Rommers, & Meyer, 2011; Salverda & Tanenhaus, 2018, for an overview). This paradigm, as

coined by Tanenhaus and colleagues (Allopenna, Magnuson, & Tanenhaus, 1998; Tanenhaus,

Spivey-Knowlton, Eberhard, & Sedivy, 1995), is grounded on the idea that the presented

visual workspace predefines a context in which language takes place. The linking hypothesis

behind this paradigm is that saccadic eye movement takes place in tight association with

speech and language processing (Cooper, 1974), causing shifts in visual attention towards

an object as a result of planning or comprehending an utterance. Consequently, these eye

movements offer insights into real-time language processing. Cooper’s seminal work showed

findings regarding eye movements on pictures on a display while participants were listening

to stories. Participants tended to look at objects in the visual world that were named or

those that were associated with those names. For instance, they rapidly shift their gaze

towards elements closely associated with the meaning of the language being heard, such as

looking at a lion upon hearing the word, lion, or looking at a lion or zebra upon hearing the

word, Africa, even as words are being pronounced.

The type of displayed stimuli can be classified into three groups (see Huettig et al., 2011,

for an overview). A popular type uses line drawings of objects with having them displayed in

a predefined visual space on a computer monitor screen (Allopenna et al., 1998; Tanenhaus

et al., 1995, a.o). Typically the monitor screen is designed as a visual environment in a
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quadrant space, or n-by-n space, wherein objects are presented in arrays in a designated

area. This type of design is best suited when investigating the process of activation of

lexical and conceptual representations. Another type involves a visual scene, where objects

in line drawings are presented in a semi-realistic setting (Altmann & Kamide, 1999, a.o).

Since surrounding visual context in addition to objects is provided, this type of presentation

is used when research questions are related to investigating participants’ incorporation of

world knowledge and its effect on language processing. Finally, printed words are also used

as visual stimuli (McQueen & Viebahn, 2007, a.o). This type of presentation allows greater

flexibility in the range of words that can be used including non-concrete, abstract ones.

Research has shown that this format is better suited for studies on orthographic perception

(Salverda & Tanenhaus, 2010) and research involving phonological manipulations (Huettig

& McQueen, 2007) compared to exploring semantic representations.

Given the display of visual stimuli, the primary focus is usually on examining eye move-

ments triggered by the auditory stimuli (i.e., linguistic input) and the relevant linguistic

information. Researchers are typically interested in examining the eye movements within

the temporal windows that are time-locked to the relevant linguistic information. Visual

stimuli are commonly identified as target, competitor, and distractor, depending on the ex-

perimental design. The picture of interest that is the most relevant target corresponding to

the unfolding linguistic input is referred to as the target. Potentially relevant but not the

target visual object is the competitor. Those that are neither the target nor the competitor

are distractors. The main interest lies in identifying the time point at which the eye gaze

towards the target differs from that towards the non-targets. It has been reported that eye

fixation on relevant visual objects typically occurs within 200 ms after word onset or at the

point of disambiguation (Matin, Shao, & Boff, 1993; Salverda, Kleinschmidt, & Tanenhaus,

2014; Saslow, 1967), i.e., the time at which the entity associated with the speech stream is

identified through the integration of information from linguistic input. The most popular
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method of analyzing eye gaze is examining the proportion of eye fixations of the picture

candidates (e.g., target, competitor, distractor) relative to the relevant time point, e.g., the

onset of (or around 200 ms prior to) the critical word. The proportion of fixations, their dif-

ferences between picture candidates, or the speed of divergence in eye fixations are possible

measure variables in VWP experiments.

Along with the tracking of eye gazes, a task or action is also required to be conducted

by the participants. participants are also assigned a task or action. They are instructed

to engage in activities related to the displayed objects on the screen, such as relocating an

object or clicking on it when mentioned in the auditory stimuli. These motor tasks are

accompanied by instructions presented as auditory input, while simultaneously eye gazes

are tracked. In different cases, no active engagement is required; instead, participants are

directed to listen to the auditory stimuli and observe the objects on the screen. In such

instances, participants’ attention is directed to the objects mentioned in the auditory input.

6.1.2 Web-based method

More recently, the method has been used in a web-based setting as well. Papoutsaki et al.

(2016) developed a web-based eye-tracking library, known as WebGazer.js. Based on this

method, a number of researchers have used this JavaScript-based toolkit to conduct VWP

(Degen, Kursat, & Leigh, 2021; Semmelmann & Weigelt, 2018; Slim & Hartsuiker, 2022;

Vos, Minor, & Ramchand, 2022) even in different disciplines of study (e.g., Madsen, Júlio,

Gucik, Steinberg, & Parra, 2021; Yang & Krajbich, 2021).

Web-based VWP has the same linking hypothesis as a lab-based VWP. Yet, the way eye

gazes are measured (i.e., estimated and calculated) are different. Furthermore, given that

data are collected through the participants’ personal web cameras and through the internet,

the two methods have different spatiotemporal resolutions. Here I compare the lab-based

and web-based VWP methods in terms of their (i) apparatus, (ii) temporal resolution, and
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(iii) spatial resolution.1 Practical measures to address the low spatiotemporal resolution of

the web-based method are also discussed.

Apparatus

In conventional lab-based eyetracking experiments, the most common apparatus used are

EyeTribe, SMI, SR Research (EyeLink), and Tobii, to name a few (see Niehorster, Cornelis-

sen, Holmqvist, Hooge, and Hessels (2018) for a review).

For using a web-based eyetracking method, a number of libraries/packages have been

used, initially for crowdsourcing and online game purposes. These include TurkerGaze (Xu et

al., 2015), or GazeParser (Sogo, 2013) (see Vos et al. (2022) for an overview on other toolkits

using eye tracking technologies online). Others with more of a purpose of scientific research

include WebGazer.js (Papoutsaki et al., 2016), and other javascript-based platforms such as

jsPsych (de Leeuw, Gilbert, & Luchterhandt, 2023), or Gorilla (Anwyl-Irvine, Massonnié,

Flitton, Kirkham, & Evershed, 2020), and PsychoPy (Peirce et al., 2019). PCIbex (Zehr &

Schwarz, 2018) also provides an eyetracking module, which integrates the WebGazer.js API.

In the current study, I conduct web-based VWP eyetracking experiments using PCIbex with

the EyeTracker element.

Spatial resolution

Spatial resolution is generally identified by the accuracy and precision of the eyetracker.

Accuracy is calculated by the difference (i.e., offset) between the true gaze position and the

recorded position. Precision is defined by the dispersion of the recorded eye gazes.

A lab-based eyetracking method tracks eye gaze and movements through invisible infrared

1. When comparing the quality of eye tracking data, commonly four of the following components are
measured: spatial accuracy, spatial precision, temporal accuracy, and robustness (e.g., data loss/recording
ratio) (Holmqvist et al., 2011). In this section, spatial resolution roughly covers the components of spatial
accuracy and precision. The issue of robustness is covered in discussing temporal resolution.
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illuminated on the participants’ eyes. The camera picks up the images of the eyes, and the

position and movements of the eyes are calculated based on the reflected infrared information.

Accuracy is usually 0.4◦ to 0.9◦ (e.g., Tobii).

Web-based eyetrackers locate the position of the pupil center through the participants’

personal web camera. No video recording is required (unless facial expressions and move-

ments are of interest for research). Instead, the x, y coordinates of the eye gaze on the

screen are recorded along with the time (t) information ([x, y, t]). Accuracy is usually 4◦

(Semmelmann & Weigelt, 2018) to 5◦ (Vos et al., 2022).

In the current experimental setup, to ensure a certain threshold of high spatial resolution,

we include a calibration stage. Before the main trials and between trials, participants were

asked to stare at a visual target that appeared on a screen. The Euclidean distance between

the estimated eye gaze and the true target position was calculated, and the participants were

able to proceed only when this distance was above a certain threshold. More specific details

of the calibration procedure used in the current experiments are presented in Section 6.4.1.

Temporal resolution

The temporal resolution of an eyetracker is commonly indexed by sampling rate (or sampling

frequency), which shows the number of samples that are collected/recorded each second. For

example, an eyetracker with a sampling rate of 300 Hz means data is recorded every 3 ms;

a sampling rate of 1000 Hz means there are 1000 samples per second (= 1000 ms).

In lab-based settings, sampling rate ranges widely differ depending on the apparatus (e.g.,

30 Hz, 60 Hz, 120 Hz, ..., 1000 Hz). Language-related studies commonly use apparatus with

a sampling rate of 120 Hz or 60 Hz (Dalmaijer, 2014; Ooms, Dupont, Lapon, & Popelka,

2015).

The temporal resolution of web-based eyetrackers also varies. Previous studies have

reported a range of 20.73 Hz (Vos et al., 2022) to 40.2 Hz (Yang & Krajbich, 2021), and
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in the current experiment the rate is 47.71 Hz (Experiment 7). The variation seems to be

driven primarily by the camera latency across participants (Semmelmann & Weigelt, 2018),

and their web browser performance (Vos et al., 2022).

Practical measures

As discussed in Vos et al. (2022), due to the low spatiotemporal resolution of the web-based

eyetracking method, using it for types of research that require fine-grained gaze information

(e.g., eyetracking-while-reading) is not recommended yet. However, the authors present a

replication of a lab-based visual world paradigm eyetracking study, showing that results and

effects (and effect sizes) in a lab setting can be obtained through a web-based method. Other

work has also shown the validity of conducting eyetracking experiments using a visual world

paradigm that presented 2–4 entities on the screen (e.g., Degen et al., 2021; Lee & Kaiser,

2022; Slim & Hartsuiker, 2022; Vos et al., 2022). Per these previous studies, I also use a

visual world paradigm that contains 4 images on the screen.

To handle the low spatiotemporal resolution of the web-based eyetracking method, prior

work has used calibration scores or the users’ internet speed to filter poor data points (e.g.,

Slim & Hartsuiker, 2022). The most popular method involves making use of calibration.

Calibrating the participants’ true eye gaze and the estimated eye gaze is crucial for a correct

measurement, and it is a standard procedure in a lab-based setting. Slim and Hartsuiker

(2022), in their web-based study, showed that calibration score is correlated with temporal

and spatial resolution, and their replication studies showed data with higher resolution are

obtained when the calibration threshold is increased from 5 to 50. Recent work has set

the calibration threshold score at 50 (Degen et al., 2021; Slim & Hartsuiker, 2022; Vos et

al., 2022) or higher at 60 (Lee & Kaiser, 2022). This score can be lower for between-trial

calibration stages, where some studies choose not to have a threshold (Lee & Kaiser, 2022)

(i.e., setting the score to 0) and instead use a post-experiment filtering process. In other
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cases, the frequency of calibration during trials can be increased. For example, the calibration

can be done after every trial (Lee & Kaiser, 2022; Slim & Hartsuiker, 2022), or after every

10 (Yang & Krajbich, 2021) or 12 (Vos et al., 2022) trials, or every block (Semmelmann &

Weigelt, 2018).

Given the comparatively recent application of this method to language research, there

is not yet a rule of thumb on the threshold of calibration score or the frequency of the

calibration. However, Vos et al. (2022) showed that the calibration score incrementally

drops over trials, highlighting the importance of between-trial calibration procedures for

higher gaze accuracy. Following their approach, I include the calibration procedure between

trials as well as at the beginning of the experiment in the current experimental setup. Hence,

there are two types of calibration processes. In Experiment 7, both the initial and between-

trial calibration threshold scores are set high (e.g., 60 and 50 out of 100). In Experiment 8,

these scores are set lower (e.g., 30) but I apply the same high threshold during the analysis.

6.1.3 Visual world paradigm in language comprehension research

Using the temporal information gained through eye gaze, the VWP has been employed for

investigating word recognition, phonemic processing, syntactic parsing, predictive processing,

semantic and pragmatic processing, sentence production, and reference resolution.

Regarding syntactic parsing, for instance, much scholarship has examined eye gazes and

saccades in auditory stimuli containing syntactic attachment ambiguity and found evidence

for the time point at which contextual information is incorporated and used for syntactic

parsing (Chambers, Tanenhaus, & Magnuson, 2004; Snedeker & Trueswell, 2004; Spivey,

Tanenhaus, Eberhard, & Sedivy, 2002; Tanenhaus et al., 1995). Studies have also found

evidence for predictive processing during real-time language comprehension through early

saccades and eye movements to visual objects (Altmann & Kamide, 1999; Kamide, Alt-

mann, & Haywood, 2003). More looks at the relevant target were found even before the
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onset of the corresponding word is unfolded. The results suggested that thematic informa-

tion conveyed by prior words (e.g., verb before an object noun was presented) was used to

evaluate the fitness of a possibly upcoming word, indicating an active predictive process

in language comprehension. Other work has investigated lexical processing such as finding

that semantic overlap between visual information (Huettig & Altmann, 2005), or grammat-

ical gender information (Dahan, Swingley, Tanenhaus, & Magnuson, 2000) affects language

processing at an early stage, language processing when given early phonological information

(Allopenna et al., 1998; Huettig & McQueen, 2007; Salverda et al., 2014). Semantic and

pragmatic inference involving implicatures, for example, has also been examined, investigat-

ing when such computation occurs (Degen & Tanenhaus, 2016; Y. T. Huang & Snedeker,

2009; Y. T. Huang, Spelke, & Snedeker, 2013; Snedeker & Trueswell, 2004; Sun & Breheny,

2020). The paradigm has also been proven suitable for examining language processing among

pre-literate children and language development (Y. T. Huang & Snedeker, 2009; Y. T. Huang

et al., 2013; Snedeker & Trueswell, 2004; Trueswell, Sekerina, Hill, & Logrip, 1999), popula-

tion with language disorder (Thompson & Choy, 2009) or neurodivergence (Brock, Norbury,

Einav, & Nation, 2008), and for sentence production studies (Griffin & Bock, 2000; Meyer,

Sleiderink, & Levelt, 1998).

Work has used the VWP to investigate reference resolution, involving anaphors (J. E. Arnold,

Eisenband, Brown-Schmidt, & Trueswell, 2000; Clackson, Felser, & Clahsen, 2011; Cozijn,

Commandeur, Vonk, & Noordman, 2011; Han, Moulton, Block, Gendron, & Nederveen,

2021; Kaiser, Runner, Sussman, & Tanenhaus, 2009; Runner & Head, 2014; Runner, Suss-

man, & Tanenhaus, 2003, 2006), reflexive pronouns (Clackson et al., 2011; Clackson & Heyer,

2014; Han et al., 2021; Kaiser et al., 2009; Runner & Head, 2014; Runner et al., 2003, 2006),

and demonstratives (Brown-Schmidt, Byron, & Tanenhaus, 2005; Kaiser & Trueswell, 2008).

These studies have shown different types of information that are in play for reference reso-

lution such as salience, semantic and syntactic structures, and gender information.
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Several studies have used the paradigm to examine real-time pronoun resolution, address-

ing the types of information involved in the resolution and the timeline at which access to

such information affects parsing. For example, Clackson et al. (2011) examined a case in

which two antecedents could potentially compete due to gender feature overlap. An example

from Clackson et al. (2011) Experiment 2 is given in (2).2

(2) Pronoun condition in Experiment 2 in Clackson et al. (2011)

a. Gender feature overlap

Peter was waiting outside the corner shop. He watched as Mr. Jones bought a

huge box of popcorn for him over the counter.

b. No gender feature overlap

Susan was waiting outside the corner shop. She watched as Mr. Jones bought a

huge box of popcorn for her over the counter.

Due to binding constraints, there was only one grammatical antecedent for the bold-faced

pronouns in (2b) and (2a), namely the matrix subject. The intervening noun phrase, Mr.

Jones, either overlaps (2a) or does not overlap (2b) in gender with the grammatical an-

tecedent.Four images were presented on the screen as each stimulus sentence was auditorily

presented. The images included the two characters (e.g., Susan and Mr. Jones), the ob-

ject (e.g., popcorn) mentioned in the stimulus sentence, and one distractor inanimate object

not mentioned in the stimulus. More looks were found towards the grammatical antecedent

(e.g., looks towards Susan upon hearing her in the (2b) condition). Crucially, however, the

proportion of looks to the target was reduced in the overlap condition (2a), suggesting the

overlap in gender features between the grammatically licit and illicit entities leads to “com-

petition,” which was manifested as a smaller eye gaze difference between the two relevant

2. Both pronouns and reflexive pronouns, and children and adult speakers were compared, but here I
present results from the pronoun condition among adult speakers.
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images. Similar observations were also reported in Runner and Head (2014).

Building upon Runner et al. (2003) and Runner et al. (2006), Kaiser et al. (2009) used a

VWP to investigate the processing of the so-called picture noun phrase. They investigated

the role of structural and discourse-pragmatic factors influencing (reflexive) pronoun reso-

lution, using auditory stimuli with structures as in (3). Reflexive pronouns were compared

but I present the example of the pronoun condition only.

(3) Pronoun condition in Experiment 3 in Kaiser et al. (2009)

a. Subject: source of information; Object: perceiver

Peter told Andrew about the picture of him on the wall.

b. Subject: perceiver; Object: source of information

Peter heard from Andrew about the picture of him on the wall.

Two characters mentioned in the stimuli were displayed on the screen; for example, two

male characters were presented, and below each had a name label, Peter and Andrew. In

this so-called picture noun phrase structure, either the subject of the matrix clause or the

embedded subject is a possible referent of the pronoun. Given such ambiguity, the authors

found that more looks fell onto the perceiver (e.g., Andrew in (3a) and Peter in (3b)). Since

looks primarily fell onto the matrix subject when a reflexive pronoun was used, the authors

suggested that discourse-pragmatic information is readily used when resolving pronouns.

6.2 Time window of competition effect

As earlier studies show, overlap in linguistic representations during the encoding stage can

lead to an interference effect (see Section 2.2 for a detailed description of the interference

effect during encoding). The feature similarities between linguistic representations during

encoding can result in competition for the shared features. The competition can lead to a
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degraded representation in memory (Nairne, 1990, 2002; Oberauer & Kliegl, 2006; Oberauer

& Lange, 2008).

Empirical findings diverge as to when the interference effect is found during real-time

language comprehension. Some have suggested the effect is found only when the retrieval is

triggered (e.g., Gordon et al., 2001; Sekerina et al., 2016; Villata et al., 2018). For example,

Sekerina et al. (2016) investigated competition of possible targets during retrieval using a

VWP. A sample set of their materials is presented in (4). Four pictures were displayed

on the screen: button (target), pen, key, earring, and the auditory stimuli in two different

conditions were presented. In (4a), multiple objects were plausible targets to be “spotted”

(hence the interference condition) whereas in (4b), there was only one targeted object (e.g,

button) that can be “sewed” (i.e., non-interference condition). They predicted that targets

that share similar features would lead to difficulty in integrating and retrieving the target

linguistic items. Specifically, eye gaze towards the target was predicted to be reduced in the

presence of another plausible target that shared similar semantic features.

(4) Sekerina et al. (2016)

a. Interference condition (multiple possible targets)

It was the {button / key / pen / earring} that the maid who returned from

vacation spotted in the early morning.

b. Non-interference condition (one possible target)

It was the {button / key / pen / earring} that the maid who returned from

vacation sewed in the early morning.

They found a significant interference effect, with fewer looks to the target in the in-

terference condition due to the presence of competitors, compared to the non-interference

condition. Additionally, this effect was found at the time window when the encoded items

needed to be retrieved (at the main verb, e.g., spotted, sewed). When the verb information
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appeared in the audio stream, there were more looks to the target object (e.g., button) in

the no-competition condition (4b) than in the competition condition (4a).

In contrast, others have found the effect even before the retrieval is initiated (e.g., Acheson

& MacDonald, 2011; Kush, Johns, & Van Dyke, 2015; Rich & Wagers, 2020). For example,

Rich and Wagers (2020) compared cases where the relevant NPs share semantic features to

different extent: (i) high semantic overlap (e.g., “The knife that the sword was placed near

had been recently sharpened ”) and (ii) low semantic overlap (e.g., “The knife that the shirt

was placed near had been recently sharpened ”). The high-overlap condition led to longer

reading times, with the competition effect appearing around had been recently, before the

relevant semantic information needed to be retrieved and integrated at the verb sharpened.

Following prior studies, the current study also identifies two windows. The question is

whether the overlap in discourse structure information between two possible targets would

lead to an interference effect, specifically, whether the effect will be realized (i) when the

second noun phrase is encoded, or (ii) when retrieval is initiated. An overview of the experi-

mental design to test these two hypotheses and the predictions are presented in the following

section.

6.3 Overview of experiments and predictions

The key contrast and the time windows of interest are presented in (5). First, in all con-

ditions, both the singers and the violinists are grammatically plausible antecedents of the

pronoun, their. Secondly, a distinction is made in the RRC and ARC conditions in the

overlap of discourse-structure information between these two antecedents. In the RRC con-

ditions (in (i)), both of the antecedents are part of the main discourse structure; hence, an

overlap in discourse-structure information. In the ARC conditions (in (ii)), the second noun

phrase (e.g., the violinists) is part of the subordinate discourse structure. The two plausible

antecedents do not overlap in discourse-structure information. Thirdly, Experiments 7 and
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8 had the same experimental design with only minor differences. Experiment 8 included an

additional prepositional phrase (e.g., without reason before the termination of the relative

clause. Experiment 7 had another factor of modifier-length of the head noun.

(5) Experimental items and the two windows of interest in Experiments 7 & 8

a. Experiment 7

(i) Overlap in discourse-structure information between the two antecedents

The singersmain [who admired the violinistsmain]window 1 [invited their

(musical) mentors]window 2 to the party. [RRC]

(ii) No overlap in discourse-structure information between the two antecedents

The singersmain, [who admired the violinistssubord.,]window 1 [invited their

(musical) mentors]window 2 to the party. [ARC]

b. Experiment 8

(i) Overlap in discourse structure between the two antecedents)

The singersmain [who admired the violinistsmain without reason]window 1

[invited their mentors]window 2 to the party. [RRC]

(ii) No overlap in discourse structure between the two antecedents)

The singersmain, [who admired the violinistssubord. without reason,]window 1

[invited their mentors]window 2 to the party. [ARC]

Adopting the approach in Sekerina et al. (2016), eye gaze information, specifically eye-

gaze differences between the possible targets, will be used to investigate the competition

effect. In the case where linguistic elements are encoded with overlapping representations

(as in the overlap (RRC) condition), a greater competition effect is expected than when

the representations do not overlap (as in the no overlap (ARC) condition). The eye-gaze

differences will be smaller when the two antecedents share the same discourse-structure

information (i.e., greater competition); the differences are anticipated to be bigger when the

148



two do not overlap in discourse-structure information. In other words, the prediction on

eye-gaze differences is: ARC (no overlap) > RRC (overlap).

Concerning the timeline at which the interference effect is realized, I identify two windows

of analysis. Based on prior findings, the windows are defined relative to the retrieval site,

i.e., when the linguistic dependency needs to be resolved. The first window includes when

the second antecedent is encoded. Specifically, it begins from the onset of who until the

offset of the relative clause. In Experiment 7, it is until the offset of the second NP (the

singers), and in Experiment 8, it includes the offset of the prepositional phrase (e.g., without

reason that follows the second antecedent). The second window begins from the matrix

verb (invited) until the offset of the head noun (mentors)—the pronoun (their) is included

in this window.

It is possible that the competition effect, indexed by the eye-gaze differences on the

two antecedent images, could arise during the first window, after the second antecedent is

encountered (the violinists). This would be indicative of an encoding interference effect due

to feature overlap between the two encoded NP representations and suggests that the effect

could arise prior to retrieval. It is also possible that the effect could manifest only when

retrieval is initiated. In this case, the effect should arise during the second window, when

the verb or the pronoun is encountered. These two competing possibilities are examined.

To preview the findings, results from two eyetracking studies (VWP) suggest that the

overlap in discourse-structure information leads to greater competition between the two

plausible targets. Results in Experiment 7 seem to suggest that the effect is realized only

when retrieval is initiated. However, in Experiment 8, which was designed to remove the

confound of an early interference effect being realized at a later timeline, the effect was found

as early as when the second antecedent was encoded. These collectively suggest that the

competition effect between linguistic representations due to discourse-structure information

overlap can be manifested before retrieval for resolving linguistic dependency.
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6.4 Experiment 7

A web-based eyetracking experiment (VWP) is conducted to examine whether the overlap

in discourse-structure information between linguistic representations during encoding leads

to the interference effect. The key manipulation of the auditory stimuli is repeated below:

(6) a. Overlap in discourse-structure information between the two antecedents

The singersmain [who admired the violinistsmain]window 1 [invited their (musi-

cal) mentors]window 2 to the party. [RRC]

b. No overlap in discourse-structure information between the two antecedents

The singersmain, [who admired the violinistssubord.,]window 1 [invited their

(musical) mentors]window 2 to the party. [ARC]

We anticipate observing greater eye-gaze differences between the two possible antecedents

in the ARC (no-overlap condition) than in the RRC (overlap condition). The empirical

question is whether this eye-gaze difference will be realized as early as when the second

antecedent is encoded (i.e., in the first window), or only after retrieval is triggered (i.e., in

the second window).

6.4.1 Methods

Subjects

Sixty-five native speakers of American English were recruited via an online participant re-

cruitment platform Prolific. The recruitment process for participation was carried out with

approval from the IRB from the local institution. Two participants were omitted from

the primary analysis because they took part in the study twice, resulting in a total of 63

participants for the analysis (mean age = 30.36; age range: 19–40). The duration of the

experiment was around 35 minutes, and the subjects received compensation of 8.00 USD for
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their participation.

Material and design

The material was fully crossed in a 2x2 design, varied by Clause (RRC vs. ARC) and

Modifier-length (Short vs. Long) (Table 6.1). In the RRC structure, both NPs were part

of main information. In the ARC structure, the first NP was part of the main while the

second NP was part of the subordinate discourse structure. The Modifier-length condition

was included to offer more time to resolve the pronoun; the Long condition had a modifier

(e.g., musical) before the head noun. Different vocation names were used for the NPs. All

embedded RCs were in a subject-extracted structure. Only their was used as the pronoun.

The study involved 32 critical and 20 filler items.

Table 6.1: An example of the experimental item for Experiment 7

Clause Modifier Auditory stimuli Discourse status of
antecedents
{NP 1, NP 2}

RRC Short The violinists who admired the singers
invited their mentors to the party.

{[main], [main]}

ARC Short The violinists, who admired the singers,
invited their mentors to the party.

{[main], [subord.]}

RRC Long The violinists who admired the singers
invited their musical mentors to the party.

{[main], [main]}

ARC Long The violinists, who admired the singers,
invited their musical mentors to the party.

{[main], [subord.]}

Note. In the example the violinists corresponds to NP1 and the singers to NP2. Subord. =
subordinate. Commas were realized as pauses in auditory stimuli in the visual world paradigm.

Auditory stimuli for both critical and filler items were generated using the open-source

Google Text-to-Speech library (gtts) in Python. The contrast between ARC and RRC

conditions was realized by pauses before and after the RC boundary in the ARC condition,

while no pauses were introduced in the RRC condition. Although ARCs exhibit intonation
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contour variations, our focus aligns with earlier observations that ARCs typically display

prosodic isolation (Dehé, 2014; Dehé & Kavalova, 2007), particularly when compared to

RRCs (Watson & Gibson, 2004). The mean duration of pauses for the critical auditory

stimuli was 0.327 seconds. The mean length of the auditory stimuli was 7.055 seconds.

Visual stimuli were produced with OpenAI’s DALL-E 2 (Ramesh, Dhariwal, Nichol, Chu,

& Chen, 2022), an AI system generating images when given a language prompt. For the

critical items, each image featured two individuals of the same vocation, created with the

prompt: “Drawing of two [VOCATION]s in black and white thick pen line drawing digital

art with white background.” The vocation names were drawn from the list of NPs utilized

in the target items. Similarly, relevant visual stimuli for filler trials were generated using the

same method and prompt, with “two [VOCATION]s” replaced by “a [NOUN],” given that

filler trials involved only singular nouns.

Procedure

The online visual world paradigm eye-tracking experiment used the PCIbex platform (Zehr &

Schwarz, 2018). For the eye-tracking component, PennController version 2.0 was employed

in the current study.3 Participants recruited through Prolific were directed to the online

experimental platform, where they were shown an IRB consent page, followed by a language

background questionnaire. Then a phase to check the audio volume was presented. On the

following page, the subjects were prompted to grant the browser permission to access the

web. No video recordings were made during the experiment; only the subjects’ eye-gaze

information was recorded, and participants were informed of this data collection.

Upon granting access, participants proceeded to the calibration stage. Detailed guidelines

were provided regarding the recommended positioning of their face within the camera frame,

their posture, and the brightness of their face displayed on the screen. These guidelines were

3. Version 2.1 requires a correct button clicking to move on to the next calibration.

152



presented with visual examples, adopted from Slim and Hartsuiker (2022). The calibration

process involved a button-clicking task. During this initial calibration process, the subjects

were asked to look at a green dot (size of 48 px width and 48 px height (approximately 36 pt))

appearing on the screen and to click it when it appeared. A total of 9 dots were presented;

the first dot started at the center of the participants’ screen (the position of the dot was

calculated based on the user’s screen size), and the rest appeared in random order, at each

edge point of the screen (top left, top center, top right, center left, center right, bottom left,

bottom center, and bottom right). The dot appeared on the screen along with a beep sound

and stayed on screen for 750 ms, followed by another dot after a delay of 750 ms.4 The

calibration precision was calculated by using the Euclidean distance between the stimulus

point, e.g., mid-center dot (X1, Y1), and the estimated gaze at the n-th dot (X2, Y2). The

precision score was calculated as in Equation 6.1.

Precision = 100−
√
(X1 −X2)2 + (Y1 − Y2)2

1/2 ∗WindowHeight
∗ 100 (6.1)

The threshold for acceptable precision score was set as 60, and the participants were asked to

repeat the calibration process when they failed to reach the threshold. The study would be

aborted if a participant made 3 failed attempts to pass the initial calibration phase. Before

the 2nd or 3rd calibration (if they had to), the subjects were given instructions reminding

them of the posture and lighting of the camera.

Once the participant passed the calibration, a fixation cross (“+” of 15 vh size) appeared

at the screen center for 500 ms.5 Subsequently, four images in black-and-white line drawings

were displayed on each quadrant in a randomized order (Figure 6.1). Each quadrant was a

size of 50vw * 50vh (50% of the width and 50% of the height of the participant’s screen),

4. In the newer PennController version 2.1, the calibration dots do not stay on the screen for a fixed
amount of time. Once participants click on one dot, it disappears and the next dot appears on the screen.

5. “vh” stands for viewport height, and it indicates the height of the browser where a website is displayed.
15 vh corresponds to 15% of the viewport height.
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and each image had a size of 20 vh width and 20 vh height. Two of the images depicted the

two possible antecedents and the remaining two images were irrelevant distractors.

+

Figure 6.1: An example of the screen in the visual world paradigm experiment.
Note. Clockwise from the top-left: the singers (target), the detectives (distractor), the violinists

(target), and the teachers (distractor).

After 2200 ms of the image display (image preview time), the auditory stimulus started

playing and participants’ eye-movement recording also started simultaneously. The eye-

movement recording continued for 500 ms after the end of the auditory stimulus. An

antecedent selection task followed, with a question prompt asking, “Whose mentors were

invited?” Participants were instructed to click on one of the four pictures.

There were between-trial calibration processes as well, a simplified calibration check that

was done before each trial. Only one mid-center dot appeared before each trial, and the score

was calculated only based on the mid-center dot. The threshold for the between-calibration

score was set at 50. Participants below this threshold underwent the initial calibration

process (threshold score set at 50 with 2 attempts).

Analysis

Both antecedent selection and eye-movement patterns were analyzed. The performance for

the antecedent selection task was used for initial data processing. The trial accuracy was
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coded as 1 if one of two plausible NPs were selected and 0 otherwise. Despite having a

threshold for removing participants with an accuracy below 85%, all 63 participants passed

this criterion. I then examined the eye-movement data. Participants were considered for

removal if their eye gaze went outside the quadrants above 50% of the recorded data. No

participant was removed based on this criterion. To take into consideration the variations

in sampling interval inherent in web-based eyetracking method, I excluded the trials with

an average sampling interval that exceeded 100 ms. The mean sampling interval across

trials was 33.57 ms (median = 32.82 ms) (Figure 6.2). After applying the sampling interval

threshold, 0.01% of the data were removed.
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Figure 6.2: Sampling information in Experiment 7.

Subsequently, data points were removed when the eye gaze did not fall within a quadrant

(an additional 9.71% data point removal). Additionally, data points with incorrect image

selection (i.e., neither of the two NPs selected in the trial) were removed (an additional 1.06%
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data point removal). Finally, data points falling outside the designated monitor screen were

removed, constituting an additional 0.91% data point removal.

The eye-movement data were aggregated into 100 ms time bins following Slim and Hart-

suiker (2022). The proportions of eye-gaze fixations on the four pictures were computed for

each time bin (e.g., 0–100 ms, 100–200 ms, ...) across all participants. Taking into account

the 200 ms oculomotor delay, the onset of the auditory stimuli was offset by 200 ms.

Given our primary focus on the competition between the two grammatical antecedents,

the eye-gaze difference between NP1 and NP2 was computed. This involved subtracting the

proportion of eye gazes to NP2 from that of NP1 for each bin. A cluster-based permutation

analysis (CPA) (Ito & Knoeferle, 2023; Maris & Oostenveld, 2007) was conducted to exam-

ine adjacent time bins that showed significant eye-gaze differences between the two target

antecedents (p < 0.05). The analysis was employed through the permutes package (Voeten,

2023) in R. The eye-gaze difference in the original dataset was examined using mixed-effects

linear regression models built with the lmerTest package (Bates et al., 2015) in R (R Core

Team, 2022). The fixed effects included Clause (RRC vs. ARC), Modifier Length (Short vs.

Long), and their interaction, along with a by-subject random effect.6 Subsequently, the data

were randomly permuted 1000 times to establish a null hypothesis distribution. Finally, each

cluster within the original dataset was compared against this null hypothesis distribution.

The first window included the onset of who until the offset of the singers, without in-

cluding the pauses. The second window included the matrix verb (invited) until the offset

of the noun (mentors) in the Short condition. In the Long condition, the same duration

was analyzed in the Long condition—it included the matrix verb, pronoun, the modifier

(musical), and the beginning of the noun.

6. Regression model for analysis: eye-gaze_difference ˜ clause*modifier + (1|subject). Sum cod-
ing for the fixed effects: RRC = -0.5 and ARC = 0.5; Short = -0.5 and Long = 0.5.
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6.4.2 Results

Antecedent selection preference

In Figure 6.3, the antecedent selection preference ratio is depicted. Irrespective of conditions,

NP1 exhibited a higher preference, approximately 65%, while NP2 showed a preference of

around 35%. Two of the distractors were rarely selected.
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Figure 6.3: Antecedent selection preference in Experiment 7.
Note. Error bars indicate standard errors of the mean.

Eye-gaze ratio

Figure 6.4 shows the proportion of eye-gaze onto figures at each time bin, averaged across

all participants.

The first window The mean eye-gaze ratio in the first window is shown in Figure 6.5.

The difference between eye-gaze on NP1 and NP2 is illustrated in Figure 6.6. The mean

eye-gaze difference between NP1 and NP2 is shown in Figure 6.6. The CPA suggested that

no statistically significant clusters were found (ps > 0.05).

157



N
P

1

PA
U

S
E

1
W

H
O

V
E

R
B

1

N
P

2

PA
U

S
E

2
V

E
R

B
2

P
R

N
N

O
U

N

0.00
0.15
0.30
0.45
0.60
0.75

0

50
0

10
00

15
00

20
00

25
00

30
00

35
00

40
00

45
00

50
00

55
00

60
00

65
00

M
ea

n 
G

az
e 

R
at

io
ARC−Short

N
P

1

PA
U

S
E

1
W

H
O

V
E

R
B

1

N
P

2

PA
U

S
E

2
V

E
R

B
2

P
R

N
M

O
D

N
O

U
N

0.00
0.15
0.30
0.45
0.60
0.75

0
50

0
10

00
15

00
20

00
25

00
30

00
35

00
40

00
45

00
50

00
55

00
60

00
65

00
70

00

ARC−Long

N
P

1

W
H

O
V

E
R

B
1

N
P

2

V
E

R
B

2

P
R

N
N

O
U

N

0.00
0.15
0.30
0.45
0.60
0.75

0

50
0

10
00

15
00

20
00

25
00

30
00

35
00

40
00

45
00

50
00

55
00

60
00

65
00

Time from Tracking Onset (ms)

M
ea

n 
G

az
e 

R
at

io

RRC−Short

N
P

1

W
H

O
V

E
R

B
1

N
P

2

V
E

R
B

2

P
R

N
M

O
D

N
O

U
N

0.00
0.15
0.30
0.45
0.60
0.75

0
50

0
10

00
15

00
20

00
25

00
30

00
35

00
40

00
45

00
50

00
55

00
60

00
65

00
70

00

Time from Tracking Onset (ms)

RRC−Long

Gazed image: NP1 NP2 Distractor1 Distractor2

Figure 6.4: Eye-gaze ratio in Experiment 7.
Note. The labels above the vertical lines denote the average onset of each word across items. NP1

corresponds to the violinists; VERB1 to admired ; NP2 to the singers; VERB2 to invited ; PRN
(pronoun) to their ; MOD (modifier) to musical ; NOUN to mentors; PAUSE1/2 represents pauses

inserted in the ARC condition, as in the trial “The violinists, who admired the singers, invited
their (musical) mentors to the party.” Shaded ribbons surrounding the lines indicate the standard

errors of the mean.

The second window The mean eye-gaze ratio in the second window is shown in Fig-

ure 6.7. The difference between eye-gaze on NP1 and NP2 is illustrated in Figure 6.8. A

significant cluster (0 ms–800 ms) for the Clause effect (p < 0.001) was found. This suggests

that the difference (ARC > RRC) started from the verb onset (Figure 6.8). No significant

clusters were found for other effects.

6.4.3 Discussion

In the pronoun-antecedent selection task, there was a preference for the first NP as the

antecedent of their, regardless of all the conditions. This replicates the observation made with
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Figure 6.5: Eye-gaze ratio in the RC window in Experiment 7.
Note. The labels on top of the vertical lines indicate the average onset of the word across items.

WHO = who; VERB1 = admired ; NP2 = the singers, as in the trial “The violinists(,) who
admired the singers(,) invited their mentors to the party.” Shaded ribbons surrounding the lines

indicate the standard errors of the mean. The X-axis is time-locked to the onset of “WHO” across
items. Shaded ribbons around lines indicate the standard errors of the mean.

the sentence-medial RC condition in Experiment PRN-SPP-01, even the ratio of preference,

where NP1 was preferred around 60% and NP2 around 30%. The preference for the NP1

in the selection task is also hinted at in the eye-gaze results. For instance, in all four

subfigures in Figure 6.4, the eye-gaze towards the NP1 rises around 1000 ms after the onset

of the final word of the sentence, the head noun. This is an overall pattern across all four

conditions, which again matches the results in the antecedent selection task results. This

global preference for the NP1 underscores a general inclination to choose the subject of the

same clause when faced with ambiguous antecedents, as noted in J. E. Arnold (2010). The

consistent preference for NP1 across conditions is noteworthy, suggesting that the observed

patterns in the eye-gaze results cannot be solely attributed to subjects’ global preferences
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items. Shaded ribbons around lines indicate the standard errors of the mean.

for a specific antecedent.

The analysis of eye-gaze results revealed a competition effect due to overlap in discourse

structure information, leading to smaller eye-gaze ratio differences between possible an-

tecedents (difference: RRC < ARC). The effect began only after the onset of the matrix

verb.

It is worthwhile to note that the competition effect started from the matrix verb (e.g.,

invited). There are two possible accounts for why the effect would have been realized as

early as the matrix verb window, which follows below. One possibility is due to the reac-

tivation of previously encoded linguistic representation at the retrieval site. If [+subject]

and [+animate] are key retrieval cues for resolving the subject-verb dependency, linguistic

representations with these features can be activated at the retrieval site. In the current

experiment, the matrix subject (e.g., the violinists), associated with both the [+subject] and

[+animate] cues, and the embedded object (e.g., the singers), associated with the [+animate]
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Figure 6.7: Eye-gaze ratio in the Pronoun window in Experiment 7.
Note. The labels on top of the vertical lines indicate the average onset of the word across items.
VERB2 = invited ; PRN (pronoun) = their ; MOD (modifier) = musical ; NOUN = mentors, as in
the trial “The violinists(,) who admired the singers(,) invited their (musical) mentors to the party.”

Shaded ribbons surrounding the lines indicate the standard errors of the mean. The X-axis is
time-locked to the onset of VERB2 across items. Shaded ribbons around lines indicate the

standard errors of the mean.

cues, can be activated. Even though discourse structure information is not necessarily a

retrieval cue at the matrix verb, the re-activation of the previously encoded linguistic rep-

resentations associated with the retrieval cues could have led to the distinction between the

two NPs with distinct discourse structure information.

Alternatively, the presence of the competition effect at the matrix verb region could be a

reflection of a delayed realization of the effect in the previous window. Returning to Sekerina

et al.’s work, the authors found an interference effect due to overlap in semantic features,

evidenced by smaller eye-gaze differences between retrieval targets. They found the effect

in the retrieval beginning from the matrix verb window (e.g., spotted, sewed) (an example
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Figure 6.8: Eye-gaze ratio difference between NP1 and NP2 in the Pronoun window in
Experiment 7.

Note. The labels on top of the vertical lines indicate the average onset of the word across items.
VERB2 = invited ; PRN (pronoun) = their ; MOD (modifier) = musical ; NOUN = mentors, as in
the trial “The violinists(,) who admired the singers(,) invited their (musical) mentors to the party.”
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time-locked to the onset of VERB2 across items. Shaded ribbons around lines indicate the

standard errors of the mean.

material repeated in (7). However, it is worthwhile to note that the effect they observed

spanned until the following prepositional phrase (e.g., in the early morning). The authors

explain that this could be a reflection of an end-of-the-sentence, wrap-up effect, but crucially,

a reflection of the participants’ search for the target(s).

(7) A set of sample material in Sekerina et al. (2016)

a. Interference condition (multiple possible targets)

It was the {button / key / pen / earring} that the maid who returned from

vacation spotted in the early morning.

b. Non-interference condition (one possible target (button))

It was the {button / key / pen / earring} that the maid who returned from

vacation sewed in the early morning.
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As their experimental design and results suggest, it is possible that the effect of interest

spans to the following window. However, the current experimental design makes it difficult

to tease apart such a delayed effect given the position of the second NP. The offset of the

second NP aligns with the rightmost boundary of the RC, which marks the termination

of subordinate discourse in the case of the ARC condition. As the transition from one

discourse to another occurs immediately after the second NP, the observed effect in the

current experiment could reflect an effect that was present from the early, first window

around the second NP.

To address this confound, in the following experiment, a buffer window is included before

the RC boundary. Specifically, a prepositional phrase (PP) is added after the second NP

before the matrix verb. This manipulation is made to offer extra time to encode the distinct

discourse structure information. If the competition effect is realized as early as during the

encoding stage, we expect to see the eye-gaze differences before the second window.

6.5 Experiment 8

This experiment aims to tease apart between the two possibilities of understanding the

competition effect realized at the retrieval window. There are existing findings that longer

encoding time can make representations stronger and more salient in the memory since it

leads to more attentional resources and a higher activation level of the representation (e.g.,

Karimi, Diaz, & Wittenberg, 2020). Hence, it is possible that the transition to a different

discourse right after the second NP in the RC was not enough time to encode the second

NP. To address this possibility, an additional linguistic buffer, i.e., a prepositional phrase,

is added before the termination of the RC, before moving to the matrix verb window. If

the competition effect is realized as early as during the encoding stage given the additional

buffer, we expect to observe the eye-gaze differences before the second window (i.e., before

the matrix verb).
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6.5.1 Methods

Subjects

A total of 149 native speakers of American English were recruited through the online par-

ticipant recruitment platform Prolific. The recruitment process adhered to the approval

granted by the IRB at the local institution. Some participants were unable to complete

the experiment, and I excluded these individuals from the main data analysis, resulting in

108 participants (mean age = 30.37; age range: 18-–40). The experiment duration was

approximately 35 minutes, and participants received compensation of 8.50 USD for their

participation, including those who could not complete the experiment.

Material and design

Experiment 8 utilized the same set of 32 items and 20 filler items as Experiment 7, with the

addition of a PP before the end of the RC. Table 6.2 illustrates a comparison of the two

experimental designs. Since there was no observable length effect of the noun-modifier in

the previous experiment (Experiment 7), the Length factor is not included in the current

experiment.

Procedure

An online visual world paradigm eye-tracking experiment was conducted, implemented with

PCIbex (version 2.0) (Zehr & Schwarz, 2018). Participants were recruited through Prolific.

The experimental method and platform were identical to those used in Experiment 7.

As for calibration, just as in Experiment 7, I set the calibration score threshold as 60 for

the initial stage, and the participants had three opportunities to calibrate. Participants who

were not able to pass the initial calibration stage were redirected to a different experiment.

However, I set the between-trial calibration score as 30, a lower score than the threshold in

164



Table 6.2: Comparison of the experimental items in Experiments 7–8

Experiment Clause Sentence Discourse status of
antecedents
{NP 1, NP 2}

Exp 7 RRC The violinists who admired the
singers invited their (musical)
mentors to the party.

{[main], [main]}

Exp 7 ARC The violinists, who admired the
singers, invited their (musical)
mentors to the party.

{[main], [subord.]}

Exp 8 RRC The violinists who admired the
singers without reason invited
their mentors to the party.

{[main], [main]}

Exp 8 ARC The violinists, who admired the
singers without reason, invited
their mentors to the party.

{[main], [subord.]}

Note. In the example the violinists corresponds to NP1 and the singers to NP2. Subord. =
subordinate.

Experiment 7, which had a threshold of 50. If the between-trial calibration score was below

30, the participants were instructed to go through the calibration process again; if they failed

to pass the score of 30 3 times in a row, they were given a completion code for compensation

and were instructed to exit from the experiment.

The visual presentation of the pictures and fixation cross were presented in the same

way as in Experiment 7. There was 500 ms of ‘+’ fixation time, and after the fixation

cross disappeared, the four images were presented for 2200 ms. Then the auditory stimuli

were played, and there was an additional 500 ms overspill after the offset of the audio.

After 200 ms, the antecedent selection question appeared. The mouse cursor was activated

right after the question. Unlike Experiment 7, where the mouse cursor showed only when it

hovered above the pictures, the cursor was visible on the entire screen so that the participants

were able to locate the cursor. And similar to Experiment 7, there was no time constraint

on the picture selection task.
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Analysis

The task performance was examined based on their task response. Their task accuracy

was measured by the mean task performance score, where the correct trial was coded as

1 (correct) if one of the two target pictures was selected and 0 (incorrect) if one of the

two distractor pictures was chosen. I set a threshold of 85% so that participants with an

accuracy score below the threshold should be removed—no participants were removed. I then

examined the eye-gaze track loss, with the criterion of removing participants whose eye-gaze

fell outside of the quadrants more than half of the recording time points—all participants

passed the threshold. Then the average calibration score throughout the trials was calculated.

Participants whose mean calibration score was 50 or below were excluded; 8 were removed

after this process.

Data points were additionally removed based on the following criterion: a criterion of

removing data points with a sampling interval over 100 ms. The mean sampling interval was

46.45 ms (median = 42.82 ms) (Figure 6.9). A total of 0.04% of the data points were removed

due to the high sampling interval. Additionally, data points were removed that had no image

gaze (additional 8.19%), that selected the distractor (incorrect) images (additional 1.11%),

that had eye-gazes off the monitor screen (additional 0.97%), and that had calibration scores

below 50 (13.9%). Applying these criteria, a total of 22.62% of the initial data points were

removed.

Similar to the analysis in Experiment 7, I followed the analysis method in Slim and Hart-

suiker (2022) where the data points were binned for every 100 ms interval to accommodate

the low sampling rate of the data collected online. To adjust the oculomotor delay, the data

points were analyzed 200 ms after the onset of the auditory stimuli, following the conventions

in the visual world paradigm experiments.

Two windows of analysis were identified (see ((8)). The first window started from the

onset of the relative pronoun (who), until the offset of the PP (e.g., without reason). The
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Figure 6.9: Sampling information in Experiment 8.

second window included the onset of the matrix verb (e.g., invited), to the offset of the head

noun (e.g., mentors).

(8) a. Overlap in discourse structure between the two antecedents)

The singersmain [who admired the violinistsmain without reason]window 1 [in-

vited their mentors]window 2 to the party. [RRC]

b. No overlap in discourse structure between the two antecedents)

The singersmain, [who admired the violinistssubord. without reason,]window 1

[invited their mentors]window 2 to the party. [ARC]

The same approach of cluster-based permutation analysis (CPA) (Ito & Knoeferle, 2023;

Maris & Oostenveld, 2007) was applied as in Experiment 7. The difference between the
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eye-gaze ratio between NP1 and NP2 was calculated and used for the main analysis. A null

hypothesis distribution was established through 1000 times of random permutation with

the observed data. The fixed effect in this null distribution was compared with the clusters

within the original dataset to find the significant clusters. These processes were done through

the permutes package (Voeten, 2023) implemented in R (R Core Team, 2022). Mixed-effects

linear regression models were built to analyze the original dataset, and this was done using

the lmerTest packaged in R (R Core Team, 2022). The difference value (= eye-gaze on NP1

− eye-gaze on NP2) was included as the dependent variable. Clause factor was included

as a fixed effect in the model, and a by-subject random intercept was also included in the

model.7

6.5.2 Results

Antecedent selection preference

The antecedent selection task results are illustrated in Figure 6.10. The preference for NP1

was around 70%, and 30% for NP2, irrespective of the clause type. The two other distractors

were rarely chosen as plausible antecedents.

Eye-gaze ratio

The mean proportion of eye-gaze, averaged across all participants, at each time bin, is

presented in Figure 6.11.

The first window Figure 6.12 shows the mean eye-gaze ratio during the first window.

The difference between eye-gaze on NP1 and NP2 is illustrated in Figure 6.13. A significant

cluster was found in 1700 ms–1900 ms and 2100 ms–2300 ms after the onset of the RC

7. Regression model for analysis: eye-gaze_difference ˜ clause + (1|subject). Sum-coding of fixed
effects: RRC = -0.5; ARC = 0.5.
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Figure 6.10: Antecedent selection preference in Experiment 8.
Note. Error bars indicate standard errors of the mean.

(p < 0.01), which suggests that the effect (i.e., ARC > RRC in eye-gaze difference) started

around the onset of the PP.

The second window Figure 6.14 shows the mean eye-gaze ratio on each of the four

pictures presented on the screen. Crucially, Figure 6.15 presents the difference between the

eye gaze on NP1 and the eye gaze on NP2. No significant cluster groups were identified

(ps > 0.1). The ARC vs. RRC contrast did not lead to eye-gaze differences during retrieval.

6.5.3 Discussion

Beginning with the antecedent selection task, NP1 was most preferred as the antecedent

of the pronoun, replicating the findings in previous experiments. The selection proportion

between NP1 and NP2 was similar to the earlier experiments, where NP1 was chosen 65%

of the time and NP2 around 35%. This selection preference was uniform between clause

types, again showing a preference for a subject and the subject within the same clause (e.g.,

J. E. Arnold, 2010). This again suggests that the observed eye-gaze differences cannot be

explained solely by antecedent preference.
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Figure 6.11: Eye-gaze ratio in Experiment 8.
Note. The labels above the vertical lines denote the average onset of each word across items. NP1

corresponds to the violinists; VERB1 to admired ; NP2 to the singers; PP to without reason;
VERB2 to invited ; PRN (pronoun) to their ; NOUN to mentors; PAUSE1/2 represents pauses
inserted in the ARC condition, as in the trial “The violinists, who admired the singers without
reason, invited their mentors to the party.” Shaded ribbons surrounding the lines indicate the

standard errors of the mean.

Regarding the eye-gaze difference, the RRC condition ({main, main} overlap) had

smaller eye-gaze differences than the ARC condition ({main, subordinate}). The pur-

pose of the current experiment was to understand whether the eye-gaze difference beginning

at the second window in Experiment 7 was a reflection of a delayed competition effect. Here

we observed the effect at the first window during the PP, which is after the second NP but

before the retrieval site. This suggests that the overlap in discourse structure information

leads to a competition effect after the overlapping representation is encoded. Additionally,

it indicates that the effect in the second window in Experiment 7 was a delayed realization

of an encoding interference effect.
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Figure 6.12: Eye-gaze ratio in the first window in Experiment 8.
Note. The labels on top of the vertical lines indicate the average onset of the word across items.
WHO = who; VERB1 = admired ; NP2 = the singers; PP = without reason, as in the trial “The

violinists(,) who admired the singers(,) invited their mentors to the party.” The X-axis is
time-locked to the onset of “WHO” across items. Shaded ribbons around lines indicate the

standard errors of the mean.

6.6 General discussion

6.6.1 Summary of the findings

The two sets of eyetracking experiments were conducted to explore (i) whether the over-

lap of discourse structure information leads to an encoding interference effect, and (ii) how

early/late that effect is realized. An intra-sentential anaphoric dependency was examined,

wherein a pronoun (their) had two possible antecedents. In one condition, the two an-

tecedents were both part of the main discourse structure. Hence, the two antecedents over-

lapped in discourse-structure information, i.e., both [main]. In the other condition, the two

antecedents did not share the same discourse-structure information: one was part of [main]

while the other was part of [subordinate] discourse structure. The overlap state of the

two antecedents was manipulated by the contrast in the RRC (overlap) vs. ARC (no over-
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Figure 6.13: Eye-gaze ratio difference between NP1 and NP2 in the first window in
Experiment 8.

Note. The labels on top of the vertical lines indicate the average onset of the word across items.
WHO = who; VERB1 = admired ; NP2 = the singers; PP = without reason, as in the trial “The

violinists(,) who admired the singers(,) invited their mentors to the party.” The X-axis is
time-locked to the onset of “WHO” across items. Shaded ribbons around lines indicate the

standard errors of the mean.

lap) structure. It was predicted that competition for the shared information between the

linguistic entities would lead to a degraded representation. In a visual world paradigm, this

degraded representation would be reflected as smaller eye-gaze differences between the two

antecedents.

Next, I also addressed the question of how early the competition effect would be realized.

There have been mixed results in the literature as to whether an encoding interference effect

is realized only when retrieval is triggered. To address this issue, two windows of interest for

analysis have been identified. The first window included the window that involved encoding

the second antecedent. The second window included the retrieval site. It was an empirical

question whether the effect would be realized before the retrieval site, that is, as early as

when the second antecedent, which has overlapping linguistic representation as the first

antecedent, is encoded.

The windows with significant clusters in each experiment are summarized in Table 6.3.
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Figure 6.14: Eye-gaze ratio in the second window in Experiment 8.
Note. The labels on top of the vertical lines indicate the average onset of the word across items.
VERB2 = invited ; PRN (pronoun) = their ; NOUN = mentors, as in the trial “The violinists(,)
who admired the singers(,) invited their mentors to the party.” The X-axis is time-locked to the
onset of VERB2 across items. Shaded ribbons around lines indicate the standard errors of the

mean.

The findings collectively suggest that when the encoded representations share the same

discourse structure information (as in the RRC condition), it results in a competition effect,

compared to when they have distinct discourse information (as in the ARC condition). This

was shown by the more pronounced eye-gaze differences between the two encoded NPs in the

ARC condition compared to the RRC condition. Next, regarding the time window issue, In

Experiment 7, the eye-gaze difference was found only in the second window, right after the

onset of the first word, the matrix verb; this effect lasted around 800 ms. This seemed to

suggest that the overlap effect is realized when retrieval of prior linguistic representations is

triggered. However, when more time was given to encode the second NP before the end of the

RC in Experiment 8, the eye-gaze difference started as early as the first window of interest,

specifically after the second NP and before the termination of the RC. The effect lasted

around 600 ms (with a gap of around 200 ms of time window in between). This suggests
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Figure 6.15: Eye-gaze ratio difference between NP1 and NP2 in the second window in
Experiment 8.

Note. The labels on top of the vertical lines indicate the average onset of the word across items.
VERB2 = invited ; PRN (pronoun) = their ; NOUN = mentors, as in the trial “The violinists(,)
who admired the singers(,) invited their mentors to the party.” The X-axis is time-locked to the
onset of VERB2 across items. Shaded ribbons around lines indicate the standard errors of the

mean.

that the encoding interference effect can be realized even before retrieval is triggered. The

effect in Experiment 7 could be interpreted as the same effect we observed in Experiment 8

but simply overlapped with the onset of the retrieval site.

As recent studies find and previously discussed, there can be delayed effects in the web-

based eye-tracking experiment (Degen et al., 2021; Lee & Kaiser, 2022; Semmelmann &

Weigelt, 2018; Slim & Hartsuiker, 2022; Vos et al., 2022). One may question whether the

interpretation of the findings would be affected by such characteristics of the current method.

Yet, this is unlikely. The competition effect was already realized around the onset of the

PP in Experiment 8. Even if there was a delayed effect incurred by the low spatiotemporal

resolution of the web-based eyetracking method, the effect would still show up before the

retrieval is triggered, if not as early as around the second NP. Hence, the findings together

suggest that the competition effect due to overlap in linguistic information can be manifested

as early as during encoding, in line with earlier work that reported an encoding interference
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Table 6.3: Comparison of eye-gaze differences in Experiments 7–8 in each window

Window 1 Window 2

Exp. 7 who admired the singers invited their (musical) mentors
n.s. RRC < ARC

(800 ms from verb onset)
Window 1 Window 2

Exp. 8 who admired the singers without reason invited their mentors
RRC < ARC
(for about 600 ms from PP onset)

n.s.

Note. The effect of discourse-structure information overlap (RRC (overlap) vs. ARC (no overlap))
on eye-gaze differences on two possible antecedents is compared. A cluster-based permutation

analysis is conducted for each window. n.s. = no significant clusters were found.

effect near but before retrieval (e.g., Acheson & MacDonald, 2011; Kush, Johns, & Van Dyke,

2015; Rich & Wagers, 2020).

6.6.2 Visual world paradigm for pronoun resolution

A large body of work has explored the real-time processing of pronoun resolution, particularly

focusing on the time course of resolving pronouns. Different methods have been used to

understand anaphoric dependency resolution, ranging from priming paradigm (e.g., Nicol &

Swinney, 1989), picture selection tasks (e.g., Kaiser et al., 2009), and more time-sensitive

measures such as self-paced reading tasks (e.g., Badecker & Straub, 2002), eyetracking-

while-reading tasks (e.g., Sturt, 2003), visual world paradigm with eyetracking method (e.g.,

J. E. Arnold et al., 2000) and ERP measures (e.g., Nieuwland & Van Berkum, 2006). Some

have used multiple methods in the same study to complement the strengths of each task.

A potential concern can arise as to whether a visual world paradigm is suitable for

investigating pronoun resolution. Unlike cases where objects are presented on a screen and

participants make eye gaze shifts to entities that can be integrated with the verb (e.g., an

auditory stimulus in Tanenhaus et al. (1995): “Put the apple on the towel in the box”), the

integration of an antecedent for a pronoun can be a passive task that may not be necessarily
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reflected on eye gazes.

It is worthwhile to note though that the visual world paradigm experiments in the current

study accompanied an active task of pronoun resolution; hence, not necessarily passive.

Although the experiments did not involve an explicit goal-targeted task such as moving

the apple on the screen to a different place in the visual world using a mouse cursor, for

example, participants were asked to choose the most plausible referent of the antecedent.

This antecedent identification question followed after each trial even in filler trials, and this

type of task over trials would encourage participants to be engaged in encoding the referents

and retrieving them for pronoun resolution. Kaiser et al. (2009), for example, similarly in a

pronoun resolution experiment using a visual world paradigm, used the same type of picture-

selection task, and were able to find evidence for pronoun resolution. In fact, some studies

show that participants engage in pronoun resolution even when the task does not involve

picture selection. For example, in Han et al. (2021), rather than a picture-selection task, a

comprehension question about the auditory stimuli was given after each trial. Even in this

task setup, the authors found evidence of real-time pronoun resolution using a visual world

paradigm.

Furthermore, it is less likely that participants did not gaze at the referent even when

they were processing it to resolve the pronoun. In both eyetracking experiments, there

was a preference for selecting the matrix subject (NP1) as the referent of the pronoun.

This preference was clearly reflected in the eye-gaze data (see Figures 6.4 and 6.11), where

regardless of the condition (be it RRC or ARC condition), the eye gaze towards the matrix

subject (NP1) increased after the onset of the pronoun (around 500–1000 ms post-onset).

This would suggest that the current design captures the real-time pronoun resolution process.
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On the timing of pronoun resolution

It is worthwhile to note that the eye-gaze differences between ARC vs. RRC were not

observed in the second window of analysis. This may be unexpected when the self-paced

reading task experiments (in Chapter 5) are considered. In those experiments, the RRC

vs. ARC contrast led to different reading times at the retrieval site, specifically when the

pronoun had to be resolved. Why is the effect realized around the pronoun resolution site

in the self-paced reading task experiments but not in the eyetracking experiment?

There are two possible explanations. One is to attribute to the nature of the visual

world paradigm that, unlike reading experiments, the parser is not engaged in resolving the

pronoun. However, as I discussed in the previous section, this is unlikely. Even if it was not

specifically at the second window of analysis, the eye gaze shifted towards the first NP at

the end of the auditory stimuli. The looks towards the first NP align with the antecedent

selection preference task; around 65% of the time the participants chose the first NP to be the

antecedent of the pronoun. These suggest that it was indeed the case that the participants

were resolving the pronoun. Furthermore, other work using a visual world paradigm has

found effects right around the critical window when the anaphoric dependency needed to be

resolved (e.g., J. E. Arnold et al., 2000; Clackson et al., 2011; Cozijn et al., 2011; Han et

al., 2021; Kaiser et al., 2009; Runner & Head, 2014). Hence, it is hasty to conclude that the

eyetracking visual world paradigm method is not sensitive to capturing real-time pronoun

resolution.

This leads us to the second possibility, which relates to the type of construction that

was tested. In most previous visual world paradigm studies that investigated the anaphoric

dependency resolution, the critical pronoun was at the argument position, as exemplified in

(9). In these studies, the primary eye-gaze data were observed around the pronoun window

(around him/her(self)).
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(9) a. The young boy was spending a day at the beach. He was amazed to see that the

old man who was carrying a bucket built him(self) a magnificent sand castle.

(Han et al., 2021)

b. The pharmacist that Molly met drove her(self) to the party. (Runner & Head,

2014)

c. Peter told Andrew about the picture of him(self) on the wall. (Kaiser et al.,

2009)

In the current study, on the other hand, a possessive pronoun was the target, and this

has a different argument status than him/her(self) used in earlier studies. Existing work has

shown that the different argument statuses of the gaze target can lead to a different timing

effect. For example, Koring, Mak, and Reuland (2012) compared the timing of reactivation

of arguments when an unaccusative verb (e.g., fall) and an agentive verb (e.g., jump) were

used using a visual world paradigm.8 The authors found that with unaccusative verbs, the

eye gaze towards the target argument increased at a delayed time point, after the verb offset.

On the other hand, as for agentive verbs, the looks to the target argument were shifted at

an early time, only slightly after the verb onset. This is a case in point that shows that the

timing of eye-gaze shift can be influenced by the argument status of the target. Given this

previous finding, it is possible that the delayed timing in the current visual world paradigm

experiment, as well as the timing difference between the self-paced reading task and the

eyetracking experiment, is due to the argument status of the possessive pronoun.

8. They also include a third type of verb—they refer to as a “mixed verb” (e.g., sparkle)—which is similar
to an accusative verb in the type of thematic role that it assigned to the argument but also to an agentive
verb in the syntactic status of the argument.
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6.6.3 Limitations and future work

Discourse effect vs. temporal advantage

I suggested that the overlap in discourse structure information between the encoded linguistic

representations leads to a competition effect. Yet, rather than the discourse structure effect,

one could propose an alternative account that the ARC condition simply “benefited” from

the extra time given before the RC. There was an additional time of 300 ms with the

pause inserted before the onset of who in the ARC condition. As earlier studies show, a

longer time to encode can make the linguistic representations stronger and more salient in

memory (Karimi et al., 2020, a.o). Hence, the second NP always had the advantage of

getting additional time to be encoded. This naturally could have led to higher activation in

memory. If this were the case, it could be the longer encoding time rather than the discourse

structure overlap that made the ARC condition exhibit a weaker competition effect. Given

this possibility, a follow-up experiment could use filler words and disfluency such as “umm”

or “well” (e.g., Lowder & Ferreira, 2016) instead of a pause before the RC to tease apart the

effect of discourse structure information vs. extra time to encode.

Time sensitivity in a web-based visual world paradigm

As noted earlier, there can be delayed effects in the web-based eye-tracking experiment

(Degen et al., 2021; Semmelmann & Weigelt, 2018; Slim & Hartsuiker, 2022; Vos et al., 2022).

Binning the data into 50 ms for the analysis (Vos et al., 2022), or setting a calibration score

threshold to filter out data points or participants (Lee & Kaiser, 2022) has been used as a

way to remedy the uneven sampling rate. However, it is yet undetermined what the best

practices are, specifically, how frequent calibration needs to take place during the experiment

and what threshold score is most optimal. These all remain for future work.

Yet, even when the issue of calibration is addressed, given the nature of a web-based
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experiment (in fact even in lab-based settings), gaps occur in collecting data points. As

proposed in Tan, Kriegman, and Ahuja (2002) and Coe et al. (2022), for example, a possible

way to address this issue could be to modify the data point interval by linear interpolation

for the missing timestamps. While keeping the original data points, we can fit a linear

interpolant between data points, expressed in X and Y coordinates. Given this interpolant

“line,” additional data points can be interpolated between, or extrapolated external to the

existing data points along the line. Coe et al. (2022) apply this method with an interval

of 2 ms and fill in the missing 169 timestamps. Future work can apply this technique

to minimize the imbalance in the data point interval while being aware of the statistical

assumptions when interpolation is applied to the data. It would also be useful to replicate

the current data in a controlled laboratory setting and compare the results, as done in Vos

et al. (2022).

6.7 Conclusion

In this Chapter, I used an intra-sentential anaphoric dependency that has two grammatically

plausible antecedents for the pronoun, their. The two antecedents differed in their discourse

status in two conditions. The RRC-embedding condition had both of the antecedents being

part of the main clause; the ARC-embedding condition had the antecedents in distinct

discourse structures, one in the main and the other in the subordinate discourse structure.

Naturally, the two antecedents shared the same discourse-structure information in the RRC

condition whereas in the ARC condition, they did not overlap in discourse status. The

overlap in discourse structure information during encoding led to a competition effect, which

was indexed by (smaller) eye-gaze differences between the two antecedents. The discourse-

overlapping RRC condition had smaller eye-gaze differences compared to the non-overlapping

ARC condition. Results from two web-based eyetracking visual world paradigm experiments

suggest that this eye-gaze difference is manifested after the second antecedent is encoded. In
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other words, the competition effect is realized fairly early, even before retrieval (for a subject

at the matrix verb or an antecedent at the pronoun window) is triggered.
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CHAPTER 7

GENERAL DISCUSSION

7.1 Summary of the experiments

The dissertation consisted of three sets of, a total of 8 experiments.

The first three experiments (Experiments 1–3), conducted in a self-paced reading task,

made use of a standard number agreement attraction effect. The effect was used as an

index to examine the retrieval interference effect induced by the linguistic entities inside the

main and the subordinate discourse structure. The attraction effect was found in all three

experiments in the baseline RRC condition. The ARC condition also showed the attraction

effect in Experiments 2–3, but the effect was not found in Experiment 1. The key difference

between Experiment 1 and Experiments 2–3 in the ARC condition was the active state of

discourse questions at the point of retrieval. While the distractor in Experiments 2–3 was

associated with the active questions at retrieval, the distractor in Experiment 1 was related

to an inactive question.

The second set of experiments (Experiments 4–6), also conducted in a self-paced reading

task, examined anaphoric resolution. There were two grammatically plausible antecedents

for the pronoun (their). Crucially, the key contrast was made in whether the two antecedents

were part of the same discourse structure or not. It was an empirical question whether such

distinction would lead to the easiness/difficulty in pronoun resolution. Results showed that

the reading times were longer when the possible antecedents were part of the same discourse

structure (as in the RRC condition) compared to when they were in distinct discourse struc-

tures (as in the ARC condition). There were no reading time differences between the two

RC conditions when the two possible antecedents were part of the same discourse struc-

ture. However, this contrast was no longer present when there was no anaphoric dependency

(Experiment 6).
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The third set of experiments (Experiments 7–8) used a visual world paradigm using

an eyetracking method, with the same type of anaphoric dependency used in the second

set of experiments. In these eyetracking experiments, the competition effect during the

encoding stage of linguistic representations was examined. When the encoded linguistic

representations shared similar information (as in the RRC condition), there were smaller

eye-gaze differences between the target noun phrases compared to when they did not (as

in the ARC condition). The eye-gaze differences between the two antecedents were more

pronounced in the ARC (no-overlap) than in the RRC (overlap) condition. This encoding

interference effect was at a fairly early stage, even before retrieval was triggered.

7.2 Findings and implications

I revisit the three questions initially raised at the beginning of the dissertation:

1. How does discourse structure information guide retrieval, given that discourse is dy-

namic and cannot be represented in a binary, static way?

2. How does discourse structure information guide retrieval, given that discourse infor-

mation does not determine grammaticality?

3. How does discourse structure information have an effect on memory encoding?

7.2.1 Discourse question guides memory retrieval: an additional constraint

The first set of experiments addressed the first question. The number agreement attraction

effect, an indication of retrieval interference, was observed in certain constructions in the

ARC condition. The observation that even an ARC-embedded structure leads to a number

agreement attraction effect suggests that it is insufficient to understand the retrieval process

with a static, binary approach to discourse structure representation. If discourse structure
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was represented as [+main] or [+subordinate], for example, and the memory retrieval mech-

anism uses these binary features as retrieval cues, the ARC structures would not have led to

an attraction effect in any constructions. Yet, this was not the case.

Instead, the results suggested that the presence of the attraction effect was closely aligned

with the active state of discourse questions at the point of retrieval. From this approach,

subordinate (or secondary, less essential) discourse information can be just as readily acces-

sible in working memory as the main (or primary, crucial) information when it is associated

with an active discourse question. Even subordinate (ARC) content, can be a target for

retrieval when the relevant discourse question is active. However, when the parser has com-

pleted processing the subordinate content and hence the discourse question related to the

subordinate discourse is no longer active, the linguistic content associated with this inactive

question no longer becomes the target for retrieval.

I have shown that this approach successfully accounts for the current experimental results

as well as previous studies. The approach has the advantage that it offers an account on the

way discourse structure information guides retrieval, even by capturing the dynamic aspect

of discourse. It should be noted though that the discourse question-based approach is not

an alternative framework to the cue-based retrieval theory. The core idea that linguistic

dependencies are resolved under the content-addressable cue-based fashion is maintained,

and the proposed question-based approach imposes an additional constraint on the cue-

based retrieval framework.

A limitation of this discourse question-based approach is that it heavily relies on the way

linguistic input and the questions are added to the discourse model. While the minimal units

to be added to the input panel and the question panel were comparatively straightforward

in the current experiments, the segmentation can be less clear-cut as the input sentences

become more complex, specifically when they involve different types of discourse relations.

The current work does not offer a guideline of how linguistic inputs can be chunked, and
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what type of discourse questions can be generated associated with the linguistic inputs.

This can be further addressed in future work by using different types of constructions and

manipulating questions under discussion in the context, for example.

Furthermore, the discourse question-based approach would be most suitable for explain-

ing the retrieval process involved in resolving a morphosyntactic agreement such as subject-

verb agreement.1 This is because of the nature of morphosyntactic dependency (subject-verb

agreement in specific), which has a strict grammatical constraint on what can serve as an

agreement controller (i.e., retrieval target). As briefly highlighted above, the question-based

approach is not a standalone framework that makes predictions on what can be targeted

and not for retrieval. A concrete framework on how memory retrieval operates is required,

and only when a principle mechanism underlies the retrieval process can the question-based

approach can be applied. The active status of a discourse question is an additional constraint

that is imposed on memory retrieval.

7.2.2 When discourse structure information appears to be a retrieval cue

The first set of experiments has shown that discourse structure information, specifically the

active discourse questions, plays the role of imposing an additional constraint on the retrieval

target. Does this then mean that discourse structure information can potentially be used as

retrieval cues?

The second set of experiments offers a response to this question and addresses the second

research question. We have seen that in resolving the anaphoric dependency, the discourse

status of the possible targets affected processing cost. Even when the preference for the

antecedent—the antecedent in the same clause as the pronoun is preferred—was the same

between the RRC and ARC conditions, the reading times to resolve the pronoun were dif-

1. It is possible to understand the pronoun resolution experiments from the question-based approach—a
detailed description of the application of the question-based approach to pronoun resolution can be found
in Appendix 7.3. However, I do not make strong claims about the question-based approach that it can be
applied to dependencies where discourse structure does not decide the grammaticality.
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ferent. The finding that the discourse contrast did not lead to the antecedent selection but

affected the processing cost is noteworthy. It is a reflection that discourse structure informa-

tion does not govern the grammaticality of an antecedent selection but affects the retrieval

process involved in anaphoric dependency resolution.

Given this processing difference due to the discourse status of retrieval targets, can we say

that discourse information serves as a retrieval cue? One could answer “yes” to this question

if it is assumed that the inventory of retrieval cues includes any relevant information that

influences and directs the process of retrieval. The observation that the discourse status

of retrieval targets (i.e., antecedents) did not affect processing cost with the use of the

stands useful for this argument. Since the retrieval process was initiated only in the their -

condition but not in the the-condition, the finding suggests that discourse information was

used for memory retrieval of the target. If the memory retrieval process is not just limited

to understanding grammatically defined dependencies and not all retrieval cues need to

participate in forming linguistic dependency, then discourse structure information can be

considered as a retrieval cue.

However, if we accept discourse structure information as a retrieval cue, it needs to

be defined how it can be represented. Note that we have already seen from the first set

of experiments that a static, binary way of expressing discourse structure (e.g., [+main],

[+subordinate]) does not hold. A way to address this is to express discourse structure

information as an atomic state, such as [main] or [subordinate]. This is similar to marking

salient or topicalized linguistic entities as [salient] or [accessible] (Kush, 2013; Kush, Johns,

& Van Dyke, 2019) in resolving anaphoric dependencies. Insofar as salience or topichood

plays a role in guiding and constraining anaphor resolution, discourse structure information

serves as an influential factor in retrieving the antecedent, and we can adopt a similar way

of expressing the discourse status.

The current work does not provide a formalized way of distinguishing types of retrieval

186



cues that are morphosyntactic-like from those that are discourse structure-like. The distinc-

tion can potentially be made by the setting gradient difference in the availability as a retrieval

cue, or comparing weights of different retrieval cues can be made using cue-combinatorics

(e.g., Van Dyke & McElree, 2011) through computational modeling. Or it can be a discrete

one, where there is a strict boundary between a morphosyntactic cue vs. a discourse-related

cue. These are all yet speculations. Further discussion on what qualifies a retrieval cue will

be helpful for understanding processing linguistic dependencies that require non-discrete cues

such as salience, prominence, accessibility (e.g., Kush, 2013; Kush et al., 2019; Parker et al.,

2017).

7.2.3 Discourse-structure overlap during encoding leads to interference effect

The third set of experiments addresses the issue of encoding of discourse structure informa-

tion, which pertains to the third research question. The findings collectively showed that

the overlap in discourse structure information leads to an interference effect.

The current findings add to the scholarship on the encoding interference effect, which

is comparatively minimal to the body of work on the retrieval interference effect. The

second eyetracking experiment (Experiment 8) specifically showed that the interference effect

due to the discourse-structure overlap could arise before retrieval is initiated. This finding

contributes to the debate on whether an encoding interference effect is identified only when

retrieval is triggered. While some have found that the encoding interference effect can be

observed without retrieval of targets (e.g., Acheson & MacDonald, 2011; Rich & Wagers,

2020), others have shown that the effect is realized when retrieval is initiated (e.g., Parker

& Konrad, 2020; Sekerina et al., 2016; Villata et al., 2018).

Why do we see a variation in the timing of when the encoding interference effect is

realized? A possibility is that the timing depends on the type of linguistic information that

leads to the interference effect. In fact, the early (i.e., before retrieval) vs. late (i.e., after/on
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retrieval) encoding interference effect coincides with whether morphosyntactic features were

used. For example, studies that found an early effect used linguistic information that does

not involve morphosyntactic features but rather rhyme (1a), the type of discourse referent

(1b) or semantic information (1c). In self-paced reading task studies, the overlap condition

(examples in (i) in (1) took longer reading times than the no-overlap condition (examples in

(ii). The effect was found at the second noun phrase region, or before the critical retrieval

verb (recently in (1c)).

(1) Type of information used in studies that showed an early encoding interference effect

a. Rhyme (Acheson & MacDonald, 2011, Experiment 1)

(i) The banker that the banker sought bought the house.

(ii) The runner that the banker featured bought the house.

b. Referential form (Gordon et al., 2001, Experiment 3, subject-extracted RC)

(i) The banker that praised the barber climbed the mountain.

(ii) The banker that praised Ben climbed the mountain.

c. Semantic information (Rich & Wagers, 2020, Experiment 1)

(i) The knife that the sword was placed near had been recently sharpened.

(ii) The knife that the shirt was placed near had been recently sharpened.

On the other hand, studies showing a “late effect” used a morphosyntactic feature to

control the overlap of the encoded linguistic representations. In (2), the grammatical gender

feature overlap between the noun phrases was controlled, and the effect was realized at the

retrieval site (around surprised) and not before.

(2) Morphosyntactic information used in studies showing late encoding interference effect

(Villata et al., 2018, Experiment 1 (feminine head noun))
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a. La
The

ballerina
dancer-fem

che
that

la
the

cameriera
waiter-fem

ha
has

sorpreso
surprised

beveva
drank

un
a

cocktail
cocktail

[...]
[...]

b. La
The

ballerina
dancer-fem

che
that

il
the

cameriere
waiter-masc

ha
has

sorpreso
surprised

beveva
drank

un
a

cocktail
cocktail

[...]
[...]

[Both] ‘The dancer that the waiter has surprised drank a cocktail [...].’

Also in Parker and Konrad (2020), the subject-verb agreement (number agreement attraction

effect) was examined. The encoding interference effect was found only beginning from the

retrieval verb region, especially when the number feature was used for retrieval.2

This contrast may suggest that the type of linguistic information is tightly linked to

the timing of when the encoding interference effect is realized. The discourse structure

information used in the current study can be considered to have a similar status to non-

morphosyntactic features such as the type of referential form, or semantic information. It is

possible that morphosyntactic features are so strongly associated with grammatical depen-

dency resolution that the parser uses those features as cues only when retrieval is triggered.

Yet, this linkage remains to be further tested in future work. It will benefit from a meta-

analysis of the current empirical findings on the timing of the encoding interference effect

and the type of linguistic information that was used.

7.3 Conclusion

This dissertation examined the real-time comprehension of distinct discourse structure enti-

ties, those that are part of main discourse structure and subordinate discourse structure.

2. Sekerina et al. (2016) used semantic plausibility information to examine the interference effect and
found the effect beginning at the retrieval verb region ((i)). However, this is not a fair comparison to other
studies above since the overlap of semantic information was only available at the verb. Only when the parser
reaches the verb (e.g., spotted, sewed) can they target to retrieve the correct argument. Hence, before the
retrieval site, there was no semantic overlap.

(i) Four images shown on a screen in a visual world paradigm
It was the {button / key / pen / earring} that the maid who returned from vacation {spotted/sewed}
in the early morning.
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The division of main vs. subordinate was made by using restrictive relative clauses (RRCs)

and appositive relative clauses (ARCs)—RRC content was used to represent main, primary

discourse structure information, and ARC content for subordinate, secondary information.

In order to understand how the working memory supports the real-time comprehension

of discourse-structure information, two types of long-distance dependencies were used. The

first set of experiments (Experiment 1–3, self-paced reading task) investigated the case of

subject-verb dependency, specifically the number agreement attraction effect, with embedded

ARC and RRC structures. The RRC structures exhibited the standard number agreement

attraction effect in all three experiments. Meanwhile, the ARC structure showed the same

attraction effect in Experiments 2–3 but not in Experiment 1. The next two sets of ex-

periments (Experiments 4–8) used a construction involving an anaphoric dependency. Two

plausible antecedents and the pronoun were included in the same sentence, while the an-

tecedents differed in their discourse status. In the RRC condition, they were part of the

same main discourse structure; in the ARC condition, one was part of the main while the

other was part of the subordinate discourse structure. Experiments 4–6 (self-paced reading

task) showed that when resolving the anaphoric dependency, longer reading times were spent

when the two antecedents were part of the same discourse structure than when they were

not. Results in Experiments 7–8 (visual world paradigm eyetracking method) suggested

that encoding linguistic representations that share the same discourse-structure information

(RRC condition) leads to an encoding interference effect. The eye-gaze ratio towards the

two possible antecedents was compared, and the difference in the eye-gaze was bigger in the

ARC condition, where the antecedents did not share the same discourse structure-related

information.

The dissertation provides new empirical evidence that discourse-related information, even

though it is not necessary for resolving linguistic dependencies, affects retrieval as well as

the encoding process. Additionally, I have proposed to use a question-based approach to
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understand the way discourse structure information guides retrieval. Incorporating the in-

cremental update of discourse questions and their active status to the cue-based retrieval

theory allows us to gain a comprehensive understanding of the current empirical findings.
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APPENDIX

I demonstrate how the approach from an incremental update of discourse questions can

potentially used to explain pronoun resolution. Here I focus on the structure used in Exper-

iment 4, the key materials repeated below:

(3) a. Sentence-medial condition

The singers(,) who admired the violinists(,) invited their mentors to the party.

b. Sentence-final condition

The violinists admired the singers(,) who invited their mentors to the party.

The empirical finding with the reading time results was that at the pronoun resolution site,

the reading times were (i) longer RRC > ARC in the sentence-medial condition but (ii) not

significantly different between the two in the sentence-final condition.

Figures 7.1 illustrate the incremental construction of discourse questions for the construc-

tion of the sentence-medial condition. For the sentence-medial RRC condition (Figure 7.1a),

all discourse questions are active at the point of retrieval. By the time the parser processes

the second input unit (“invited their mentors to the party”), the main discourse question,

“What happened?” is still active (as the box marked in shaded grey). All linguistic units as-

sociated with this active question, including the two possible antecedents (i.e., the violinists

and the singers), are active in the focus space. On the other hand, in Figure 7.1b, as the

discourse progresses to the final linguistic input (“invited their mentors to the party”), the

question regarding “What about the violinists” gets popped off. The linguistic content as-

sociated with this question about violinists contains information that the violinists admired

the singers. As the discourse question gets popped off—no longer active (as shown in the

box with dashed lines), the linguistic information regarding the singers is no longer in the

focus space anymore. At the retrieval site of resolving the antecedent of the pronoun, the

previous discourse question is inactive, and consequently, the second NP inside the ARC
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subordinate content is not in the focus space.

(a) Sentence-medial RRC condition in Experiment 4

(b) Sentence-medial ARC condition in Experiment 4

Figure 7.1: Discourse questions in Experiment 4.
Note. The box with dotted lines indicates the discourse question is no longer active.

I highlight that the linguistic unit no longer being the focus of attention does not neces-

sarily mean its semantic content or information is gone and not available in working memory.

It is possible, as we saw in the number agreement attraction effect phenomenon (Chapter 4,

that the grammatical, morphosyntactic features may not be available for retrieval. However,

this does not mean that the information update that has been already made is removed

out of the already-updated information state. In the sentence-medial ARC condition, the

information that the violinists admired the singers is added to the common ground, updating

the context set (as in AnderBois et al., 2015). Hence, even if the morphosyntactic features

associated with the linguistic unit inside the ARC structure are no longer in the focus space,

the discourse referents are available for anaphora.

The same approach can be applied to understanding the processing of the sentence-
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final condition (Figures 7.2). Beginning with the RRC condition (Figure 7.2a), similar to

other constructions, the RRC is in the same linguistic input as the head noun. All units

raise the same discourse questions, and at the point of retrieval to resolve the pronoun,

both antecedents are associated with the active discourse question. Next, the ARC adds a

separate linguistic input and a subordinate discourse question is added to the question stack,

“What about them?” While the question stack looks slightly different from that of the RRC

condition, what matters is the active state of discourse questions at the point of retrieval.

All discourse questions are active at the point of retrieval, similar to the RRC condition.

(a) Sentence-final RRC condition in Experiment 4

(b) Sentence-final ARC condition in Experiment 4

Figure 7.2: Discourse questions in Experiment 4.
Note. The box with dotted lines indicates the discourse question is no longer active.

I provide further details on how pronouns are resolved using the discourse question-

based approach in pronoun resolution. The goal of using this representation is not to make

claims about the semantic/pragmatic theory of anaphora resolution, but to show that this

pronoun resolution process can take place independent of linguistic content being removed
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from the focus space. I adopt the approach in the SDRT using the DRT-style of discourse

representation. An illustration of how this theory is applied to model discourse was shown

in Chapter 3.1.1 (specifically Figure ??).

I use the example with the sentence-medial ARC structure, the singers, who admired the

violinists, invited their mentors to the party. Each discourse unit for this given sentence

can be labeled as in (4a). A well-formed discourse representation structure (drs) can be

formulated as in (4b).

(4) a. [The singersi]π1, [who admired the violinistsj ,]π3 [invited theiri/j mentors to the

party]π2.

b. drs

• A = {π0, π1, π2, π3, π4}

• F(π1) = Kπ1

• F(π2) = Kπ2

• F(π3) = Kπ3

• F(π0) = Coordination(π4, π2)

• F(π4) = Subordination(π1, π3)

In the given example, the story unfolds by a discourse referent, the singers, is introduced to

the discourse, followed by information that someone in the discourse invited their mentors

to the party. The singers is in a Subordinating relation with the following unit, as expressed

as F(π4). This relation formulates π3, and this chunk is Coordinating relation with the rest

of the new content, π4. This representation can be expressed with the DRT-style theory, as

in Figure 7.3.

Now that we have a model of discourse structure, the theory about accessibility to pre-

vious units comes in to resolve the anaphora. Following the DRT-based definition of ac-

cessibility, a discourse referent u is accessible to an anaphoric discourse structure when the
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π0

π0 :

π4, π2

π4 :

π1, π3

π1 : Kπ1
π3 : Kπ3
Subordination(π1, π3)

π2 : Kπ2
Coordination(π4, π2)

Figure 7.3: Discourse representation structure for anaphoric dependency in a
boundary-crossing phenomenon.

structure that introduced the pronoun is equal or subordinate to the discourse structure

that contains a possible referent. Given the subordinating relation that is identified in the

exemplified discourse, a referent inside π1 or π3 is accessible to the pronoun in π2. That is

in our example, the singers in π1 and the violinists in π3 being accessible to their in π3.

While re-anchoring to the prior referent for resolving the pronoun could be independent

of the focus space, it can activate the encoded distinction in discourse structure information.

Or, the other aspect of this is to say that if the re-anchoring does not happen, the discourse

distinction is not as activated as in the other case. For example, if a definite article is used

instead of a pronoun, re-anchoring would not necessarily take place, and the division would

not be salient. This explains the findings in Experiment 6, where the division of discourse

structure information was no longer present when their was replaced with the.
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