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ABSTRACT

This thesis details recent results concerning the regularity, well-posedness, and long-time

behavior of the first-order mean field games system with a local coupling.

First, we prove that when the coupling is unbounded from below (the so-called blow-up

assumption) and the density is positive, the system has classical solutions. Our starting

point is a transformation due to P.-L. Lions, which gives rise to an elliptic partial differential

equation with oblique boundary conditions.

Next, we investigate the extent to which these assumptions can be weakened in the one-

dimensional setting. We first prove that the blow-up assumption can be removed, while

still obtaining classical solutions, whose long-time behavior can then be fully characterized.

Additionally, we show that, for interior times, the solution is still smooth if the positiv-

ity assumption of the density is weakened to an appropriate almost-everywhere positivity

condition.

Finally, we develop the more challenging setting where the density may vanish on a set of

positive measure, which involves studying not only the regularity of the (weak) solutions but

also of the emerging free boundary. Our results show that the solution is smooth in regions

where the density is strictly positive, and that the density itself is globally continuous.

Additionally, the speed of propagation is determined by the behavior of the cost function

near small values of the density. When the coupling is entropic, we demonstrate that the

support of the density propagates with infinite speed. On the other hand, for a power-

type coupling, we establish finite speed of propagation, leading to the formation of a free

boundary. We prove that under a natural non-degeneracy assumption, the free boundary is

strictly convex and enjoys C1,1 regularity. We also establish sharp estimates on the speed of

support propagation and the rate of long time decay for the density. Moreover, the density

and the gradient of the value function are both shown to be Hölder continuous up to the free

boundary. The methods are based on the analysis of a new elliptic equation satisfied by the
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Lagrangian flow.
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CHAPTER 1

INTRODUCTION

This thesis is concerned with the analysis of the qualitative behavior of solutions to the

following forward-backward system of PDE, which arises in the theory of large deviations,

optimal transport, and mean field games (MFG), among other places:



−ut +H(x,Du) = f(m) (t, x) ∈ (0, T )× Ω,

mt − div(mDpH(x,Dxu)) = 0 (t, x) ∈ (0, T )× Ω,

m(0, x) = m0(x), u(T, x) = g(m(T, x)) x ∈ Ω,

(1.0.1)

where Ω is typically either a subset of Rd or the d–dimensional torus Td, m0 : Ω → [0,∞) is

a probability density on Ω, the Hamiltonian H : Ω×Rd → R is strictly convex in the second

variable, and f, g : [0,∞) → R are assumed to be increasing.

From a modeling perspective, the solution (u,m) can be interpreted as the Nash equilib-

rium of a differential game with infinitely many players. Each agent is trying to minimize a

cost by controlling her own dynamical state. The function m(t, x) may be interpreted as the

density of players at time t and position x, whereas u(t, x) is the optimal cost for a generic

player at time t, at the position x, that is,

u(t, x) = inf
γ∈W 1,∞([t,T ];Ω), γ(t)=x

ˆ T

t

(
L(x, γ′(s)) + f(m(s, γ(s)))

)
ds+ g(m(T, γ(T ))),

where the Lagrangian L : Ω × Rd → R is the convex conjugate of the Hamiltonian H. In

particular, the monotonicity of f and g means that the agents are incentivized to avoid

congested regions.

A natural first question to ask about (1.0.1) is whether it is well-posed, and, if yes,

to determine the regularity of the solution. It is well-known that standalone Hamilton–
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Jacobi equations, even with smooth data, do not have, in general, classical solutions. The

system (1.0.1) is, of course, more complicated, because the right hand side f(m(t, x)) of the

Hamilton–Jacobi equation is not a priori known to have any regularity. Previous results on

the well-posedness of (1.0.1) yielded very little regularity. In particular, u was not known

to be differentiable, and there was nothing about the continuity of m (see, for instance,

[7, 8, 9, 47]).

It turns out that, under adequate assumptions, (1.0.1) has a unique smooth solution

(u,m). The first such result was proved in [44, Thm. 1.1], and is the content of Chapter 2.

The starting point used to obtain classical solutions is the following key observation of Lions,

which he presented in one of his lectures during his course at Collège de France [38]. One

may eliminate the function m = f−1(−ut + H(x,Du)) using the first equation of (1.0.1),

resulting in a degenerate elliptic equation in the space-time variables with fully non-linear

boundary conditions, that is,


−tr(A(x,Du)D2u) + a(x,Du) = 0 (t, x) ∈ (0, T )× Ω,

B(t, x,Du) = 0 (t, x) ∈ ∂((0, T )× Ω),

(1.0.2)

where Du = (Du, ut) denotes the space-time gradient of u, and D2u denotes its space-time

Hessian matrix. Setting χ(·) = f−1(·)f ′(f−1(·)), the matrix A and the function B are given

by

A(x, s, p) =(DpH,−1)⊗ (DpH,−1) + χ(−s+H(x, p))

D2
ppH(x, p) 0

0 0

 , (1.0.3)

B(x, 0, z, s, p) =− s+H(x, p)− f(x,m0(x)), (1.0.4)

B(x, T, z, s, p) =− g(x, f−1(−s+H(x, p))) + z. (1.0.5)

If ∂Ω ̸= ∅, then typically the problem is also supplemented by Neumann boundary conditions
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in the set (0, T )× ∂Ω.

In view of the convexity of H and the monotonicity of f , this is an elliptic equation.

However, the eigenvalues of A degenerate precisely when χ = mf ′(m) = 0. This equivalent

reformulation strongly suggests that (1.0.1) has smooth solutions, at least inside the region

{m > 0}.

From these observations, two natural questions arise:

Question 1. If the initial density m0 is smooth and strictly positive, does (1.0.1) have a

smooth solution (u,m) such that m > 0 everywhere?

Question 2. If the initial density m0 is not everywhere positive, is the solution (u,m) to

(1.0.1) still smooth in the set {m > 0}? Moreover, what is the shape and regularity of the

free boundary ∂{m > 0}?

The main objective of this thesis is to answer these questions. Question 1 is addressed

in Chapters 2 and 3, whereas Question 2 is the main focus of Chapter 4.
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CHAPTER 2

REGULARITY IN ARBITRARY DIMENSIONS UNDER

BLOW-UP ASSUMPTION

2.1 Introduction

The goal of this chapter is to establish, under adequate assumptions, the existence of smooth

solutions to the system:



−ut +H(x,Dxu) = f(x,m(x, t)) (x, t) ∈ QT := Td × (0, T ),

mt − div(mDpH(x,Dxu)) = 0 (x, t) ∈ QT ,

m(x, 0) = m0(x), u(x, T ) = g(x,m(x, T )) x ∈ Td,

(MFG)

where H : Td × Rd → R is a strictly convex Hamiltonian of quadratic growth, f, g : Td ×

[0,∞) → [−∞,∞) are strictly increasing in their second variable m, f has polynomial

growth in m, and m0 is a strictly positive probability density.

We will impose the blow-up assumption, namely

lim
m→0+

f(m,x) = −∞. (2.1.1)

From the modeling perspective, this assumption can be understood as imposing a very strong

incentive for the players to occupy empty regions.

The main result is stated as follows. We refer to Section 2.2 for the exact assumptions

(M), (H), (F), and (G).

Theorem 2.1.1. Let 0 < α < 1, and assume that (M), (H), (F), (G), and (FB) hold. Then

there exists a unique classical solution (u,m) ∈ C3,α(QT )× C2,α(QT ) to (MFG).
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The content and structure of this chapter are described as follows. Section 2.2 explains

the general setting and assumptions that will be used, followed by the statements of the

preliminary results from the classical literature on quasilinear elliptic equations and oblique

derivative problems that will be used to prove existence of classical solutions. In Section 2.3,

we obtain all the necessary a priori estimates. The main results, which deal with the system in

full generality, are summarized in Theorem 2.3.9. Subsection 2.3.1 contains the L∞–bounds

on the solution u, as well as two-sided bounds for the terminal density m(·, T ), obtained

through maximum principle methods. In Subsection 2.3.2, the gradient bound is obtained

by means of an elaborate application of the Bernstein method, which is the most technical

part of this chapter. Finally, Section 2.4 contains the proof of the existence of classical

solution, namely the proof of Theorem 2.1.1. It is first explained how a classical result from

the theory of oblique derivative problems, due to G.M. Lieberman [37], immediately yields

an a priori Hölder estimate for Du up to the boundary in terms of the L∞–bounds on u and

Du. Existence is then proved through an application of the non-linear method of continuity,

the classical Schauder estimates for the linear oblique derivative problem, and a variant of a

convergence theorem of R. Fiorenza [22, 23, 36].

The main result of this chapter, Theorem 2.1.1, was shown by the author in [44, Thm.

1.1]. This result was also extended in the recent work of Porretta [48], to treat both Neumann

boundary conditions and problems in the whole space, and the mean field planning problem,

which is discussed in the next chapter. In [45], the author also showed existence of classical

solutions for the so-called extended MFG, a generalization of (MFG) introduced by Lions and

Souganidis [40], having a fully general continuity equation, and a non-separated Hamiltonian,

namely H = H(x, p,m), with arbitrary superlinear growth. In particular, classical solutions

were obtained for first order MFG with congestion.
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Notation

Let n, k ∈ N. Given x, y ∈ Rn, x and y will always be understood to be row vectors, and their

scalar product xyT will be denoted by x·y. For any bounded set Ω, with Ω ⊂ QT , Ω ⊂ Td, or

Ω ⊂ [0, T ], and 0 ≤ α < 1, Ck,α(Ω), refers to the space of k times differentiable real-valued

functions with α–Hölder continuous kth order derivatives, and, for u ∈ C0,α(Ω), the Hölder

semi-norm of u will be denoted by [u]α,Ω. For functions Φ(x, t, z, p, s) ∈ C0(QT ×R×Rd+1),

where typically (x, t, z, p, s) = (x, t, u(x, t), Dxu, ut), the conventions x̄ ≡ (x, t) and q ≡ (p, s)

will always be in place. The notation Du, DΦ will always refer to the full gradient in all

variables, so that, for instance Du = Dx̄u = (Dxu, ut), and DΦ = (Dx̄Φ,Φz, DqΦ). For

(x, t) ∈ ∂QT , ν(x, t) = ±(0, 0, . . . , 1) denotes the outward pointing unit normal vector.

We write C = C(K1, K2, . . . , KM ) for a positive constant C depending monotonically on

the non-negative quantities K1, . . . , KM . We also define, for K > 0, and any set V, VK =

{(y, z, q) ∈ V ×R×Rd+1 : |z|+ |q| ≤ K}. We write Ck(QT )
∗ for the dual space of Ck(QT ).

2.2 Assumptions and general setting

2.2.1 The MFG system as an elliptic problem

We now present the general elliptic formulation of the MFG system. As explained in Chapter

1, it is an equivalent problem satisfied by u, whenever the pair (u,m) = (u, f−1(·,−ut +

H(·, Dxu)) ∈ C2(QT )× C1(QT ) is a classical solution to (MFG). It is obtained after elimi-

nating m from the system, and it consists of a quasilinear elliptic equation with a non-linear

oblique boundary condition,


Qu = −Tr(A(x,Du)D2u) + b(x,Du) = 0 in QT ,

Nu = B(x, t, u,Du) = 0 on ∂QT ,

(Q0)
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where, for all (x, t, z, p, s) ∈ QT × R× Rd+1,

A(x, p, s) = (DpH,−1)⊗ (DpH,−1) + χ(x,−s+H(x, p))

D2
ppH(x, p) 0

0 0

 , (Q1)

b(x, p, s) = −DxH(x, p) ·DpH(x, p) +Dxf(x, f
−1(x,−s+H(x, p))) ·DpH(x, p)

− χ(x,−s+H(x, p))Tr(D2
xpH(x, p)), (Q2)

B(x, 0, z, p, s) = −s+H(x, p)− f(x,m0(x)), B(x, T, z, p, s)

= −g(x, f−1(x,−s+H(x, p))) + z, (B1)

with the function χ(x,w) being defined by

χ(x,w) = f−1(x,w)fm(x, f−1(x,w)).

We remark that the matrix A is clearly non-negative, and since det(A) = χd detD2
ppH, the

condition for degeneracy is χ = mfm = 0. For future use, we set

h(x,w) =
√
χ(x,w).

2.2.2 Assumptions

We now state the main assumptions (M), (H), (F), (G) that will be in place throughout this

chapter. The differentiability assumptions on the data can naturally be weakened through

standard approximation arguments, but in the interest of clarity such matters will not be

considered at this stage. In the next chapter, however, it is shown how C3,α×C2,α solutions
7



may be obtained when m0 is just assumed to be in C2,α(Td). Throughout the assumptions,

the quantities C0 > 0 and 0 ≤ τ < 1 are fixed constants.

(M) (Assumptions on m0) The initial density m0 satisfies

m0 ∈ C4(Td), m0 > 0, and
ˆ
Td
m0 = 1. (M1)

(H) (Assumptions on H) The functions H, DpH, D
2
ppH are four times continuously differ-

entiable, and the following quadratic growth and uniform convexity conditions hold:

1

C0
I ≤ D2

ppH(x, p) ≤ C0I, (H1)

DpH(x, p) · p ≥ 2H(x, p)− C0, (H2)

|D3
pppH(x, p)| ≤ C0(1 + |p|)−1, (H3)

for all (x, p) ∈ Td×Rd. The space oscillation of H is at most subquadratic in p, namely

|D3
xxpH| ≤ C(1 + |p|)τ , |D3

xppH| ≤ C0(1 + |p|)τ−1. (HX)

(F) (Assumptions on f) The continuous function f : Td× [0,∞) → [−∞,∞) is four times

continuously differentiable on Td×(0,∞) and strictly increasing in the second variable,

with fm > 0. f satisfies the blow-up assumption

lim
m→0+

f(m,x) = −∞. (FB)

Furthermore, f grows polynomially as m→ ∞, in the sense that its growth is at least

8



of degree zero, namely

lim inf
x∈Td m→∞

mfm(x,m) > 0, (F1)

and its derivative fm satisfies a polynomial bound |mfmm| ≤ C0fm, which can be

equivalently expressed in terms of χ(x,w) as

|χw| ≤ C0. (F2)

The space derivative of f satisfies the same polynomial bound,

|m(Dxf)m| ≤ C0|Dxf |, (FX1)

as well as the control

|Dxf |, |D2
xxf | ≤C0(1 + |f |τ/2 + |mfm|(1+τ)/2). (FX2)

(G) (Assumptions on g) The continuous function g : Td × [0,∞) → [−∞,∞) is four times

continuously differentiable on Td×(0,∞) and strictly increasing in the second variable,

with gm > 0. The control required for its space oscillation is that, for each x ∈ Td,

lim
m→∞

g(x,m) = sup
Td×[0,∞)

g, and g(x, 0) = inf
Td×[0,∞)

g, (GX)

A few comments should be made about the assumptions on the spatial oscillation. First, we

remark that the subquadratic growth assumption (HX) can be interpreted as requiring that

the purely quadratic part of H is independent of x. Condition (FX2), on the other hand,

can be interpreted as being dual to (HX). Indeed, heuristically, since f is assumed to have

polynomial growth, mfm ≈ f , and f = −ut+H ≈ |p|2, so both conditions impose the same

polynomial growth bound in the variable |p|. We consider now the assumption (GX) on the

9



x–oscillation of g. When g is bounded, the first (resp. second) condition in (GX) corresponds

to a purely qualitative control on |Dxg| that becomes stricter as m → ∞ (resp. m → 0+).

From the modeling point of view, it can be interpreted as the requirement that extremely

crowded regions (resp. nearly empty regions) have roughly the same terminal value for the

players.

Remark 2.2.1. For simplicity of the presentation, we observe that, up to increasing the value

of C0, the following inequalities are trivial consequences of (H1), (HX), (M), and (F), and

they will be used freely when pertinent.

1

C0
|p|2 − C0 ≤ H(x, p) ≤ C0|p|2 + C0, |DpH(x, p)| ≤ C0(1 + |p|), (2.2.1)

|DxH(x, p)| ≤ C0(1 + |p|1+τ ), |D2
xxH(x, p)| ≤ C0(1 + |p|1+τ ), (2.2.2)

|D2
xpH(x, p)| ≤ C0(1 + |p|)τ , (2.2.3)

||χ(·, 0)||C0(Td) + ||m0||C1(Td) + ||f ||C2(Td×[minm0,maxm0])
≤ C0. (2.2.4)

2.2.3 Preliminary results

This subsection includes the classical results that will be required in Section 2.4 to obtain

the higher regularity from a priori C1 bounds. In this subsection only, it will not be assumed

that the problem (Q0) is explicitly given by (Q1), (Q2), and (B1), but instead (Q,N) will be

a general pair of an elliptic quasilinear operator and a fully non-linear boundary operator.

In particular, A and b will not necessarily be assumed to be independent of t and u. The

first Theorem is the classical interior Hölder gradient estimate for quasilinear equations, due

to O. Ladyzhenskaya and N. Uraltseva [37, Lemma 2.1].

10



Theorem 2.2.2. Let u ∈ C2(QT ) satisfy Qu = 0 in QT , with A(x, t, z, q) ∈ C1(QT ×

R× Rd+1), b(x, t, z, q) ∈ C0(QT × R× Rd+1). Suppose that ||u||C1(QT )
≤ K, and that the

constants λK , µK satisfy, in QT,K ,

A ≥ λKI and µK ≥ |A|+ |DA|+ |b|. (2.2.5)

Then, for any V ⊂⊂ QT , there exist constants C = C(K,µK/λK , dist(V, ∂QT )
−1) and

γ = γ(K,µK/λK), such that

[Du]γ,V ≤ C.

Next is the following local boundary Hölder estimate for the gradient in oblique problems,

due to Lieberman [37, Lemma 2.3]. In Theorem 2.2.3, the following definitions are in place:

B = {(x, t) ∈ Rd+1 : |(x, t)| < 1}, B+ = {(x, t) ∈ B : t > 0},

B0 = {(x, t) ∈ B : t = 0}, B′ = {(x, t) ∈ B+ : |(x, t)| < 1

3
}.

Theorem 2.2.3. Let u ∈ C2(B+ ∪ B0) solve Qu = 0 in B+, Nu = 0 on B0, with

A(x, t, z, q) ∈ C1(B+ × R × Rd+1), b(x, t, z, q) ∈ C0(B+ × R × Rd+1), B(x, t, z, q) ∈

C1(B0×R×Rd+1), DqB(x, t, z, q) ∈ C1(B0×R×Rd+1). Assume furthermore that (2.2.5)

holds in B+
K , as well as, on B0

K ,

λK ≤−Bs, and

µK ≥|DqB|+ |DzB|+ |Dx̄B|+ |D2
qqB|+ |D2

qzB|+ |D2
qx̄B| (2.2.6)

Then there exist constants C and γ depending only on K and µK/λK such that, if ∥u∥C1(B+∪B0)

≤K, then

[Du]γ,B′ ≤ C.

11



For the next theorem, which is the basic Schauder estimate for linear oblique problems

[25, Theorem 6.30], we recall that ν(x, t) = ±(0, 0, . . . , 1) denotes the outward pointing

normal vector at (x, t) ∈ ∂QT .

Theorem 2.2.4. Assume that u ∈ C2(QT ) solves the linear problem

−Tr(Ã(x, t)D2u) = η1(x, t) in QT , B̃(x, t) ·Du = η2(x, t) on ∂QT ,

where

Ãij , η1 ∈ C0,α(QT ), B̃, η2 ∈ C1,α(∂QT ), Ã ≥ λI, and B̃ · ν ≥ λ0.

Then there exists C = C( 1λ ,
1
λ0
, ||Ãij ||C0,α(QT )

, ||B̃||C1,α(∂QT )
) such that

||u||C2,α(QT )
≤ C(||u||C0(QT )

+ ||η1||C0,α(QT )
+ ||η2||C1,α(∂QT )

).

The last result of this subsection is a variant of a convergence theorem of Fiorenza,

which is a basic tool for using the method of continuity without the need of a priori second

derivative estimates [36, Lemma 2, Corollary 1].

Theorem 2.2.5. Let 0 < α, γ < 1. For each n ∈ N, let un ∈ C2,α(QT ) be a sequence of so-

lutions to the quasilinear problems Qnu = 0, Nnu = 0, where, for C,K, γ, λ, λ0 independent

of n,

Qnu = −Tr(An(x, t, u,Du)D
2u) + bn(x, t, u,Du), Nnu = Bn(x, t, u,Du),

||An||C1(QT,K) + ||bn||C1(QT,K) + ||Bn||C2(QT,K) + ||DqBn||C2(QT,K) ≤ C,

12



An ≥ λI in QT,K , and DqBn · ν ≥ λ0 in ∂QT,K ,

||un||C1+γ(QT )
≤ K,

with un → u uniformly, and (An,bn, Bn) → (A, b,B) uniformly on QT,K . Then un → u in

C2,α(QT ), and u solves (Q0).

2.3 A priori estimates

In this section, we establish a priori estimates for the solution and the gradient, in the case

where (MFG) is strictly elliptic. To account for the fact that the functions f and g depend on

the space variable, we will make extensive use of the continuous, strictly increasing functions

f0, g0, f1, g1 : (0,∞) → R defined by

f0(m) = min
Td

f(·,m), g0(m) = min
Td

g(·,m), f1(m) = max
Td

f(·,m), g1(m) = max
Td

g(·,m).

2.3.1 Estimates for the solution and the terminal density

We first obtain a priori bounds for the C0 norm of the solution u. As a corollary, positive,

two-sided bounds for the terminal density are established.

Lemma 2.3.1. For any solution (u,m) ∈ C2(QT )× C1(QT ) of (MFG), and every (x, t) ∈

QT , there exists a constant C = C(C0) such that

g0f
−1
1 (−C)− C(eCT − eCt) ≤ u(x, t) ≤ g1f

−1
0 (C) + C(eCT − eCt). (2.3.1)

Proof. The goal here is to modify u into a function that necessarily achieves its maximum

at {t = T}, which is the region of the boundary where, by the strict monotonicity of g, the

boundary condition of (Q0) provides information about u. This requires some estimates for
13



the terms in (Q2). By (2.2.3) and (F2),

|χ(x, f)Tr(D2
xpH(x,Dxu))| ≤ C(1 + |f |)(1 + |Dxu|τ ). (2.3.2)

Moreover, by (FX2),

|Dxf(x,m(x, t)) ·DpH(x,Dxu)| ≤ C(1 + |f |(1+τ)/2)(1 + |Dxu|). (2.3.3)

Now, given u, define the linear, uniformly elliptic operator Qu by

Quv = −Tr(A(x,Du)D2v).

Notice that Quu = −b(x,Du). Let ζ ∈ C2([0, T ]) be a function to be chosen later, and

define

v = u+ ζ(t),

so that vt = ut + ζ ′(t) and Dxv = Dxu. This yields, by (2.2.1), (2.2.2), (2.3.2), and (2.3.3),

Quv = −ζ ′′(t) +DxH(x,Dxv) ·DpH(x,Dxv)−Dxf(x,m) ·DpH(x,Dxv)

+ χTr(D2
xpH(x,Dxv)) ≤ −ζ ′′(t) + C(1 + |Dxv|1+τ )(1 + |Dxv|)

+ C(1 + | − vt +H(x,Dxv) + ζ ′(t)|(1+τ)/2)(1 + |Dxv|)

+ C(1 + | − vt +H(x,Dxv) + ζ ′(t)|)(1 + |Dxv|τ ))

≤ −ζ ′′(t) + C(1 + |Dxv|3 + |vt|2) + C(1 + |Dxv|)|ζ ′(t)|,

where the constant C increases in each line. Now, set C1 = 2C and fix C1, still allowing C

to increase at each step. We choose ζ(t) = k
2C1

(e2C1t − e2C1T ), where k > 0 is a parameter.

Then,

ζ ′(t) = ke2C1t, ζ ′′(t) = 2C1|ζ ′(t)|,

14



and, consequently, at any interior maximum point (x, t) of v,

0 ≤ Quv ≤ −ζ ′′(t) + C1(1 + |ζ ′(t)|) ≤ −C1ζ
′(t) + C1 = −C1ke

2C1t + C1 ≤ −C1k + C1,

which can only hold if k ≤ 1. Thus, if one chooses k > 1, v necessarily achieves its maximum

value when t = 0 or t = T . If this happens at a point (x, t) where t = 0, then ut+ζ ′ = vt ≤ 0,

Dxu = Dxv = 0. Therefore,

−||H(·, 0)||C0(Td) ≤ −vt +H(x, 0) = −ut +H(x,Dxu)− ζ ′(0) = f(x,m0(x, t))− ζ ′(0),

implying that

k = ζ ′(0) ≤ f(x,m0(x, t)) + ||H(·, 0)||C0(Td).

Hence, taking k > maxx∈Td f(x,m0(x)) + ||H(·, 0)||C0(Td), it follows that v attains its

maximum value at t = T . At this point, ut+ζ ′(t) = vt ≥ 0, Dxu = Dxv = 0, and, as before,

||H(x, 0)||C0 ≥ −vt +H(x, 0) = f(x,m(x, T ))− ζ ′(T ),

which gives

f0(m(x, T )) ≤ f(x,m(x, T )) ≤ ζ ′(T ) + ||H(·, 0)||C0(Td) ≤ ke2C1T + ||H(·, 0)||C0(Td) ≤ C.

Thus, since u(x, T ) = v(x, T ), taking into account the surjectivity of f(x, ·),

max v = v(x, T ) = g(x,m(x, T )) ≤ g(x, f−1
0 (C)) ≤ g1(f

−1
0 (C)).
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Finally, for arbitrary (x, t) ∈ QT ,

u(x, t) = v(x, t)− ζ(t) ≤ g1(f
−1
0 (C)) + C(eCT − eCt).

The lower estimate follows from a completely symmetrical argument.

Corollary 2.3.2. Let C be the constant from Lemma 2.3.1. Then, for every x ∈ Td,

g−1
1 g0f

−1
1 (−C) ≤m(x, T ) ≤ g−1

0 g1f
−1
0 (C), (2.3.4)

Proof. From the first inequality in (2.3.1), for each x ∈ Td,

g0f
−1
1 (−C) ≤ g(x,m(x, T )),

and thus, by definition of g1,

g0f
−1
1 (−C) ≤ g1(m(x, T )). (2.3.5)

Observe that the application of g−1
1 on both sides of (2.3.5) is possible because, by (GX),

the functions g0 and g1 have the same range. This yields the first inequality in (2.3.4). The

second inequality is obtained through the same reasoning.

Remark 2.3.3. A minor modification of the proof of Lemma 2.3.1 shows that, when H, f ,

and g are independent of x, the following sharper estimates hold:

g(minm0)+(f(minm0)−H(0))(T − t) ≤ u(x, t) ≤ g(maxm0)+(f(maxm0)−H(0))(T − t),

minm0 ≤ m(x, T ) ≤ maxm0.
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2.3.2 Estimates for the space-time gradient

Given the operator Q from (Q0), we recall that its linearization at u ∈ C2(QT ) is the linear,

uniformly elliptic operator

Lu(v) = −Tr(A(x,Du)D2v)−DqTr(A(x,Du)D2u) ·Dv +Dqb(x,Du) ·Dv. (2.3.6)

The gradient estimate will be obtained through Bernstein’s method. Specifically, we will

bound ||Du||C0(QT )
by evaluating the linearization Lu(v) at appropriately chosen functions

v(x, t) = Φ(x, t, u,Du), where Φ(x, t, z, q) is convex in q, exploiting the fact that, roughly

speaking, convex functions of the gradient are expected to be subsolutions. For this purpose,

we first obtain an explicit form for the terms in (2.3.6), as well as a general expression for

the linearization applied to such functions v.

Lemma 2.3.4. Let Φ(x, t, p, s) ∈ C2(QT × Rd+1), assume that u ∈ C3(QT ) solves (Q0),

and set v(x, t) = Φ(x, t,Du(x, t)). Then, for each q = (p, s) ∈ Rd+1, and for each x =

(x, t) ∈ QT ,

−DqTr(AD2u) · q = 2(−DpHD
2
xxu+Dxut)D

2
ppH · p− χDp(Tr(D2

ppHD
2
xxu)) · p

+ χwTr(D2
ppHD

2
xxu)(s−DpH · p), (2.3.7)

Dqb(x,Du) · q = −(DpHD
2
xpH) · p− (DxHD

2
ppH) · p+ (DxfD

2
ppH) · p

+
1

fm
Dxfm ·DpH(−s+DpH · p)− χDpTr(D2

xpH) · p+ χwTr(D2
xpH)(s−DpH · p),

(2.3.8)
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Luv = −Tr(D2
qqΦD

2uAD2u)− Tr(AD2
x̄x̄Φ)− 2Tr(AD2uD2

x̄qΦ)−DpΦ ·Dxb+Dx̄Φ ·Dqb

+
d∑

i=1

Tr(AxiD
2u)Φpi −Dx̄Φ ·DqTr(AD2u). (2.3.9)

Proof. Using (Q1),

−(DqTr(AD2u)) · q =−Dq(Tr((DpH ⊗DpH + χD2
ppH)D2

xxu)− 2DpH ·Dxut) · q

=− 2(DpHD
2
xxuD

2
ppH) · p− χDpTr(D2

ppHD
2
xxu) · p

− χwTr(D2
ppHD

2
xxu)(−s+DpH · p) + 2(D2

ppHDxut) · p

=2(−DpHD
2
xxu+Dxut)D

2
ppH · p− χDp(Tr(D2

ppHD
2
xxu)) · p

+ χwTr(D2
ppHD

2
xxu)(s−DpH · p),

which shows (2.3.7). Equation (2.3.8) is an immediate consequence of (Q2). From the

definition of v, it follows that

Dv = Dx̄Φ +DqΦD
2u,

and

D2v = D2
x̄x̄Φ + (D2uD2

x̄qΦ +D2
qx̄ΦD

2u) +D2uD2
qqΦD

2u+DqΦD
3u.

Thus, differentiating the equation Qu = 0 and taking the inner product with DqΦ yields

0 = DqΦ ·Dx̄(−Tr(A(x,Du(x, t))D2u(x, t)) + b(x,Du(x, t)))

=− Tr(ADqΦD
3u)−

d+1∑
i=1

Tr(Ax̄iD
2u)Φqi −DqΦD

2u ·DqTr(AD2u) +DqΦD
2u ·Dqb

+DqΦ ·Dx̄b

=− Tr(A(D2v − (D2
x̄x̄Φ + (D2uD2

x̄qΦ +D2
qx̄Φ)D

2u+D2uD2
qqΦD

2u))

−DqTr(AD2u) · (Dv −Dx̄Φ) +Dqb · (Dv −Dx̄Φ)−
d+1∑
i=1

Tr(Ax̄iD
2u)Φqi +DqΦDx̄b.
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Using the fact that A and b are independent of t, as well as (2.3.6), we obtain

0 = Luv + Tr(A(D2
x̄x̄Φ + (D2uD2

x̄qΦ +D2
qx̄ΦD

2u) +D2uD2
qqΦD

2u)) +DqTr(AD2u) ·Dx̄Φ

−Dqb ·Dx̄Φ−
d∑

i=1

Tr(AxiD
2u)Φpi +DpΦ ·Dxb

= Luv + Tr(D2
qqΦD

2uAD2u) + Tr(AD2
x̄x̄Φ) + 2Tr(AD2uD2

x̄qΦ) +DpΦ ·Dxb

−Dqb ·Dx̄Φ−
d∑

i=1

Tr(AxiD
2u)Φpi +Dx̄Φ ·DqTr(AD2u),

which proves (2.3.9).

Corollary 2.3.5. Let (u,m) ∈ C3(QT )× C2(QT ) be a solution to (MFG), and set

η0 = min(min
Td

m0,min
Td

m(·, T )), η1 = max(max
Td

m0,max
Td

m(·, T )).

Then

Lu(ut) = 0, and − C0 − f1(η1) ≤ ut ≤ ||H(·, Dxu)||C0(QT )
− f0(η0). (2.3.10)

Proof. Letting Φ(x, t, p, s) = s in Lemma 2.3.4, since Dx̄Φ, DpΦ, D2Φ ≡ 0, it follows that

Lu(ut) = Lu(Φ(x, t,Du)) = 0.

Hence, the maximum and minimum values of ut are attained in ∂QT . (2.3.10) then follows

immediately from (2.2.1) and the HJ equation in (MFG).

By Corollary 2.3.2, this result reduces the problem to estimating ||Dxu||C0 , but it is

also a key ingredient for obtaining that bound, particularly due to the fact that the term

||H(·, Dxu)||C0(QT )
has coefficient 1 in (2.3.10). We now begin to simplify the quantity

(2.3.9) for the specific Φ that will be used in the proof of the gradient estimate, bounding
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one of the dominant signed terms by a simpler expression, using matrix algebra.

Lemma 2.3.6. For each (x, t, p, s) ∈ QT ×Rd+1, set H̃(x, t, p, s) = H(x, p), and define the

matrix Ĩ = (δij(1− δi,d+1))d+1
i,j=1. Then, for every u ∈ C2(QT ),

Tr(D2
qqH̃(x, t,Du)D2uA(x,Du)D2u) ≥ 3

4C0
| −Dxut +DpH(x,Dxu)D

2
xxu|2

+
1

4C0
Tr(ĨD2uAD2u) +

3χ

4C2
0

|D2
xxu|2. (2.3.11)

Proof. By (H1),

D2
qqH̃ ≥ 1

C0
Ĩ ,

thus, since the matrix D2uAD2u is non-negative, multiplying both sides of the inequality

by this matrix and taking the trace of both sides gives

Tr(D2
ppH̃D

2uAD2u) ≥ 1

C0
Tr(ĨD2uAD2u). (2.3.12)

Now, by (Q1) and (H1),

Tr(ĨD2uAD2u) =
d∑

k=1

DuxkA ·Duxk =
d∑

k=1

|(DpH,−1) ·Duxk |
2 + χDxuxkD

2
ppH ·Dxuxk

≥
d∑

k=1

|DpH ·Dxuxk − utxk |
2 +

χ

C0
|Dxuxk |

2 = |DpHD
2
xxu−Dxut|2 +

χ

C0
|D2

xxu|2.

(2.3.13)

Combining (2.3.12) and (2.3.13) yields, as desired,

Tr(D2
ppH̃D

2uAD2u) =
3

4

(
Tr(D2

ppH̃D
2uAD2u)) +

1

4
(Tr(D2

ppH̃D
2uAD2u)

)
≥ 3

4C0
| −Dxut +DpHD

2
xxu|2 +

3χ

4C2
0

|D2
xxu|2 +

1

4C0
Tr(ĨD2uAD2u).
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The next Lemma continues to simplify the linearizations. Since one of the dominant

signed terms will later be shown to be of the order of |Dxu|4, the goal will be to bound

everything else by (4 − ϵ)th powers of |Dxu|, (2 − ϵ)th powers of ut (dealing with these

through Corollary 2.3.5), and second derivative terms that can be dealt with using the other

dominant term (2.3.11). The usage of Φ(x, t,Dxu, ut) = H(x,Dxu), as opposed to a more

standard choice such as |Dxu|2 or |Du|2, is crucial in the next two results, in order to produce

structural cancellation of terms that can not be otherwise estimated, as well as to be able

to use (2.3.10) without gaining any constant factors in the process.

Lemma 2.3.7. Let u ∈ C3(QT ) be a solution to (Q0), and let c, c′ ∈ R. Define

ũ = u+ c(T − t) + c′, v1 =
ũ2

2
, v2 = H(·, Dxu).

Then, for each (x, t) ∈ QT , there exists C(x, t) > 0, with

C(x, t) = C

(
C0, ||ũ||C0(QT )

,
1

χ(x, f(x,m(x, t)))
, |hw(x, f(x,m(x, t)))|, c

)
,

such that

Lu(v1) ≤ −1

2
|−ut+DpH(x,Dxu)Dxu|2−

1

C0
χ|Dxu|2+C(x, t)(1+ |Dxu|2+τ +χ|D2

xxu|2

|f |τ |Dxu|2 + |f |(1 + |Dxu|τ ) + |f |(1+τ)/2|Dxu|+ χ+ | −Dxut +D2
xxuDpH|2). (2.3.14)

and

Lu(v2) ≤
−1

2C0
|−Dxut+DpHD

2
xxu|2−

χ

2C2
0

|D2
xxu|2+C(x, t)(1+|Dxu|3+τ+χ(1+|Dxu|1+τ )

+ χ(1+τ)/2|Dxu|2 + |f |(1 + |Dxu|1+τ ) + |Dxu|2|f |(1+τ)/2). (2.3.15)
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Proof. Throughout this proof, the number C = C(x, t) may increase at each step, with its

size depending on (x, t) only monotonically through 1
χ and |hw|. For this reason, there is no

loss of generality in assuming
1

χ
+ |hw| ≤ C. (2.3.16)

Observe first that, since D2ũ = D2u, one has −Tr(A(x,Du)D2ũ) = −b(x,Du). Therefore,

−Tr(A(x,Du)D2v1) = −ũb(x,Du)−DũA ·Dũ,

−DqTr(A(x,Du)D2u) ·Dv1 +Dqb(x,Du) ·Dv1 = −DqTr(AD2u) · ũDũ+Dqb · ũDũ.

Consequently, by (Q1) and (H3),

Lu(v1) =− ũb−DũA ·Dũ+ ũ(−DqTr(AD2u) ·Dũ+Dqb ·Dũ) (2.3.17)

=− ũb−Dũ(DpH,−1)⊗ (DpH,−1) ·Dũ− χDxũD
2
ppH ·Dxũ

+ ũ(−DqTr(AD2u) ·Dũ+Dqb ·Dũ)

≤− | − ũt +DpH ·Dxu|2 −
1

C0
χ|Dxũ|2 + ũ(−b−DqTr(ADu) ·Dũ+Dqb ·Dũ)

=− | − ũt +DpH ·Dxu|2 −
1

C0
χ|Dxũ|2 + ũ(J1 + J2 + J3).

The next task will be to estimate the terms Ji. In view of (Q2), (2.2.1), (2.2.2), (2.2.3),

(F2), and (FX2),

|J1| = |b(x,Du)| = | −DxH ·DpH +Dxf ·DpH − χTr(D2
xpH)|

≤ C(1 + |Dxu|2+τ + |f |(1+τ)/2(1 + |Dxu|) + |f |(1 + |Dxu|τ )). (2.3.18)
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As for J2, (2.2.1), (H3), (2.3.7), and (2.3.16) imply that

|J2| = | −DqTr(AD2u) ·Dũ| = |2(−DpHD
2
xxu+Dxut)D

2
ppH ·Dxu

− χDp(Tr(D2
ppHD

2
xxu)) ·Dxu+ 2hhwTr(D2

ppHD
2
xxu)(ũt −DpH ·Dxu)|

≤ C(1 + | −Dxut +DpHD
2
xxu|2 + |Dxu|2 + χ+ χ|D2

xxu|2)

+
1

8(||ũ||+ 1)
| − ũt +DpH ·Dxu|2. (2.3.19)

By assumptions (HX), (F2), (FX1), and (FX2), together with (2.2.2), (2.3.8) and (2.3.16),

|J3| = |Dqb(x,Du) ·Dũ| = | − (DpHD
2
xpH) ·Dxu− (DxHD

2
ppH) ·Dxu

+ (DxfD
2
ppH) ·Dxu+

(
1

fm
Dxfm ·DpH

)
(−ũt +DpH ·Dxu)− χDp(Tr(D2

xpH)) ·Dxu

+ χwTr(D2
xpH)(ũt −DpH ·Dxu)| ≤ C(1 + |Dxu|2+τ + (1 + |f |(1+τ)/2)|Dxu|

+ (1 +
1

χ
)(1 + |f |τ/2)(1 + |Dxu|)| − ũt +DpH ·Dxu|+ (1 + |f |)(1 + |Dxu|τ )

+ (1 + |Dxu|τ )| − ũt +DpH ·Dxu|) ≤ C(1 + |Dxu|2+τ + |f |(1+τ)/2|Dxu|

+ |f |τ |Dxu|2 + |f ||Dxu|τ ) +
1

8(||ũ||+ 1)
| − ũt +DpH ·Dxu|2. (2.3.20)

Finally, using (2.3.18), (2.3.19), and (2.3.20) in (2.3.17) yields

Lu(v1) ≤ −3

4
| − ũt +DpHDxu|2 −

1

C0
χ|Dxu|2 + C(1 + |Dxu|2+τ + χ|D2

xxu|2 + |f |τ |Dxu|2

+ |f |(1 + |Dxu|τ ) + |f |(1+τ)/2|Dxu|+ χ+ | −Dxut +D2
xxuDpH|2),

which proves (2.3.14).

Next is the proof of (2.3.15). In view of Lemma 2.3.4, recalling that H̃(x, t,Du) :=
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H(x,Du),

Luv2 =Lu(H̃(x, t,Du))

=− Tr(D2
qqH̃D

2uAD2u)− Tr(AD2
x̄x̄H̃)− 2Tr(AD2uD2

x̄qH̃)−DpH̃ ·Dxb

+Dx̄H̃ ·Dqb+
d∑

i=1

Tr(AxiD
2u)H̃pi −Dx̄H̃ ·DqTr(AD2u),

and Lemma 2.3.6 then implies

Luv2 ≤ −3

4C0
| −Dxut +DpHD

2
xxu|2 −

3χ

4C2
0

|D2
xxu|2 −

1

4C0
Tr(ĨD2uAD2u) (2.3.21)

− Tr(AD2
x̄x̄H̃)− 2Tr(AD2uD2

x̄qH̃)−DpH ·Dxb+DxH ·Dpb

+
d∑

i=1

Tr(AxiD
2u)Hpi −DxH ·DpTr(AD2u).

=
−3

4C0
| −Dxut +DpHD

2
xxu|2 −

3χ

4C2
0

|D2
xxu|2 −

1

4C0
Tr(ĨD2uAD2u)

+K1 +K2 +K3 +K4 +K5 +K6.

As before, we proceed to estimate the Ki. Starting with K1, we observe that, by (Q1), (H1),

(2.2.1), and (2.2.3),

|K1| =|Tr(AD2
x̄x̄H̃)| ≤ C(1 + |Dxu|1+τ )|A| ≤ C(1 + |Dxu|1+τ )(1 + |Dxu|2 + χ). (2.3.22)

Similarly, using the Cauchy-Schwarz inequality,

|K2| = |2Tr(AD2u(ĨD2
x̄qH̃))| = 2|Tr(D2

x̄qH̃A(ĨD
2u)T )| ≤ 1

4C0
Tr((ĨD2u)A(ĨD2u)T )

+ C(Tr(D2
x̄qH̃A(D

2
x̄qH̃)T ) ≤ 1

4C0
Tr(ĨD2uAD2u) + C|D2

xpH|2(1 + |Dxu|2 + χ)

≤ 1

4C0
Tr(ĨD2uAD2u) + C(1 + |Dxu|2(1+τ) + χ(1 + |Dxu|2τ )). (2.3.23)
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Next, we will estimate |K3 +K4|. Differentiating the equation (Q2) with respect to x, we

obtain

Dxb(x, p, s) = −D2
xxH ·DpH−DxHD

2
xpH+DpHD

2
xxf+

1

fm
DpH(Dxfm⊗(−Dxf+DxH))

+DxfD
2
xpH +

(
Dxf −mDxfm +

mfmm

fm
Dxf

)
Tr(D2

xpH)− χwDxHTr(D2
xpH)

− χDxTr(D2
xpH). (2.3.24)

Consequently, (2.2.1), (2.2.2), (2.2.3), (F2), (FX1), (FX2), and (2.3.16) yield

| −Dxb(x, p, s) +
1

fm
DpHDxfm ⊗DxH| ≤C(1 + |p|2+τ + (1 + |p|)|f |(1+τ)/2 + |f |(1 + |p|τ )),

so that, setting z1 = 1
fm

(DpH ·Dxfm)(DxH ·DpH),

|K3 + z1| = | −Dxb(x,Du) ·DpH + z1| ≤ C(1 + |Dxu|2+τ + (1 + |Dxu|)|f |(1+τ)/2

+|f |(1+|Dxu|τ ))(1+|Dxu|) ≤ C(1+|Dxu|3+τ+(1+|Dxu|2)|f |(1+τ)/2+|f |(1+|Dxu|1+τ )).

(2.3.25)

On the other hand, by (2.3.8),

|K4 − z1| = |Dpb ·DxH − z1| = | − (DpHD
2
xpH) ·DxH − (DxHD

2
ppH) ·DxH

+ (DxfD
2
ppH) ·DxH + z1 − χDpTr(D2

xpH) ·DxH + χwTr(D2
xpH)(DpH ·DxH)− z1|.

The terms z1 and −z1 then cancel out, and therefore (HX), (2.2.2), (2.2.3), and (F2) yield

|K4 − z1| ≤C(1 + |Dxu|2+2τ + |f |(1+τ)/2(1 + |Dxu|1+τ ) + |f ||Dxu|2τ ). (2.3.26)
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The inequalities (2.3.25) and (2.3.26) thus imply

|K3 +K4| ≤ C(1 + |Dxu|3+τ + (1 + |Dxu|2)|f |(1+τ)/2 + |f |(1 + |Dxu|1+τ )). (2.3.27)

The terms K5 and K6 will also be treated jointly. Let (x, p, s) ∈ Td × Rd+1, and set

w = −s+H(x, p). It follows from (Q1), (FX1), (HX), and (F2) that

Axi(x, p, s) = (DpHxi , 0)⊗ (DpH,−1) + (DpH,−1)⊗ (DpHxi , 0) + χwHxiD
2
qqH̃

+O(1 + |w|τ/2 + χ(1+τ)/2 + χ(1 + |p|)−1+τ )Ĩ .

Therefore, using (2.3.7), and writing z2 =χwTr(D2
ppHD

2
xxu)(DpH ·DxH),

|K5+K6| = |
d∑

i=1

Tr(AxiD
2u)Hpi−DpTr(AD2u)·DxH| ≤ |2(DpHD

2
xxu−Dxut)D

2
pxH·DpH+z2

+ 2(−DpHD
2
xxu+Dxut)D

2
ppH ·DxH − χDp(Tr(D2

ppHD
2
xxu)) ·DxH − z2|+ C(1 + |f |τ/2

+ χ(1+τ)/2 + χ(1 + |Dxu|)−1+τ )|D2
xxu|(1 + |Dxu|).

Once more, cancellation occurs and, consequently, (2.3.16), (H3), (2.2.1), (2.2.2), and (2.2.3)

imply that

|K5 +K6| ≤
1

4C0
|DpHD

2
xxu−Dxut|2 +

χ

4C2
0

|D2
xxu|2 + C(1 + |Dxu|2+2τ

+ (1 + |Dxu|2)(1 + |f |τ + χ(1+τ)/2) + χ(1 + |Dxu|2τ )). (2.3.28)

Using (2.3.22), (2.3.23), (2.3.27), and (2.3.28) in (2.3.21) yields (2.3.15), completing the

proof.

We can now obtain the a priori gradient bound in terms of bounds for the solution u and

the terminal density m(·, T ), which were obtained in the previous subsection.
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Lemma 2.3.8. Let (u,m) ∈ C3(QT )× C2(QT ) be a solution to (MFG). For K > 0, set

βK = ||f ||C1(Td×[ 1K ,K]) + ||Dxg||C1(Td×[ 1K ,K])+∥∥∥∥ 1χ
∥∥∥∥
C0(Td×[−K,∞))

+ ||hw||C0(Td×[−K,∞)). (2.3.29)

There exist constants C, C1 with

C = C(C1, βC1
),

C1 = C1

(
C0, T,

1

T
,

1

1− τ
, ||u||C0(QT )

,maxm(T ),
1

minm(T )
, f0(min

Td
m(T ))−

)
,

such that

||Du||C0(QT )
≤ C.

Proof. As was mentioned, the proof will proceed through Bernstein’s method. By Corollary

2.3.5, it is sufficient to bound the space gradient. Since the estimate will be up to the

boundary, as in [38], we linearize the HJ equation that holds at the extremal times:

Tuv = −vt +DpH(x,Du)Dxv.

We now normalize u to have a prescribed sign at the initial and terminal times. That is, we

set

ũ = u+ ||u||C0(QT )
+ 1−

2(||u||C0(QT )
+ 1)

T
(T − t),

so that

|ũ| ≤ C, ũ(·, 0) ≤ −1, ũ(·, T ) ≥ 1, (2.3.30)

and define

v(x, t) = H(x,Dxu) +
c1
2
ũ2,

where 0 < c1 ≤ 1 is a constant to be chosen later. Let (x0, t0) ∈ QT be a point where v
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achieves its maximum value. We will distinguish three cases:

Case 1. t0 = T . Then Dxv = 0, vt ≥ 0. Therefore, (2.3.30), (H1) (H2), (2.2.2), and the

HJ equation in (MFG), together with the fact that m(·, T ) = g−1(·, u(·, T )), yield

0 ≥ Tuv =Tu(H(x0, Dxu)) + c1ũ(−ũt +DpH(x0, Dxu) ·Dxũ)

=Dx(f(x0,m(x0, T ))) ·DpH(x0, Dxu) + c1ũ(−ut +DpH(x0, Dxu) ·Dxu− C)

≥
(
Dxf − fm

gm
Dxg +

fm
gm

Dxu

)
·DpH + c1ũ(−ut + 2H − C)

≥− C

(
1 +

fm
gm

)
(1 + |Dxu|) +

fm
gm

DpH ·Dxu+ c1ũ(f +H − C)

≥− C

(
1 +

fm
gm

)
(1 + |Dxu|) + 2

(
c1ũ+

fm
gm

)
H.

Thus, by (2.2.1),

|H(x0, Du(x0, t0))| ≤ C.

Case 2. t0 = 0. Similarly, we obtain Dxv = 0, vt ≤ 0, and, since ũ(·, 0) ≤ −1,

0 ≤ Tuv = Dx(f(x0,m0(x0))) ·DpH + c1ũ(−ut +DpH ·Dxu− C)

≤ C(1 + |Dxu|) + c1ũ(f(x0,m0) +H − C) ≤ C(1 + |Dxu|) + C + c1ũH.

This implies −c1ũ(H(x0, Dxu)) ≤ C(1 + |Dxu|), and so, we conclude once more that

|H(x0, Du(x0, t0))| ≤ C.

Case 3. 0 < t0 < T . Then Dv = 0, D2v ≤ 0, which yields

0 ≤ Luv.

In order to make use of Lemma 2.3.7, it is necessary to eliminate the (x0, t0) dependence of
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the “constant” C(x0, t0) from the Lemma, which amounts to establishing an a priori upper

bound on the quantities 1/χ and |hw| at the point (x0, t0). By (F1) and (F2), 1/χ and

|hw| = |χw/2
√
χ| are both bounded above as w → ∞, so it is enough to establish a lower

bound for w = f(x0,m(x0, t0)). By Corollary 2.3.5, there exists a point (x1, t1) ∈ ∂QT

where ut achieves its maximum value. Then, since (x0, t0) is a maximum point for v, and

the initial and terminal densities are both bounded below a priori,

f(x0,m(x0, t0)) = −ut(x0, t0) +H(x0, Dxu(x0, t0)) ≥ −ut(x1, t1) +H(x1, Dxu(x1, t1))

− c1
2
||ũ||2

C0(QT )
= f(x1,m(x1, t1))−

c1
2
||ũ||2

C0(QT )
≥ f0(m(x1, t1))− C ≥ −C.

This estimate, together with (H2) and (2.2.1), allows us to identify the dominant power of

|Dxu| in the linearization,

| − ut +DpH ·Dxu|2 ≥ (f +H)2 − C ≥ 1

2C2
0

|Dxu|4 − C. (2.3.31)

Now, because of the form of the estimate in Lemma 2.3.7, it is also necessary to be able to

compare powers of |f | with powers of |Dxu|. By Corollary 2.3.5 and (2.2.1),

f(x0,m(x0, t0)) ≤ −ut(x0, t0) +H(x0, Dxu(x0, t0))

≤ C + 2H(x0, Dxu(x0, t0)) ≤ C(1 + |Dxu|2). (2.3.32)
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With these preliminaries done, we now apply Lemma 2.3.7, obtaining

0 ≤ Lu(v) = LuH̃+c1Lu(
ũ2

2
) ≤ −1

2C0
|−Dxut+DpHD

2
xxu|2−

χ

2C2
0

|D2
xxu|2+C(1+|Dxu|3+τ

+ χ(1 + |Dxu|1+τ ) + χ(1+τ)/2|Dxu|2 + |f |(1 + |Dxu|1+τ ) + |Dxu|2|f |(1+τ)/2)

− c1
2
| − ut +DpH ·Dxu|2 −

c1
C0
χ|Dxu|2 + Cc1(χ|D2

xxu|2 + | −Dxut +D2
xxuDpH|2).

(2.3.33)

Applying (2.3.31) and (2.3.32) yields

0 ≤ − c1

4C2
0

|Dxu|4 −
c1
C0
χ|Dxu|2 −

1

2C0
| −Dxut +DpHD

2
xxu|2 −

χ

2C2
0

|D2
xxu|2

+C(1+|Dxu|3+τ+χ(1+|Dxu|1+τ )+χ(1+τ)/2|Dxu|2)+Cc1(χ|D2
xxu|2+|−Dxut+D

2
xxuDpH|2)

≤ − c1

4C2
0

|Dxu|4−
c1
C0
χ|Dxu|2−

1

2C0
|−Dxut+DpHD

2
xxu|2−

χ

2C2
0

|D2
xxu|2+C(1+ |Dxu|3+τ

+ χ(1 + |Dxu|1+τ )) + (
C

c1
+

c1
2C0

χ)|Dxu|2 + Cc1(χ|D2
xxu|2 + | −Dxut +D2

xxuDpH|2).

Now, fix c1 satisfying c1 < 1
4C0C(1+C0)

, where C is as in the previous line. This gives

0 ≤− c1

4C2
0

|Dxu|4 −
1

2C0
χ(c1|Dxu|2 − 2CC0(1 + |Dxu|1+τ )) + C(1 + |Dxu|3+τ ) +

C

c1
|Dxu|2,

which may be rearranged as

c1

4C2
0

|Dxu|4 +
1

2C0
χ(c1|Dxu|2 − 2CC0|Dxu|1+τ − 2CC0) ≤ C(1 + |Dxu|3+τ ) +

C

c1
|Dxu|2.

This finally implies that

c1|Dxu|2 − 2CC0|Dxu|1+τ − 2CC0 ≤ 0 or
c1

4C2
0

|Dxu|4 ≤ C(1 + |Dxu|3+τ ) +
C

c1
|Dxu|2,
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either of which yields

|H(x0, Dxu(x0, t0))| ≤ C.

We now summarize all of the a priori bounds obtained in this section.

Theorem 2.3.9. Let (u,m) ∈ C3(QT ) × C2(QT ) be a solution to (MFG), and let β be

defined by (2.3.29). Then there exist constants L,L1, K,K1, with

L =

(
L1, |g1f−1

0 (L1)|, |g0f−1
1 (−L1)|, g−1

0 g1f
−1
0 (L1),

1

g−1
1 g0f

−1
1 (−L1))

)
, L1 = L1(C0, T ),

K = (K1, βK1
), K1 = K1

(
L,

1

T
,

1

1− τ
, f0

(
1

L

)
−
)
,

such that

||u||C0(QT )
+ ||m(T )||C0(Td) +

∥∥∥∥ 1

m(T )

∥∥∥∥
C0(Td)

≤ L and ||Du||C0(QT )
≤ K.

Proof. This result follows simply by the successive application of Lemma 2.3.1, Corollary

2.3.2, and Lemma 2.3.8.

The following variation of Theorem 2.3.9 shows that, in the standard case whereH(x, p) =

H(p) − V (x) and f(x,m) = f(m), the condition (F2) that requires f to grow at most

polynomially may be significantly relaxed.

Theorem 2.3.10. The conclusion of Theorem 2.3.9 still holds if condition (F2) is replaced

by:

D2
xpH,D

2
xmf ≡ 0, and lim sup

x∈Td,w→∞
|hw(x,w)| <∞. (HFX*)

31



Proof. We simply address all of the instances in which condition (F2) has been used so far.

In the proofs of Lemma 2.3.1, Corollary 2.3.2, and Lemma 2.3.7, (F2) was exclusively used

to estimate either space derivatives Dxf, DxH, or terms that involve mixed derivatives

D2
xmf, D

2
xpH. With (HFX*) in place, such terms are, respectively, either bounded in C1

norm or trivially zero. Condition (F2) was also used in the proof of Lemma 2.3.8 in order

to obtain a bound for |hw| as w → ∞, but this bound exists here by assumption.

We note that the condition that (HFX*) imposes on h may be equivalently rewritten, in

terms of f , as

lim sup
x∈Td,m→∞

1

mfm

∣∣∣∣mfmm

fm
+ 1

∣∣∣∣2 <∞.

This condition, in particular, allows for f to be combinations of powers mα,−m−β , expo-

nentials em,−e1/m, and such typical examples, as long as one has the required blow-up near

m = 0 and as m→ ∞.

2.4 Classical solutions

To obtain classical solutions, it is necessary to have Hölder estimates for the gradient of the

solution in terms of the C1 norm. The following Lemma, which is merely a restatement

of Theorem 2.2.2 and Theorem 2.2.3 in the context of the MFG system, provides such an

estimate.

Lemma 2.4.1. Let (u,m) ∈ C3(QT ) × C2(QT ) be a solution to (Q0), and set K =

||u||C1(QT )
. Let µK , λK > 0 be such that (2.2.5) holds in Td

K , and the conditions (2.2.6)

and

λK ≤ DqB · ν (2.4.1)
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hold in ∂QT,K . There exist constants C > 0, 0 < γ < 1, with

C = C

(
K,

µK
λK

)
, γ = γ

(
K,

µK
λK

)
,

such that

[Du]γ,QT
≤ C.

Proof. The only thing to remark is that in order to apply Theorem 2.2.3, it is necessary

to verify that λK can be chosen to satisfy (2.4.1), or, in other words, that N is indeed an

oblique boundary operator. This follows directly from (B1), since

DqB(x, 0, z, q) · ν(x, 0) = −Bs(x, 0, z, q) = 1 > 0,

DqB(x, T, z, q) · ν(x, T ) = Bs(x, T, z, q) = gmf
−1
w =

gm
fm

> 0.

Therefore, the result follows by applying Theorem 2.2.2 and Theorem 2.2.3 locally, and

extracting a finite subcover of QT . The use of Theorem 2.2.3 is particularly straighforward

since the boundary of QT is already flat.

The strategy to prove existence will be to use the nonlinear method of continuity, by

constructing an explicit homotopy (Qθ, Nθ)θ∈[0,1] between (Q0) and an elliptic problem

that comes from a much simpler MFG system, and trivially has a smooth solution. For each

θ ∈ [0, 1] and each (x, p,m) ∈ Td × Rd × (0,∞), define

Hθ(x, p) = θH(x, p) + (1− θ)(
1

2
|p|2 + f(x, 1)),

gθ(x,m) = θg(x,m) + (1− θ)m, mθ
0(x) = θm0(x) + (1− θ),
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and consider the family of MFG systems


−ut +Hθ(·, Dxu) = f(·,m), u(·, T ) = gθ(·,m(·, T ))

mt − div(mDpH
θ(·, Dxu)) = 0, m(·, 0) = mθ

0(·)
(MFGθ)

We observe that, when θ = 0, the unique solution is (u,m) ≡ (1, 1). Let (Qθu ,Nθu) be the

operators for the corresponding elliptic problem associated to (MFGθ), and let Aθ, bθ, and

Bθ be their coefficients. The following straightforward Lemma is a version of Theorem 2.3.9,

tailored to the family (MFGθ), that also includes the Hölder estimates of Lemma 2.4.1, and

provides a priori bounds that hold uniformly in θ.

Lemma 2.4.2. For each θ ∈ [0, 1], let (uθ,mθ) ∈ C3,α(QT ) × C2,α(QT ) be a solution to

(MFGθ). Then there exist constants C > 0 and 0 < γ < 1, independent of θ, such that

||uθ||C1,γ(QT )
≤ C.

Proof. The strategy here is to apply Theorem 2.3.9 and Lemma 2.4.1 to the corresponding

MFG system (MFGθ) that arises from the new data Hθ, gθ,mθ
0, and proving that those

results lead to bounds that are uniform in θ. Let β be defined by (2.3.29), and, for each

θ ∈ [0, 1], let C0,θ and 0 ≤ τθ < 1 be any two constants large enough that the inequalities

(H1), (H2), (H3), (HX), (FX1), (FX2), (2.2.1), (2.2.2), (2.2.3), and (2.2.4) all hold when H,

g, m0 are replaced by Hθ, gθ, mθ
0. Theorem 2.3.9 then yields constants Lθ, L1,θ, Kθ, K1,θ,

with

Lθ =

(
L1,θ, |gθ1f

−1
0 (L1,θ)|, |gθ0f

−1
1 (−L1,θ)|, (gθ0)

−1gθ1f
−1
0 (L1,θ),

1

(gθ1)
−1gθ0f

−1
1 (−L1,θ))

)
,

L1,θ =M(C0,θ, T ),
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Kθ = Kθ(K1,θ, βK1,θ
), K1,θ = K1,θ

(
Lθ,

1

T
,

1

1− τθ
, f0

(
1

Lθ

)−
)
,

such that

||uθ||C0(QT )
+ ||mθ(T )||C0(Td) +

∥∥∥∥ 1

mθ(T )

∥∥∥∥
C0(Td)

≤ Lθ, ||Duθ||C0(QT )
≤ Kθ.

The goal is now to show that Lθ, Kθ may be chosen independently of θ. First we prove that

this is true for C0,θ and τθ. Conditions (FX1) and (FX2) trivially hold for the same C0 and

the new Hθ, gθ, mθ
0, because the functions H, g, m0 do not appear in those inequalities.

Since the map H0(p, x) = 1
2 |p|

2 + f(x, 1) satisfies DpH
0 ≡ p, it also satisfies (H1), (H3),

(HX), and (2.2.3), with C0 being replaced by a universal constant. Thus, since Hθ is a

convex combination of H0 and H, these inequalities still hold for Hθ, when C0 is replaced

by a convex combination of C0 and a universal constant. By the same reasoning, conditions

(H2), (2.2.1), and (2.2.2) hold for Hθ after replacing C0 with a convex combination of C0

and a constant depending only on C0 and ||f(·, 1)||C2(Td) ≤ C0. Only condition (2.2.4) is

left to consider, namely

||χ(·, 0)||C0(Td) + ||mθ
0||C1(Td) + ||f ||C2(Td×[minmθ

0,maxmθ
0])

≤ C0,θ. (2.4.2)

The first term is already independent of θ, whereas, noticing that minm0 ≤ 1 ≤ maxm0

and |Dxm
θ
0| = θ|Dxm0|,

||mθ
0||C1(Td) + ||f ||C2(Td×[minmθ

0,maxmθ
0])

≤ ||m0||C1(Td) + ||f ||C2(Td×[minm0,maxm0])
≤ C0.

Thus, one may select

C0,θ = C0,θ(C0), τ
θ = τ, (2.4.3)
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and consequently

L1,θ = L1,θ(C0,θ, T ) = L1,θ(C0, T ) := L1.

Now, by definition,

gθ0(m) = θg0 + (1− θ)m, gθ1(m) = θg1 + (1− θ)m. (2.4.4)

Therefore,

|gθ0f
−1
1 (−L1)| ≤ max(|g0f−1

1 (−L1)|, f−1
1 (−L1))) ≤ max(|g0f−1

1 (−L1)|, f−1
0 (L1)), (2.4.5)

and similarly,

|gθ1f
−1
0 (L1)| = |θg1f−1

0 (L1) + (1− θ)f−1
0 (L1)| ≤ max(|g1f−1

0 (L1)|, f−1
0 (L1)). (2.4.6)

On the other hand, the following inequalities hold:

(gθ0)
−1gθ1 ≤ g−1

0 g1, g−1
1 g0 ≤ (gθ1)

−1gθ0. (2.4.7)

Indeed, by (2.4.4),

gθ0g
−1
0 g1 = θg0g

−1
0 g1 + (1− θ)g−1

0 g1 ≥ θg1 + (1− θ)g−1
0 g0 = gθ1,

which shows the first inequality in (2.4.7), with the second one following in the same fashion.

Now, (2.4.7) yields

(gθ0)
−1gθ1f

−1
0 (L1) ≤ g−1

0 g1f
−1
0 (L1),

1

(gθ1)
−1gθ0f

−1
1 (−L1)

≤ 1

g−1
1 g0f

−1
1 (−L1)

. (2.4.8)
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Thus, (2.4.5), (2.4.6), and (2.4.8) yield

Lθ = Lθ

(
M, |g1f−1

0 (L1)|, |g0f−1
1 (L1)|, g−1

0 g1f
−1
0 (L1),

1

g−1
1 g0f

−1
1 (−L1)

, f−1
0 (L1)

)
:= L,

and

K1,θ = K1,θ

(
L,

1

T
,

1

1− τ
, f0

(
1

L

)
−
)

:= K1, Kθ = Kθ(K1, βK1
) := K.

Next, we obtain the gradient Hölder estimate with the help of Lemma 2.4.1. We remark

that the operator (Qθ, Nθ) is clearly elliptic and oblique, because it comes from (MFGθ).

Moreover, since Aθ, bθ, and Bθ and their derivatives are, respectively, continuous functions

of (x, t, z, p, s, θ) on the compact sets QT,K × [0, 1] and ∂QT,K × [0, 1], it follows that there

exist constants µL+K > 0, λL+K > 0, independent of θ, satisfying (2.2.5) in (Td)L+K , and

(2.2.6), (2.4.1) in ∂QT,L+K , when the operators (Q,N) are replaced by (Qθ, Nθ). Lemma

2.4.1 then yields constants C > 0, 0 < γ < 1, independent of θ, such that

[Duθ]γ,QT
≤ C.

With the help of this uniform estimate, the main theorem for the strictly elliptic problem

may now be proved.

Proof of Theorem 2.1.1. The uniqueness part of the statement is an immediate consequence

of the standard Lasry-Lions monotonicity method, and will be omitted. We define the

Banach spaces

E = C3,α(QT ), F = C1,α(QT )× C2,α(∂QT ),
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and the continuously differentiable operator S : E × [0, 1] → F by

S(u, θ) = (Qθu,Nθu), (u, θ) ∈ E × [0, 1].

The partial Fréchet derivative of S with respect to the variable u at the point (u, θ) is

the corresponding linearization, for fixed θ, of the differential operator (Qθ, Nθ), namely

(L1
(u,θ)

, L2
(u,θ)

), where

L1(u,θ)(w) =− Tr(Aθ(x,Du)D2w)−DqTr(Aθ(x,Du)D2u) ·Dw +Dqb
θ(x,Du) ·Dw,

L2(u,θ)(w) =


−wt +DpH

θ(x,Dxu) ·Dxw if t = 0,

gθm
fm

(wt −DpH
θ ·Dxw) + w if t = T.

For fixed (u, θ) ∈ E × [0, 1], the linear operator L1
(u,θ)

is uniformly elliptic and the linear

boundary operator L2
(u,θ)

is oblique. Moreover, the homogeneous problem

(L1(u,θ)w,L
2
(u,θ)w) = (0, 0)

has the form

−Tr(Ã(x, t)D2w) + b̃(x, t) ·Dw = 0 in QT , B̃(x, t) ·Dw + c̃(x, t)w = 0 on ∂QT ,

where B̃ · ν > 0, c̃ ≥ 0 and c̃ ̸≡ 0, which implies that it has only the trivial solution

in C3,α(QT ). Hence, by the standard Fredholm alternative for linear oblique problems (see

[25]), the operator (L1
(u,θ)

, L2
(u,θ)

) is invertible in C3,α(QT ). The infinite-dimensional implicit

function theorem then implies that the set

D = {θ ∈ [0, 1] : the equation S(u, θ) = (0, 0) has a unique solution u ∈ C3,α(QT )}
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is open in [0, 1].

The next step is to show that D is also closed. Let {θn} ⊂ D be a sequence such

that θn → θ ∈ [0, 1], and let {un} ⊂ E be the corresponding sequence of solutions to

S(un, θn) = (0, 0). By Lemma 2.4.2, there exist numbers C > 0, 0 < γ < 1, independent of

n, such that

||un||C1,γ(QT )
≤ C.

The Arzelà-Ascoli Theorem implies that, up to a subsequence, there exists u ∈ C1,γ(QT )

such that un → u in C1(QT ). By Theorem 2.2.5, it follows that u ∈ C2,α(QT ), un → u

in C2,α(QT ), and S(u, θ) = 0. In particular, the un are uniformly bounded in C2,α(QT ).

Now, given i ∈ {1, . . . , d}, differentiating the equation (Qθn(un), N
θn(un)) = (0, 0) yields,

for w = Dxiun,

L1(un,θn)w =Tr(Aθn
xi (x,Dun)D

2un)− bθnxi (x,Dun),

L2(un,θn)w =


Dxi(f(x,m

θn
0 (x)))−Hθn

xi if t = 0,

gθnm
fm

(Hθn
xi − fxi) + gθnxi if t = T.

Therefore, by Theorem 2.2.4, there exists C > 0, independent of n, such that

||w||C2,α(QT )
≤ C,

implying thatDxun is bounded in C2,α(QT ). In particular, un|∂QT
is bounded in C3,α(∂QT ),

and by the standard Schauder theory for the Dirichlet problem, un is therefore bounded in

C3,α(QT ). Consequently, u ∈ C3,α(QT ) and θ ∈ D, proving that D is closed. Since 0 ∈ D,

it follows that D = [0, 1], which completes the proof.

The next theorem is the corresponding variant of Theorem 2.1.1 for the case of a fast-

growing f , that follows from the estimates in Theorem 2.3.10.
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Theorem 2.4.3. If condition (F2) is replaced by (HFX*), the conclusion of Theorem 2.1.1

holds.

Proof. All of the results in this section follow in this case by simply replacing the use of

Theorem 2.3.9 by Theorem 2.3.10.
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CHAPTER 3

REGULARITY AND LONG-TIME BEHAVIOR IN ONE

DIMENSION WITHOUT BLOW-UP ASSUMPTION

3.1 Introduction

In this chapter, we will investigate the extent to which, in the case of one spatial dimension,

the blow-up assumption (2.1.1) can be removed while still obtaining smooth solutions. We

will also make the first step towards weakening the strict positivity assumption of the initial

density, foreshadowing the results of the following chapter on compactly supported solu-

tions in the whole space. Additionally, we show how to treat more general, non-separated

Hamiltonians of super-linear growth, as well as an alternative boundary condition at the

terminal time known as the planning problem. Finally, we will fully characterize the long

time behavior of the solutions. Specifically, we will study the problem


−ut(x, t) +H(ux(x, t),m(x, t)) = 0 (x, t) ∈ QT = T× (0, T ),

mt(x, t)− (m(x, t)Hp(ux(x, t),m(x, t)))x = 0 (x, t) ∈ QT ,

m(x, 0) = m0(x), u(x, T ) = g(m(x, T )) x ∈ T,

(MFG)

as well as to the so-called planning problem with a prescribed terminal density,


−ut(x, t) +H(ux(x, t),m(x, t)) = 0 (x, t) ∈ QT ,

mt(x, t)− (m(x, t)Hp(ux(x, t),m(x, t)))x = 0 (x, t) ∈ QT ,

m(x, 0) = m0(x), m(x, T ) = mT (x) x ∈ T,

(MFGP)

where T denotes the 1-dimensional torus, −H(p,m) : R×(0,∞) → R and g(m) : (0,∞) → R

are strictly increasing in m, H has super-linear growth in p, and m0,mT : T → [0,+∞) are
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probability densities.

The first main result will be the following theorem, which shows that, in the one-

dimensional problem, the blow-up assumption (2.1.1) can be completely removed. We refer

to Section 3.2 for assumptions (M), (H) (G), (E), (W), and (L), and to the notation subsec-

tion for the definition of the function spaces mentioned below.

Theorem 3.1.1. Let 0 < α < 1, and assume that (M), (H), (G), and (E) hold. Then the

following statements hold:

(i) There exists a classical solution (u,m) ∈ C3,α(QT ) × C2,α(QT ) to (MFGP). The

function m is unique, and u is unique up to a constant.

(ii) There exists a unique classical solution (u,m) ∈ C3,α(QT )× C2,α(QT ) to (MFG).

The next result of in this chapter establishes interior smoothness of the solutions when,

besides removing the blow-up assumption (FB), one also weakens the lower bound assump-

tions for given densities m0 and mT , replacing the latter with the integrability conditions

1

mκ
0
∈ L1(T),

1

mκ
T

∈ L1(T) for some κ > 0. (3.1.1)

We observe that, in particular, (3.1.1) allows the initial density to vanish in a set of measure

zero. In spite of this fact, the result also shows that m becomes strictly positive instantly

after the initial time. Moreover, in the case of (MFG), the density remains bounded below,

and the solution remains smooth up to and including t = T . We refer to Section 3.6 for the

definition of a weak solution.

Theorem 3.1.2. Let 0 < α < 1, and assume that (W), (H) (G), and (E) hold. Then the

following statements hold:

(i) There exists a weak solution

(u,m) ∈ (BV(QT ) ∩ L∞(QT ))× (C([0, T ], H−1(T)) ∩ L∞+ (QT ))
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to (MFGP). Moreover, (u,m) ∈ C
3,α
loc (QT ) × C

2,α
loc (QT ) and m > 0 in (0, T ). The

function m is unique, and u is unique up to a constant.

(ii) Assume, further, that the function H satisfies, for each (p,m) ∈ R× (0,∞),

Hp(p,m)p ≥ 0. (3.1.2)

Then there exists a unique weak solution

(u,m) ∈ (BV(QT ) ∩ L∞(QT ))× (C([0, T ], H−1(T)) ∩ L∞+ (QT ))

to (MFG). Moreover, (u,m) ∈ C
3,α
loc (T × (0, T ]) × C

2,α
loc (T × (0, T ]), and m > 0 in

(0, T ].

We will show that the solutions are smooth, and we will establish convergence, as T → ∞,

to the solution of the infinite time horizon MFG system,


−vt(x, t) + λ+H(vx(x, t), µ(x, t)) = 0 (x, t) ∈ T× (0,∞),

µt(x, t)− (µ(x, t)Hp(vx(x, t), µ(x, t)))x = 0 (x, t) ∈ T× (0,∞),

µ(x, 0) = m0(x) x ∈ T,

(MFGL)

where λ = −H(0, 1).

Concerning the long time behavior of (3.1.1), it was shown by P. Cardaliaguet and P.J.

Graber in [8, Thm 5.1] that the rescaled solution (x, s) 7→ u(x, sT )/T converges, in a certain

space Lp(T × (δ, 1)), to the map λ(1 − s), while the rescaled density (x, s) 7→ m(x, sT )

converges in Lp(T × (0, 1)) to the invariant measure µ ≡ 1. Our third result shows that,

when the marginals are strictly positive, a much stronger statement holds. That is, the

solutions satisfy the turnpike property with an exponential rate of convergence, and the

limit as T → ∞ of the pair (u(t)− λ(T − t),m(t)) can be fully characterized as the solution
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to (MFGL). We emphasize that this is a convergence result at the original time scale (cf.

[14, Thm 2.6, Thm. 5.1], [16, Thm 4.1, Thm. 5.3]).

Theorem 3.1.3. Assume that (M), (H), (G), (E), and (L), hold, and let T > 1. Assume

that (uT ,mT ) is either the solution to (MFG), or the solution to (MFGP) that satisfies
´
T v

T (·, T2 ) = 0, where

vT (x, t) := uT (x, t)− λ(T − t).

Then the following holds:

(i) There exist constants C, ω > 0, independent of T , such that

∥mT (t)− 1∥L∞(T) + ∥uTx (t)∥L∞(T) ≤ C(e−ωt + e−ω(T−t)), t ∈ [0, T ].

Moreover, if (uT ,mT ) solves (MFG), and (3.1.2) holds, we have

∥mT (t)− 1∥L∞(T) + ∥uTx (t)∥L∞(T) ≤ Ce−ωt, t ∈ [0, T ].

(ii) There exist functions (v, µ) such that, for each T0 > 0,

vT → v in C3,α(T× [0, T0]) as T → ∞,

and

mT → µ in C2,α(T× [0, T0]) as T → ∞.

Moreover, one has

lim
t→∞

v(·, t) = c, lim
t→∞

µ(·, t) = 1 uniformly in T, (3.1.3)
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where

c =


g(1) if (uT ,mT ) solves (MFG),

0 if (uT ,mT ) solves (MFGP).

Finally, (v, µ) is the unique classical solution to (MFGL) satisfying (3.1.3) and

v ∈ W 1,∞(T× (0,∞)), µ−1 ∈ L∞(T× (0,∞)),

µ− 1 ∈ L1(T× (0,∞)) ∩ L∞(T× (0,∞)). (3.1.4)

In particular, since the Hamiltonian H(p,m) is non-separated, our results yield well-

posedness and regularity of MFG systems with congestion, such as


−ut +

|ux|2
2(m+c0)α

= f(m) in QT ,

mt −
(

m
(m+c0)α

ux

)
x
= 0 in QT ,

(3.1.5)

where 0 < α < 2, c0 ≥ 0, and f ′ > 0. In the same way as in the previous chapter, the

problems (MFG) and (MFGP) can be transformed into a single quasilinear elliptic equation

in u after eliminating the variable m. Indeed, if one defines H−1 by

m = H−1(p,H(p,m)),

then m = H−1(ux, ut) and the problem becomes


Qu := −Tr(A(Du)D2u) = 0 in QT ,

Nu := B(x, t, u,Du) = 0 on ∂QT ,

(Q)
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where Du = (ux, ut) and, for (x, z, p, s) ∈ T× R× R× R,

A(p, s) =

(
Hp +

1

2
mHmp,−1

)
⊗
(
Hp +

1

2
mHmp,−1

)
−

1
4m

2H2
mp +mHmHpp 0

0 0

 ,

(Q1)

B(x, 0, z, p, s) =− s+H(p,m0(x)), (B1)

and

B(x, T, z, p, s) =


s−H(p, g−1(z)) in the case of (MFG)

s−H(p,mT (x)) in the case of (MFGP).
(B2)

The condition for ellipticity, that is, for the matrix A to be positive, is

−4mHmHpp > m2H2
mp, (3.1.6)

which is also the well-known condition for uniqueness to (MFG) that follows from the Lasry-

Lions monotonicity method (see, for instance, Lions, Souganidis [40]). We remark from

(3.1.6) that, in particular, the strict positivity of the density is crucial for the regularizing

properties of the system. The lower bounds on m obtained in Corollary 3.3.2 and Proposition

3.6.3 both heavily rely on the one-dimensionality assumption, and this is the main obstacle

to generalizing the results of this chapter to higher dimensions. Indeed, in dimensions d > 1,

it remains an open question whether the existence of smooth solutions to local first order

MFG systems can still be established if one removes or significantly weakens the blow-up

assumption (FB), or if m0 is not assumed to be bounded away from 0.

Section 3.2 contains all the assumptions that will be in place about the Hamiltonian H,

as well as the initial and terminal data. In Section 3.3, we establish an integral displacement

convexity formula (see Proposition 3.3.1) that will allow us to bound the density m in terms
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of its initial and terminal values. Section 3.4 contains the necessary a priori estimates that are

needed to prove the existence of classical solutions. In particular, we obtain, in Section 3.4.1,

estimates for an ϵ–approximation of (MFGP) via standard MFG systems with a terminal

condition of the type u(·, T ) = g(·,m(·, T )), which we require to prove existence for (MFGP).

Finally, we provide a counterexample to existence of solutions to (MFG) when the terminal

cost function g is also allowed to depend on the space variable (see Proposition 3.4.5). In

Sections 3.5, 3.6, and 3.7, we prove the main results of the chapter, Theorems 3.1.1, 3.1.2,

and 3.1.3, respectively.

This chapter is entirely based on the author’s joint work [43] with N. Mimikos.

Notation

Let d, k ∈ N. For T > 0, we denote by QT := T × (0, T ), QT := T × [0, T ] and

∂QT := T × {0, T}. For α ∈ (0, 1] and Ω ⊂ Rd we denote by Ck,a(Ω), the standard

space of k times differentiable scalar functions with α-Hölder continuous kth order deriva-

tives, with the usual norm. Furthermore, we denote by Ck,α
loc (Ω) the functions u that belong

to Ck,α(K), for all compact sets K ⊂ Ω. For functions u : T × [0, T ] → R, we denote by

osc u := max
(x,t)∈T×[0,T ]

u(x, t) − min
(x,t)∈T×[0,T ]

u(x, t), Du(x, t) := (ux(x, t), ut(x, t)). We de-

note by H−1(T) the dual space of the Sobolev space H1(T), and by C0,α([0, T ];H−1(Td))

the space of H−1(Td)–valued functions that are α–Hölder continuous. We write C =

C(K1, K2, . . . , KM ) for a positive constant C depending monotonically on the non-negative

quantities K1, . . . , KM . BV(QT ) denotes the space of functions of bounded variation, and

L∞+ (QT ) consists of the functions m ∈ L∞(QT ) such that m ≥ 0 a.e. in QT .

3.2 Assumptions

In what follows, C0 and γ, α are positive constants, with γ > 1, and 0 < α < 1. Moreover,

C : (0,∞) → [1,∞) is a continuous, strictly positive function. We note that C = C(m)

47



should be interpreted simply as a positive bound that may blow up both as m ↓ 0 and as

m ↑ ∞. Except when explicitly stated, assumptions (M), (H), (G), and (E) will be in place

throughout this chapter.

(M) (Assumptions on m0 and mT for classical solutions) The given functions m0 and mT

satisfy

m0,mT ∈ C2,α(T), m0,mT > 0, and
ˆ
T
m0 =

ˆ
T
mT = 1. (M1)

(H) (Assumptions onH) The functionsH, Hp, andHpp are in C4(R×(0,∞)), andHm < 0.

Moreover, for (p,m) ∈ R× (0,∞),

1

C0
(1 + |p|)γ−2 ≤ Hpp ≤ C(m)(1 + |p|)γ−2, (H1)

pHp ≥ (1 +
1

C0
)H − C(m), (H2)

|Hppp| ≤ C(m)(1 + |p|)γ−3, (H3)

|Hm| ≤ C(m)(1 + |p|)γ , (HM1)

m|Hmm| ≤ −C(m)Hm, m|p∥Hmmp| ≤ −C(m)Hm, (HM2)

|Hmpp| ≤ C(m)(1 + |p|)γ−2 (HM3)

(G) (Assumptions on g) The function g : (0,∞) → R is four times continuously differen-

tiable and satisfies, for all m > 0,

g′(m) > 0. (G1)
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(E) (Ellipticity of the system) The function H satisfies, for m > 0, the condition

−4mHmHpp ≥
(
1 +

1

C0

)
m2H2

mp. (E1)

(W) (Assumptions on m0, mT , H, and g for weak solutions) The functions m0 and mT

satisfy, for some κ > 0,

m0, mT ∈ L∞(T), m0, mT ≥ 0,

ˆ
T
m0 =

ˆ
T
mT = 1, and

1

mκ
0
,

1

mκ
T

∈ L1(T),

(MW)

H satisfies, for some constant s ∈ (−κ− 1, κ− 1), and for (p,m) ∈ R× (0, 1
C0

),

−Hm(0,m) ≤ C0m
s, −Hm(p,m) ≥ 1

C0
ms, (HW)

and g satisfies

lim
m→0+

g(m) > −∞. (GW)

(L) (Assumption on H for the long time behavior) The function H satisfies, for m > 0,

−4mHmHpp ≥ 1

C(m)
. (HL)

Remark 3.2.1. We will impose assumptions (W) and (L) only in the sections discussing weak

solutions and long time behavior, respectively.

Assumption (W) significantly weakens the positivity assumption on m but, in exchange,

requires a more precise control on the behavior of H and g near small densities.

On the other hand, in the context of our result on the long time behavior of strictly

positive classical solutions, no such control near small (or large) densities is needed. However,

a different issue arises here: the gradient bounds used throughout the rest of the chapter

may degenerate as T → ∞. Indeed, with (E) in place, we could rephrase assumption (L)
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as the requirement that the eigenvalues of the elliptic operator (Q1) remain bounded below

as |p| → ∞, locally uniformly in m ∈ (0,∞)1. This will allow us to obtain gradient bounds

that are uniform in T (see Lemma 3.7.1, where this assumption is used). For example, for

the case of a separated Hamiltonian H(p,m) ≡ H(p) − f(m), (L) simply reduces to the

assumption that H is uniformly convex, which follows automatically from (H1) for γ ≥ 2.

3.3 Displacement convexity and estimates on the density

To obtain estimates for the density at interior times, we will prove an integral formula which,

in particular, implies that the quantity

ˆ
T
h(m(x, ·))dx

is a convex function in [0, T ] whenever h is convex, provided that (3.1.6) holds.

Theorem 3.3.1. Let (u,m) ∈ C2(QT )× C1(QT ) be a classical solution to


−ut +H(ux,m) = 0, in QT

mt − (mHp(ux,m))x = 0, in QT

m(·, 0) = m0, in T,

(3.3.1)

and let h ∈ W 2,∞(R). Then

d2

dt2

ˆ
T
h(m(x, t))dx =

ˆ
T
h′′(m)

(
mt −mx(Hp +

m

2
Hpm)

)2
dx

−
ˆ
T
h′′(m)(mx)

2
(m2

4
H2
pm +mHppHm

)
dx. (3.3.2)

1. The factor 4m in (HL) is, of course, inconsequential, because it is a positive function of m. It is only
included to emphasize the comparison with (E).
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Moreover, there exists C = C(C0) such that, if h′′ > 0,

d2

dt2

ˆ
T
h(m(x, t))dx ≥ 1

C

ˆ
T
h′′(m)(−mHmHppm

2
x +m2H2

ppu
2
xx)dx. (3.3.3)

Proof. Let h̃ : R → R, be a smooth function. Since m satisfies the continuity equation, the

following holds for each t ∈ [0, T ]:

ˆ
T

(
mt(x, t)−(m(x, t)Hp(ux,m(x, t)))x

)(
∂th̃(m(x, t))−(h̃(m(x, t))Hp(ux,m(x, t)))x

)
dx = 0.

(3.3.4)

Expanding equation (3.3.4), we obtain

0 =

ˆ
T
(mt−mx(Hp+mHpm)−mHppuxx)(h̃

′(m)mt−mx(h̃
′(m)Hp+h̃(m)Hpm)−h̃(m)Hppuxx)dx

=

ˆ
T
h̃′(m)(mt)

2 −mtmx

[
2h̃′(m)Hp +

(
h̃′(m)m+ h̃(m)

)
Hpm

]
+mxHppuxx

[
Hp

(
h̃′(m)m+ h̃(m)

)
+ 2h̃(m)mHpm

]
+m2

x

[(
Hp +mHpm

)(
h̃′(m)Hp + h̃(m)Hpm

)]
−mtHppuxx

[
h̃′(m)m+ h̃(m)

]
+ h̃(m)m

(
Hppuxx

)2
dx = A1 − A2 + A3 + A4 − A5 + A6.

We split term A3 as follows

A3 =

ˆ
T
mxHppHpuxx

(
h̃′(m)m+ h̃(m)

)
dx+ 2

ˆ
T
h̃(m)mxmHpmHppuxxdx = A3.1 + A3.2.

From the continuity equation, we have that

mHppuxx = mt −mx(Hp +mHpm).
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Hence, terms A3.2 and A6 can be written as

A3.2 = 2

ˆ
T
mtmxHpmh̃(m)dx−2

ˆ
T
(mx)

2Hpm

(
h̃(m)Hp+mh̃(m)Hpm

)
dx = A3.2.1−A3.2.2

A6 =

ˆ
T

h̃(m)

m

[
mt −mx

(
Hp +mHpm

)]2
dx

=

ˆ
T

h̃(m)

m
(mt)

2−2
h̃(m)

m
mtmx

(
Hp+mHpm

)
+
h̃(m)

m
(mx)

2
(
Hp+mHpm

)2
dx = A6.1−A6.2+A6.3.

From the Hamilton-Jacobi (HJ for short) equation, we have that

Hpuxx = uxt −Hmmx.

Therefore, A3.1 may be written as

A3.1 =

ˆ
T
mxHppuxt

(
h̃′(m)m+h̃(m)

)
dx−

ˆ
T
(mx)

2HppHm

(
h̃′(m)m+h̃(m)

)
dx = A3.1.1−A3.1.2

We now begin by grouping together termsA5, andA3.1.1, which yields, for L(m) = h̃(m)m, L′(m) =

h̃(m) +mh̃′(m),

A3.1.1 − A5 =

ˆ
T
mx

(
h̃(m) +mh̃′(m)

)
Hppuxt −

(
h̃(m) +mh̃′(m)

)
mtHppuxxdx

=

ˆ
T
−∂t(L(m))(Hp)x + L′(m)mtHpmmx + (L(m))x∂t(Hp)− L′(m)mxmtHpmdx

=

ˆ
T
∂t((L(m))x)Hp + (L(m))x∂t(Hp)dx =

d

dt

ˆ
T
(L(m))xHpdx.

Next, we group together all the terms with mtmx factor, namely A2, A3.2.1, and A6.2, which

yields

−A2 + A3.2.1 − A6.2 = −
ˆ
T
2mtmx

(
h̃′(m) +

h̃(m)

m

)(
Hp +

m

2
Hpm

)
dx.
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Collecting the terms involving (mt)
2, namely terms A1 and A6.1, we obtain

A1 + A6.1 =

ˆ
T
(mt)

2

(
h̃′(m) +

h̃(m)

m

)
dx.

Finally, we group together the terms involving m2
x, namely A4, A3.2.2, A6.3, and A3.1.2:

A4 − A3.2.2 + A6.3 − A3.1.2 =
ˆ
T
(mx)

2
[(
h̃′(m) +

h̃(m)

m

)(
Hp +

m

2
Hpm

)2]
dx

−
ˆ
T
(mx)

2
[(
h̃′(m) +

h̃(m)

m

)(m2

4
H2
pm +mHppHm

)]
dx.

Thus, putting everything together, we obtain

− d

dt

ˆ
T
(L(m))xHpdx =

ˆ
T

(
h̃′(m) +

h̃(m)

m

)(
mt −mx

(
Hp +

m

2
Hpm

))2
dx

−
ˆ
T
m2

x

(
h̃′(m) +

h̃(m)

m

)(m2

4
H2
pm +mHppHm

)
dx. (3.3.5)

Next, notice that for a smooth function h : R → R, we have

d

dt

ˆ
T
h(m)dx =

ˆ
T
(h(m))xHp +mh′(m)(Hp)xdx =

ˆ
T
(h(m)− h′(m)m)xHpdx.

Thus, if we require that

−L(m) = h(m)− h′(m)m,

we obtain

− d

dt

ˆ
T
(L(m))xHpdx =

d2

dt2

ˆ
T
h(m)dx.

The relation between h, h̃ is

mh̃(m) = h′(m)m− h(m),
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therefore

h̃(m) = −h(m)

m
+ h′(m),

and, thus,

h̃′(m) +
h̃(m)

m
= −h

′(m)

m
+
h(m)

m2
+ h′′(m)− h(m)

m2
+
h′(m)

m
= h′′(m),

from which (3.3.2) follows.

Now, setting r = 1− 1
1+C−1

0

, we have

−m
2

4
H2
pm −mHmHpp = −m

2

4
H2
pm − (1− r)mHmHpp − rmHmHpp,

and so, applying (E), and multiplying by h′′(m)m2
x, (3.3.2) yields

d2

dt2

ˆ
T
h(m(x, t))dx ≥

ˆ
T
−rh′′(m)mHmHppm

2
x. (3.3.6)

On the other hand, we infer from (E) that

(
mt −mx(Hp +

m

2
Hpm)

)2
−m2

x

(
m2

4
H2
pm +mHmHpp

)
≥
(
mt−mxHp−

mxm

2
Hpm

)2
+

1

C0

(mxm

2
Hpm

)2
= (mt−mxHp)

2−2(mt−mxHp)
mxm

2
Hpm

+(1−r)−1
(mxm

2
Hpm

)2
= r(mt−mxHp)

2+
(
(1− r)

1
2 (mt −mxHp)− (1− r)−

1
2
mxm

2
Hpm

)2
≥ r(mt −mxHp)

2 = rm2H2
ppu

2
xx. (3.3.7)

where the last equality follows from the equation of m. As before, multiplying by h′′(m) then

yields
d2

dt2

ˆ
T
h(m(x, t))dx ≥

ˆ
T
rh′′(m)m2H2

ppu
2
xx. (3.3.8)

Combining (3.3.6) and (3.3.8), we conclude that (3.3.3) holds.
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It now follows readily that the density of the solution is bounded above and below in

terms of the initial and terminal densities.

Corollary 3.3.2. Let (u,m) ∈ C2(QT ) × C1(QT ) be a classical solution to (MFG) or

(MFGP). Then, if c1 := min(minm0,minm(·, T )), C1 = max(maxm0,maxm(·, T )), one

has

c1 ≤ m(x, t) ≤ C1, for all (x, t) ∈ QT . (3.3.9)

Proof. The proof follows directly from Proposition 3.3.1 above. Indeed, note that, in view

of (E), for any convex function h, the map

C(t) :=

ˆ
T
h(m(x, t))dx

is convex, and thus

C(t) ≤ max(C(0), C(T )), for all t ∈ [0, T ].

Hence, setting hp(m) = mp and letting p → −∞ yields the result for the lower bound,

whereas letting p→ +∞ yields the upper bound.

Remark 3.3.3. For dimensions d > 1, formula (3.3.2) is no longer true. If one repeats the

same argument, the issue will arise at the term A6.2. However, in the case of a separated

Hamiltonian, i.e. H(p,m) ≡ H(p)− f(m), one still obtains the weaker formula

d2

dt2

ˆ
T
h(m(x, t))dx =

ˆ
T
((h′′(m)m2 − h′(m)m+ h(m))(Tr(D2

ppHD
2
xxu))

2

+ (h′(m)m− h(m))Tr((D2
ppHD

2
xxu)

2) + h′′(m)mf ′(m)|Dm|2)dx. (3.3.10)

In this higher-dimensional setting, it is no longer true that the left hand side is convex

whenever h is convex. In particular, the statement is false for negative powers of m, but true

for positive powers. Thus, from the proof of Corollary 3.3.2 we see that the upper bound on
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m still holds (see [27]).

3.4 Estimates on the solution and the terminal density

In this section we obtain the necessary a priori L∞−bounds on u, Du, and m(·, T ) for

solutions to both (MFG) and (MFGP). Combined with the results of the previous section,

this will yield global upper and lower bounds on the density. In order to treat the setting

of Theorem 3.1.2, where the density may vanish at {0, T}, we also obtain L∞-bounds on u

that do not depend on the quantities (minm0)
−1, (minmT )

−1.

Theorem 3.4.1. Let (u,m) ∈ C2(QT )× C1(QT ) be a classical solution to (MFG), and let

c1 = minm0, C1 = maxm0. Then, for each (x, t) ∈ QT ,

c1 ≤ m(x, T ) ≤ C1, (3.4.1)

H(0, c1)(t− T ) + g(c1) ≤ u(x, t) ≤ H(0, C1)(t− T ) + g(C1), (3.4.2)

and

−
ˆ T

t
H(0,min

T
(m(·, s))ds+ g(c1) ≤ u(x, t) ≤ −

ˆ T

t
H(0,max

T
(m(·, s))ds+ g(C1). (3.4.3)

Proof. We will only show the lower bounds, since the argument for the upper bounds is

completely symmetrical. Since Hm < 0, we may fix δ > 0 and ϵ > 0, such that

H(0, c1)−H(0, c1 − δ) < −ϵT. (3.4.4)

We define

wϵ,δ(t) := H(0, c1 − δ)(t− T ) +
ϵ

2
(t− T )2 + g(c1 − δ),
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and note that

wxx = 0, wx,t = 0, wtt = ϵ.

The function vϵ,δ(x, t) := u(x, t)− wϵ,δ(t) has a minimum at some (x0, t0) ∈ QT . If we first

assume that t0 ∈ (0, T ), then it follows that

D2u−D2wϵ,δ ≥ 0,

which, in view of (Q), implies

0 = −Tr(AD2u) ≤ −Tr(AD2wϵ,δ) = −ϵ < 0,

a contradiction. On the other hand, assume that t0 = 0. Then,

ut(x0, 0) ≥ w
ϵ,δ
t (x0, 0), ux(x0, 0) = w

ϵ,δ
x (0) = 0,

and thus, using the monotonicity of H and (3.4.4),

0 = −ut(x0, t0)+H(0,m0(x0)) ≤ −wϵ,δ
t (0)+H(0,m0(x0)) = −H(0, c0−δ)+H(0,m0(x0))+ϵT

≤ −H(0, c1 − δ) +H(0, c1) + ϵT < 0,

which is again a contradiction. Hence, the minimum must be achieved at t0 = T . At that

point, we have

ut(x0, T ) ≤ w
ϵ,δ
t (T ), ux(x0, T ) = w

ϵ,δ
x (T ) = 0.

Consequently, from (G1) and the monotonicity of H, we have

u(x0, T ) = g(H−1(0, ut(x0, T ))) ≥ g(H−1(0, w
ϵ,δ
t (T ))) = g(H−1(0, H(0, c1 − δ)))
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= g(c1 − δ) = wϵ,δ(T ).

We have thus shown that

u(x, t) ≥ wϵ,δ(t), for all (x, t) ∈ QT .

Letting ϵ → 0, and then δ → 0, yields the lower bound in (3.4.2). In particular, for t = T ,

we have

g(m(x, T )) ≥ g(c1) for all x in T,

which proves the lower bound in (3.4.1), in view of (G1). Now, we define

w(t) = −
ˆ T

t
H(0, c(s))ds+ g(c1),

where c(s) := min
T

{m(·, s)} is the running minimum of the density. We observe that the

function v(x, t) = u(x, t) − w(t) satisfies vt = ut − H(0, c(t)), vx = ux. Thus, for any

ϵ > 0, at any extremum point of v − ϵt, the monotonicity of H implies that vt = H(0,m)−

H(0, c(t)) − ϵ < 0. Letting ϵ → 0 thus implies that v achieves its minimum at t = T .

Therefore, using (3.4.1), we obtain

u(x, t)− w(t) ≥ min
T
g(m(·, T ))− g(c1) ≥ 0,

and this is precisely the lower bound in (3.4.3).

Now, for solutions to (MFGP), we do not need to estimate the terminal density, as it is

part of the given data. Concerning u, since the solution is only unique up to a constant, we

may only bound the oscillation of u, and this is done in the following proposition.

Theorem 3.4.2. Let (u,m) ∈ C2(QT ) × C1(QT ) solve (3.3.1). There exists a constant
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C > 0, with

C = C

(
C0,

ˆ T

0
|H(0,min

T
m(·, s))|ds, C(max

QT

m)

)
,

such that

oscQT
u ≤ C

(
T + T

− 1
γ−1 +

ˆ T

0
|H(0,min

T
m(·, s)|ds

)
.

Proof. We define the functions c and w, for t ∈ [0, T ], by

c(t) = min
T
m(·, t), w(t) = −

ˆ T

t
H(0, c(s))ds.

Arguing as in the proof of (3.4.3), we obtain

max
QT

(u− w) = max
T

(u(·, 0)− w(0)) , min
QT

(u− w) = min
T

(u(·, T )− w(T )) . (3.4.5)

Now, in view of (H1) and Proposition 3.4.1, 0 = −ut+H(ux,m) ≥ −ut+ 1
C |ux|γ −C. Next,

we define γ′ by 1
γ + 1

γ′ = 1. By the Hopf-Lax formula, the function

v(x, t) = min
y∈R

((C
γ

)γ′
γ

(T − t)
|x− y|γ′

γ′(T − t)γ
′ + C(T − t) + u(y, T )

)

then solves, in QT ,

−vt(x, t) +
1

C
|vx|γ − C = 0, v(·, T ) = u(·, T ),

and, thus, by the comparison principle,

u ≤ v.
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On the other hand, up to increasing the constant C,

v(x, 0) ≤ C

T γ′−1
+ CT +min

T
u(·, T ),

and so

max
T

u(·, 0) ≤ max
T

v(·, 0) ≤ C

T γ′−1
+ CT +min

T
u(·, T ).

In view of (3.4.5), we obtain

oscQT
(u− w) ≤ C

T γ′−1
+ CT + w(T )− w(0),

and, thus,

oscQT
u ≤ C

T γ′−1
+ CT + 2 · oscQT

w ≤ C

T γ′−1
+ CT + 2

ˆ T

0
|H(0, c(s))|ds.

We finally obtain a priori estimates on the gradient of u, while simultaneously treating

the case of (MFG) and (MFGP). The proof closely follows that of Lemma 2.3.8, but allows

for weaker assumptions due to the d = 1 setting (see (3.4.9)). In fact, in the special case of a

separated Hamiltonian, this proof can be seen to yield a gradient bound that is independent

of min(m).

Theorem 3.4.3. Let (u,m) ∈ C3(QT ) × C2(QT ) be a classical solution to (MFG) or

(MFGP). There exists a constant C > 0, with

C = C
(
C0, T, T

−1, osc u, γ, ∥m∥L∞(QT )
, ∥m−1∥L∞(QT )

,

∥(m0)x∥L∞(T), ∥(mT )x∥L∞(T), ∥C∥L∞[minm,maxm]

)
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such that

∥Du∥L∞(QT )
≤ C.

Proof. Since ut = H(ux,m), and m is bounded above and below, we infer from (H1) and

(H2) that it is enough to show that

∥ux∥L∞(QT )
≤ CT 2.

We let

ũ = u−minu+ 1− (osc u+ 2)

T
(T − t),

and note that the function ũ has been constructed to satisfy

|ũ| ≤ 1 + osc u, ũ(·, 0) ≤ −1, ũ(·, T ) ≥ 1.

Define

v(x, t) =
1

2
u2x +

k

2
ũ2,

where k = ∥ux∥
3
2

QT
. Let (x0, t0) ∈ QT be a point where v achieves its maximum value. With

no loss of generality, we may assume that p = ux(x0, t0) satisfies

|p| ≥ 1, |p|2 ≥ 1

2
∥ux∥2. (3.4.6)

We remark here that throughout the proof, the constant C is subject to increase from line

to line.

Case 1: t0 = T . For this case we consider the linearization of the HJ equation,

Tuv = −vt +Hp(ux,m)vx.
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Since vx = 0 and vt ≥ 0,

0 ≥ Tuv = Tu

(
1

2
|ux|2

)
+ kũ(−ũt +Hpux)

= −Hmuxmx + kũ(−ut +Hpp− C) ≥ −Hmuxmx + kũ(
1

C0
H)− Ckũ

≥ −Hmuxmx + kũ
1

C0

(
1

C(m)
|p|γ − C(m)

)
− C|p|

3
2 ≥ −Hmuxmx +

1

C
|p|γ+

3
2 − C|p|

3
2 .

(3.4.7)

If (u,m) solves (MFG), then

−Hmuxmx = −Hm

g′
|p|2 > 0.

On the other hand, if (u,m) solves (MFGP), then

| −Hmuxmx| ≤ C∥(mT )x∥∞|p|γ+1. (3.4.8)

In either case, (3.4.7) then implies

|p| ≤ C.

Case 2: t0 = 0. Regardless of whether (u,m) solves (MFG) or (MFGP), this case is dealt

with in the same way as was done for t0 = T when (u,m) solved (MFGP), because, in view

of (HM2), we then have the bound

| −Hmuxmx| ≤ C∥(m0)x∥∞|p|γ+1.

Case 3: 0 < t0 < T . We first observe that, since vx = 0, we have

uxuxx = −kũux,
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and, thus,

|uxx| ≤ Ck. (3.4.9)

We consider the linearization of (Q), namely

Lu(w) = −Tr(A(Du)D2w)−DqTr(A(Du)D2u) ·Dw.

Through direct computation, using (Q1), one obtains

Lu

(
1

2
u2x

)
= −

∣∣∣∣−uxt + (Hp +
1

2
mHmp

)
uxx

∣∣∣∣2 + 1

4
m2H2

mpu
2
xx −mHmHppu

2
xx

≤ −
∣∣∣∣−uxt + (Hp +

1

2
mHmp

)
uxx

∣∣∣∣2 , (3.4.10)

where (E1) was used in the last inequality. Similarly,

Lu

(
k
1

2
ũ2
)

= −k
∣∣∣∣−ũt + (Hp +

1

2
mHmp)ux

∣∣∣∣2+k14m2H2
mpu

2
x−kmHmHppu

2
x+E1+E2+E3+E4,

(3.4.11)

where

E1 = 2

(
−uxt +

(
Hp +

1

2
mHmp

)
uxx

)(
Hpp +

1

2
mHmpp

)
kũux,

E2 =

(
1

2
HmpHmpp +mHmpHpp +mHmHppp

)
uxxkũux,

E3 =

(
−uxt +

(
Hp +

1

2
mHmp

)
uxx

)
2

Hm

(
Hpm +

1

2

(
mHmmp +Hmp

))
kũ(−ũt +Hpux)

E4 =
1

Hm

(
1

2
(mH2

mp +m2HmpHmmp)

+mHmmHpp +mHmHmpp +HmHpp

)
uxxkũ(−ũt +Hpux).
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Now we estimate each of the Ei. By Young’s inequality, we obtain

|E1| ≤
1

4

∣∣∣∣−uxt + (Hp +
1

2
mHmp

)
uxx

∣∣∣∣2 + C

∣∣∣∣Hpp +
1

2
mHmpp

∣∣∣∣2 k2u2xũ2.
As a result of (H1) and (HM3), we thus obtain

|E1| ≤
1

4

∣∣∣∣−uxt + (Hp +
1

2
mHmp

)∣∣∣∣2 + C|p|2γ+1. (3.4.12)

Next, to estimate |E2|, we use (3.4.9), (H1) (H3), (HM1), (HM3) and (E1) to obtain

|E2| ≤ C|p|2γ+1. (3.4.13)

For E3, we have

|E3| ≤
1

4

∣∣∣∣−uxt + (Hp +
1

2
mHmp

)
uxx

∣∣∣∣2+ Ck2

H2
m

(
H2
pm +m2H2

mmp +H2
mp

)
|− ũt+Hpux|2.

(3.4.14)

Now, recalling that ut = H(p,m), we infer from (H1), (H2), and (3.4.6) that

1

C
|p|γ ≤ | − ũt +Hpux| ≤ C|p|γ . (3.4.15)

Therefore, in view of (H1), (HM1), (HM2), and (E1), as well as the HJ equation, we obtain

|E3| ≤
1

4

∣∣∣∣−uxt + (Hp +
1

2
mHmp)uxx

∣∣∣∣2 + C|p|2γ+1. (3.4.16)

Finally, for E4, we observe that (3.4.9), (H1), (HM2), (HM3), (E1), and (3.4.15) yield

|E4| ≤ C|p|2γ+1. (3.4.17)
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Now, (E) implies that

∣∣∣∣−ũt + (Hp +
1

2
mHmp)ux

∣∣∣∣2 − 1

4
m2H2

mpp
2 +mHmHppp

2

≥
∣∣∣∣−ũt + (Hp +

1

2
mHmp)ux

∣∣∣∣2 + 1

4C0
m2H2

mpp
2 =

∣∣∣∣−ũt + (Hpux +
1

2
mHmp

)
p

∣∣∣∣2
+

1

C0

(
1

2
mHmpp

)2

≥ 1

2

∣∣∣∣−ũt + (Hp +
1

2
mHmp

)
ux

∣∣∣∣2 + 1

C
| − ũt +Hpux|2. (3.4.18)

So, as a result of (3.4.11) and (3.4.15) we get

Lu

(
k
1

2
ũ2
)

≤ −1

2
k

∣∣∣∣−ũt + (Hp +
1

2
mHmp

)
ux

∣∣∣∣2− 1

C
|p|2γ+

3
2+E1+E2+E3+E4. (3.4.19)

Now, since (x0, t0) is an interior maximum point of v, we have Lu(v) ≥ 0. Thus, combining

(3.4.12), (3.4.13), (3.4.16), (3.4.17), (3.4.10) and (3.4.19), we conclude

0 ≤ − 1

C
|p|2γ+

3
2 + C|p|2γ+1,

which implies

|p| ≤ C.

3.4.1 Estimates for MFG with ϵ–penalized terminal condition

In order to obtain classical solutions to (MFGP), it will be necessary to use a natural

approximation method, which was previously used in [48] to obtain weak solutions to the

second-order planning problem. The solution will be obtained as the limit of solutions to

standard MFG systems with a penalized terminal condition. Specifically, we will need to
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prove estimates for solutions (uϵ,mϵ) to


−uϵt +H(uϵx,m

ϵ) = 0 in QT ,

mϵ
t − (mϵHp(u

ϵ
x,m

ϵ))x = 0 in QT ,

mϵ(x, 0) = m0(x), ϵu
ϵ(x, T ) = mϵ(x, T )−mT (x) on ∂QT .

(MFGϵ)

As long as uϵ is bounded in L∞(QT ), the limit is expected to solve (MFGP). This estimate

is obtained in the following lemma. While treating this system, we will temporarily assume

that H(0, 0) is finite. This assumption will be removed in the proof of Theorem 3.1.1.

Lemma 3.4.4. For ϵ > 0, let (uϵ,mϵ) ∈ C2(QT )×C1(QT ) be a classical solution to system

(MFGϵ), and set c1 = min{minTm0,minTmT }, C1 = max{maxTm0,maxTmT }. Assume

that H(0, 0) <∞. Then there exists a constant C > 0, independent of ϵ, such that

∥uϵ∥L∞(QT )
≤ C. (3.4.20)

Furthermore, for all ϵ < 1
C , we have

c1
2

≤ mϵ(x, t) ≤ 2C1 for all (x, t) ∈ QT , (3.4.21)

and

∥mϵ(T, ·)−mT (·)∥∞ ≤ ϵC. (3.4.22)

Proof. As a result of Proposition 3.4.2, since H(0,min
QT

mϵ) ≤ H(0, 0), there exists

C = C(C0, T, |H(0, 0)|, |H(0,max
QT

mϵ)|, C(max
QT

mϵ))

such that

oscQT
(uϵ) ≤ C.
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To make this bound on the oscillation independent of ϵ, we must obtain upper bounds on

the density mϵ. Note that, from Corollary 3.3.2, it is enough to bound mϵ(T, ·) from above.

To this end, let M0 := max
T

m0 and, for δ > 0, define

vδ(x, t) = uϵ(x, t) +H(0,M0 + δ)(T − t).

Since D2vδ = D2uϵ, we have that vδ also solves the elliptic equation (Q) in QT . Therefore,

the maximum of vδ, must occur at t = 0 or t = T . If the maximum occurred at t = 0, then

at that point

uϵt −H(0,M0+δ) = vδt ≤ 0, vδx = uϵx = 0,

and, hence,

0 ≥ uϵt −H(0,M0 + δ) = H(0,m0)−H(0,M0 + δ),

which is a contradiction because Hm < 0. Therefore, for every δ > 0, the maximum occurs

at t = T , and, letting δ → 0, we see that the same is true for δ = 0. The maximum value of

v(x, t) := uϵ(x, t)+H(0,M0)(T−t) equals the maximum of uϵ(x, T ), since v(x, T ) = uϵ(x, T ).

Letting x0 ∈ T be a point at which this maximum occurs, it follows that vt(x0, T ) ≥ 0, and

therefore

H(0,mϵ(x0, T )) ≥ H(0,M0),

which implies that

mϵ(x0, T ) ≤M0.

But, since

ϵuϵ(x, T ) = mϵ(x, T )−mT (x),

we obtain, for each x ∈ T,

ϵuϵ(x, T ) ≤ ϵuϵ(x0, T ) = (mϵ(x0, T )−mT (x0)) ≤ (M0 −mT (x0)),
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and, consequently,

mϵ(x, T ) = ϵuϵ(x, T ) +mT (x) ≤M0 +mT (x)−mT (x0) ≤M0 + oscT(mT ).

We have thus shown that the bound on the oscillation of uϵ does not depend on ϵ. Further-

more, since

ϵuϵ(x, T ) = mϵ(x, T )−mT (x),

and mϵ(T, ·),mT (·) are both probability densities, we have
´
T u

ϵ(·, T ) = 0, so there must

exist some xϵ ∈ T such that

uϵ(xϵ, T ) = 0.

This implies that, for any (x, t) ∈ QT ,

−oscQT
(uϵ) ≤ uϵ(x, t)− uϵ(xϵ, T ) ≤ oscQT

(uϵ),

which shows (3.4.20). To prove (3.4.21), we require C to be large enough to satisfy 1
C ∥uϵ∥∞ <

1
2c1. Then for all ϵ < 1

C , we have

mϵ(x, T ) = mT (x) + ϵuϵ(x, T ) ≥ mT (x)−
1

2
c1 ≥ 1

2
c1.

The upper bound for mϵ(x, T ) is obtained similarly. We now conclude by Corollary 3.3.2,

since the maxima and minima of mϵ both occur at t = 0, t = T . Finally, (3.4.22) follows

immediately from the terminal condition in (MFGϵ) and (3.4.20).

While the usefulness of (MFGϵ) will mainly be as a tool to obtain existence for (MFGP),

it can also be used to provide an interesting counterexample. Indeed, one should note that

(MFGϵ) is not itself a planning problem, but rather a special case of a standard MFG system,

which would fit in the framework of (MFG) if the terminal cost function g were allowed to
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depend on x, as was the case in the previous chapter. The following proposition illustrates

the fact that, when such assumptions do not hold, the solution may fail to exist.

Theorem 3.4.5. Assume that H(0, 0) < ∞, and that the condition mT > 0 in (M1) does

not hold, and mT (x0) < 0 for some x0 ∈ T. Then there exists C > 0 such that, for all

0 < ϵ < 1
C , there exists no classical solution to (MFGϵ).

Proof. We assume, by contradiction, that there exists a decreasing sequence ϵn > 0, with

lim
n→∞

ϵn = 0, such that, for each positive integer n, there exists a solution (un,mn) to system

(MFGϵn). Since H(0, 0) <∞, the proof of Lemma 3.4.4 shows that, for some constant C > 0

independent of n ∈ N, we have ∥un∥∞ ≤ C. However, this implies that

∥mn(T, ·)−mT (·)∥∞ ≤ Cϵn,

while mn(x0, T ) ≥ 0 > mT (x0), which is a contradiction.

We finish our estimates for the ϵ–penalized problem with an analogue of Proposition

3.4.3.

Lemma 3.4.6. For ϵ > 0, let (uϵ,mϵ) ∈ C3,α(QT ) × C2,α(QT ) be a classical solution to

system (MFGϵ), and assume that H(0, 0) < ∞. Let c1 and C1 be as in Corollary 3.3.2.

There exists a constant C > 0, independent of ϵ, such that, for ϵ < 1
C ,

∥Duϵ∥∞ ≤ C.

Proof. We first observe that, by Corollary 3.3.2 and Lemma 3.4.4, ∥mϵ∥QT
and ∥(mϵ)−1∥QT

are bounded a priori in terms of C1 and c−1
1 . The proof of Proposition 3.4.3 may thus be

repeated here, with Lemma 3.4.4 replacing the use of Proposition 3.4.2, with one exception.
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Namely, the term −Hmu
ϵ
xm

ϵ
x in (3.4.7) should be estimated as

−Hmu
ϵ
xm

ϵ
x = −ϵHm(uϵx)

2 −Hmu
ϵ(mT )x ≥ −Hmu

ϵ(mT )x,

which, in view of (3.4.8), yields the gradient bound in the case t0 = T . The rest of the

argument follows unchanged.

3.5 Existence of classical solutions

In the previous sections, a priori L∞−bounds were obtained for u, Du, m, and m−1. This is

already sufficient to obtain classical solutions to (MFG), following the arguments of Section

2.4. The existence of solutions to (MFGP), on the other hand, is a more delicate issue,

because the Neumann type boundary condition that appears in the linearization makes the

latter non–invertible. Namely, the linearization of (Q) is


Lu(w) = f in QT ,

(−1, Hp(ux,m)) ·Dw = g1(x) at t = 0,

(1,−Hp(ux,m)) ·Dw = g2(x) at t = T,

which is an oblique boundary value problem that is only solvable for certain functions

f, g1, g2 satisfying a compatibility condition that itself depends on u. This failure of in-

vertibility precludes the direct use of the implicit function theorem and thus of the method

of continuity, which means a different approach is needed. Indeed, we will obtain the solu-

tion as the limit as ϵ → 0 of the solution to the ϵ–penalized problem (MFGϵ). We begin

by noting, in the following lemma, that for ϵ small enough, the solutions to (MFGϵ) are a

priori uniformly bounded in C1,β(QT ), for some 0 < β < 1, and that the system thus has a

classical solution.
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Lemma 3.5.1. Let C be as in Lemma 3.4.4. For all 0 < ϵ < 1
C , (MFGϵ) has a unique

smooth solution (uϵ,mϵ) ∈ C3,α(QT ) × C2,α(QT ). Moreover, there exist constants K > 0,

0 < β < 1, independent of ϵ, such that

∥uϵ∥C1,β ≤ K. (3.5.1)

Proof. The a priori C1−bounds on uϵ, as well as L∞−bounds on mϵ and (mϵ)−1 (and thus

on the ellipticity constants of the system), were all established in Lemmas 3.4.4 and 3.4.6.

The Hölder estimate for the gradient then follows in the same way as in Lemma 2.4.1. Indeed,

it suffices to verify that, for (x, t, z, p, s) ∈ T× {0, T} ×R×R×R, the boundary condition

Bϵ(x, 0, z, p, s) = −s+H(p,m0(x)), B
ϵ(x, T, z, p, s) = s−H(p, ϵz +mT (x)),

is oblique. For this purpose, we let ν(x, t) denote the outward unit normal vector at (x, t) ∈

∂QT . Then we have

D(p,s)B
ϵ(x, 0, z, p, s) · ν(x, 0) = −Bϵ

s(x, 0, z, p, s) = 1 > 0,

D(p,s)B
ϵ(x, T, z, p, s) · ν(x, T ) = −Bϵ

s(x, T, z, p, s) = 1 > 0

and thus the a priori estimate (3.5.1) follows. The proof of existence is then the same as in

that of Theorem 2.1.1, through the method of continuity.

We now have enough information on the ϵ–penalized problem to prove our first theorem.

Proof of Theorem 3.1.1. We initially assume that m0,mT ∈ C∞(T). The proof of part

(ii), corresponding to (MFG), is identical to the one carried out in Section 2.4. We simply

note that the condition lim
m→0+

H(p,m) = +∞ in that proof was only used to guarantee the

existence of a positive lower bound for the density, which in turn makes the equation (Q)
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uniformly elliptic. In our case, the lower bound is a consequence of Corollary 3.3.2 and

Proposition 3.4.1.

Now, for the case of (MFGP), we remark first that uniqueness of u, up to a constant,

follows by the standard Lasry-Lions monotonicity method. To establish existence, we con-

sider first the approximate system (MFGϵ), under the assumption H(0, 0) <∞. We assume

that ϵ > 0 is small enough for Lemma 3.5.1 to guarantee the existence of solutions (uϵ,mϵ).

Letting 0 < β < 1 be as in Lemma 3.5.1, we also have (3.5.1), for some constant K > 0 in-

dependent of ϵ. We infer that there exist a subsequence {un}n ⊂ {uϵ}ϵ, and u ∈ C1,α(QT ),

such that un → u uniformly. Furthermore, in view of Lemma 3.4.4, there exists C > 0,

independent of ϵ, such that

1

C
≤ mϵ(x, t) ≤ C for all (x, t) ∈ QT .

We let (A,B) and (An, Bn), be the quasilinear operators and boundary conditions corre-

sponding, respectively, to u and un. Then one has

(An, Bn) → (A,B) locally uniformly,

DqBn · ν = 1.

Hence, by Fiorenza’s convergence theorem for elliptic equations with oblique boundary con-

ditions (see Theorem 2.2.5), we obtain un → u in C2,α(QT ), and u solves (Q), with the

boundary condition corresponding to (MFGP). The C3,α regularity (and, in fact, uniform

convergence in C3,α) then follows readily from the standard Schauder estimates for linear

oblique problems, as in Theorem 2.1.1.

The last step will be to remove the assumption that m0 ∈ C∞(T) and, for (MFGP),

the assumptions that mT ∈ C∞(T) and H(0, 0) < ∞. We will explain the argument for

(MFGP), with the treatment of (MFG) being completely analogous. Consider, for δ > 0,
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the modified Hamiltonians Hδ(p,m) := H(p,m + δ), which satisfy (H) and (E), uniformly

in δ, as well as Hδ(0, 0) <∞, and a sequence of C∞ densities (mδ
0,m

δ
T ), uniformly bounded

in C2,α and bounded away from 0, converging uniformly to (m0,mT ). Let (uδ,mδ) be the

corresponding solutions to



−uδt +Hδ(uδx,m
δ) = 0 in QT ,

´ T
0

´
T u

δ = 0,

mδ
t − (mδHδ

p(u
δ
x,m

δ))x = 0 in QT ,

mδ(·, 0) = mδ
0, m

δ(·, T ) = mδ
T on T.

(3.5.2)

Propositions 3.4.3 and 3.4.2, and Corollary 3.3.2, yield uniform C1−bounds on uδ, and thus,

as in the proof of Lemma 3.5.1, uniform C1,β bounds for some 0 < β < 1. We may thus

conclude by letting δ → 0 and applying Fiorenza’s convergence result as above.

3.6 Regularity of weak solutions

We now study the existence and regularity of solutions to (MFG) and (MFGP) under the

weaker assumption that, for some κ > 0

ˆ
T

1

mκ
0(x)

dx <∞,

ˆ
T

1

mκ
T (x)

dx <∞.

We note that, in particular, the above conditions allow for the densities to vanish at a set of

measure zero. This, in general, creates significant issues, because (Q) is no longer uniformly

elliptic. The key estimate that will allow us to prove smoothness in this setting is an interior

lower bound on the density which depends only on t−1, ∥m−κ
0 ∥1 (and (T − t)−1, ∥m−κ

T ∥1,

in the case of (MFGP)). Indeed, this yields uniform ellipticity of (Q) away from t = 0 and

t = T .
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We begin by giving the standard definition of a weak solution (see, for instance, [8, 44,

50]).

Definition 3.6.1 (Definition of weak solution). A pair (u,m) ∈ BV(QT )×L∞+ (QT ) is called

a weak solution to (MFG) (respectively (MFGP)) if the following conditions hold:

(i) ux ∈ L2(QT ), u ∈ L∞(QT ), m ∈ C0([0, T ];H−1(T)).

(ii) u satisfies the HJ inequality

−ut +H(ux,m) ≤ 0 in QT ,

in the distributional sense.

(iii) m satisfies the continuity equation

mt − (mHp(ux,m))x = 0 in QT , (3.6.1)

in the distributional sense.

(iv) We havem(·, T ) ∈ L∞(T). Moreover, m(·, 0) = m0 inH−1(T) and u(·, T ) = g(m(·, T ))

in the sense of traces (respectively, m(·, T ) = mT in H−1(T)).

(v) The following identity holds:

ˆ ˆ
QT

m(x, t)(H(ux,m)−Hp(ux,m)ux)dxdt =

ˆ
T
(m(x, T )u(x, T )−m0(x)u(x, 0))dx.

The following lemma will be needed to show that, for solutions to (MFG), our interior

regularity results may be extended up to time t = T .
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Lemma 3.6.2. Let (u,m) be a smooth solution to (MFG) under the assumptions of Theorem

3.1.1 and assume that (3.1.2) holds. Then, for every convex function h ∈ C2(0,∞), the map

t→
ˆ
T
h(m(x, t))dx

is decreasing. Moreover, there exists a constant C = C(C0, ∥g′∥
−(γ−1)
L∞([minm0,maxm0])

) such

that
d

dt

ˆ
T
h(m(x, T ))dx+

1

C

ˆ
T
h′′(m(x, T ))|mx(x, T )|γ ≤ 0.

Proof. In view of Proposition 3.3.1, we have that

d2

dt2

ˆ
T
h(m(x, t))dx ≥ 0,

and, thus, the function

d(t) :=
d

dt

ˆ
T
h(m(x, t))dx

is increasing. We then infer that the monotonicity will follow if we show that

d(T ) ≤ 0.

Since u(·, T ) = g(m(·, T )), and m satisfies the continuity equation, we have

d(T ) =

ˆ
T
h′(m(x, T ))mt(x, T )dx =

ˆ
T
h′(m)(mHp(ux,m))xdx

= −
ˆ
T
h′′(m)mxHp(mxg

′(m),m).

Now, as a result of (3.1.2) and (H1),

Hp(mxg
′(m),m)(mxg

′(m)) ≥ 1

C
|mxg

′(m)|γ ,
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and, therefore,

d(T ) ≤ − 1

C

ˆ
T
h′′(m)|mx|γ .

We are now ready to obtain the interior lower bounds on m. Our method of proof relies

on the displacement convexity formula (3.3.2), and uses similar techniques to [50, Prop. 5.2].

Theorem 3.6.3. Let (u,m) be a smooth solution to (MFG) or (MFGP), under the same

assumptions as in Theorem 3.1.1. Assume, furthermore, that (HW) holds and, in the case

of (MFG), assume that (3.1.2) holds. Let

β =
2

κ− s− 1
,

and let δ > 0. Then, there exist a constant C = C(C0∥m−κ
0 ∥L1 , ∥m−κ

T ∥L1 , δ−1) such that

m(x, t) ≥ 1

C

(
1

tβ+δ
+

1

(T − t)β+δ

)−1

. (3.6.2)

Furthermore, in the case of (MFG), one has

m(x, t) ≥ 1

C
tβ+δ. (3.6.3)

Proof. Using the displacement convexity formula (3.3.2) for h(m) = 1
mκ , we have, for each

t ∈ [0, T ], ˆ
T

1

mκ(x, t)
dx ≤ max

(ˆ
T

1

mκ
0(x)

dx,

ˆ
T

1

mκ(x, T )
dx

)
. (3.6.4)

Combined with Lemma 3.6.2 (for the case of (MFG) where m(·, T ) is not prescribed), this

yields

sup
t∈[0,T ]

∥m−κ(t)∥1 ≤ C. (3.6.5)
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Next, for any p > 1, we define the function

ϕ(t) :=

ˆ
T
m−pκ(t)dx.

Using Proposition 3.3.1 with h(m) = m−pκ, as a result of (E), we obtain

d2

dt2

ˆ
T

m−pκ(t)

pκ(pκ+ 1)
dx ≥ − 1

C

ˆ
T
m−pκ−1HppHm(mx)

2dx ≥
ˆ
T

1

C
m−pκ−1+s(mx)

2dx

≥ 1

C−pκ+s+1
2 )2

ˆ
T

((
m

−pκ+s+1
2

)
x

)2
dx.

As a result, letting

Cp :=
C(pκ− s− 1)2

4pκ(pκ+ 1)
,

λ :=
−pκ+ s+ 1

2
, (3.6.6)

we have shown that

Cpϕ
′′(t) ≥

ˆ
T
(mλ)2xdx. (3.6.7)

From (W), and the fact that p > 1, we see that λ < 0. For each t ∈ [0, T ], since m(·, t) is

a probability measure, there exists a point xt0 such that m(xt0, t) = 1. By the fundamental

theorem of calculus,

∥∥∥mλ(t)− 1
∥∥∥2
∞

=
∥∥∥mλ(t)−m(xt0, t)

λ
∥∥∥2
∞

≤ C

ˆ
T
(mλ)2xdx, (3.6.8)

and therefore ∥∥∥ 1

m

∥∥∥2|λ|
∞

≤ C
( ˆ

T
(mλ)2xdx+ 1

)
. (3.6.9)

Now, using (3.6.5), we obtain

ϕ =

ˆ
T

1

mκp ≤
ˆ
T

1

mκ

∥∥∥∥ 1

m

∥∥∥∥κ(p−1)

∞
≤ C

∥∥∥∥ 1

m

∥∥∥∥κ(p−1)

∞
,
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and, consequently,

C−rϕr ≤
∥∥∥∥ 1

m

∥∥∥∥2|λ|
∞

, (3.6.10)

where r := 2|λ|
κ(p−1)

. From condition (W), we see that r > 1. Combining (3.6.7), (3.6.9), and

(3.6.10), we obtain

Cp

(
ϕ′′(t) + 1

)
− C−rϕ(t)r ≥ 0,

that is, for some constant C = C(p),

−ϕ′′(t) + 1

C
ϕr ≤ C. (3.6.11)

A straightforward computation then shows that the functions

ψ1(t) = Apt
−pκβ +Kp,

ψ2(t) = Ap(T − t)−pκβ +Kp,

ψ(t) = ψ1(t) + ψ2(t),

are supersolutions of (3.6.11) for large enough Ap, Kp. Therefore, we have

ˆ
T
m−pκ(t) ≤ Ap(t

−pκβ + (T − t)−pκβ) + 2Kp. (3.6.12)

Now, going back to (3.6.7) and (3.6.9), we may write

∥∥∥∥ 1

m

∥∥∥∥2|λ|
∞

(t) ≤ C

(
d2

dt2

ˆ
T
m−pκ + 1

)
. (3.6.13)

In view of (3.3.2), for q > 0, the map

t 7→
ˆ
T
m−q(t) (3.6.14)
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is convex in [0, T ]. Thus, fixing t0 ∈ (0, T2 ], we infer that, for each t ∈ [t0, T − t0],

(ˆ
T
m−2|λ|q(t)

)1
q

≤ 2

t0
max

(ˆ t0

t0
2

(ˆ
T
m−2|λ|q

)1
q

,

ˆ T− t0
2

T−t0

(ˆ
T
m−2|λ|q

)1
q

)

≤ 2

t0

ˆ T− t0
2

t0
2

(ˆ
T
m−2|λ|q

)1
q

.

Letting q → ∞, we obtain

∥∥∥m−1
∥∥∥2|λ|
L∞(T×[t0,T−t0])

≤ 2

t0

ˆ T− t0
2

t0
2

∥∥∥m−1(t)
∥∥∥2|λ|
∞

dt. (3.6.15)

Now, letting ζ ∈ C∞(QT ) be a test function, supported in [ t04 , T − t0
4 ], such that 0 ≤ ζ ≤ 1,

ζ ≡ 1 in [ t02 , T − t0
2 ], and

´ T
0 |ζ ′′(t)|dt ≤ C

t0
, we see that (3.6.15) implies

∥∥∥m−1
∥∥∥2|λ|
L∞(T×[t0,T−t0])

≤ 2

t0

ˆ T

0

∥∥∥m−1
∥∥∥2|λ|
∞

(t)ζ(t)dt. (3.6.16)

Hence, recalling (3.6.13) and integrating by parts twice, we infer from (3.6.12) that

∥∥∥m−1
∥∥∥2|λ|
L∞(T×[t0,T−t0])

≤ C

t0

(ˆ T

0

ˆ
T
(m−pκζ ′′) + CT

)
≤ C

(
1

t
2+pκβ
0

+
1

t0

)
,

which yields ∥∥∥m−1
∥∥∥
L∞(T×[t0,T−t0])

≤ C

 1

t
2+pκβ
2|λ|

0

+
1

t
1

2|λ|
0

 .

Now, recalling (3.6.6), we see that

lim
p→∞

1

2|λ|
= 0 and lim

p→∞
2 + pκβ

2|λ|
= β. (3.6.17)
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Thus, we may fix p chosen large enough that 2+κβ
2|λ| < β + δ, and, as a result of (3.6.17),

∥∥∥m−1
∥∥∥
L∞(T×[t0,T−t0])

≤ C
1

t
β+δ
0

.

This implies (3.6.2). Now, for the case of (MFG), we simply observe that, from Lemma

3.6.2, the map (3.6.14) is non-increasing on [0, T ], and, thus, (3.6.15) may be strengthened

to ∥∥∥m−1
∥∥∥2|λ|
L∞(T×[t0,T ])

≤ 2

t0

ˆ T

t0
2

∥∥∥m−1
∥∥∥2|λ|
∞

(t)dt.

The following lemma is a basic computation exploiting (E1), and will be used in the proof

of Theorem 3.1.2 to estimate the terms arising from the Lasry-Lions monotonicity method.

Lemma 3.6.4. There exists a constant C = C(C0) > 0 such that, given −∞ < p0 < p1 <∞

and 0 < m0 < m1 <∞, we have

(
m1Hp(p1,m1)−m0Hp(p0,m0)

)
(p1 − p0)− (H(p1,m1)−H(p0,m0)) (m1 −m0)

≥ m1 +m0

C
(p1 − p0)

2 +
k

C
(m1 −m0)

2, (3.6.18)

where k = min[p0,p1]×[m0,m1]
(−Hm(p,m)). Moreover, if H satisfies (HW), then

(
m1Hp(p1,m1)−m0Hp(p0,m0)

)
(p1 − p0)− (H(p1,m1)−H(p0,m0)) (m1 −m0)

≥ m1 +m0

C
(p1 − p0)

2 +
1

C(s+ 1)
(ms+1

1 −ms+1
0 )(m1 −m0). (3.6.19)

Proof. Following the technique carried out in [40], for z ∈ [0, 1], we define

∆p = p1 − p0 ∆m = m1 −m0, pz = p0 + z∆p, ms = m0 + z∆m.

80



We then let

ϕ(z) = (mzHp(pz,mz)−m0Hp(p0,m0))∆p− (H(pz,mz)−H(p0,m0))∆m,

and differentiation yields

ϕ′(z) = mzHpp(∆p)
2 +mzHmp∆m∆p−Hm(∆m)2.

Now, in view of (E1), we have, for some constant C > 0,

−Hm ≥ 1

4Hpp
mzH

2
mp(1 +

1

C
)− 1

C
Hm.

Therefore,

ϕ′(z) ≥ mz

 1√
1 + 1

C

√
Hpp∆p+

√
1 + 1

C

2
√
Hpp

Hmp∆m

2

+mzHpp(∆p)
2(1− 1

1 + 1
C

)− 1

C
Hm(∆m)2. (3.6.20)

If (W) holds, then, up to increasing the constant C > 0, as well as using (H1) and (HW),

we obtain

ϕ′(z) ≥ 1

C
(mz(∆p)

2 +ms
z(∆m)2),

and integrating over [0, 1] then yields (3.6.19). The proof of (3.6.18) follows from (3.6.20) in

the same way.

Before proving Theorem 3.1.2, we remind the reader that assumption (M) will not be in

place, and will be instead replaced by (W).

Proof of Theorem 3.1.2. For ϵ ∈ (0, 1), let mϵ
0, m

ϵ
T be smooth, positive densities such that,
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for θ ∈ {0, T},

mϵ
θ → mθ a.e. inT, ∥mϵ

θ∥∞ ≤ C and ∥(mϵ
θ)

−κ∥1 ≤ C,

where C > 0 is a constant independent of ϵ. Let (uϵ,1,mϵ,1) be a smooth solution to

(MFGP) obtained from taking mϵ
0 and mϵ

T , respectively, as the initial and terminal densities.

Similarly, let (uϵ,2,mϵ,2) be the smooth solution to (MFG) corresponding to the initial

density mϵ
0. The existence and regularity of such solutions is guaranteed by Theorem 3.1.1.

We may further choose the uϵ,1 to be normalized so that
´
T u

ϵ,1(T ) = 0.

As in the proof of Proposition 3.6.3, we obtain, for some C > 0 independent of ϵ and for

i ∈ {1, 2},

∥(mϵ,i)−κ∥1 ≤ C. (3.6.21)

On the other hand, Corollary 3.3.2 and Proposition 3.4.1 yield

∥mϵ,i∥∞ ≤ C, (3.6.22)

and (3.6.22), (HW) and Proposition 3.6.3 imply that

ˆ T

0
|H(0,min

T
mϵ,i(s)|ds ≤ C. (3.6.23)

Thus, as a result of (GW), Proposition 3.4.1, and Proposition 3.4.2,

∥uϵ,i∥∞ ≤ C. (3.6.24)

We will first observe that, up to a subsequence, there is convergence to a weak solution.

Indeed, given 0 < ϵ, ϵ′ < 1, applying the Lasry-Lions monotonicity method to the corre-

sponding systems yields, for i ∈ {1, 2},
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ˆ
T
(uϵ,i(T )− uϵ

′,i(T ))(mϵ,i(T )−mϵ′,i(T ))−
ˆ
T
(uϵ,i(0)− uϵ

′,i(0))(mϵ,i(0)−mϵ′,i(0))

+

ˆ ˆ
QT

(
mϵ,iHp(u

ϵ,i
x ,m

ϵ,i)−mϵ′,iHp(u
ϵ′,i
x ,mϵ′,i)

)
(u

ϵ,i
x − u

ϵ′,i
x )

−
(
H(u

ϵ,i
x ,m

ϵ,i)−H(u
ϵ′,i
x ,mϵ′,i)

)
(mϵ,i −mϵ′,i) = 0. (3.6.25)

Lemma 3.6.4 therefore yields

ˆ
T
(uϵ,i(T )− uϵ

′,i(T ))(mϵ,i(T )−mϵ′,i(T ))−
ˆ
T
(uϵ,i(0)− uϵ

′,i(0))(mϵ,i(0)−mϵ′,i(0))

+

ˆ ˆ
QT

(
mϵ,i +mϵ′,i

C
(u

ϵ,i
x − u

ϵ′,i
x )2 +

1

C(s+ 1)
((mϵ,i)s+1 − (mϵ′,i)s+1)(mϵ,i −mϵ′,i)

)
≤ 0.

(3.6.26)

Proceeding as in [44, Thm. 1.2], it readily follows that, for i ∈ {1, 2}, as ϵ → 0, (uϵ,i,mϵ,i)

converges to a weak solution (ui,mi).

It remains to show the interior regularity. For δ > 0, we define

I1,δ = [δ, T − δ], I2,δ = [δ, T ].

By Proposition 3.6.3, there exists C = C(δ−1) such that, for ti ∈ Ii,δ/4,

mϵ,i(·, ti) ≥
1

C
. (3.6.27)

We must first obtain a priori gradient bounds for uϵ,i on Ii,δ/2. Setting

ϕ1(t) = (t− δ/4)−2/(γ−1) + (T − δ/4− t)−2/(γ−1) ϕ2(t) = (t− δ/4)−2/(γ−1),
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we go through the steps of Proposition 3.4.3, replacing the function v by

vi(x, t) =
1

2
(u

ϵ,i
x )2 +

1

2
(ũϵ,i)2 −Kϕi(t),

where K > 0, ũϵ,i is defined as in Proposition 3.4.3. We consider the maximum point (x0, t0)

of vi in T × Ii,δ/4. In the case of (MFGP), namely i = 1, this maximum must be attained

in the interior of Ii, since ϕi is unbounded near the endpoints. When i = 2, the maximum

may be attained at t = T , and the proof that |p| ≤ C in this case follows through unchanged

from Case 1 of Proposition 3.4.3. If the maximum is achieved at an interior time, the steps

of Proposition 3.4.3 yield that if vi(x0, t0) is large enough, then

0 ≤ −|p|2γ + |p|2γ−2 −K(−ϕ′′i +
1

C
Kγϕ

γ
i − Cϕi).

Similarly to Proposition 3.6.3, we see that, if K is chosen large enough, ϕi must be a

supersolution to

−ϕ′′i +
1

C
Kγϕ

γ
i − Cϕi = 0,

which then implies p ≤ C, and thus |uϵ,ix | is bounded on Ii,δ/2. In view of (3.6.27) and

(3.6.22), |uϵ,it | = |H(u
ϵ,i
x ,m

ϵ,i)| is also bounded on Ii,δ/2. That is, we have

∥uϵ,i∥C1(T×Ii,δ/2)
≤ C. (3.6.28)

The interior C1,α-estimates for quasilinear elliptic equations (see [25, Chapter 13, Thm.

13.6]), followed by the interior Schauder estimates (see [31, Chapter, 2, (1.12)]) then yield,

for some C = C(δ−1), and for i ∈ {1, 2},

∥uϵ,i∥C3+α(T×I1,δ)
≤ C. (3.6.29)
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For i = 1, by virtue of the Arzelà–Ascoli theorem, we may finish the proof by simply letting

ϵ → 0. On the other hand, for i = 2 (that is, the case of (MFG)), we require estimates

up to the terminal time T . We first observe that (3.6.27), (3.6.22), and (3.6.29) imply that

uϵ,2 solves, in I2,δ × T, a system of the form (MFG), where the initial density mϵ,2(·, δ)

is bounded below by a positive constant, and bounded above in C2,α(T). Moreover, as in

Lemma 3.5.1, (3.6.28) implies that uϵ,2 is bounded in C1,β for some 0 < β < 1. We may

now conclude through the same convergence argument as in the proof of Theorem 3.1.1.

Finally, by requiring some further regularity on the marginals, we establish additional

Sobolev regularity for the weak solutions.

Theorem 3.6.5. Let m0,mT satisfy (m0)xx, (mT )xx ∈ L1(T). Let (u,m) be a weak solution

to (MFG) or (MFGP) under the assumptions of Theorem 3.1.2. Then, for some constant

C > 0 we have:

• In the case of (MFG),

ˆ
T
g′(m(x, T ))|mx(x, T )|2 +

ˆ T

0

ˆ
T
mHpp(uxx)

2 +ms(mx)
2dxdt ≤ C, (3.6.30)

where C = C(∥u∥∞, ∥(m0)xx∥1, C0).

• In the case of (MFGP),

ˆ T

0

ˆ
T
mHpp(uxx)

2 +ms(mx)
2dxdt ≤ C, (3.6.31)

where C = C(∥u∥∞, ∥(m0)xx∥1, ∥(mT )xx∥1, C0).

Proof. We will show the result in the case where (u,m) is smooth, since the general case

follows by considering the approximations employed in the proof of Theorem 3.1.2. Differ-
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entiating with respect to x the (MFG) or (MFGP), we obtain


−uxt +Hp(ux,m)uxx +Hm(ux,m)mx = 0 in QT ,

mxt − (mxHp(ux,m) +mHpp(ux,m)uxx +mHpm(ux,m)mx)x = 0 in QT .

(3.6.32)

Testing against ux in the equation for mx above we obtain

ˆ
T
mx(T )ux(T )−

ˆ
T
mx(0)ux(0) +

ˆ T

0

ˆ
T
(mx(−uxt + uxxHp(ux,m))

+mu2xxHpp(ux,m) +muxxHpm(ux,m)mx) = 0, (3.6.33)

and, therefore,

ˆ
T
mx(T )ux(T ) +

ˆ T

0

ˆ
T
mu2xxHpp −Hm(mx)

2

= −
ˆ
T
u(0)(m0)xxdx−

ˆ T

0

ˆ
T
muxxHpmmx. (3.6.34)

Now, observe that

∣∣∣ ˆ
T
u(0)(m0)xxdx

∣∣∣ ≤ ∥u∥∞∥(m0)xx∥1,
∣∣∣ ˆ

T
u(T )(mT )xxdx

∣∣∣ ≤ ∥u∥∞∥(mT )xx∥1.

(3.6.35)

Additionally, as a result of (E1), we infer that, for δ ∈ (0, 1),

∣∣∣muxxHpmmx

∣∣∣ ≤ (1− δ)mu2xxHpp +
1

4(1− δ)Hpp
m|Hpm|2(mx)

2

≤ (1− δ)mu2xxHpp −
1

(1− δ)(1 + 1
C0

)
Hm(mx)

2. (3.6.36)
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We choose δ > 0 small enough so that

1

(1− δ)(1 + 1
C0

)
< 1.

Using (3.6.35) and (3.6.36) in (3.6.34), we obtain the following. In the case of (MFG), we

have ˆ
T
g′(m(T ))(mx(T ))

2dx+

ˆ T

0

ˆ
T
mHpp(uxx)

2dx−Hm(mx)
2dx ≤ C

while in the case of (MFGP), we have

ˆ T

0

ˆ
T
mHpp(uxx)

2dx−Hm(mx)
2dx ≤ C.

We conclude by using the fact that H satisfies (HW).

3.7 Long time behavior and the infinite horizon problem

In this section, we will characterize the behavior, as T → ∞, of solutions to (MFG) and

(MFGP). First, we establish the turnpike property with an exponential rate of convergence.

This property shows that, for large values of T , the players spend most of their time close

to the equilibrium m ≡ 1.

Lemma 3.7.1. Let (u,m) be a solution to (MFG) or (MFGP), let T > 1, and set

c1 = min(minm0,minmT ), C1 = max(maxm0,max(mT )).

Then there exist constants C, ω > 0, with

C = C(C0, C1, c
−1
1 , ∥C∥L∞([c1,C1])

, ∥(m0)x∥∞, ∥(mT )x∥∞, ∥(g′)−(γ−1)∥L∞([minm0,maxm0])
)
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and

ω−1 = ω−1(C0, c
−1
1 , C1, ∥C∥L∞([c1,C1])

),

such that

∥m(t)− 1∥L∞(T) + ∥ux(t)∥L∞(T) ≤ C(e−ωt + e−ω(T−t)), t ∈ [0, T ]. (3.7.1)

If (u,m) solves (MFG), and (3.1.2) holds, we have

∥m(t)− 1∥L∞(T) + ∥ux(t)∥L∞(T) ≤ Ce−ωt, t ∈ [0, T ]. (3.7.2)

Proof. As in previous arguments, we recall that the constant C may increase at each step.

For each k ∈ N, Proposition 3.3.1 yields

d2

dt2

ˆ
T
(m− 1)2kdx ≥ 0, (3.7.3)

and, as a result of (L) and Corollary 3.3.2,

d2

dt2

ˆ
T
(m− 1)2dx ≥

ˆ
T
−2mHmHppm

2
xdx ≥ 1

C

ˆ
T
|(m− 1)x|2 dx.

Since
´
Tm(·, t) ≡ 1, arguing in the same way as in (3.6.8), we obtain

d2

dt2

ˆ
T
(m− 1)2dx ≥ 1

C

∥∥∥m− 1
∥∥∥2
∞
.

Therefore, setting

ϕ(t) :=

ˆ
T
(m(t)− 1)2dx,

we have

−ϕ′′ + 1

C
ϕ ≤ 0. (3.7.4)
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Moreover, if (u,m) solves (MFG) and (3.1.2) holds, up to increasing the value of C, Lemma

3.6.2 implies that

ϕ′(T ) ≤ − 1√
C
ϕ(T ). (3.7.5)

We now fix the choice ω = 1
2
√
C

(the value of C may still increase in subsequent steps, but

the value of ω will not). The comparison principle applied to (3.7.4) then implies that, for

each t ∈ [0, T ],

ϕ(t) ≤ ϕ(0)e−2ωt + ϕ(T )e−2ω(T−t) ≤ C(e−2ωt + e−2ω(T−t)). (3.7.6)

Similarly, if (u,m) solves (MFG) and (3.1.2), then (3.7.4), coupled with the Robin boundary

condition (3.7.5), readily implies that

ϕ(t) ≤ ϕ(0)e−2ωt ≤ Ce−2ωt. (3.7.7)

By using the same convexity arguments as in (3.6.16), in view of (3.7.3), we have

∥m(t)−1∥2∞ ≤ C

ˆ t+1
2

t−1
2

∥m(s)−1∥∞(s)2ds ≤ C

ˆ t+1

t−1

ˆ
T
(m−1)2 = C

ˆ t+1

t−1
ϕ(s)ds. (3.7.8)

We now turn our attention to estimating ux. Fixing t ∈ [1, T − 1], as a result of (H1),

Proposition 3.3.1, and Corollary 3.3.2, we obtain, for s ∈ [t− 1, t+ 1],

1

C

ˆ
T
u2xx(s) ≤

d2

ds2

ˆ
T
(m(s)− 1)2.

Thus, testing against a bump function ζ ≥ 0, which is supported on [t − 1, t + 1], and

identically equals 1 on [t− 1
2 , t+

1
2 ], we get

ˆ t+1
2

t−1
2

ˆ
T
u2xx ≤ C

ˆ t+1

t−1

ˆ
T
(m− 1)2ζ ′′ ≤ C

ˆ t+1

t−1
ϕ(s)ds. (3.7.9)
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Differentiating (Q) with respect to x, one sees that v = ux solves a linear elliptic equation

of the form

−Tr(A(x, t)D2v) + b(x, t) ·Dv = 0.

Thus, v satisfies the maximum and minimum principles on compact subsets of QT . Applying

this observation to T× [t−s, t+s], for s ∈ (0, 12), as well as the fact that, for every t ∈ [0, T ],

{x ∈ T : ux(x, t) = 0} ≠ ∅, we have

oscTv(t) ≤ oscTv(t+ s) + oscTv(t− s) ≤
ˆ
T
|uxx(t+ s)|+

ˆ
T
|uxx(t− s)|.

Integrating in s then yields

oscTux(t) ≤
ˆ t+1

2

t−1
2

ˆ
T
|uxx|,

and, thus, as a result of (3.7.9) and the Cauchy-Schwarz inequality,

∥ux(t)∥2∞ ≤ C

ˆ t+1

t−1
ϕ(s)ds. (3.7.10)

Now, adding (3.7.8) and (3.7.10), followed by (3.7.6), we obtain (3.7.1) for t ∈ [1, T − 1].

Similarly, when (u,m) solves (MFG) and (3.1.2) holds, (3.7.7) yields (3.7.2) for t ∈ [1, T −1].

We observe that, for t ∈ [0, T ]\[1, T − 1], the bounds on ∥m(t) − 1∥∞ given by (3.7.1) and

(3.7.2) hold trivially, up to increasing the value of C. Let us see that the same is true for

the bounds on ∥ux(t)∥∞ on the interval [0, 1]. Indeed, we may simply follow the proof of

Proposition 3.4.3, applied to the MFG system on the domain T× [0, 1], with the only change

being on Case 1 of that proof, that is, when the maximum value is attained at t = 1. For

this case, we may simply use the fact that, as a result of (3.7.1) holding for t = 1, |ux(·, 1)|

is bounded. Thus, if we take T = 1 in Proposition 3.4.2, this yields a bound on ∥ux∥T×[0,1]

that depends only on C0, ∥m∥L∞(QT )
, ∥m−1∥L∞(QT )

, ∥(m0)x∥∞, and ∥C∥L∞([minm,maxm]).

A similar argument may be followed on T× [T − 1, T ], which completes the proof.

90



Having established the turnpike property, we now follow the program developed in [16] to

study the long time behavior. In order to characterize the limit, as T → ∞, of the functions

(u(t)− λ(T − t),m(t)), we first show a uniqueness result for (MFGL).

Lemma 3.7.2. Assume that (L) holds. Then, up to adding a constant to v, there exists at

most one classical solution (v, µ) to (MFGL) satisfying (3.1.4).

Proof. Assume that (v1, µ1), (v2, µ2) are solutions to (MFGL) satisfying (3.1.4). Since µ1−

1, µ2 − 1 ∈ L1(T× (0,∞)), there exists a sequence Tk → ∞ such that

lim
k→∞

ˆ
T

(
|µ1(·, Tk)− 1|+ |µ2(·, Tk)− 1|

)
= 0.

Performing the standard Lasry-Lions computation for v1, v2 on QTk , using Lemma 3.6.4,

and noting that

µi, (µi)−1, vix,∈ L∞(T× (0,∞)), i ∈ {1, 2},

we obtain

1

C

(ˆ Tk

0

ˆ
T
|v1x − v2x|2 + |µ1 − µ2|2

)
≤
ˆ
T
−(v1(Tk)− v2(Tk))(µ

1(Tk)− µ2(Tk))

=

ˆ
T
−(v1(Tk)− v2(Tk))((µ

1(Tk)− 1)− (µ2(Tk)− 1)). (3.7.11)

Now, since v1, v2 ∈ L∞(T×(0,∞)), the right hand side converges to 0 as k → ∞. Therefore,

ˆ ∞

0

ˆ
T
|v1x − v2x|2 + |µ1 − µ2|2 = 0.

This implies that µ1 = µ2 and v1x = v2x. From the HJ equations, v1t = v2t , which concludes

the proof.

In the following lemma, we obtain uniform estimates for the solution that are independent

of T .
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Lemma 3.7.3. Let (uT ,mT ) be a solution to (MFG) or (MFGP) for T > 0, and let ω > 0

be the constant from Lemma 3.7.1. Set vT = uT − λ(T − t). Then there exists a constant

C > 0, independent of T , such that:

• If (3.1.2) holds and (uT ,mT ) solves (MFG), then

|vT (t)− g(1)| ≤ Ce−ωt for all t ∈ [0, T ]. (3.7.12)

• If (uT ,mT ) solves (MFGP), and

ˆ
T
vT
(
1

2
T

)
dx = 0, (3.7.13)

then we have

∥vT ∥L∞(QT )
≤ C (3.7.14)

and

∥vT (t)∥∞ ≤ Ce−ωt for all t ∈
[
0,
T

2

]
. (3.7.15)

Proof. First we note that in both (MFG) and (MFGP), as a result of Lemma 3.7.1, the

function vTx = uTx is bounded uniformly, independently of T , and, by Corollary 3.3.2, so are

mT , (mT )−1. Therefore, since H is smooth, and thus locally Lipschitz, we have, for some

constant C > 0 independent of T > 0,

|vTt | ≤ C(|vTx |+ |mT − 1|). (3.7.16)

Assume first that (uT ,mT ) solves (MFG) and (3.1.2) holds. Integrating the HJ equation in

[t, T ] and using (3.7.16) along with (3.7.2) in Lemma 3.7.1 we obtain

|vT (t)− vT (T )| ≤ C

ˆ T

t
e−ωsds.
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Furthermore, using the fact that

vT (T ) = uT (T ) = g(mT (T )),

and

|mT (T )− 1| ≤ Ce−ωT ,

by increasing the constant C if necessary, we obtain

|vT (t)− g(1)| ≤ C(e−ωT + e−ωt) ≤ 2Ce−ωt,

which proves (3.7.12). Next, we assume that (uT ,mT ) solves (MFGP) and (3.7.13) holds.

Letting t < T
2 , and integrating the HJ equation in [t, T2 ], we obtain from (3.7.16) and (3.7.1)

that

∣∣∣ˆ
T
vT (·, t)

∣∣∣ ≤ C

ˆ T
2

t
e−ωs + e−ω(T−s)ds ≤ 2C

ω

(
e−ωt + e−ω T

2

)
≤ 4C

ω
e−ωt. (3.7.17)

Similarly, for t ≥ T
2 integrating the HJ equation in [T2 , t] yields

∣∣∣ ˆ
T
vT (·, t)dx

∣∣∣ ≤ C. (3.7.18)

Now, for every t ∈ [0, T ], there exists a point xt ∈ T such that vT (xt, t) =
´
T v

T (·, t).

Therefore,

|vT (x, t)| ≤ oscTv
T (t) +

∣∣∣ˆ
T
vT (·, t)

∣∣∣.
As a result, in view of (3.7.1), the estimates (3.7.18) and (3.7.17) yield, respectively, (3.7.14)

and (3.7.15).

We are now ready to prove our last result.

93



Proof of Theorem 3.1.3. We set

vT = uT − λ(T − t),

and show that vT is convergent as T → ∞.

In view of Lemmas 3.7.1 and 3.7.3, as well as (3.7.16), we see that ∥vT ∥W 1,∞(QT )
and

∥mT ∥∞ are bounded, independently of T . We may therefore apply the Arzelà–Ascoli the-

orem to conclude that, up to extracting a subsequence, there exist v ∈ W 1,∞(T × [0,∞))

and µ ∈ L∞(T× [0,∞)) such that

vT → v locally uniformly in T× [0,∞),

and

mT ⇀ µ weakly–* in L∞(T× (0,∞)).

We now fix T0 ∈ (1,∞), and assume that T > T0 + 1. Then (vT ,mT ) solves the system


−vTt + λ+H(vTx ,m

T ) = 0 in QT0 ,

mT
t − (mTHp(v

T
x ,m

T ))x = 0 in QT0 ,

mT (·, 0) = m0.

(3.7.19)

Moreover, as a result of the interior C1,α estimates for quasilinear elliptic equations, and the

interior Schauder estimates for linear equations, mT (·, T0) is uniformly bounded in C2,α+ϵ,

where ϵ > 0 is chosen such that α + ϵ < 1. Therefore, as in the proof of Theorem 3.1.1, we

conclude that, as T → ∞,

(vT ,mT ) → (v, µ) in C3,α(T× [0, T0])× C2,α(T× [0, T0]). (3.7.20)
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In particular, this implies that (v, µ) ∈ C
3,α
loc (T× [0,∞))×C

2,α
loc (T× [0,∞)), and that (v, µ)

solves (MFGL). Letting T → ∞ in (3.7.1) yields

∥µ(t)− 1∥∞ + ∥vx(t)∥∞ ≤ Ce−ωt, (3.7.21)

which shows that µ − 1 ∈ L1(T × (0,∞)). Moreover, since ∥(mT )−1∥∞ is bounded, we

conclude that (3.1.4) holds.

Now, since a subsequence was extracted, we must verify that the limit is uniquely deter-

mined. In view of Lemma 3.7.2, µ is uniquely determined, and v is uniquely determined up

to a constant. In the case of (MFG) we see from (3.7.12) that

lim
t→∞

∥v(t)− g(1)∥∞ = 0.

On the other hand, in the case of (MFGP), letting T → ∞ followed by t → ∞ in (3.7.15),

we obtain

lim
t→∞

∥v(t)∥∞ = 0.
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CHAPTER 4

SUPPORT PROPAGATION AND FREE BOUNDARY

ANALYSIS FOR COMPACTLY SUPPORTED SOLUTIONS

In this chapter, we will analyze the problem in the whole space:


−ut + 1

2u
2
x = f(m) (x, t) ∈ R× (0, T ),

mt − (mux)x = 0 (x, t) ∈ R× (0, T ),

(4.0.1)

where f is an increasing function. As in the previous chapter, we will consider two different

conditions at the terminal time. The first is the problem with a prescribed terminal cost,


−ut + 1

2u
2
x = f(m) (x, t) ∈ R× (0, T )

mt − (mux)x = 0 (x, t) ∈ R× (0, T )

m(x, 0) = m0(x), u(x, T ) = g(m(x, T )), x ∈ R,

(MFG)

and the second is the planning problem, namely


−ut + 1

2u
2
x = f(m) (x, t) ∈ R× (0, T )

mt − (mux)x = 0 (x, t) ∈ R× (0, T )

m(x, 0) = m0(x), m(x, T ) = mT (x), x ∈ R,

(MFGP)

for some prescribed mass distributions m0,mT . So far, in arbitrary dimensions, it was shown

in Chapter 2 that solutions are smooth under the blow-up assumption (2.1.1), provided

that the marginals m0,mT are (strictly) positive, say for positive measures on a compact

domain (e.g. on the flat torus) or for Gaussian-like measures on the whole space. It was

also established in Chapter 3 that, for the one-dimensional case, assumption (2.1.1) may be

removed, thus requiring only the positivity of the marginals.
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We will now turn to the more challenging case of compactly supported marginals in the

whole space. Regularizing effects of the type L1 → L∞ had been proven to hold (see [34, 48]),

but the propagation of the support of the solution, and even basic matters of regularity such

as the continuity of the density, had largely remained open issues. This was the state of the

art until the joint work [13] of P. Cardaliaguet, A. Porretta, and the author, upon which this

chapter is based.

We will address here both the case of finite and infinite speed of propagation of the

support of initial measures. Roughly speaking, those two cases correspond to two model

choices for the coupling function, namely f(m) = mθ for some θ > 0, or f(m) = log(m). In

the latter case, there is infinite speed of propagation, and the solution starting with compact

support becomes instantaneously positive and smooth. By contrast, when f(m) = mθ, we

observe finite speed of propagation, and the solution evolves with compact support. This

leads to new interesting questions concerning the study of the free boundary ∂{m(t) > 0},

which is the main focus of this chapter.

By way of analogy, which is also natural from the optimal transport viewpoint, for f =

log(m) the evolution of m is reminiscent of a nondegenerate diffusion, such as the heat

equation. On the other hand, the case of a power nonlinearity f resembles the behavior of

degenerate slow diffusions such as the flow through a porous medium (see [54]). This analogy

becomes more compelling as in fact, when f(m) = mθ, we exhibit a family of self-similar

solutions which evolves from a Dirac mass into a compactly supported measure. These

solutions are given by the formula

m(x, t) = t−α
(
R− α(1− α)

2

( x
tα

)2)1/θ

+
, α =

2

2 + θ
, (4.0.2)

which is strongly reminiscent of the famous Barenblatt solution for the porous medium

equation [3]. The behavior exhibited by this class of compactly supported solutions serves as

a prototype for our analysis of problems (MFG) and (MFGP). In order to describe our main
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results on the propagation of the support and the characterization of the free boundary, we

assume henceforth that

f(m) = mθ , θ > 0 , (4.0.3)

and that the initial measure m0 is a continuous, compactly supported, probability density,

with a bump-like shape:

{m0 > 0} = (a0, b0) and
1

C0
dist(x, {a0, b0})α0 ≤ m0(x) ≤ C0dist(x, {a0, b0})α0 ,

(4.0.4)

for some α0, C0 > 0. In order to keep our main statement in a simpler form, we will assume

here a consistent condition on the terminal density, in case of problem (MFGP),

{mT > 0} = (a1, b1), and
1

C1
dist(x, {a1, b1})α0 ≤ mT (x) ≤ C1dist(x, {a1, b1})α0 .

(4.0.5)

However, more general situations will be considered later, allowing for the behavior of mT at

the boundary of its support to differ from the behavior of m0. Similarly, for problem (MFG),

we will require here, for simplicity, consistency between f and the terminal cost coupling g,

namely

g(s) = cT s
θ , for some cT ≥ 0. (4.0.6)

We may now state the main result, which proves that the unique solution of (MFG) or

(MFGP) has a compactly supported density and the free boundary ∂{m(t) > 0} consists

of two Lipschitz curves, which are C1,1 under a suitable non-degeneracy assumption at the

initial time. Those curves can be characterized in terms of the flow of optimal trajectories

for the agents’ optimization problem.

In fact, we will show that u is smooth inside the support of m, and the characteristic
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flow 
γ̇(x, ·) = −ux(γ(x, ·), ·)

γ(x, 0) = x

is well defined starting from x in the support of m0. Finally, we also show that the left and

right free boundary curves are, respectively, convex and concave, and in problem (MFG) the

support spreads outward in time.

Theorem 4.0.1. Let f be given by (4.0.3), and let 0 < α < 1. Assume that m0 : R →

[0,∞) satisfies (4.0.4), mθ
0 ∈ C1,α(a0, b0), and mθ

0 is semi–convex. In case of problem

(MFGP), assume also that mθ
T ∈ C1,α(a0, b0) satisfies (4.0.5). Let (u,m) be the solution to

(MFGP), or to (MFG) with g satisfying (4.0.6). Then (u,m) ∈ C
2,α
loc ((R×[0, T ]) ∩ {m >

0})× C
1,α
loc ((R×[0, T ]) ∩ {m > 0}), and the following holds:

1. There exist two functions γL < γR ∈ W 1,∞(0, T ), such that

{m > 0} = {(x, t) ∈ R× [0, T ] : γL(t) < x < γR(t)}. (4.0.7)

Moreover, the flow γ of optimal trajectories is well defined on (a0, b0)× [0, T ], we have

γ ∈ W 1,∞((a0, b0)×(0, T ))∩C2,α
loc ((a0, b0)×[0, T ]), γx > 0, γL(t) = γ(a0, t), γR(t) = γ(b0, t),

and γ is a classical solution in (a0, b0)× (0, T ) to the elliptic equation

γtt +
θmθ

0

(γx)2+θ
γxx =

(mθ
0)x

(γx)1+θ
. (4.0.8)

2. If we assume further the concavity condition

(mθ
0)xx ≤ 0 in {x ∈ (a0, b0) : dist(x, {a0, b0}) < δ} for some δ > 0, (4.0.9)
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then we have γL, γR ∈ W 2,∞(0, T ), and there exists K > 0 such that, for a.e. t ∈ [0, T ],

1

K
≤ γ̈L(t) ≤ K, and −K ≤ γ̈R(t) ≤ − 1

K
,

where K depends on T,C0, θ, δ
−1, ∥((mθ

0)xx)
−∥∞, |(mθ

0)x(a
+
0 )|,|(m

θ
0)x(b

−
0 )| (and addi-

tionally on cT for problem (MFG), and on C1 for problem (MFGP)).

Moreover, when (u,m) solves (MFG), we have, for t ∈ [0, T ],

−K(cT+(T−t)) ≤ γ̇L(t) ≤ − 1

K
(cT+(T−t)), and

1

K
(cT+(T−t)) ≤ γ̇R(t) ≤ K(cT+(T−t)).

In relation to the main text, Theorem 4.0.1 is a combination of Theorem 4.3.3 (for the

existence of the solution (u,m) and its regularity in {m > 0}), Theorem 4.3.10 (for the

description of the free boundary) and Theorem 4.3.14 (for the regularity and convexity of

the free boundary).

Remark 4.0.2. We now discuss the nondegeneracy conditions required onmθ
0 at the boundary

of its support. First, we note that the C1,α(a0, b0) (and therefore W 1,∞(R)) condition on

mθ
0, together with (4.0.4), implies that α0 ≥ 1

θ in (4.0.4). In turn, the concavity assumption

(4.0.9) further restricts the behavior of mθ
0, forcing α0 = 1

θ in (4.0.4). However, this condition

of a linear, nondegenerate behavior of mθ
0 is natural (a case in point being the self-similar

solution itself), and should be compared with standard nondegeneracy conditions on the

initial data in other free boundary problems (e.g. in the study of the moving free boundary

for the porous medium equation, see [54]).

We also wish to highlight that, when dealing with problem (MFGP), some asymmetry

can be observed when requiring some conditions (e.g. concavity-type assumptions) on m0

but not on mT . This kind of asymmetry arises because we are referring to the forward flow

γ(x, t) in our statement. Of course, similar results will hold when reversing the time flow

and exchanging the roles of m0,mT .
100



Remark 4.0.3. We stress that the first part of Theorem 4.0.1 remains true under more general

conditions than (4.0.5) (respectively, (4.0.6)). We refer the reader to Theorem 4.3.10, which

allows for the behavior of mT at the boundary of its support to be different from the behavior

of m0 (respectively, in case of problem (MFG), for the function g(s) to be a different power

than f).

The result in the second part of Theorem 4.0.1 corresponds exactly to the picture de-

scribed by the self-similar solution (4.0.2). Indeed, our next result shows that the free

boundary propagates with strictly convex (resp. concave) behavior at the left (resp. right)

free boundary curve. In fact, if we strengthen the concavity assumption on mθ
0, we show

that the free boundary evolves with the optimal speed given by the self-similar solution.

Moreover, the long time decay of the density occurs with the same rate, as exhibited by

(4.0.2).

Theorem 4.0.4. Under the assumptions of Theorem 4.0.1, let (u,m) be the unique solution

to (MFG) or (MFGP), and let γ be the associated flow of optimal trajectories. Assume in

addition that −K ≤ (mθ
0)xx ≤ − 1

K in (a0, b0) for some K > 0, and, in case of problem

(MFG), assume that cT = κ1T in (4.0.6). If we define

α =
2

2 + θ
; d(t) =


t if u solves (MFG),

dist(t, {0, T}) if u solves (MFGP),

then there exists a constant C > 0 such that for every (x, t) ∈ [a0, b0]× [0, T ],

1

C
(1 + d(t)α) ≤ |supp(m(·, t))| ≤ C(1 + d(t)α), |γ(x, t)| ≤ C(1 + d(t)α), (4.0.10)

1

C

m0(x)

(1 + d(t)α)
≤ m(γ(x, t), t) ≤ C

m0(x)

(1 + d(t)α)
, (4.0.11)
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where

C = C
(
C0, κ1, κ

−1
1 , |a0|, |b0|, K

)
(4.0.12)

in case of problem (MFG), and

C = C (C0, C1, |a0|, |b0|, |a1|, |b1|, K) (4.0.13)

in case of (MFGP).

Theorem 4.0.4 is nothing but Theorem 4.3.15 below. Let us stress that a crucial role

in the proof of the above results is played by the equation satisfied by the flow of opti-

mal curves γ, namely (4.0.8). In particular, the Lipschitz regularity of γ is obtained by a

maximum principle argument applied to γx, which is derived from (4.0.8). We obtain fur-

ther insight by studying the equation of m in Lagrangian coordinates. Indeed, the function

v = f(m(γ(x, t), t)) satisfies the (degenerate) elliptic equation

−
(
γx(θv)

−1vt

)
t
−
(
γ−1
x vx

)
x
= 0, (4.0.14)

where one can prove, assuming (4.0.9), that the positive quantity γx is bounded below and

above. This elucidates the key distinction between the present problem and slow diffusions

of porous medium type; equation (4.0.14) is diffusive (rather than parabolic) in the time

variable. Relying on this equation, we establish the regularity of m up to the free boundary.

Namely, we prove that m is Hölder continuous, through an application of the intrinsic scaling

regularity method (see [19, 20, 52]). In turn, we show that Du is Hölder continuous as

well. We can summarize these regularity results, contained in Theorem 4.3.21 and 4.3.23

respectively, as follows:

Theorem 4.0.5. Under the assumptions of Theorem 4.0.4, we have f(m) ∈ C
β
loc(R×(0, T ))

and u ∈ C
1,β2
loc (R× (0, T )) for some β ∈ (0, 1).
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Finally, our last result shows that the solutions of (4.0.1) exhibit a different behavior

when

f(m) = log(m) . (4.0.15)

In contrast with the case of a power nonlinearity, the unbounded payoff as m ↓ 0 given

by(4.0.15) implies that the support of the density propagates with infinite speed. This

behavior is observable in both problem (MFG) (with g(s) = cT log(s), cT ≥ 0) and in the

planning problem (MFGP).

More specifically, under the assumption of m0 being continuous with compact support

(and similarly for mT in the case of (MFGP)), we establish the existence of classical solutions

(u,m) with m > 0 in (0, T ).

Compared to Theorem 4.0.1, the positivity of solutions on the whole space now makes it

much more delicate to use the flow of optimal curves γ(x, t), which are no longer confined

in a bounded set. This difficulty leads us to require an extra symmetry and monotonicity

assumption, namely that m0 is even and nonincreasing in (0,∞) (and the same for the

terminal density mT ). We are able to take advantage of this assumption by showing that

the solution m(·, t) preserves this property for all t ∈ (0, T ), which is in itself a non-trivial

feature of the MFG system (see Lemma 4.4.7). However, we no longer require any special

behavior of m0 when vanishing at the boundary of its support, avoiding conditions such as

(4.0.4), (4.0.5). In fact, the support now propagates instantly, regardless of the flatness of

m0.

Theorem 4.0.6. Let f be given by (4.0.15), let α ∈ (0, 1), and assume that m0 is a con-

tinuous, compactly supported, density on R, which is C1,α
loc in the set {m0 > 0}, even and

nonincreasing on [0,∞).

1. If g(s) = cT log(s), for some cT ≥ 0, then there exists a unique classical solution

(u,m) ∈ C2(R × (0, T ]) × C1(R × (0, T ]) of (MFG) such that m is continuous and
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bounded on R × [0, T ], positive on R × (0, T ) with m(0) = m0, and |x|2m(t) ∈

L1(R) , u(t)
(1+|x|2) ∈ L∞(R), for every t ∈ (0, T ).

2. If mT ∈ Cc(R) is even and nonincreasing on [0,∞), then there exists a unique (up to

addition of a constant to u) classical solution (u,m) ∈ C2(R×(0, T ))×C1(R×(0, T )) of

(MFGP) such that m is continuous and bounded on R× [0, T ], positive on R× (0, T )

with m(0) = m0,m(T ) = mT , and |x|2m(t) ∈ L1(R) , u(t)
(1+|x|2) ∈ L∞(R), for every

t ∈ (0, T ).

Theorem 4.0.6 is Theorem 4.4.9 below. As mentioned before, the symmetry and mono-

tonicity assumption on m0, which is required in Theorem 4.0.6, allows us to overcome certain

difficulties in the obtention of classical positive solutions in the whole space. These difficul-

ties disappear in compact domains, as is seen in Theorem 4.4.2, where we prove the existence

of classical periodic solutions, with m > 0 in (0, T ), under the only condition that m0 (and

mT ) are continuous and compactly supported.

This chapter is organized as follows. In Section 4.1 we exhibit the class of self-similar

solutions which will serve as a prototype for our main results. Section 4.2 presents the

key features of smooth, periodic solutions with a positive density: structural properties,

displacement convexity, Lipschitz estimates, and a modulus of continuity for the density.

Section 4.3, dealing with compactly supported solutions, is the heart of the chapter: starting

with the existence of solutions (Subsection 4.3.1), it culminates with the regularity, geometric

properties, and long time behavior of the free boundary (Subsection 4.3.2), and the Hölder

regularity of m and Du (Subsection 4.3.3). Section 4.4 is devoted to the entropic coupling

(f = log) and the infinite speed of propagation. Appendix 4.A contains the computations

for the self-similar solutions.
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4.1 Self-similar solutions

We now exhibit a family of compactly supported, self-similar solutions of the system


−ut + 1

2u
2
x = mθ (x, t) ∈ R× (0,∞),

mt − (mux)x = 0 (x, t) ∈ R× (0,∞),

´
Rm(t)dx = 1 t ∈ (0,∞),

(4.1.1)

where θ > 0. By a solution of (4.1.1) we mean here that u is Lipschitz continuous and m

continuous and nonnegative, the first equation being understood in the sense of viscosity

solutions, while the second equation is satisfied in the sense of distributions. The solution is

described in the following result.

Theorem 4.1.1. For θ > 0, let us set

α =
2

2 + θ

and let R be the unique positive number such that
´
R

(
R− 1

2(α− α2)y2
)1/θ
+

dy = 1. A

solution of (4.1.1) is given by (u,m), with

m(x, t) = t−αϕ(x/tα) , where ϕ(y) =

(
R− 1

2
(α(1− α))y2

)1/θ

+

and u defined as follows:

(i) either θ = 2 and

u(x, t) =


− 1

4tx
2 −R log t if ∆ ≤ 0

− 2R|x|
|x|−

√
∆

− 2R log(
|x|−

√
∆√

8R
) if ∆ > 0

(4.1.2)

where ∆ = x2 − 8Rt,
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(ii) or θ ̸= 2 and

u(x, t) =


−αx2

2t −R 1
2α−1t

2α−1 if ∆ ≤ 0

−Rα
(1−α)(2α−1)

S2α−1 − αR
1−αS

2α−2(t− S) if ∆ > 0,
(4.1.3)

where ∆ = |x|−
√

2R
α(1−α)

tα and the function S = S(x, t) is defined implicitly by the equation:

S

√
2R

α(1− α)
− |x|S1−α +

√
2Rα

1− α
(t− S) = 0. (4.1.4)

The explicit construction of u can be understood by distinguishing two regions. First,

one shows that, on the support of m, u must be given by

u(x, t) = −αx
2

2t
+ c(t), with c′(t) = −Rt−2θ/(2+θ) . (4.1.5)

Outside the support of m, the values of u are extended along the optimal curves, which are

straight lines in the set {m = 0}. This leads to formula (4.1.2) if θ = 2, or to formula (4.1.3)

if θ ̸= 2. Note that ∆ ≤ 0 corresponds with the support of m. Finally, we point out that

u is defined up to an additive constant. The proof of the statements made in Proposition

4.1.1 will be presented in Appendix 4.A.

We note the following relevant facts about this solution, which will serve as a model for

our later assumptions and results:

• At time t = 0, the measure corresponds to a Dirac mass at x = 0. For positive times

t > 0, in general, the density m is merely Hölder continuous.

• For each t > 0, the function f(m) is always Lipschitz (away from t = 0). Moreover,

f(m(·, t)) is strictly concave within the support, and, in particular, f(m(·, t))x is non-

zero at the endpoints. A weaker, local version of these conditions will serve as our non-
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degeneracy assumption on the initial distribution f(m0) (see (4.3.56) and (4.3.57)),

in order to prove our main regularity result for the free boundary (Theorem 4.3.14),

and the Hölder continuity of m (Theorem 4.3.21). Moreover, the full strict concavity

assumption on f(m0) will yield our result on the optimal speed of support propagation

and long time decay of m (Theorem 4.3.15).

• The value function u is smooth on the support of m but uxx blows-up at the interface

(see Remark 4.A.4), at least when approaching from outside the support. In fact, it

is shown in Proposition 4.A.3 that u ∈ C1,s for a certain 0 < s < 1. Accordingly, our

general results will show that the C1,s regularity exhibited by this explicit solution in

fact holds for arbitrary solutions of the MFG system, at least under the aforementioned

non-degeneracy assumption (Theorem 4.3.23).

4.2 Structure and a priori estimates in the periodic setting

4.2.1 Structural properties of the MFG system

The results of this chapter are systematically obtained by establishing a priori estimates

on a regularized system which has a smooth solution. In this subsection, we will explain

the structural properties of the system (4.0.1), deriving the fundamental identities used

throughout this chapter. Here we assume that f ′ > 0 on (0,∞), and (u,m) is a classical

solution to (4.0.1), with m being positive, and ux has at most a linear growth. Note that

we only assume m(·, 0) = m0 to be smooth and positive (no condition on the mass), so that

the results of this part are valid for equations with periodic boundary conditions as well as

in the whole space.

We begin with the elliptic equation satisfied by u, first derived by Lions in [38] (see also

[44, 48]). It is obtained by simply eliminating m = f−1(−ut+u2x/2) from the system, thanks

to the fact that f ′ > 0.
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Lemma 4.2.1. Let (u,m) be a classical solution to (4.0.1). The map u satisfies the quasi-

linear elliptic equation

−utt + 2uxuxt − (u2x +mf ′(m))uxx = 0 in R× (0, T ) (4.2.1)

with m = f−1(−ut + u2x/2).

We observe that (4.2.1) is a degenerate elliptic equation for u; the uniform ellipticity

being lost when m vanishes. The study of (4.2.1) is the starting point of the regularity

theory developed in [38, 44, 48] under conditions ensuring a positive control from below on

m. In that case, equation (4.2.1) turns out to be equivalent to the system (4.0.1), at least

for classical solutions. As it is customary for quasilinear problems, a key role is played by

gradient estimates, which are obtained through the maximum principle. We will recall this

approach in Subsection 4.2.2. For this purpose, it is convenient to introduce the linear second

order operator

Q(v) := −vtt + 2uxvxt − (u2x +mf ′(m))vxx, (4.2.2)

and accordingly, the linearized operator generated from (4.2.1):

L(v) = Q(v) + 2(uxt − uxuxx)vx −
(
mf ′′(m)

f ′(m)
+ 1

)
uxx(−vt + uxvx). (4.2.3)

For the rest of this section, the solutions will be tacitly assumed to be sufficiently smooth to

justify the computations below.

Lemma 4.2.2. Let u be a classical solution to (4.2.1), and Q,L be defined by (4.2.2) and

(4.2.3). Then we have

L(ut) = 0 , L(ux) = 0
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and the function w := f(m) satisfies

Q(w)− w2
x +m(mf ′′(m) + 2f ′(m))u2xx = 0. (4.2.4)

Proof. The equations satisfied by ut, ux are obtained by differentiation of (4.2.1). From

L(ux) = 0 we also obtain, by the chain rule,

L

(
1

2
u2x

)
= −(uxt − uxuxx)

2 −mf ′(m)u2xx. (4.2.5)

Hence,

L(f(m)) = L(−ut+
1

2
u2x) = −(uxt−uxuxx)2−mf ′(m)u2xx = −f(m)2x−mf ′(m)u2xx. (4.2.6)

Now, using (4.2.3), we also have

L(f(m)) =Q(f(m))− 2f(m)2x −
(
mf ′′(m)

f ′(m)
+ 1

)
uxx(−f(m)t + uxf(m)x)

=Q(f(m))− 2f(m)2x +

(
mf ′′(m)

f ′(m)
+ 1

)
uxx(mf

′(m)uxx),

(4.2.7)

where we used the equation of m in the last step. Putting together (4.2.6) and (4.2.7) yields

(4.2.4).

As our goal is to understand what happens when m vanishes or gets close to 0, we need

to introduce more geometric quantities related to the first order system (4.0.1). The first of

these is the family of optimal trajectories associated to the HJ equation satisfied by u: we

define γ : R× [0, T ] → R as the solution to

γt(x, t) = −ux(γ(x, t), t) in R× [0, T ], γ(x, 0) = x in R. (4.2.8)

By the standard theory of Hamilton-Jacobi equations, it is known that γ(x, ·) is the minimizer
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of the problem

inf
β∈H1, β(t)=x

ˆ T

t

1

2
|β̇|2 + f(m(β, s)) ds+ u(β(T ), T ).

The fundamental properties of γ are given next.

Lemma 4.2.3. Let (u,m) be a classical solution to (4.0.1). One has

γtt(x, t) = f ′(m(γ(x, t), t))mx(γ(x, t), t), ∀(x, t) ∈ R× (0, T ) (Euler equation),

(4.2.9)

and

γx(x, t) =
m0(x)

m(γ(x, t), t)
∀(x, t) ∈ R× (0, T ) (conservation of mass), (4.2.10)

or, equivalently,

ˆ γ(x2,t)

γ(x1,t)
m(x, t)dx =

ˆ x2

x1

m0(x)dx ∀x1, x2 ∈ R, t ∈ [0, T ]. (4.2.11)

Moreover γ solves the quasilinear elliptic equation

−m0f
′(m0/γx)

(γx)3
γxx − γtt = −(m0)xf

′(m0/γx)

(γx)2
in R× (0, T ). (4.2.12)

Before proving the lemma, it will be convenient to associate to (u,m) the solution M to

the transport equation

Mt − uxMx = 0 in R× [0, T ], M(x, 0) = −
ˆ x

0
m0(y)dy in R. (4.2.13)

Notice that (4.2.8) defines γ as the curve of characteristics associated to this transport

equation.

Lemma 4.2.4. Let (u,m) be a classical solution to (4.0.1). One has Mx = −m < 0 and M
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satisfies the quasilinear elliptic equation

−
M2

t

M2
x
Mxx + 2

Mt

Mx
Mxt −Mtt +Mxf

′(−Mx))Mxx = 0 in R× (0, T ). (4.2.14)

Proof. Differentiating (4.2.13) in space, we see that µ := −Mx satisfies µt − (uxµ)x = 0,

with initial condition µ(0, x) = m0: this is exactly the equation satisfied by m, so that

Mx = −µ = −m < 0. On the other hand, by definition ux =Mt/Mx. Taking the derivative

w.r.t. x of the equation for u (4.2.1), we obtain (4.2.14).

Proof of Lemma 4.2.3. As γ solves (4.2.8), we have

γtt = −uxx(γ, t)(−ux(γ, t))− uxt(γ, t) = f ′(m(γ, t))mx(γ, t),

where the second equality comes from the derivation in space of the HJ equation. This is

(4.2.9). As Mx = −m, (4.2.10) comes from the derivative in space of the transport equality

M(γ(x, t), t) =M0(x). Then (4.2.11) follows by the integration in space of (4.2.10).

By (4.2.9) and then (4.2.10), mx(γ, t) = γtt/f
′(m(γ, t)) = γtt/f

′(m0/γx). On the other

hand, taking the derivative in space of (4.2.10) gives (using again (4.2.10) and the expression

above for mx(γ, t)):

γxx =
(m0)x
m(γ, t)

− m0mx(γ, t)γx
(m(γ, t))2

=
(m0)xγx
m0

− γ3x
f ′(m0/γx)m0

γtt.

This is (4.2.12).

We finally compute the equation satisfied by v(x, t) = f(m(γ(x, t), t)). The map v is the

r.h.s. of the HJ equation viewed from the lens of the optimal trajectories.

Lemma 4.2.5. Let (u,m) be a classical solution to (4.0.1). The map v(x, t) = f(m(γ(x, t), t))
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satisfies the quasilinear elliptic equation in divergence form:

−
(
vx
γx

)
x
−
(

γ2x
m0f ′(m0/γx)

vt

)
t
= 0. (4.2.15)

If f(m) = mθ, this equation simplifies into

(i) −
(
vx
γx

)
x
−
(γx
θv
vt

)
t
= 0, or (ii) − vtt −

θv

γ2x
vxx + vx

θv

γ3x
γxx +

θ + 1

θ
v−1v2t = 0,

(4.2.16)

while if f(m) = log(m), it becomes

−
(
vx
γx

)
x
− (γxvt)t = 0. (4.2.17)

Proof. Observe that (4.2.9) may be written as

γtt =
vx
γx
. (4.2.18)

We now compute the time derivative of v(x, t) = f(m0(x))/γx(x, t)) to find

vt = f ′(m0/γx)

(
−m0γxt

γ2x

)
. (4.2.19)

Thus, putting together (4.2.18) and (4.2.19) we get

(
vx
γx

)
x
= γxtt = −

(
vtγ

2
x

m0f ′(m0/γx)

)
t
,

which gives (4.2.15), and thus (4.2.16)-(i) and (4.2.17). Finally, if f(m) = mθ, developing

(4.2.16)-(i) and using (4.2.19)—which implies that γxt = −(γxvt)/(θv)—leads to (4.2.16)-

(ii).
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4.2.2 Displacement convexity estimates on m, Lipschitz estimates on u and

existence result

Before studying the problem with compactly supported marginals, we will begin obtaining

some estimates for the simpler periodic setting with strictly positive marginals. We are

mostly interested in a priori estimates that are independent of minm0 and minmT . By

approximation with positive densities mε
0,m

ε
T , these estimates will hold for the case in which

m0 and mT are compactly supported.

Throughout the remainder of this section, R ≥ 1 will denote a fixed constant, and we

will analyze the MFG system on the one-dimensional torus of length R, denoted by RT.

Functions defined on RT are meant to be R-periodic functions on R. We will consider the

problem 
−ut + 1

2u
2
x = f(m) (x, t) ∈ RT× (0, T ),

mt − (mux)x = 0 (x, t) ∈ RT× (0, T ),

(4.2.20)

complemented either with the initial-terminal conditions

m(x, 0) = m0(x), u(x, T ) = g(m(x, T )) , x ∈ RT, (4.2.21)

or with the prescribed marginal conditions of the planning problem:

m(x, 0) = m0(x), m(x, T ) = mT (x) , x ∈ RT. (4.2.22)

The functions f, g : (0,∞) → R are assumed to satisfy f ′, g′ > 0, with f, g ∈ C2(0,∞) and

lim sup
m→0+

mf ′(m) <∞, lim sup
m→0+

m|f ′′(m)|
f ′(m)

<∞. (4.2.23)

The initial (and terminal) data m0,mT : RT → (0,∞) are understood to be C1 functions
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satisfying ˆ
RT

m0 =

ˆ
RT

mT , m0,mT > 0. (4.2.24)

Moreover, we also assume that

f(m0), f(mT ) ∈ C1,α(RT). (4.2.25)

The fact that the system (4.2.20) has smooth solutions when the marginals are strictly

positive and the data are sufficiently smooth is already known (see [44, Theorem 1.1]). In

fact, we will see later (Theorem 4.2.11) that, under the present assumptions, (4.2.20)–(4.2.21)

and (4.2.20)–(4.2.22) both admit a classical solution (u,m) ∈ C2,α(RT×(0, T ))×C1,α(RT×

(0, T )).

We begin by recalling the so-called displacement convexity formula (see [27, 43]), as well

as an identity which will later be useful to obtain energy estimates on the density.

Theorem 4.2.6. Assume that f ∈ C1(0,∞), and let (u,m) be a classical solution to (4.2.20).

Then we have

mf ′(m)u2xx + f(m)2x = (f(m)tux)x − (f(m)xux)t. (4.2.26)

Moreover, if h : (0,∞) → R is twice differentiable, then

d2

dt2

ˆ
RT

h(m) =

ˆ
RT

mh′′(m)(mu2xx + f ′(m)m2
x). (4.2.27)

Proof. We start by multiplying the continuity equation by uxx, which yields

mu2xx +mxuxuxx −mtuxx = 0.

As a result, differentiating the HJ equation for the term uxuxx we obtain

mu2xx +mx(uxt + f ′(m)mx)−mtuxx = 0, (4.2.28)
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which, after multiplying by f ′(m), yields

mf ′(m)u2xx + f ′(m)2m2
x = (f(m)tux)x − (f(m)xux)t.

This proves (4.2.26). We note that (4.2.27) is merely special case of [43, Proposition 3.1], but

we give a proof for the reader’s convenience. Multiplying both sides of (4.2.28) by mh′′(m),

we obtain

mh′′(m)(mu2xx + f ′(m)m2
x) = h′′(m)mmtuxx − h′′(m)mxuxt = H(m)tuxx −H(m)xuxt,

where H(m) = mh′(m)− h(m). This may be rewritten as

mh′′(m)(mu2xx + f ′(m)m2
x) = (H(m)tux)x − (H(m)xux)t (4.2.29)

Now, from the continuity equation,

h(m)t = h(m)xux+mh
′(m)uxx = (h(m)−mh′(m))xux+(mh′(m)ux)x = −H(m)xux+(mh′(m)ux)x.

Therefore,

(H(m)xux)t = −h(m)tt + (mh′(m)ux)tx.

Substituting in (4.2.29), we obtain

mh′′(m)(mu2xx + f ′(m)m2
x) = h(m)tt + (H(m)ux)x − (mh′(m)ux)tx

= h(m)tt − (h(m)tux)x − (mh′(m)uxt)x = h(m)tt − (h′(m)(mux)t)x,

and (4.2.27) then follows by integrating both sides of this equation in space.
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We now note that the density attains its extremum values at the extremal times.

Corollary 4.2.7. Assume that f ∈ C1(0,∞), and let (u,m) be a classical solution to

(4.2.20). Then

∥m∥∞ ≤ max(∥m(·, 0)∥∞, ∥m(·, T )∥∞),∥∥∥m−1
∥∥∥
∞

≤ max
(∥∥∥m(·, 0)−1

∥∥∥
∞
,
∥∥∥m(·, T )−1

∥∥∥
∞

)
.

Proof. One first observes that, for any convex function h : (0,∞) → R, it follows from

(4.2.27) that
´
RT h(m) is convex in time, which yields

ˆ
RT

h(m) ≤ max

(ˆ
RT

h(m(·, 0)),
ˆ
RT

h(m(·, T ))
)
.

The upper bounds on m and m−1, then follow by taking h(m) = mp and letting p → ±∞,

respectively.

Remark 4.2.8. These a priori estimates were proved in [27]. They could have also been derived

without the displacement convexity formula, as an immediate consequence of Lemma 4.2.12

below.

We will now review the Lipschitz estimates which can be established on u following the

approach suggested by P.-L. Lions in [38], and developed later in more generality in [44, 48].

The following L∞ bounds on u and m(·, T ) are well-known consequences of the maximum

principle and the Hopf-Lax formula (see [43, Propositions 4.1 and 4.2]).

Theorem 4.2.9. Assume that f, g ∈ C1(0,∞), f ′ > 0, g′ ≥ 0, and m0,mT ∈ C(T). If

(u,m) is a classical solution to (4.2.20)–(4.2.21), then we have, for (x, t) ∈ RT× [0, T ],

minm0 ≤ m(x, T ) ≤ maxm0,

f(minm0)(T − t) + g(minm0) ≤ u(x, t) ≤ f(maxm0)(T − t) + g(maxm0).
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Moreover, there exists a constant C = C(∥f(m0)∥∞, ∥f(mT )∥∞) such that, if (u,m) solves

(4.2.20)–(4.2.22), then

osc (u) ≤ C(T +R2T−1).

We may now obtain a gradient estimate which, crucially, is independent of minm. Here-

after, we denote by Du the vector formed by the space and time first derivatives, that is,

Du := (ux, ut) .

Moreover, we denote κ0 > 0 to be a constant such that

mf ′(m),
m|f ′′(m)|
f ′(m)

≤ κ0 ∀ m ∈ (0, 2max(∥m0∥∞, ∥mT ∥∞)] . (4.2.30)

Such a constant exists by virtue of (4.2.23). It is understood that the term with ∥mT ∥∞ is

treated as zero, in case of conditions (4.2.21).

Theorem 4.2.10. Assume that (4.2.23), (4.2.24), and (4.2.25) hold true, and let (u,m) be

a classical solution to (4.2.20)–(4.2.21) or (4.2.20)–(4.2.22). There exists a constant C such

that

∥Du∥∞ ≤ C.

where

C =


C(κ0, R, T, T

−1, ∥f(m0)∥W 1,∞ , ∥g(m0)∥∞) if (u,m) solves (4.2.20)–(4.2.21) ,

C(κ0, R, T, T
−1, ∥f(m0)∥W 1,∞ , ∥f(mT )∥W 1,∞) if (u,m) solves (4.2.20)–(4.2.22),

Proof. By rescaling, it is enough to consider the case R = 1. By approximation1, we may

1. See the proof of Theorem 4.2.11 for the details of such an approximation argument.
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also assume that u ∈ C3(T× [0, T ]) . We begin by noting that, using either Corollary 4.2.7

or Proposition 4.2.9, we have that ∥m∥∞ is controlled by ∥m0∥∞, and by ∥mT ∥∞ in case of

(4.2.22). Hence we will use (4.2.30) for m(x, t) below. We let v(x, t) = 1
2u

2
x + 1

2T ũ
2, where

ũ is defined as

ũ = u−minu+ T − (osc (u) + 2T )

T
(T − t),

so that ũ(x, 0) = u−maxu−T ≤ −T , ũ(x, T ) = u−minu+T ≥ T , and ∥ũ∥∞ ≤ (T+osc (u)).

Let (x0, t0) be a point in which v achieves its maximum value. We note that, by the HJ

equation, it is enough to bound v. If t0 = 0, then we have

−vt + uxvx = uxf(m0)x +
1

T
ũ

(
f(m0) +

1

2
u2x − 1

T
(osc (u) + 2T )

)
.

Now, we have vx = 0 and vt ≤ 0, and recall that ũ(x, 0) ≤ −T ; so either f(m0) +
1
2u

2
x −

1
T (osc (u) + 2T ) ≤ 0, in which case there is nothing to prove, or we deduce

0 ≤ uxf(m0)x − (f(m0) +
1

2
u2x − 1

T
(osc (u) + 2T )) .

This means
1

2
u2x ≤ uxf(m0)x − f(m0) +

1

T
(osc (u) + 2T ),

and yields the required estimate. The case in which t0 = T is similar, so we assume now

that 0 < t0 < T . We begin by noting that, since vx = 0,

uxuxx = − 1

T
uxũ,

and, thus,

|uxx| ≤
C

T
(T + osc(u)). (4.2.31)

Now, recall the definitions of the linear operators Q,L in (4.2.2), (4.2.3). Using (4.2.5) we
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have

L

(
1

2
u2x

)
≤ −(uxt − uxuxx)

2 . (4.2.32)

On the other hand, since Q(ũ) = 0, we have

Q

(
1

2
ũ2
)

= −(−ũt+u2x)2−mf ′(m)ũ2x ≤ −(−ũt+u2x)2 = −
(
f(m) +

1

2
u2x − 1

T
(osc (u) + 2T )

)2

.

Observe that, by Corollary 4.2.7 and Proposition 4.2.9, |f(m)| is bounded. Therefore, if

f(m) + 1
4u

2
x ≤ 1

T (osc (u) + 2T ), there is nothing to prove. Else,

Q

(
1

2
ũ2
)

≤ − 1

32
u4x − 1

2
(−ũt + u2x)

2,

and, thus, by definition of L, we obtain, using (4.2.30) and (4.2.31),

L

(
1

2T
ũ2
)

≤ − 1

32T
u4x − 1

2T
(−ũt + uxũx)

2 +
2

T
(uxt − uxuxx)uxũ

− 1

T

(
mf ′′(m)

f ′(m)
+ 1

)
uxx(−ũt + uxũx)ũ ≤ − 1

32T
u4x +

1

2T
(κ0 + 1)2 (uxx)

2ũ2

+
4

T 2
u2xũ

2 + (uxt − uxuxx)
2 ≤ − 1

64T
u4x +

C

T 3
(T + osc (u))4 + (uxt − uxuxx)

2 .

Putting toghether the above inequality with (4.2.32) we get

L(v) ≤ − 1

64T
u4x +

C

T 3
(T + osc (u))4.

Now, since (x0, t0) is a maximum point for v, we have L(v) ≥ 0, which yields

u4x ≤ C

T 2
(T + osc (u))4.

Recalling that osc (u) is estimated from Proposition 4.2.9, we conclude the estimate.
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We now show that, under the present assumptions, (4.2.20)–(4.2.21) and (4.2.20)–(4.2.22)

may be solved classically.

Theorem 4.2.11. Assume that conditions (4.2.23), (4.2.24), and (4.2.25) hold true. Then

the systems (4.2.20)–(4.2.21) and (4.2.20)–(4.2.22) have a classical solution (u,m) ∈ C2,α(RT×

[0, T ]) × C1,α(RT × [0, T ]), with m being unique. In the case of (4.2.21), u is unique, and

in the case of (4.2.22), u is unique up to a constant.

Proof. The uniqueness is a standard result, proved through duality. We will do the proof of

existence for (4.2.20)–(4.2.22); the alternative case of (4.2.20)–(4.2.21) requires only minor

modifications. We may approximate f and the marginals with fε ∈ C4(0,∞), mε
0,m

ε
T ∈

C4(RT), such that fε(mε
0), f

ε(mε
T ) is uniformly bounded in C1,α(RT). Indeed, we may

simply take

fε = f ∗ηε, mε
0 = (fε)−1(fε(m0)∗ηε+c0,ε), mε

T = (fε)−1(fε(mT )∗ηε+cT,ε), (4.2.33)

where ηε is the standard mollifier, and the non-negative numbers c0,ε, cT,ε are adequately

chosen such that c0,εcT,ε = 0,
´
RTm

ε
0 =

´
RTm

ε
T and limε→0 c0,ε = limε→0 cT,ε = 0.

With these regularized data, (4.2.20)–(4.2.22) has a unique classical solution (uε,mε) ∈

C3(RT× [0, T ])× C2(RT× [0, T ]) satisfying
´
RT

´ T
0 uε = 0 (see [43, Thm 1.1]). Moreover,

in view of Propositions 4.2.9 and 4.2.10, the solution is bounded in C1×C0, uniformly in ε.

The result will then follow by letting ε→ 0 and applying a version of Fiorenza’s convergence

result, 2.2.5 (see also [25, Lem. 17.29], [36, Lem. 2, Cor. 1], [22, 23]). For completeness, we

sketch the details for this argument, which amounts to a proof of Fiorenza’s result. From

Lemma 4.2.1, the functions uε solve the oblique quasilinear elliptic problem
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−Tr(A(uεx, uεt )D

2uε) = 0 (x, t) ∈ RT× [0, T ],

−uεt (x, 0) +
1
2(u

ε
x)

2(x, 0) = f(mε
0(x)) x ∈ RT,

−uεt (x, T ) +
1
2(u

ε
x)

2(x, T ) = f(mε
T (x)) x ∈ RT,

where

A(uεx, u
ε
t ) =

(uεx)
2 +mεf ′(mε) −uεx

−uεx 1


=

(uεx)
2 + f−1(−uεt +

1
2(u

ε
x)

2)f ′(f−1(−uεt +
1
2(u

ε
x)

2)) −uεx

−uεx 1

 .

Since ∥uε∥C1 , ∥mε∥∞ ∥(mε)−1∥∞ are uniformly bounded, this equation is uniformly elliptic,

uniformly in ε. Thus, as a result of Lieberman’s C1,s estimate for oblique problems (see [37,

Lem. 2.3]), there exists 0 < s < 1 and a constant C > 0 such that

∥uε∥C1,s ≤ C.

Therefore if 0 < ε′ < 1, the difference v = uε − uε
′
solves


−Tr(AεD2v) = Tr((Aε − Aε′)D2uε

′
) (x, t) ∈ RT× [0, T ],

−vt(x, 0) + 1
2(u

ε
x(x, 0) + uε

′
x (x, 0))vx(x, 0) = f(mε

0(x))− f(mε′
0 (x)) x ∈ RT,

−vt(x, T ) + 1
2(u

ε
x(x, T ) + uε

′
x (x, T ))vx(x, 0) = f(mε

T (x))− f(mε′
T (x)) x ∈ RT.

Let α′ = min(α, s). The standard Schauder estimates for linear oblique problems (see, for
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instance, [36, Lem. 1]) imply that

∥v∥
C2,α′ ≤ C(∥v∥∞ + ∥uε

′
∥
C2,α′∥v∥C1 + ∥uε

′
∥C2∥vε∥C1,α′ + ∥f(mε

0)− f(mε′
0 )∥C1,α′

+ ∥f(mε
T )− f(mε′

T )∥C1,α′ + ∥v∥C1∥uε + uε
′
∥
C2,α′ ).

Recalling the interpolation inequality for Hölder spaces, ∥ · ∥C2 ≤ δ∥ · ∥C2,α + Cδ∥ · ∥C0 , we

deduce that

∥uε−uε
′
∥
C2,α′ ≤ C(o(1)(1+∥uε∥

C2,α′+∥uε
′
∥
C2,α′ )+∥uε

′
∥C2+1) ≤ 1

4
(∥uε∥

C2,α′+∥uε
′
∥
C2,α′ ))+C

as ε, ε′ → 0. Fixing a small ε′, and letting ε → 0, we see that ∥uε∥
C2,α′ must be bounded.

Now repeating the same argument but taking α′ = α, we see that ∥uε∥C2,α must be bounded

as well, which means uε converges to a solution u ∈ C2,α(RT × [0, T ]). In turn, the C1,α

regularity of m follows from the HJ equation and the C2 regularity of f .

4.2.3 Continuity of the density

In this section, we will prove that the function f(m) satisfies a uniform modulus of continuity,

independent of minm. This estimate is a crucial step in treating the setting of compactly

supported solutions, because it will allow us to prove that the density is globally continuous,

despite the lack of a positive lower bound.

Lemma 4.2.12. Under the assumptions of Theorem 4.2.11, let (u,m) be a classical solution

to (4.2.20). Then the function v = f(m) satisfies the maximum principle and the minimum

principle on each compact subset of RT× [0, T ].

Proof. By approximation, we may assume that u and m are smooth. Hence v = f(m)
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satisfies (4.2.4). Now, from the continuity equation, we have

mf ′(m)uxx = f(m)t − f(m)xux = vt − vxux,

and, therefore, substituting in (4.2.4) yields

Q(v)− v2x +m(mf ′′(m) + 2f ′(m))(mf ′(m))−2(vt − vxux)
2 = 0. (4.2.34)

We notice that Q is a purely second order linear elliptic operator, and the remaining terms

of (4.2.34) can be written as first–order terms in v. Thus, v satisfies an elliptic equation with

no zero–order terms. This implies that v satisfies the maximum and the minimum principle

on every compact subset of RT× [0, T ], as wanted.

We now compute an energy estimate for the function v. Recall that κ0 is given by

(4.2.30).

Theorem 4.2.13. Under the assumptions of Theorem 4.2.11, let (u,m) be a classical solu-

tion to (4.2.20)–(4.2.21) or (4.2.20)–(4.2.22), and let v = f(m). Then there exists C such

that ˆ T

0

ˆ
RT

|Dv|2 ≤ C

where

C =


C(κ0, R, T, T

−1, ∥f(m0)∥W 1,∞ , ∥g(m0)∥∞) if (u,m) solves (4.2.20)–(4.2.21) ,

C(κ0, R, T, T
−1, ∥f(m0)∥W 1,∞ , ∥f(mT )∥W 1,∞) if (u,m) solves (4.2.20)–(4.2.22),

Proof. Integrating (4.2.26) in space-time yields

ˆ T

0

ˆ
RT

mf ′(m)u2xx + f(m)2x =

ˆ
RT

f(m)xux(0)− f(m)xux(T ) ≤ C −
ˆ
RT

f(m)xux(T ),
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where we used the gradient bound from Proposition 4.2.10. If (u,m) solves (4.2.22), then

we use the bound on ux and f(mT )x. If (u,m) solves (4.2.20), we have −f(m)xux(T ) =

−f ′(m)g′(m)−1ux(T )
2 < 0; so, in any case, we obtain

ˆ T

0

ˆ
RT

mf ′(m)u2xx + f(m)2x ≤ C . (4.2.35)

The bound on f(m)t simply follows from the continuity equation:

f(m)2t = (f(m)xux+mf
′(m)uxx)

2 ≤ 2(f(m)2xu
2
x+(mf ′(m))2u2xx) ≤ C(f(m)2x+mf

′(m)u2xx),

where the bound on ux and (4.2.30) were used in the last inequality. Integrating and using

(4.2.35), we get the L2 bound for f(m)t. Finally, we have proved that

ˆ T

0

ˆ
RT

f(m)2t + f(m)2x ≤ C,

where C depends on the same quantities as the bound of ux in Proposition 4.2.10.

The interior continuity now follows from a classical computation, originally attributed

to H. Lebesgue [35], which implies that a sufficient condition for a W 1,2 function in two

variables to be continuous, is for it to satisfy the maximum and minimum principle.

Theorem 4.2.14 (Interior modulus of continuity). Under the assumptions of Theorem

4.2.11, let (u,m) be a classical solution to (4.2.20). Then the function v = f(m) has the fol-

lowing logarithmic modulus of continuity, valid for all concentric balls Br1 and Br2, r1 ≤ r2

contained in QT .

(oscBr1
(v))2 log

(
r2
r1

)
≤ π

¨
Br2

|Dv|2.

Proof. Let r ∈ [r1, r2], and let θ1, θ2 ∈ [0, 2π]. Then, using polar coordinates with origin at
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the center of the balls Bri ,

v(r, θ2)− v(r, θ1) =

ˆ θ2

θ1

∂v

∂θ
dθ.

Thus, integrating over a half circle and using the Cauchy-Schwarz inequality,

osc∂Br
(v) ≤

√
π

√ˆ 2π

0

(
∂v

∂θ

)2

dθ.

Now, in view of Lemma 4.2.12, v satisfies the maximum and minimum principle, so

oscBr1
(v) ≤ osc∂Br

(v).

and, thus,

(oscBr1
(v))2 ≤ π

ˆ 2π

0

(
∂v

∂θ

)2

dθ.

On the other hand, we have

|Dv|2 =

(
∂v

∂r

)2

+
1

r2

(
∂v

∂θ

)2

≥ 1

r2

(
∂v

∂θ

)2

,

which then implies that
1

r
(oscBr1

(v))2 ≤ π

ˆ 2π

0
r|Dv|2dθ.

Integrating in r from r1 to r2 yields the result.

A slight variant of this argument, by integrating over semi–disks instead, yields the

continuity estimate up to the boundary.

Theorem 4.2.15 (Boundary modulus of continuity). Under the assumptions of Theorem

4.2.11, let x0 ∈ RT and Dr1 and Dr2 be upper semi–disks of radii r1 < r2, centered at
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(x0, 0). Then we have

(oscDr1
(v))2 log

(
r2
r1

)
≤ 2π

ˆ ˆ
Dr2

|Dv|2 + 4(r22 − r21)∥vx(0)∥
2
∞.

Similarly, if Dr1 and Dr2 are lower semi–disks centered at (x0, T ), one has

(oscDr1
(v))2 log

(
r2
r1

)
≤ 2π

ˆ ˆ
Dr2

|Dv|2 + 4(r22 − r21)∥vx(T )∥
2
∞.

4.3 Finite speed of propagation and compactly supported

solutions

This section, which is the main core of the chapter, is dedicated to the study of solutions to

problems (MFG) and (MFGP) with compactly supported density.

We will first obtain a preliminary existence (and uniqueness) result, under fairly general

conditions on the coupling functions f, g, assuming the initial density m0 (and possibly the

terminal density mT ) to be compactly supported. By a suitable choice of approximation of

m0,mT , we will show the property of finite speed of propagation of the support, and the

existence of a unique continuous solution with compactly supported density m. This will

allow us to build a rigorous framework for the study of the free boundary ∂{(x, t) : m(x, t) >

0}, carried out in Subsection 4.3.2, and will be tightly connected to the analysis of the flow of

optimal trajectories associated to the optimization problem. The study of the regularity and

geometric properties of the free boundary, as well as of its spreading speed, will be analyzed

for the model case of f(m) = mθ, θ > 0. We conclude by establishing space-time Hölder

regularity of the pair (m,Du) up to the free boundary.
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4.3.1 Well-posedness results

Throughout this subsection, we will assume that

f, g ∈ C2(0,∞) ∩ C[0,∞), f ′ > 0, g′ ≥ 0, and (4.2.23) holds. (4.3.1)

For simplicity, and with no loss of generality, we will also normalize f so that

f(0) = 0. (4.3.2)

As for the initial density (and possibly terminal density, in case of (MFGP)), we assume

that m0, mT ∈ Cc(R) are compactly supported, non-negative functions, such that

ˆ
R
m0 =

ˆ
R
mT = 1, (4.3.3)

and

m0,mT vanish, respectively, outside the intervals [a0, b0],[a1, b1]. (4.3.4)

Rather than (4.2.25), we will instead assume that, for some α ∈ (0, 1),

f(m0) ∈ C1,α({m0 > 0}), f(mT ) ∈ C1,α({mT > 0}). (4.3.5)

We remark that, in particular, this assumption implies that f(m0), f(mT ) ∈ W 1,∞(R), but

it allows for the possibility that f(m0)x or f(mT )x might be discontinuous at the boundary

of the support, when considered as functions in R.

Our first goal will be to show the well-posedness of systems (MFG) and (MFGP). Since

we know, from the model case of Section 4.1 that, in general, the solution is not classical, we

must work with a preliminary notion of generalized solution. We recall that Cb(R × [0, T ])

denotes the space of bounded continuous functions.
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Definition 4.3.1. We say that (u,m) ∈ W 1,∞(R× (0, T ))× Cb(R× [0, T ]) is a solution to

(MFG) (respectively, (MFGP)), if

(i) u is a viscosity solution to the HJ equation

−ut +
1

2
u2x = f(m) (x, t) ∈ R× (0, T ),

(ii) m satisfies the continuity equation

mt − (mux)x = 0 (x, t) ∈ R× (0, T ),

in the distributional sense, with m(·, 0) = m0.

(iii) We have u(·, T ) = g(m(·, T )) (respectively, m(·, T ) = mT ).

Remark 4.3.2. Different notions of weak solutions could have been used, alternatively to

Definition 4.3.1. In particular, distributional subsolutions of the HJ equation have been

frequently used for MFG problems with a local coupling, both in case of final pay-off and in

case of planning conditions (see e.g. [7], [12], [28], [47], and the survey [15]). That approach

is tightly related to the concept of relaxed minima of variational problems, and avoids, for

instance, any requirement of continuity and boundedness of m and ux. Of course a similar

approach would also apply to the present problems. However, since our primary goal in this

chapter is the analysis of the free boundary for compactly supported solutions, it is more

natural to work from the beginning with the stronger notion of continuous solutions. It is

also natural, in that context, to make use of the standard framework of viscosity solutions

for HJ equations.

Our goal in this subsection will be to prove the following well-posedness result. In what

follows, Cc(R) denotes the space of continuous, compactly supported functions on R. Notice
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that, in particular, the result shows that the unique solution is such that m has compact

support.

Theorem 4.3.3. Assume that f, g satisfy (4.3.1), m0,mT ∈ Cc(R) satisfy (4.3.3)–(4.3.5),

and κ0 is as in (4.2.30). Then the following holds.

1. There exists a unique solution (u,m) to (MFG). Moreover, (u, f(m)) ∈ C
2,α
loc ((R×[0, T ))∩

{m > 0})× C
1,α
loc ((R×[0, T )) ∩ {m > 0}). There exists a constant

C = C(T, T−1, κ0, ∥f(m0)∥W 1,∞ , |supp(m0)|, ∥g(m0)∥∞)

such that

∥u∥∞ ≤ ∥f(m0)∥∞T+∥g(m0)∥∞; ∥m∥∞ ≤ ∥m0∥∞; supp(m) ⊂ [−C,C]×[0, T ],

∥Du∥L∞ ≤ C, (4.3.6)
ˆ T

0

ˆ
R
|D(f(m))|2 ≤ C, (4.3.7)

and, for (x, t), (x, t) ∈ R× [0, T ],

|f(m(x, t))− f(m(x, t))| ≤ C√
log(|x− x|2 + |t− t|2)−

. (4.3.8)

Finally, if g′ > 0 or g ≡ 0, then (u, f(m)) ∈ C
2,α
loc ((R×[0, T ])∩{m > 0})×C1,α

loc ((R×[0, T ])∩

{m > 0}).

2. There exists a solution (u,m) to (MFGP). The function m is unique, u is unique up

to a constant on each connected component of {m > 0}, (u, f(m)) ∈ C
2,α
loc ((R×[0, T ])∩

{m > 0}) × C
1,α
loc ((R×[0, T ]) ∩ {m > 0}). Moreover, there exist constants K,C > 0,
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with

K = K(T, T−1, κ0, ∥f(m0)∥∞, ∥f(mT )∥∞, |supp(m0)|, |supp(mT )|, dist(supp(m0), supp(mT ))),

C = C(K, ∥f(m0)∥W 1,∞ , ∥f(mT )∥W 1,∞),

such that

osc(u) ≤ K; ∥m∥∞ ≤ max(∥m0∥∞, ∥mT ∥∞); supp(m) ⊂ [−C,C]× [0, T ],

and (4.3.6), (4.3.7), (4.3.8) hold.

Remark 4.3.4. We note that, due to lack of uniqueness for u in {m = 0} for the case of

(MFGP), the explicit a priori estimate (4.3.6) for the solutions is limited to the support of

m. However, the proof of Theorem 4.3.3 will show that there exists a solution to (MFGP)

satisfying the global estimate

∥u∥W 1,∞(R) ≤ C,

where C depends on the data as described above.

From periodic to Neumann boundary conditions

As anticipated in Section 4.2, we intend to use the estimates for the periodic setting in order

to build a solution to (MFG) and (MFGP). However, it will be convenient to switch from

periodic to Neumann boundary conditions. Indeed, we will see later that this simplifies the

analysis of the optimal trajectories, since they do not “wrap around” the domain as they do

in the periodic case. The following result shows that we may switch to this point of view

while preserving all of the estimates for the periodic setting.

Theorem 4.3.5. Assume that f, g satisfy (4.3.1), and let 0 < α < 1. Assume that the

positive functions mε
0, m

ε
T ∈ C(R) are such that mε

0,m
ε
T ≡ ε outside of the interval [−r, r],
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´ r
−rm

ε
0 =

´ r
−rm

ε
T , and f(mε

0), f(m
ε
T ) ∈ C1,α(R). Assume that g′ > 0, and that (4.2.23)

holds, and let R > r. Consider the system



−uεt +
1
2(u

ε
x)

2 = f(mε) (x, t) ∈ [−R,R]× (0, T )

mε
t − (mεuεx)x = 0 (x, t) ∈ [−R,R]× (0, T )

mε(x, 0) = mε
0(x), x ∈ [−R,R]

uεx(−R, t) = uεx(R, t) = 0 t ∈ [0, T ],

(4.3.9)

where either uε(·, T ) = g(mε(·, T )) or mε(·, T ) = mε
T .

(i) There exists a unique solution (uε,mε) ∈ C2,α([−R,R]×[0, T ])×C1,α([−R,R]×[0, T ])

to (4.3.9) satisfying uε(·, T ) = g(mε(·, T )). Moreover, there exists a constant C =

C(R, T, T−1, κ0, ∥f(mε
0)∥W 1,∞ , ∥g(mε

0)∥∞), such that

∥uε∥∞ ≤ ∥f(mε
0)∥∞T + ∥g(mε

0)∥∞; minmε
0 ≤ mε ≤ maxmε

0, (4.3.10)

∥Duε∥∞ ≤ C;

ˆ T

0

ˆ R

−R
|D(f(mε))|2 ≤ C, (4.3.11)

and, for each (x, t), (x, t) ∈ [−R,R]× [0, T ],

|f(mε(x, t))− f(mε(x, t))| ≤ C

( ´ T
0

´ R
−R |D(f(mε))|2

log(|x− x|2 + |t− t|2)−

)1
2

. (4.3.12)

(ii) Up to an additive constant for uε, there exists a unique solution (uε,mε) ∈ C2,α([−R,R]×

[0, T ]) × C1,α([−R,R] × [0, T ]) to (4.3.9) satisfying mε(·, T ) = mε
T . Moreover, there

exist constants K,C > 0, with

K = K(R, T, T−1, κ0, ∥f(mε
0)∥∞, ∥f(m

ε
T )∥∞) , C = C(K, ∥f(mε

0)∥W 1,∞ , ∥f(mε
T )∥W 1,∞)
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such that

osc(uε) ≤ K, min(minmε
0,minmε

T ) ≤ mε ≤ max(maxmε
0,maxmε

T ), (4.3.13)

and (4.3.11), (4.3.12) hold.

Proof. For concreteness, we focus on the planning case, mε(·, T ) = mε
T . For each x ∈ [0, 2R],

define m̃0(x) = mε
0(x−R), and m̃T (x) = mε

T (x−R). Then these functions can be naturally

extended to even, periodic functions m̃0, m̃T ∈ 4RT. With these marginals, the solution

(ũ, m̃) to (4.2.20)–(4.2.22), given by Theorem 4.2.11, is even, as well as symmetric with

respect to x = ±2R. In particular, we have

ũx(0, t) = ũx(±2R, t) ≡ 0.

As a result, the functions (uε,mε) defined by

uε(x, t) = ũ(x+R, t), mε(x, t) = m̃(x+R, t)

are classical solutions to (4.3.9). The estimates on (uε,mε) readily follow by applying Corol-

lary 4.2.7 and Propositions 4.2.9, 4.2.10, 4.2.13, 4.2.14, and 4.2.15 to the function (ũ, m̃). A

similar discussion yields the result for the final cost problem, uε(·, T ) = g(mε(·, T )).

An estimate on the flow of optimal trajectories

Given a solution (uε,mε) to (4.3.9), we may define the flow of optimal trajectories

γε : [−R,R]× [0, T ] → R
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according to (4.2.8). We remark that, when x = ±R, the solution is the constant curve

γε(x, ·) ≡ x. Additionally, since uε ∈ C2,α([−R,R] × [0, T ]), we have γε ∈ C2([−R,R] ×

[0, T ]), and γεx > 0. We begin by showing that the trajectories starting in the support of m0

remain in a bounded set, independently of R.

Theorem 4.3.6 (Finite propagation of the support). Under the assumptions of Propo-

sition 4.3.5, let R ≥ 1, 0 < ε < 1, and let (uε,mε) be a solution to (4.3.9), and let

γε be the flow of trajectories associated to (uε,mε). Then there exists a constant r =

r(r, T, T−1, κ0, ∥f(mε
0)∥W 1,∞ , ∥f(mε

T )∥W 1,∞ , ∥g(mε
0)∥∞), such that

∥γε∥[−r,r]×[0,T ] ≤ r.

Proof. For simplicity, we write γε = γ. We will treat separately the planning problem and

the final cost problem. First, assume that mε(·, T ) = mε
T . In view of Lemma 4.2.3, and the

facts that γ(−R, ·) ≡ −R, and m0 ≡ 0 outside of [−r, r], we have

ˆ y

−R
mε

T =

ˆ −r

−R
mε

0 = (R− r)ε,

where y = γ(−r, T ). Now, the left hand side is (strictly) increasing in y, and

ˆ −r

−R
mε

T = (R− r)ε,

thus γ(−r, T ) = y = −r. Similarly γ(r, T ) = r. Since γx > 0, this implies that γ([−r, r], T ) ⊂

[−r, r]. Now, given x ∈ [−r, r], we recall that

γ(x, ·) = argmin
β∈H1(0,T ),β(0)=x

ˆ T

0

1

2
|β̇|2 + f(mε(β(t), t))dt+ uε(β(T ), T ).

Therefore, defining β : [0, T ] → [−r, r] to be the straight line segment connecting x and
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γ(x, T ), we have

ˆ T

0

(
1

2
|γt(x, t)|2 + f(mε(γ(x, t), t))

)
dt+ uε(γ(x, T ), T )

≤
ˆ T

0

(
1

2
|β̇|2 + f(mε(β(x, t), t))

)
dt+ uε(γ(x, T ), T ), (4.3.14)

that is, ˆ T

0

1

2
|γt(x, t)|2dt ≤ T

(
2
r2

T 2
+ f(maxmε)− f(minmε)

)
≤ C.

In particular, given t ∈ [0, T ], we have

|γ(x, t)| ≤ r + |γ(x, t)− γ(x, 0)| ≤ r +
√
2t

√ˆ T

0

1

2
|γt|2 ≤ r +

√
C ≤ C.

This proves the result for the planning case. Next, we assume that uε(·, T ) = g(mε(·, T )).

Observe that, in this case, while we do not know that γ([−r, r], T ) ⊂ [−r, r], we instead

observe that uε is bounded independently of R, due to Proposition 4.3.5. Therefore, we have

ˆ T

0

1

2
|γt(x, t)|2dt = uε(x, 0)− uε(γ(x, T ), T )−

ˆ T

0
f(mε(γ(x, t), t)dt ≤ C.

Compatible approximations and existence of solutions

In this section, we will apply Proposition 4.3.5 to prove the well-posedness result, Theorem

4.3.3. For that purpose, we will now build suitable C1,α(R) approximations mε
0 > 0 through

a mild regularization procedure. For (MFGP), we must also build mε
T , while requiring that

the two are suitably compatible, in the sense that they have the same mass. Furthermore,

since these approximations will be needed later to prove finer results about the free boundary,

we will ensure that they are also compatible in the sense that [a0, b0] is mapped bijectively

134



onto [a1, b1] by the flow γε(·, T ).

Definition 4.3.7. Given r > 0, we say that (mε
0,m

ε
T ) is a r–compatible approximation of

(m0,mT ) if (mε
0,m

ε
T ) satisfies the assumptions of Proposition 4.3.5, mε

0 → m0, mε
T → mT

uniformly, and, for every R > r,

ˆ a0

−R
mε

0 =

ˆ a1

−R
mε

T and
ˆ R

b0

mε
0 =

ˆ R

b0

mε
T . (4.3.15)

Lemma 4.3.8 (Construction of r–compatible approximations). Under the assumption of

Proposition 4.3.5, let r > 0 be such that

[a0 − 2, b0 + 2], [a1 − 2, b1 + 2] ⊂ [−r, r]. (4.3.16)

There exists a pair of vector-valued functions η0, ηT ∈ C∞
c (R, [0,∞)3) such that, for every

ε ∈ (0, 1), there exist constant vectors c0,ε, cT,ε ∈ [0,∞)3 such that the pair (mε
0,m

ε
T ) defined

by

mε
0 = f−1(

√
f(m0)2 + f(ε)2+ c0,ε ·η0), mε

T = f−1(
√
f(mT )

2 + f(ε)2+ cT,ε ·ηT ) (4.3.17)

is a r-compatible approximation of (m0,mT ). Moreover, we have

lim
ε→0+

c0,ε = lim
ε→0+

cT,ε = 0, (4.3.18)

η0 ≡ 0 in
[
a0 − 1,

1

3
(2a0 + b0)

]
∪
[
1

3
(a0 + 2b0), b0 + 1

]
,

ηT ≡ 0 in
[
a1 − 1,

1

3
(2a1 + b1)

]
∪
[
1

3
(a1 + 2b1), b1 + 1

]
, (4.3.19)
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and there exists a constant C = C(|supp(m0)|, |supp(mT )|, dist(supp(m0), supp(mT ))) such

that

∥f(mε
j)∥W 1,∞(R) ≤ C∥f(mj)∥W 1,∞(R) + f(ε) + |c0,ε| · ∥ηj∥C1(R,R3), j ∈ {0, T}, (4.3.20)

[f(mε
j)x]Cα(R) ≤

C

f(ε)
(1+ [f(mj)x]Cα({mj>0})) + |c0,ε|[(ηj)x]Cα(R,R3), j ∈ {0, T} (4.3.21)

[f(mε
j)x]Cα({mj≥δ}) ≤

C

f(δ)
(1+ [f(mj)x]Cα({mj>0}))+

C

f(δ)
|c0,ε|[(ηj)x]Cα(R,R3), j ∈ {0, T}

(4.3.22)

Finally if j ∈ {0, T} and f(mj) is semi–convex, then

∥f(mε
j)
−
xx∥L∞(R) ≤ ∥f(mj)

−
xx∥L∞(R) + |c0,ε| · ∥(ηj)−xx∥L∞(R). (4.3.23)

Proof. We let η0,1, η0,2, η0,3 ∈ C∞
c (R) be non–zero, non–negative bump functions supported,

respectively, on

[a0 − 2, a0 − 1],

[
1

3
(2a0 + b0),

1

3
(a0 + 2b0)

]
, and [b0 + 1, b0 + 2].

Similarly, we take ηT,1, ηT,2, ηT,3 ∈ C∞
c (R) to be supported, respectively, on

[a1 − 2, a1 − 1],

[
1

3
(2a1 + b1),

1

3
(a1 + 2b1)

]
, and [b1 + 1, b1 + 2].

With this, we can define

η0 = (η0,1, η0,2, η0,3), ηT = (ηT,1, ηT,2, ηT,3).

We observe first that (4.3.19) holds by construction. Next, note that (4.3.16) guarantees

that mε
0,m

ε
T ≡ ε outside of [−r, r]. For this reason, (4.3.15) will hold for all R > r as long
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as it holds for R = r. Now, we have

ˆ a0

−r
mε

0 =

ˆ a0

−r
f−1(f(ε) + c10,εη0,1), and

ˆ a1

−r
mε

T =

ˆ a1

−r
f−1(f(ε) + c1T,εηT,1).

If, say, a0 ≤ a1, then, taking c1T,ε = 0, there exists a unique choice of c10,ε ≥ 0 that ensures

ˆ a0

−r
mε

0 =

ˆ a1

−r
mε

T .

Similarly, if a1 < a0, we may take c10,ε = 0 and choose an adequate c1T,ε > 0. By the same

reasoning, there exists a choice of c30,ε, c
3
T,ε such that

ˆ r

b0

mε
0 =

ˆ r

b0

mε
T .

We must also ensure that mε
0,m

ε
T have equal mass. For this purpose, we observe that

ˆ b0

a0

mε
0 =

ˆ b0

a0

f−1(
√
f(m0)2 + f(ε)2+c20,εη0,2),

ˆ b1

a1

mε
T =

ˆ b1

a1

f−1(
√
f(mT )

2 + f(ε)2+c2T,εηT,2).

And, as before, depending on which of the quantities

ˆ b0

a0

f−1(
√
f(m0)2 + f(ε)2),

ˆ b1

a1

f−1(
√
f(mT )

2 + f(ε)2) (4.3.24)

is larger, we may choose one of the numbers c20,ε, c
2
T,ε to be zero, which leaves a unique way

to choose the remaining one in such a way that

ˆ b0

a0

mε
0 =

ˆ b1

a1

mε
T .

This, together with (4.3.15), guarantees that the two functions have the same integral over

[−R,R]. Now, (4.3.18) is a straightforward consequence of (4.3.3), (4.3.4), and the fact that
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the vectors c0,ε, cT,ε were chosen so that

ci0,εc
i
T,ε = 0 for i ∈ {1, 2, 3}.

It remains to show the Lipschitz, C1,α, and semi-convexity estimates on f(mε
0), f(m

ε
T ). For

concreteness, we will only show these for f(mε
0), since the arguments for f(mε

T ) are identical.

We have

f(mε
0) =

√
f(m0)2 + f(ε)2 + c0,ε · η0 ; f(mε

0)x =
f(m0)f(m0)x√
f(m0)2 + f(ε)2

+ c0,ε · (η0)x,

which readily yields (4.3.20). Now, given x, y ∈ [−r, r], we may write

f(mε
0)x(x)− f(mε

0)x(y) =

c0,ε ·((η0)x(x)−(η0)x(y))+
(f(m0)(x)− f(m0)(y))f(m0)x(x)√

f(m0)2(x) + f(ε)2
+f(m0)(y)f(m0)x(y)G1(x, y)

= c0,ε · ((η0)x(x)− (η0)x(y)) +
(f(m0)(x)− f(m0)(y))f(m0)x(x)√

f(m0)2(x) + f(ε)2

+ f(m0)(y)
f(m0)x(x)− f(m0)x(y)√

f(m0)(x)2 + f(ε)2
+ f(m0)(y)f(m0)x(y)G2(x, y), (4.3.25)

where

G1(x, y) =
1√

f(m0)(x)2 + f(ε)2
− 1√

f(m0)(y)2 + f(ε)2
, (4.3.26)

G2(x, y) =
(f(m0)(y)− f(m0)(x))(f(m0)(y) + f(m0)(x))√

f(m0)(x)2 + f(ε)2
√
f(m0)(y)2 + f(ε)2(

√
f(m0)(y)2 + f(ε)2 +

√
f(m0)(x)2 + f(ε)2)

.

(4.3.27)
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Thus, we obtain

|f(mε
0)x(x)− f(mε

0)x(y)| ≤ |c0,ε|[η0]α|x− y|α

+
C

f(ε)
∥f(m0)x∥2∞|x− y|α +

1

f(ε)
∥f(m0)∥∞[f(m0)x]Cα({m0>0})|x− y|α

+
C

f(ε)
∥f(m0)x∥2∞|x− y|α,

which yields (4.3.21). Similarly, if x, y ∈ {m0 ≥ δ}, we obtain (4.3.22). Finally, if m0 is

smooth, then

f(mε
0)xx =

f(m0)f(m0)xx√
f(m0)2 + f(ε)2

+
f(m0)

2
x√

f(m0)2 + f(ε)2
− f(m0)

2f(m0)
2
x

(f(m0)2 + f(ε)2)
3
2

+ c0,ε · (η0)xx

≥ −∥f(m0)
−
xx∥∞ +

f(m0)
2
xf(ε)

2

(f(m0)2 + f(ε)2)
3
2

− |c0,ε∥|(η0)xx∥∞

≥ −∥f(m0)
−
xx∥∞ − |c0,ε∥|(η0)xx∥∞,

which shows (4.3.23). For a non-smooth m0, the result then follows by standard approxima-

tion.

Having constructed the necessary approximations, we are now ready to prove the well-

posedness theorem.

Proof of Theorem 4.3.3. We begin with the case of (MFGP). We first prove existence of a

solution satisfying the estimates. For this purpose, we choose the r-compatible approxima-

tions (mε
0,m

ε
T ) as defined by (4.3.17), where r > 0 is fixed and chosen large enough to satisfy

(4.3.16), and take R > 2r, where r is the constant of Proposition 4.3.6. In view of (4.3.20)

from Lemma 4.3.8, the constant C of Proposition 4.3.5 may be chosen independently of ε.

In particular, from (4.3.13), we may choose the solutions (uε,mε) of Proposition 4.3.5 in

such a way that ∥uε∥∞ ≤ C. Therefore, due to the bounds (4.3.11) and (4.3.12), the family

{(uε,mε)}ε∈(0,1) is bounded and equicontinuous, and we may extract a subsequence and
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conclude that (uε,mε) → (u,m) ∈ W 1,∞([−R,R]× [0, T ])×C([−R,R]× [0, T ]), with (u,m)

satisfying the required estimates.

Moreover, if (x, t) ∈ {m > 0}, by the equicontinuity of {mε}ε∈(0,1), there exists an open

set V containing (x, t) such that f ′(mε)mε > 0, so that uε satisfies a uniformly elliptic

equation in V (recall (4.2.1)). As a result, if 0 < t < T , the standard interior C1,α estimates

followed by the Schauder estimates (see [25, Thm. 13.6] and [25, Thm. 6.2], respectively)

imply that (u,m) ∈ C2,α×C1,α in a neighborhood of (x, t). On the other hand, if t ∈ {0, T},

by proceeding as in the proof of Theorem 4.2.11, through the C1,α estimates for oblique

problems, followed by Fiorenza’s convergence argument (as detailed in the proof of Theorem

4.2.11), we see that (u,m) ∈ C2,α × C1,α in a neighborhood of (x, t). In particular, this

shows that u solves the HJ equation in the pointwise sense at (x, t).

Now, we claim that m ∈ Cc(R × [0, T ]), with supp(m) ⊂ [−r, r] × [0, T ]. Indeed, this

follows from the fact that, for each t ∈ [0, T ], m(·, t) has mass 1 and, by Lemma 4.2.3 and

Proposition 4.3.6,

ˆ r

−r
m(·, t) = lim

ε↓0

ˆ r

−r
mε(·, t) ≥ lim

ε↓0

ˆ b0

a0

mε
0 =

ˆ b0

a0

m0 = 1.

On the other hand, we can extend u to W 1,∞(R× (0, T )) in the following way:

u(x, t) =


u(−R, t) if x < −R

u(R, t) if x > R.

Notice that, since uεx(±R, ·) ≡ 0,

−uεt (±R, t) = f(mε(±R, t)) → f(0) uniformly in t,
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and, thus,

uε(±R, t) → f(0)(T − t) + u(±R, T ) in C1,1([0, T ]).

In particular, we see that, for |x| > R,

−ut +
1

2
u2x = f(0) = f(m).

It is then straightforward to verify, by using the basic stability property of viscosity solutions

under uniform convergence (see [17]), that this extension (u,m) is a solution to (MFGP), in

the sense of Definition 4.3.1, which satisfies all the necessary estimates.

Now, to prove uniqueness, we assume that (ũ, m̃) is another solution. Since the function

ũ is a viscosity solution to the HJ equation, and it is almost everywhere differentiable, it

must also satisfy the equation pointwise almost everywhere. Therefore, it also solves the

equation in the distributional sense. Noting that the pairs (u,m), (ũ, m̃) ∈ W 1,∞(R ×

(0, T ))× Cb(R× [0, T ]) are sufficiently regular to serve as test functions, we may apply the

standard Lasry-Lions computation to the pair (u,m) and (ũ, m̃), obtaining

ˆ T

0

ˆ
R

1

2
(m+ m̃)|ux − ũx|2 + (m− m̃)(f(m)− f(m̃)) = 0.

Therefore, since the left hand side is non-negative, we conclude that m = m̃, and ux = ũx

in {m > 0}. Finally, since m is continuous, {m > 0} is an open set, and thus u and

ũ at most differ by a constant on each connected component of {m > 0}. For the case of

(MFG), the proof is completely analogous, noting that in applying Proposition 4.3.5, we take

gε(m) = g(m) + εm, to satisfy the strict monotonicity assumption. We note that, unless

g′ > 0, the Lieberman and oblique Schauder estimates may not be applied at t = T , hence the

weaker conclusion (u, f(m)) ∈ C
2,α
loc ((R×[0, T )) ∩ {m > 0}) × C

1,α
loc ((R×[0, T )) ∩ {m > 0}).

However, in the special case g ≡ 0, u satisfies a smooth Dirichlet boundary condition at

t = T , and thus we may apply the Ladyzhenskaya-Uralt’seva and Schauder estimates for the
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Dirichlet problem (see [25, Thm 13.7, Thm 6.19]) to the limiting function u to still obtain

the C2,α
loc ((R×[0, T ]) ∩ {m > 0}) regularity. Note that global uniqueness follows because,

since m is unique, the terminal value u(·, T ) = g(m(·, T )) is uniquely determined.

4.3.2 Analysis of the free boundary

Having established the existence and uniqueness of solutions, with compactly supported

density, we now study the set ∂({m > 0}), where (u,m) is the solution to (MFG) or (MFGP).

Henceforth, we restrict our analysis to the case that, for some given constant θ > 0, we have

f(m) = mθ , θ > 0 . (4.3.28)

We will focus on the setting in which the initial distribution m0 (and possibly mT , in case of

problem (MFGP)) are each supported exactly on an interval. That is, we will assume that

{m0 > 0} = (a0, b0) and {mT > 0} = (a1, b1), (4.3.29)

for some finite a0, b0, a1, b1. Moreover, we will assume that m0 and mT decay like powers

near the endpoints of these intervals. In other words, there exist numbers α0, α1 > 0 such

that

1

C0
dist(x, {a0, b0})α0 ≤ m0(x) ≤ C0dist(x, {a0, b0})α0 , x ∈ [a0, b0], (4.3.30)

1

C1
dist(x, {a1, b1})α1 ≤ mT (x) ≤ C1dist(x, {a1, b1})α1 , x ∈ [a1, b1]. (4.3.31)

For concreteness, we will also assume here that

α0 ≥ α1, (4.3.32)
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but we remark that the opposite case can be studied, with analogous results, by simply

considering the time-reversed functions (−u(x, T − t),m(x, T − t)), which solve (MFGP),

but with the roles of m0 and mT reversed.

Correspondingly, in case of problem (MFG), we assume that the coupling function g at

final time satisfies, for some given constants θ1 > 0, c1 ≥ 0, with θ1 ≥ θ,

g(m) = c1Tm
θ1 . (4.3.33)

Remark 4.3.9. The factor of T in the definition of g is made explicit in order to adequately

state the sharp long time behavior result, Theorem 4.3.15. This is the natural scaling for

the final pay-off which is consistent with the behavior of the self-similar solution, see Section

2. However we also note that our assumptions include, in particular, the case of terminal

condition u(·, T ) = 0.

Characterization of the free boundary through the equation satisfied by the

flow

In this subsection, we properly establish the existence of the free boundary curves together

with their basic characterization. Our main tool will be the elliptic equation satisfied by the

flow γ of optimal characteristics (see (4.2.12)). We recall from Section 4.1 that α ∈ (0, 1) is

defined by

α =
2

2 + θ
.

Theorem 4.3.10 (Characterization of the free boundary and the flow). Let f be given by

(4.3.28). Assume that (4.3.3)–(4.3.5) and (4.3.29)–(4.3.33) hold, and that f(m0) is semi–

convex. Let (u,m) be a solution to (MFG) or (MFGP). Then there exist two functions
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γL < γR ∈ W 1,∞(0, T ), such that

{m > 0} = {(x, t) ∈ R× [0, T ] : γL(t) < x < γR(t)}. (4.3.34)

Moreover, the flow γ of optimal trajectories is well defined on (a0, b0)× [0, T ], we have

γ ∈ W 1,∞((a0, b0)×(0, T ))∩C2,α
loc ((a0, b0)×[0, T ]), γx > 0, γL(t) = γ(a0, t), γR(t) = γ(b0, t),

and γ is a classical solution in (a0, b0)× (0, T ) to the elliptic equation

γtt +
θf(m0)

(γx)2+θ
γxx =

f(m0)x

(γx)1+θ
. (4.3.35)

Moreover, there exists a constant

C =


C
(
T, T−1, C0, ∥f(m0)∥W 1,∞ , ∥f(m0)

−
xx∥∞, θ,

θ1
θ , c1

)
if (u,m) solves (MFG),

C
(
T, T−1, C0, C1, ∥f(m0)∥W 1,∞ , ∥f(mT )∥W 1,∞ , ∥f(m0)

−
xx∥∞, θ

)
if (u,m) solves (MFGP),

such that

∥γ∥W 1,∞([a0,b0]×[0,T ]) ≤ C, (4.3.36)

and, for each (x, t) ∈ (a0, b0)× [0, T ],

1

C
m0(x) ≤ m(γ(x, t), t). (4.3.37)

Proof. Throughout this proof, as usual, the constant C > 0 may increase at each step. We

will first treat the case in which (u,m) solves (MFGP). As in the proof of Theorem 4.3.3, we

let (uε,mε) be the solution to (4.3.9) given by Proposition 4.3.5, corresponding to the choices

of mε
0,m

ε
T given by (4.3.17). We may normalize the solution to satisfy

´
RT u

ε(·, T ) = 0. We
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also fix R large enough that (−R,R) contains both [a0− 2, b0+2] and [a1− 2, b1+2]. With

this choice, we see from (4.3.17) and (4.3.19) that

ˆ a0

−R
mε

0 =

ˆ a1

−R
mε

T , and
ˆ R

b0

mε
0 =

ˆ R

b1

mε
T , (4.3.38)

which guarantees that γε(a0, T ) = a1, and γε(b0, T ) = b1, or, equivalently, that γε(·, T ) is a

bijection between supp m0 and supp mT . We are now interested in a Lipschitz bound for γε.

Recall that γεt = −uεx(γε(x, t), t), so ∥γεt ∥L∞((a0,b0)×[0,T ]) is bounded due to Proposition 4.3.5

(we emphasize that our choice of R is already fixed). Moreover, we have γε ∈ C2([−R,R]×

[0, T ]) and, by Lemma 4.2.3 we know that it satisfies (4.2.12); for the case f(m) = mθ, this

equation may be rewritten as

γεtt +
θf(mε

0)

(γεx)
2+θ

γεxx =
f(mε

0)x

(γεx)
1+θ

. (4.3.39)

For K > 0, we set

v = γεx, w = v −Ktα, and k1 = ∥f(m0)
−
xx∥∞.

We now want to show that, if K is chosen sufficiently large,

max
[a0,b0]×[0,T ]

w ≤ max
∂([a0,b0]×[0,T ])

w. (4.3.40)

For this purpose we assume first that mε
0,m

ε
T are smooth. Then γε is smooth as well, and

differentiating (4.3.39) with respect to x, we get, for some function b(x, t), and sufficiently

small ε > 0,

vtt +
θf(mε

0)

v2+θ
vxx + b(x, t)vx =

f(mε
0)xx

v1+θ
≥ −2k1
v1+θ

, (4.3.41)

where equation (4.3.23) from Lemma 4.3.8 was used in the last inequality. Recalling the
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definition of w, this yields

wtt +
θf(mε

0)

v2+θ
wxx + b(x, t)wx ≥ −2k1

v1+θ
+Kα(1− α)tα−2. (4.3.42)

Let (x0, t0) be an interior maximum point of w. Then the right hand side of (4.3.42) must

be non-positive, which may be rewritten as

v(x0, t0) ≤
(

2k1
Kα(1− α)

) 1
1+θ

t
2−α
1+θ
0 =

(
2k1

Kα(1− α)

) 1
1+θ

tα0 . (4.3.43)

Since max[a0,b0]×[0,T ]w ≥ 0, we have v(x0, t0) ≥ Ktα0 . Hence inequality (4.3.43) is impossi-

ble if we choose K sufficiently large, namely if K >
(

2k1
α(1−α)

) 1
2+θ . This shows (4.3.40). To

remove the assumption that mε
0,m

ε
T are sufficiently smooth to perform the above computa-

tions, we approximate them first with convolutions, as was done in (4.2.33) (but without any

need to regularize f), and we simply note that (4.3.40) is stable under such an approximation.

In view of (4.3.40), it now suffices to bound w at the boundary points. When t = 0,

we have w = v ≡ 1, and when x = a0 or x = b0, mε
0(x) = ε = minmε, so that, recalling

(4.2.10),

w(x, t) ≤ v(x, t) =
mε

0(x)

mε(γε(x, t), t)
≤ 1.

Therefore, we are only left with estimating v(x, T ), for x ∈ (a0, b0). We will assume that

x ∈ (a0,
1
2(a0 + b0)), since the converse case is completely symmetric. We first observe that

the explicit form of the approximations (4.3.17), where f(s) = sθ, together with (4.3.30) and

(4.3.31), imply, for some constants c0, c1:

1

c0
(dist(x, {a0, b0})α0 + ε) ≤ mε

0(x) ≤ c0(dist(x, {a0, b0})α0 + ε), x ∈ (a0, b0), (4.3.44)
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and

1

c1
(dist(x, {a1, b1})α1 + ε) ≤ mε

T (x) ≤ c1(dist(x, {a1, b1})α1 + ε), x ∈ (a1, b1). (4.3.45)

Let us set x = γε(x, T ); since we have

ˆ x

a0

mε
0 =

ˆ x

a1

mε
T (4.3.46)

we deduce from (4.3.44)–(4.3.45) that x → a0 if and only if x → a1. Hence we can assume

that x ≤ a1+b1
2 and we estimate

1

c0
((x− a0)

α0+1 + ε(x− a0)) ≤
ˆ x

a0

mε
0 =

ˆ x

a1

mε
T ≤ c1((x− a1)

α1+1 + ε(x− a1)).

In particular, this implies that

1

c0
(x− a0)

α0+1 ≤ c1(x− a1)
α1+1 or

1

c0
ε(x− a0) ≤ c1ε(x− a1),

and since α0 ≥ α1 we deduce, for some constant C, that

(x− a0)
α0 ≤ C (x− a1)

α1 .

As a result, using (4.3.44)–(4.3.45), we have, for ε small enough,

v(x, T ) =
mε

0(x)

mε(γε(x, T ), T )
≤ c0(x− a0)

α0 + ε
1
c1
(x− a1)α1 + ε

≤ C.

We thus conclude that w ≤ C, hence

γεx(x, t) ≤ C(1 + tα). (4.3.47)
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This finally establishes that

∥γε∥W 1,∞([a0,b0]×[0,T ]) ≤ C, (4.3.48)

and, in particular,
1

C
mε

0(x) ≤ mε(γε(x, t), t). (4.3.49)

Now, recalling the proof of Theorem 4.3.3, we see that mε converges uniformly to the unique

weak solution m of (MFGP). Moreover, γε → γ uniformly in [a0, b0] × [0, T ], and (4.3.36),

(4.3.37) follow. Now, assume that x0 < γ(a0, t0). We have, for ε small enough, x0 <

γε(a0, t0), so Lemma 4.2.3 yields

ˆ x0

−R
mε ≤

ˆ a0

−R
mε

0, =⇒
ˆ x0

−R
m ≤

ˆ a0

−R
m0 = 0,

and, thus, m(x0, t0) = 0. Similarly, m(x0, t0) = 0 whenever x0 > γ(b0, t0). On the other

hand, if γ(a0, t0) < x0 < γ(b0, t0), we have, by continuity, γ(a0, t0) = γ(c0, t0) for some

a0 < c0 < b0. As a result, (4.3.37) yields

m(x0, t0) = m(γ(c0, t0), t0) ≥
1

C
m0(c0) > 0,

and this proves (4.3.34). We now recall from the proof of Theorem 4.3.3 that (uε, f(mε))

is bounded in C
2,α
loc (([−R,R] × [0, T ]) ∩ {m > 0}) × C

1,α
loc (([−R,R] × [0, T ]) ∩ {m > 0}),

independently of ε. Thus, for (x, t) ∈ (a0, b0)× [0, T ], letting ε→ 0 in the relations

γεt = −uεx(γε(x, t), t), γεx =
mε

0(x)

mε(γε(x, t), t)
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shows that γε → γ in C2
loc((a0, b0)× [0, T ]),

γt = −ux(γ(x, t), t), γx =
m0(x)

m(γ(x, t), t)
, (4.3.50)

and, in particular, γ ∈ C
2,α
loc ((a0, b0)×[0, T ]). Finally, letting ε→ 0 in (4.3.39) yields (4.3.35).

We now explain the necessary changes in the above proof to deal with the case that (u,m)

solves (MFG). We initially assume that c1 > 0. The first modification lies in the proof of

(4.3.47), since our previous argument to estimate γεx(·, T ) does not apply if mε(·, T ) ̸= mε
T .

Assume then that the function w achieves its maximum value at a point (x0, T ), with a0 <

x0 < b0. We first observe that

uε(·, T ) = g(mε(·, T )),

so that

−γεt (·, T ) = uεx(γ
ε(·, T ), T ) = g′(γε(·, T ))mε

x(γ
ε(·, T ), T ) .

Since mε
x = 1

f ′f(m
ε)x = 1

f ′γ
ε
tt, we get

−γεt (·, T ) =
g′

f ′
γεtt(·, T ) = Tc1

θ1
θ
(mε)θ1−θγεtt.

Differentiating this relation with respect to x once more yields

T c1
θ1
θ
(mε)θ1−θvtt = −vt − T c1

θ1
θ
(θ1 − θ)(mε)θ1−θ−1(mε

x)
2γxf

′(mε) ≤ −vt.

Now, evaluating this at x0, and using the fact that wt ≥ 0 at (x0, T ), we get

Tc1
θ1
θ
(mε)θ1−θvtt ≤ −KαTα−1.

On the other hand, using wx = vx = 0 and wxx = vxx ≤ 0, (4.3.41) yields vtt ≥ − 2k1
v1+θ .
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Hence we get

− 2k1
v1+θ

θ1
θ
(mε)θ1−θ ≤ −KαTα−2

c1
.

Using the uniform bound on m (see (4.3.10)) we obtain, for ε sufficiently small,

v ≤
(
2k1c1θ1
αθ

∥m0∥θ1−θ
∞

) 1
1+θ T

2−α
1+θ

K
1

1+θ

:= C
T

2−α
1+θ

K
1

1+θ

= C
Tα

K
1

1+θ

. (4.3.51)

If we choose K > C
1+θ
2+θ , then the right hand side of (4.3.51) is bounded above by KTα,

which yields w(x, T ) ≤ 0, completing the proof of (4.3.47). We also observe that g = c1Tm
θ

satisfies g′ > 0, which, as seen in the proof of Theorem 4.3.3, is still sufficient to obtain

uniform bounds of (uε, f(mε)) in

C
2,α
loc (([−R,R]× [0, T ]) ∩ {m > 0})× C

1,α
loc (([−R,R]× [0, T ]) ∩ {m > 0}). (4.3.52)

When c1 = 0, we can repeat the present proof for gε(m) = εmθ. The functions (uε, f(mε))

may still be estimated in C
2,α
loc × C

1,α
loc away from t = T , and we conclude as before, except

that we are only able to obtain that γ ∈ C
2,α
loc ((a0, b0)× [0, T )). However, since we know

from Theorem 4.3.3 that u ∈ C
2,α
loc ((R× [0, T ]) ∩ {m > 0}), the regularity of γ up to t = T

follows from (4.3.50).

We now obtain the optimal upper bound for the time evolution of the quantity γx, which

is attained by the self-similar solutions of Section 4.1.

Corollary 4.3.11 (Upper bound on γx). Under the assumptions of Theorem 4.3.10, let

(u,m) be a solution to (MFG) or (MFGP), let γ be the flow of optimal trajectories for

(u,m), and define

d(t) =


t if u solves (MFG),

dist(t, {0, T}) if u solves (MFGP).
(4.3.53)
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Then there exists a constant C > 0, with

C =


C
(
C0, ∥f(m0)

−
xx∥L∞({m0>0}),

θ1
θ , c1

)
if u solves (MFG),

C
(
C0, C1, ∥f(m0)

−
xx∥L∞({m0>0})

)
if u solves (MFGP),

(4.3.54)

independent of T , such that

γx(x, t) ≤ C(1 + d(t)α).

Proof. In the proof of Theorem 4.3.10, we showed (4.3.47). In fact, by simply following the

proof, one readily sees that the constant C in (4.3.47) may be chosen independently of T ,

and depending only on the quantities specified in (4.3.54). This observation applies for both

(MFG) and (MFGP). Thus, for (MFG) there is nothing left to prove. As for (MFGP),

repeating exactly the same argument for the function w = v −K(T − t)α yields

γx(x, t) ≤ C(1 + (T − t)α).

Thus, combining this with (4.3.47), we conclude that, for (u,m) solving (MFGP)

γx(x, t) ≤ C(1 + min(tα, (T − t)α)) = C(1 + d(t)α).

C1,1 regularity, strict convexity, strict monotonicity, and long time behavior

In this subsection we obtain, under adequate compatibility and non-degeneracy assumptions

on the data, uniform W 2,∞(0, T ) estimates for the free boundary. Additionally, we obtain

strict convexity and strict concavity for the left and right free boundary curves, respectively,

and prove that for the terminal cost problem, (MFG), the boundary is spreading outward.

Finally, we quantify the exact rate of propagation of the support and the exact rate of
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decay in time for the density, which are the ones exhibited by the self-similar solutions of

Proposition 4.1.1.

To obtain these extra properties on the free boundary, we strengthen the assumptions of

the previous subsection. In particular, we will require the following compatibility condition

between terminal and initial data, namely that

α0 = α1, θ1 = θ. (4.3.55)

where α0, α1, θ1 are defined in (4.3.30)–(4.3.33). This kind of assumption will guarantee

that the function γx is well-behaved at t = T . We will also strengthen the nondegeneracy

assumption on f(m0) by requiring

f(m0)xx ≤ 0 in {x ∈ (a0, b0) : dist(x, {a0, b0}) < δ} for some δ > 0 . (4.3.56)

We observe that, since f(m0) is Lipschitz, (4.3.56) necessarily implies that α0 = 1
θ in (4.3.30),

and

f(m0)x(b
−
0 ) < 0 < f(m0)x(a

+
0 ). (4.3.57)

We begin by obtaining a uniform lower bound on γx(·, T ) for solutions to (MFGP).

Lemma 4.3.12. Under the assumptions of Theorem 4.3.10, let (u,m) be a solution to

(MFGP), and assume that α0 = α1. Then there exists a constant C = C(C0, C1), such

that, for x ∈ (a0, b0),

γx(x, T ) ≥
1

C
.

Proof. With no loss of generality, we assume that x ∈ (a0,
1
2 (a0 + b0)), and that x is close

enough to a0 to guarantee that γ(x, T ) ∈ (a1,
1
2(a1+b1)). We have, by conservation of mass,

ˆ x

a0

m0 =

ˆ γ(x,T )

a1

mT (γ(·, T )).
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Thus, in view of (4.3.30) and (4.3.31),

C0(x− a0)
α0+1 ≥ 1

C1
(γ(x, T )− a1)

α0+1 =⇒ (γ(x, T )− a1)
α0

(x− a0)α0
≤ (C0C1)

α0
α0+1 .

This, combined with (4.3.30) and (4.3.31) once more, implies that

γx(x, T ) =
m0(x)

mT (γ(x, T ), T )
≥ (C0C1)

−1 (x− a0)
α0

(γ(x, T )− a1)α0
≥ (C0C1)

−(1+
α0

α0+1 ).

Next we obtain a global lower bound on γx. We also show that when (4.3.56) is strength-

ened to be both strict and global, as occurs in the self-similar solution, this bound can be

improved to yield the optimal rate at which γx may grow in time, complementing the upper

bound of Corollary 4.3.11.

Theorem 4.3.13. (Lower bounds on γx) Under the assumptions of Theorem 4.3.10, let

(u,m) be a solution to (MFG) or (MFGP). Assume that (4.3.55) and (4.3.56) hold. Then

we have:

(i) There exists a constant C > 0 such that, for (x, t) ∈ (a0, b0) × [0, T ], m(γ(x, t), t) ≤

Cm0(x), that is,

γx(x, t) ≥
1

C
, (4.3.58)

and

C =


C(C0, δ

−1) if u solves (MFG),

C(C0, C1, δ
−1) if u solves (MFGP).

(4.3.59)

(ii) Assume, in addition, that f(m0)xx ≤ − 1
K < 0 in (a0, b0), and that c1 > 0 in (4.3.33),

and let d be defined as in (4.3.53). Then there exists a constant C > 0 such that the

153



sharp estimate

γx(x, t) ≥
1

C
(1 + d(t)α) (4.3.60)

holds, and

C =


C
(
C0, c

−1
1

)
if u solves (MFG),

C (C0, C1, K) if u solves (MFGP).
(4.3.61)

Proof. We first treat the case in which (u,m) solves (MFGP). Observe that, since f ∈

C∞(0,∞), the interior Schauder estimates applied to (4.2.1) imply that the solution (u,m)

is C∞ in the set {m > 0} ∩ {0 < t < T}, and so by Lemma 4.2.5 the function

v(x, t) = f(m(γ(x, t), t))

solves, for (x, t) ∈ [a0, b0]× [0, T ],

−vtt −
θv

γ2x
vxx + vx

θv

γ3x
γxx +

θ + 1

θ
v−1v2t = 0. (4.3.62)

Since v =
f(m0)
γθx

(by (4.2.10)), using (4.3.35) and γtt = −vx
γx

(by (4.2.9)) we deduce

−vtt −
θv

γ2x
vxx = −vx

γ2x

(
θf(m0)γxx

γ1+θ
x

)
− θ + 1

θ
v−1v2t = −vx

γ2x

(
f(m0)x

γθx
− γx γtt

)
− θ + 1

θ
v−1v2t

≤ −vx
γ2x

(
f(m0)x

γθx
− vx

)
.

(4.3.63)

Now, given 0 < ε < 1, for each (x, t) ∈ [a0, b0]× [0, T ], we let

w(x, t) = v(x, t)− Cf(m0)(x)− εt,

where C ≥ 1 is a constant large enough to guarantee that w(x, T ) ≤ 0, and w ≤ 0 on the
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set {(x, t) : dist(x, {a0, b0}) ≥ δ}. Such a constant exists because of Lemma 4.3.12, and

because, by (4.3.30), m0 ≥ 1
C0
δα0 on {x : dist(x, {a0, b0}) ≥ δ}. Observe that, as a result of

(4.3.56) and (4.3.57), we must have

f(m0)x ̸= 0 on {x : 0 < dist(x, {a0, b0}) < δ}. (4.3.64)

Let (x0, t0) be an interior maximum of w on the set

S := {w > −εt} ∩ {dist(x, {a0, b0}) < δ}.

We note that, in S, v(x, t) > Cf(m0). Moreover, at (x0, t0), vx = Cf(m0)x and D2w ≤ 0.

Therefore, in view of (4.3.56), (4.3.63), and (4.3.64), we infer that

0 ≤ −wtt −
θv

γ2x
wxx ≤ −1

γ2x
C
f(m0)

2
x

f(m0)
(v − Cf(m0)) +

Cθv

γ2x
f(m0)xx < 0. (4.3.65)

This is a contradiction, so the maximum of w in S is achieved at ∂S. At such a point, we

have either w = −εt, t = 0, t = T , or dist(x, {a0, b0}) = δ. By our choice of C, in each of

these cases we have w ≤ 0. Therefore, w ≤ 0 on all of [a0, b0]× [0, T ], that is,

f(m(γ(x, t), t)) ≤ Cf(m0(x)) + εt,

and the result follows by letting ε→ 0.

Now, to modify this for the terminal cost problem u(·, T ) = c1Tf(m(·, T )) (recall that

(4.3.55) holds), the only issue we must address is that we do not know a priori that w ≤ 0

at t = T . It is therefore enough to prove that w cannot achieve a maximum in S at some

(x0, T ), where x0 ∈ (a0, b0). Assume otherwise. On one hand, we have, by (4.2.8) and the
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continuity equation,

vt(x, T ) = f ′(m)(mt +mxγt)(γ(x, T ), T ) = f ′(m)(mt −mxux)(γ(x, T ))

= f ′(m)muxx(γ(x, T ), T ) = θv(x, T )uxx(γ(x, T ), T ). (4.3.66)

On the other hand, by the definition of v and the chain rule,

f(m)xx(γ(x, T ), T ) =

(
vx
γx

)
x
(x, T )

1

γx(x, T )
. (4.3.67)

Differentiating the terminal condition implies that uxx(·, T ) = c1Tf(m)xx(·, T ), so that, in

view of (4.3.66) and (4.3.67), we obtain

vt = θvuxx(γ(x0, T ), T ) = θc1Tvf(m)xx(γ(x0, T ), T ) = θc1Tv

(
1

γ2x
vxx − vx

1

γ3x
γxx

)
.

(4.3.68)

Now, notice that wxx(x0, T ) = vxx − Cf(m0)xx ≤ 0 and f(m0)xx(x0) ≤ 0, so vxx ≤ 0.

Hence, in view of (4.3.35) and (4.2.9), we obtain

vt ≤ −θc1Tvx
v

γ3x
γxx = −c1Tvx

(
f(m0)x

γ2+θ
x

− vx
γ2x

)
. (4.3.69)

As a result, since wt ≥ 0 and wx = 0, that is, vt ≥ ε and vx = Cf(m0)x, recalling (4.3.64)

and the definition of S, we get

ε ≤ vt ≤ −c1TC
1

γ2x

f(m0)
2
x

f(m0)
(v − Cf(m0)) ≤ 0.

This is a contradiction, which proves (4.3.58).

To prove part (ii), we now assume that f(m0)xx ≤ − 1
K , where K > 0, and again we focus

first on the case where (u,m) solves (MFGP). We repeat the above argument, but with a
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different choice for the function w, namely

w(x, t) = v(x, t)− ζ(t)f(m0)(x), where ζ(t) = C

(
1

tαθ
+

1

(T − t)αθ
.

)
(4.3.70)

Since f(m0) is now globally concave, we may also redefine S to be simply

S := {w > 0}.

Then, instead of (4.3.65), we obtain

0 ≤ −wtt −
θv

γ2x
wxx ≤ −1

γ2x
ζ(t0)

f(m0)
2
x

f(m0)
w + ζ ′′(t0)f(m0) +

ζ(t0)θv

γ2x
f(m0)xx

≤ f(m0)
−2

θ

(
f(m0)

1+2
θ ζ ′′(t0) + ζ(t0)θf(m0)xxv

1+2
θ

) (4.3.71)

where we used that γx =
(
f(m0)

v

)1
θ due to (4.2.10). Since f(m0)xx ≤ − 1

K , and v >

ζ(t)f(m0) because w > 0, we estimate the right hand side of (4.3.71) obtaining

0 ≤ −f(m0)

(
−ζ ′′(t0) + θ

1

K
ζ(t0)

2+2
θ

)
,

It is straightforward to check that, choosing C sufficiently large, independently of T , ζ

satisfies

−ζ ′′(t) + θ
1

K
ζ(t)2+

2
θ > 0.

Therefore, with this choice of ζ, we obtain a contradiction. Moreover, since w(·, 0) ≡

w(·, T ) ≡ −∞, we conclude that the set S must be empty. That is,

v(x, t) ≤ ζ(t)f(m0)(x), (x, t) ∈ (a0, b0)× (0, T ),

which, combined with (4.3.58), readily implies (4.3.60). Finally, we prove (4.3.60) for the
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case in which (u,m) solves (MFG). We again define w according to (4.3.70), but this time

ζ is defined by

ζ(t) =
C

tαθ
, t ∈ (0, T ).

We may now follow the same proof as for (MFGP), with the only issue being that we no

longer have w(·, T ) ≡ −∞, and, thus, we must consider the case of a maximum point (x0, T )

of w. We begin by noticing that, since wxx = vxx − ζ(T )f(m0)xx ≤ 0, wx = 0, and wt ≥ 0,

(4.3.68) implies

ζ ′(T )f(m0) ≤ vt ≤ −θc1Tv
γ2x

1

K
ζ(T )− c1TC

1

γ2x

f(m0)
2
x

f(m0)
w ≤ −θc1Tv

γ2x

1

K
ζ(T ).

This may be rearranged as

v(x0, T ) ≤
(
αK

c1

) θ
2+θ

T−αθf(m0)(x0) := C2T
−αθf(m0)(x0).

Therefore, if we choose C > C2, we conclude that v(x0, T ) ≤ ζ(T )f(m0)(x0), as wanted.

We can now establish our main regularity result for the free boundary.

Theorem 4.3.14 (Regularity and convexity of the free boundary). Under the assumptions

of Theorem 4.3.10, let (u,m) be a solution to (MFG) or (MFGP). Assume that (4.3.55)

and (4.3.56) hold. Let γL = γ(a0, ·), γR = γ(b0, ·) be, respectively, the left and right free

boundary curves. Then γL, γR ∈ W 2,∞(0, T ), and there exist constants K1, K2, with

K1 = K1(C0, ∥γx∥∞, |f(m0)x(a
+
0 )|

−1, |f(m0)x(b
−
0 )|

−1), (4.3.72)

and

K2 = K2(C0, ∥γ−1
x ∥∞, |f(m0)x(a

+
0 )|, |f(m0)x(b

−
0 )|) (4.3.73)
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such that, for a.e. t ∈ [0, T ],

1

K1
≤ γ̈L(t) ≤ K2, and −K2 ≤ γ̈R(t) ≤ − 1

K1
. (4.3.74)

Moreover, when (u,m) solves (MFG), we have, for t ∈ [0, T ],

−K2(c1T + (T − t)) ≤ γ̇L(t) ≤ − 1

K1
(c1T + (T − t)), (4.3.75)

and
1

K1
(c1T + (T − t)) ≤ γ̇R(t) ≤ K2(c1T + (T − t)). (4.3.76)

Proof. By symmetry, it is enough to show the estimates for γL. Let t ∈ (0, T ), and let h > 0

be such that (t− h, t+ h) ⊂ (0, T ). We begin by noting that (4.3.35) may be written as

γtt =
1

γx

(
f(m0)

γθx

)
x

.

We therefore have, for (x0, τ) ∈ (a0,
a0+b0

2 )× [0, T ],

ˆ x0

a0

γtt(x, τ)dx =

ˆ x0

a0

1

γx

(
f(m0)

γθx

)
x

dx =
f(m0)

γ1+θ
x

(x0)−
ˆ x0

a0

(
1

γx

)
x

f(m0)

γθx
dx, (4.3.77)

where in the last step we integrated by parts and used the fact that γx is bounded below

and f(m0)(a0) = 0. Using the identity

(
1

γx

)
x

f(m0)

γθx
=

1

θ

(
1

γx

(
f(m0)

γθx

)
x

− f(m0)x

γ1+θ
x

)
,
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we infer from (4.3.77) that

ˆ x0

a0

γtt(x, τ)dx =

(
1− 1

θ

)
f(m0)

γ1+θ
x

(x0) +
1

θ

ˆ x0

a0

(
1

γx

)
x

f(m0)

γθx
dx+

1

θ

ˆ x0

a0

f(m0)x

γ1+θ
x

dx.

Multiplying this equality by θ and adding to (4.3.77) yields

ˆ x0

a0

γtt(x, τ)dx =
θ

θ + 1

f(m0)

γ1+θ
x

(x0) +
1

θ + 1

ˆ x0

a0

f(m0)x

γ1+θ
x

dx.

Recalling that f(m0) is Lipschitz, with f(m0)(a0) = 0, and that γx is bounded above and

below, we conclude that, for x0 sufficiently close to a0,

1

K1
(x0 − a0) ≤

ˆ x0

a0

γtt(x, τ)dx ≤ K2(x0 − a0). (4.3.78)

Next, observe that, for x ∈ (a0, x0),

γ(x, t+ h) + γ(x, t− h)− 2γ(x, t) =

ˆ h

0

ˆ t+s

t−s
γtt(x, τ)dτds,

and, therefore, integrating both sides,

ˆ x0

a0

γ(x, t+ h) + γ(x, t− h)− 2γ(x, t)dx =

ˆ h

0

ˆ t+s

t−s

ˆ x0

a0

γtt(x, τ)dxdτds.

Using (4.3.78), we see that this yields

1

K1
(x0 − a0)h

2 ≤
ˆ x0

a0

γ(x, t+ h) + γ(x, t− h)− 2γ(x, t)dx ≤ K2(x0 − a0)h
2,

so, dividing by (x0 − a0) and letting x0 → a+0 , we obtain

1

K1
h2 ≤ γL(t+ h) + γL(t− h)− 2γL(t) ≤ K2h

2,
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which yields (4.3.74).

Now assume that (u,m) solves (MFG). Recall that, since u(·, T ) = c1Tf(m(·, T )), we

have

γt(·, T ) = −c1Tγtt(·, T ). (4.3.79)

We observe that, by Taylor’s theorem, for x ∈ (a0, b0) and small h > 0, we have

γ(x, T − h) = γ(x, T )− hγt(x, T ) +

ˆ T

T−h
(s− (T − h))γtt(x, s)ds.

Thus, integrating from a0 to x0 and using (4.3.79), we obtain

ˆ x0

a0

γ(x, T − h)− γ(x, T )dx = hc1T

ˆ x0

a0

γtt(x, T )dx+

ˆ T

T−h

ˆ x0

a0

(s− (T − h))γtt(x, s)dsdx,

so we infer from (4.3.78) that, for x0 sufficiently close to a0,

c1T

K1
h(x0−a0)+

1

2C
h2(x0−a0) ≤

ˆ x0

a0

γ(x, T−h)−γ(x, T )dx ≤ K2c1Th(x0−a0)+
1

2
Ch2(x0−a0).

Dividing by (x0 − a0) and letting x0 → a+0 , we see that

c1T

K1
h+

1

2C
h2 ≤ γL(T − h)− γL(T ) ≤ K2c1Th+

1

2
Ch2.

Finally, dividing by h and letting h→ 0+ yields

−K2c1T ≤ γ̇L(T ) ≤
−c1T
K1

.

Thus, in view of (4.3.74), and noting that γ̇L(t) = γ̇L(T )−
´ T
t γ̈L(s)ds, we obtain (4.3.75).

Finally, we show that the support grows with algebraic rate α = 2
2+θ , and the density
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decays to 0 with algebraic rate −α, as is expected from the model case of Section 4.1.

Theorem 4.3.15 (Optimal rate of propagation and long time decay). Under the assumptions

of Theorem 4.3.10, let (u,m) be a solution to (MFG) or (MFGP), let γ be the associated

flow of optimal trajectories, and let d : [0, T ] → [0,∞) be defined by (4.3.53). Assume also

that −K ≤ f(m0)xx ≤ − 1
K in (a0, b0) for some K > 0. Then there exists a constant C > 0,

with

C =


C
(
C0, c1, c

−1
1 , |a0|, |b0|, K

)
if u solves (MFG),

C (C0, C1, |a0|, |b0|, |a1|, |b1|, K) if u solves (MFGP),
(4.3.80)

such that, for every (x, t) ∈ [a0, b0]× [0, T ],

1

C
(1 + d(t)α) ≤ |supp(m(·, t))| ≤ C(1 + d(t)α), |γ(x, t)| ≤ C(1 + d(t)α), (4.3.81)

1

C

m0(x)

(1 + d(t)α)
≤ m(γ(x, t), t) ≤ C

m0(x)

(1 + d(t)α)
. (4.3.82)

Proof. Recalling (4.2.10), we observe that (4.3.82) is simply obtained from combining the

upper bound on γx from Corollary 4.3.11 and the lower bound on γx from Proposition 4.3.13,

1

C
(1 + d(t)α) ≤ γx(x, t) ≤ C(1 + d(t)α). (4.3.83)

Now, integrating (4.3.83) between a0 and b0 immediately yields the first inequality of

(4.3.81). Moreover, for the second inequality of (4.3.81), it suffices to show that, for each

t0 ∈ [0, T ], there exists at least one x0 ∈ [a0, b0] such that |γ(x0, t0)| ≤ C. When (u,m)

solves (MFG), this follows from the fact that, by Theorem 4.3.14, supp(m(·, t)) is expanding,

and, thus, in particular, γ(x0, t0) = a0 for some x0 ∈ [a0, b0]. On the other hand, if (u,m)

solves (MFGP), Theorem 4.3.14 implies that supp(m) is a convex set. Therefore, we may

choose γ(x0, t0) to be the first coordinate of the intersection between R× {t0} and the line

segment {(1− s)(a0, 0) + s(a1, T ) : 0 ≤ s ≤ 1}.
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4.3.3 Regularity of the solution up to the free boundary

Intrinsic scaling and Hölder continuity of m

In this subsection, we show how the bounds on γx and the intrinsic scaling of the problem

allow us to improve the logarithmic modulus of continuity form to a Hölder one. Throughout

the section, we continue to assume that f is given by (4.3.28) , and we will assume the

conditions of Theorem 4.3.14, namely (4.3.29)–(4.3.33) together with (4.3.55) and (4.3.56).

We will focus on obtaining Hölder regularity estimates for the function

v(x, t) := f(m(γ(x, t), t)), (x, t) ∈ [a0, b0]× [0, T ]. (4.3.84)

This is equivalent to obtaining Hölder estimates for m(x, t), in view of (4.3.36) and (4.3.58).

Our first result is a simple corollary of the bounds on γx, stated in the form of a Harnack

inequality (cf. [20, Thm 11.1]).

Theorem 4.3.16 (Harnack inequality). Let the assumptions of Theorem 4.3.14 be in place,

and let (u,m) be a solution to (MFG) or (MFGP), and let v be defined by (4.3.84). There

exists a constant

C = C(C0, ∥γx∥∞, ∥γ−1
x ∥∞, θ)

such that the following alternative holds. Let x0 ∈ (a0, b0), and let ρ > 0 be such that

(x0 − ρ, x0 + ρ) ⊂ (a0, b0). Then either ρ ≥ 1
2dist(x0, {a0, b0}) and sup(x0−ρ,x0+ρ)×[0,T ] v ≤

Cρ, or ρ < 1
2dist(x0, {a0, b0}) and

sup
(x0−ρ,x0+ρ)×[0,T ]

v ≤ C inf
(x0−ρ,x0+ρ)×[0,T ]

v. (4.3.85)

Proof. For simplicity, we normalize a0 = 0, and by symmetry we may assume that x0 <
b0
2 .
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Then, in view of (4.3.30) (where, we recall, α0 = 1
θ under the current assumptions), and the

fact that γx = m0v
−1

θ is bounded above and below, we have, for some constant C, and every

(x, t) ∈ (x0 − ρ, x0 + ρ)× [0, T ],

1

C
x ≤ v(x, t) ≤ Cx. (4.3.86)

Case 1: ρ < 1
2x0. Then (4.3.86) implies

sup
(x0−ρ,x0+ρ)×[0,T ]

v ≤ C

(
3x0
2

)
= 3C2

(
1

C

(
1

2
x0

))
≤ 3C2 inf

(x0−ρ,x0+ρ)×[0,T ]
v.

Case 2: 1
2x0 ≤ ρ. Then, in view of (4.3.86)

sup
(x0−ρ,x0+ρ)×[0,T ]

v ≤ C(x0 + ρ) ≤ 3Cρ.

We note that, unlike in the linear theory, the above Harnack inequality is not yet sufficient

to obtain Hölder regularity, because the result does not hold for, say, translations of the

solution. Instead, we will proceed by obtaining analogues of the Caccioppoli inequality and

De Giorgi type lemmas, adapted to the scaling of the equation satisfied by v (recall (4.2.16)),

which is much more diffusive in time than in space near the free boundary.

Lemma 4.3.17 (Intrinsic Caccioppoli inequality). Let the assumptions of Theorem 4.3.14

hold, and let (u,m) be a solution to (MFG) or (MFGP). There exists a universal constant

C > 0 such that, for each ζ ∈ C∞
c ((a0, b0)× (0, T )), and each k ≥ 0, we have

ˆ b0

a0

ˆ T

0
ζ2((ψ±(v))2x + (θv)−1(ψ±(v))2t )dtdx ≤ C

ˆ b0

a0

ˆ T

0
ψ±(v)2(ζ2x + (θv)−1ζ2t )dtdx,

(4.3.87)

where ψ±(v) = (v − k)±.
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Proof. In view of Lemma 4.2.5, and recalling that v is smooth in (a0, b0)× (0, T ), we know

that v satisfies

−
(
γ−1
x vx

)
x
−
(
γx(θv)

−1vt

)
t
= 0. (4.3.88)

Testing this equation against the function ψ(v)±ζ2 yields

ˆ b0

a0

ˆ T

0
ζ2(γ−1

x v2x + γx(θv)
−1v2t )(ψ

±)′(v) = −
ˆ b0

a0

ˆ T

0
2ζψ±(v)(γ−1

x vxζx + γx(θv)
−1vtζt).

(4.3.89)

We may estimate the right hand side as follows:

∣∣∣∣∣
ˆ b0

a0

ˆ T

0
2ζψ±(v)(γ−1

x vxζx + γx(θv)
−1vtζt)

∣∣∣∣∣ ≤ 1

2

ˆ b0

a0

ˆ T

0
ζ2(γ−1

x v2x + γx(θv)
−1v2t )

+ 2

ˆ b0

a0

ˆ T

0
ψ±(v)2(γ−1

x ζ2x + γx(θv)
−1ζ2t ). (4.3.90)

We also notice that (ψ±)′(v) = ±χ±(v−k)≥0, so that, as a result of (4.3.89) and (4.3.90),

ˆ b0

a0

ˆ T

0
ζ2(γ−1

x (ψ±(v))2x + γx(θv)
−1(ψ±(v))2t ) ≤ 4

ˆ b0

a0

ˆ T

0
ψ±(v)2(γ−1

x ζ2x + γx(θv)
−1ζ2t ).

The result now follows from the fact that γx is bounded above and below by positive con-

stants.

Our De Giorgi type lemma will be proved for the following special domains, adapted to

the scaling of the equation (4.3.88).

Definition 4.3.18. Given (x0, t0) ∈ (a0, b0) × (0, T ) and ρ > 0, we define the intrinsic

rectangle Rρ(x0, t0) of radius ρ centered at (x0, t0) by

Rρ(x0, t0) := (x0 − ρ, x0 + ρ)× (t0 − (θv(x0, t0))
−1

2ρ, t0 + (θv(x0, t0))
−1

2ρ).
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Lemma 4.3.19 (De Giorgi type lemma on intrinsic rectangles). Let the assumptions of

Theorem 4.3.14 hold, and let (u,m) be a solution to (MFG) or (MFGP). There exists a

positive constant ν, with

ν−1 = ν−1(C0, ∥γx∥∞, ∥γ−1
x ∥∞),

such that the following holds. Let (x0, t0) ∈ (a0, b0)× (0, T ), 0 < r < 1
4 ,

µ− = min
R4ρ(x0,t0)

v, µ+ = max
R4ρ(x0,t0)

v, ω = µ+ − µ− = oscR4ρ(x0,t0)
(v),

and

ρ ≤ 1

8
min

(
dist(x0, {a0, b0}), (θv(x0, t0))

1
2dist(t0, {0, T})

)
. (4.3.91)

Then

|{±(v−(µ±∓2rω)) > 0}∩R2ρ(x0, t0)| ≤ ν|R2ρ(x0, t0)| implies that ±v ≤ ±(µ±∓rω) in Rρ(x0, t0).

Proof. We begin by noting that, in view of (4.3.91) and Proposition 4.3.16, R4ρ(x0, t0) ⊂

(a0, b0)× (0, T ) and, for some constant k1 > 0,

max
R4ρ(x0,t0)

v ≤ k1 min
R4ρ(x0,t0)

v. (4.3.92)

We now define, for n ≥ 0,

rn = r +
1

2n
r, ρn = ρ+

1

2n
ρ, k±n = µ± ∓ rnω.

and we choose non-negative functions ζn ∈ C∞
c ((a0, b0) × [0, T ]) such that ζn ≡ 1 on

Rρn+1(x0, t0), ζn ≡ 0 outside of Rρn(x0, t0), and

|(ζn)x| ≤
C2n

ρ
, |(ζn)t| ≤

C2n(θv(x0, t0))
1
2

ρ
.
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As a result of Lemma 4.3.17, (4.3.87) holds when taking ζ = ζn and

ψ(v) = ψ±n (v) := (v − k±n )±.

On (x, t) ∈ Q2ρ := (x0−2ρ, x0+2ρ)× (t0−2ρ, t0+2ρ), we now define the rescaled functions

wn, ζn: by

w±
n (x, t) = ψ±n (v(x, t0+(θv(x0, t0))

−1
2 (t−t0))), ζn(x, t) = ζn(x, t0+(θv(x0, t0))

−1
2 (t−t0)).

We see that (4.3.87) may be written as

ˆ
Q2ρ

ζ
2
n((w

±
n )

2
x + v(x0, t0)v

−1(w±
n )

2
t ) ≤ C

ˆ
Q2ρ

(w±
n )

2((ζn)
2
x + v(x0, t0)v

−1(ζn)
2
t ).

In view of (4.3.92), up to increasing the constant C, we thus obtain

ˆ
Q2ρ

ζ
2
n|Dw±

n |2 ≤ C

ˆ
Q2ρ

|Dζn|2(w±
n )

2 ≤ C4n

ρ2

ˆ
Q2ρ

(w±
n )

2. (4.3.93)

This is now the usual (rather than intrinsic) Caccioppoli inequality, and thus by the standard

De Giorgi iteration argument (e.g. see [53, Lem. 5]), writing w±
∞ = limn→∞w±

n , we see that

there exists ν > 0 such that

|{w±
0 > 0} ∩Q2ρ| ≤ ν|Q2ρ| implies that w±

∞ = 0 in Qρ. (4.3.94)

Now, writing

ψ±∞(v) = (v − (µ± ∓ rω))±,

we have w±
∞ = ψ±∞(v(x, t0+(θv(x0, t0))

−1
2 (t− t0))). Scaling back the time variable we have
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|Q2ρ| = (θv(x0, t0))
1
2 |R2ρ(x0, t0)| and

|{w±
0 > 0} ∩Q2ρ| = (θv(x0, t0))

1
2 |{ψ±0 (v) > 0} ∩R2ρ(x0, t0)|.

Thus, we conclude the proof by noticing that (4.3.94) may be equivalently written as:

|{ψ±0 (v) > 0} ∩R2ρ(x0, t0)|≤ ν|R2ρ(x0, t0)| implies that ψ±∞(v) = 0 in Rρ(x0, t0).

Corollary 4.3.20 (Reduction of oscillation). Let the assumptions of Theorem 4.3.14 be

in place. Assume that the intrinsic rectangle Rρ(x0, t0) satisfies (4.3.91). There exists a

constant 0 < σ < 1, independent of the choice of x0, t0 and ρ, such that

oscRρ(x0,t0)
v ≤ σ oscR4ρ(x0,t0)

v. (4.3.95)

Proof. The proof of this corollary, included for the reader’s convenience, will be a standard

application of the classical arguments that yield interior Hölder continuity for functions

that satisfy the Caccioppoli inequality (originally due to E. De Giorgi [18]. See also, for

instance, [53]). Let ν, r, µ+, µ−, and ω be as in Lemma 4.3.19. To simplify notation, we

write Rρ := Rρ(x0, t0).

We begin by defining z0 : [−2, 2]× [−2, 2] → [−1, 1] as

z0(x, t) := 2ω−1
(
v(x0 + ρ(x− x0), t0 + (θv(x0, t0))

−1
2ρ(t− t0))− µ−

)
− 1.

Notice that, since 16 = |[−2, 2]× [−2, 2]|, we must have

|z0 ≤ 0| ≥ 8 or |z0 ≥ 0| ≥ 8. (4.3.96)
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We assume the former, and remark that the proof in the alternative case is completely

analogous. We define, for n ≥ 1, zn : [−2, 2]× [−2, 2] → (−∞, 1] by

zn(x, t) :=
1

4rn
(z0 − (1− 4rn)). (4.3.97)

Notice that zn is nonincreasing, and we have

zn ≥ 0 ⇐⇒ v ≥ µ+ − 2rnω,

and, thus, by a change of variables,

 
[−2,2]×[−2,2]

|Dz+n |2 =

 
R2ρ∩{v≥µ+−2rnω}

ρ2

4r2nω2
(v2x + (θv(x0, t0))

−1v2t )

=
ρ2

4r2nω2

 
R2ρ

(ψ(v)2x + (θv(x0, t0))
−1ψ(v)2t ), (4.3.98)

where ψ(v) = (v − µ+ + 2rnω)+. By Proposition 4.3.16, we thus infer that

ˆ
[−2,2]×[−2,2]

|Dz+n |2 ≤ Cρ2

r2nω2

 
R2ρ

(ψ(v)2x + (θv)−1ψ(v)2t ) (4.3.99)

where, as usual, C is a generic constant that could be increased line by line. On the other

hand, Proposition 4.3.16 and Lemma 4.3.17 imply that

ˆ
R2ρ

(ψ(v)2x + (θv)−1ψ(v)2t ) ≤
C

ρ2

ˆ
R4ρ

ψ(v)2 ≤ Cω2r2n(θv(x0, t0))
−1/2. (4.3.100)

Thus, we deduce from the last two inequalities that

ˆ
[−2,2]×[−2,2]

|Dz+n |2 ≤ C, (4.3.101)
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where C is independent of n. Now, assume that, for some δ > 0 and some n ≥ 1, we have

|zn−1 ≤ 0| ≥ 8 + (n− 1)δ. (4.3.102)

We will show that, as long as

|zn > 0| ≥ ν, (4.3.103)

then (4.3.102) must also hold when n is replaced by n+ 1. Observe that, since we have

zn =
zn−1 − (1− r)

r
, (4.3.104)

then (4.3.103) may be rewritten as

|zn−1 > (1− r)| ≥ ν. (4.3.105)

On the other hand, since the first alternative in (4.3.96) was assumed to hold, we have

|zn−1 ≤ 0| ≥ |z0 ≤ 0| ≥ 8. (4.3.106)

We recall that r < 1
4 . A straightforward compactness argument2 then shows that, in view

of (4.3.101), (4.3.105), and (4.3.106), if δ > 0 is chosen sufficiently small, depending only on

ν−1 and C, then

|0 < zn−1 < 1− r| ≥ δ.

Thus, we deduce from (4.3.102) and (4.3.104) that

|zn ≤ 0| ≥ |zn−1 ≤ 0|+ |0 < zn−1 < 1− r| ≥ 8 + nδ.

2. The explicit form of this estimate is known as the De Giorgi isoperimetric inequality (see [53, Lem.
10]).
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Since the left hand side is bounded above by 16, this recursive process must fail after finitely

many steps, and, therefore, there exists n ≥ 1, depending only on ν−1 and C, such that

(4.3.103) does not hold. Rewritten in terms of v, this means that

|{v > µ+ − 2rnω} ∩R2ρ| < ν|R2ρ|.

Thus, by Lemma 4.3.19, v ≤ µ+ − rnω in Rρ. In particular,

oscRρ
(v) ≤ µ+ − rnω − µ− = (1− rn)ω = (1− rn)oscR4ρ

(v).

We may now prove our main regularity result for the density.

Theorem 4.3.21 (Hölder continuity of the density up to the free boundary). Let the assump-

tions of Theorem 4.3.14 be in place, and let (u,m) be a solution to (MFG) or (MFGP). Let

0 < δ0 < min
(
1, 14T

)
, and let σ be the constant of Corollary 4.3.20. There exist constants

C > 0, 0 < s < 1, with

C = C(δ−1
0 , C0, ∥γx∥∞, ∥γ−1

x ∥∞, θ, (1− σ)−1), s−1 = s−1(C0, ∥γx∥∞, ∥γ−1
x ∥∞, (1− σ)−1),

such that

∥f(m(γ(·, ·), ·))∥Cs([a0,b0]×[δ0,T−δ0])
≤ C.

In particular, m is Hölder continuous on R× [δ0, T − δ0].

Proof. Let (x0, t0), (x1, t1) ∈ (a0, b0)× [δ0, T −δ0], where x1 < x0. As usual, we will consider

intrinsic rectangles centered at (x0, t0), so we abbreviate Rρ := Rρ(x0, t0). As in the proof

of Proposition 4.3.16, we may assume that a0 = 0 and x0 <
1
2 min (b0, 1), and write, for
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some constant k1 > 1, and each (x, t) ∈ R4ρ,

1

k1
x ≤ v(x, t) ≤ k1x. (4.3.107)

Therefore, x0 ≤ √
x0 ≤

√
k1v(x0, t0). Hence, letting

ρ0 =
1

8
√
k1(1 +

√
θ)
δ0x0,

we see that, in particular, ρ0 satisfies (4.3.91). Setting now

a = max(|x1 − x0|,
√
θv(x0, t0)|t1 − t0|)

we distinguish two alternative cases.

Case 1. (x1, t1) ∈ R4ρ0 . Equivalently, we have a < 4ρ0. Let n ≥ 0 be the unique integer

such that
1

4n
ρ0 ≤ a <

1

4n−1
ρ0.

Iterating Corollary 4.3.20, we see that, in view of (4.3.107),

oscR
4−(n−1)ρ0

(v) ≤ σnoscR4ρ0
(v) ≤ σnk1(x0 + 4ρ0) ≤ Cσnρ0δ

−1
0 .

Moreover, by increasing the value of σ if necessary, we may assume that σ > 1
4 , so that

s = − log σ(log 4)−1 satisfies 0 < s < 1. Thus, observing that (x1, t1) ∈ R4−(n−1)ρ0
and

n ≥ − log
(
ρ−1
0 a

)
(log 4)−1, we have

|v(x1, t1)− v(x0, t0)| ≤ C(ρ−1
0 a)sρ0δ

−1
0 ≤ Cρ1−s

0 δ−1
0 (|x1 − x0|s + (θv(x0, t0))

s
2 |t1 − t0|s).

Case 2. (x1, t1) /∈ R4ρ0 . Then a ≥ 4ρ0, and so, since x1 < x0, appealing to the lower

bound on γx =
(
f(m0(x))v(x, t)

−1
)1
θ , and allowing the constant C to increase at each step,
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we have

|v(x1, t1)− v(x0, t0)| ≤ C(f(m0)(x1) + f(m0)(x0)) ≤ 2CCθ
0x0 ≤ Cδ−1

0 ρ0

≤ Cδ−1
0 a ≤ Cδ−1

0 (|x1 − x0|+
√
θv(x0, t0)|t1 − t0|).

Finally, to see that m itself is also Hölder continuous, we simply observe that, by (4.3.36)

and Proposition 4.3.13, the inverse of the map (x, t) 7→ Γ(x, t) := (γ(x, t), t) is Lipschitz.

Therefore, since f−1 : [0,∞) → [0,∞) is Hölder continuous on bounded sets,

m = f−1 ◦ v ◦ Γ−1 : supp(m) ∩ (R× [δ0, T − δ0]) → R

is the composition of Hölder continuous functions.

Remark 4.3.22. The result of Theorem 4.3.21 may be improved to obtain Hölder continuity

up to the initial time t = 0, by working with one-sided (in time) analogues of the intrinsic

rectangles Rρ. Moreover, in the case of (MFGP), the Hölder regularity may be established

up to t = T as well, by simply imposing on mT the same assumptions as those of m0, and

applying the continuity result at t = 0 to the reflected functions (−u(x, T − t),m(x, T − t)).

Hölder continuity of Du

We now address the regularity of u in view of the Hölder regularity of m. For (MFGP), since

the solution is not unique outside of {m > 0}, we choose to work with the specific u that was

constructed in the proof of Theorem 4.3.3. With this choice, for both (MFG) and (MFGP),

we observe that u is the unique BUC(R× [0, T ]) viscosity solution to the HJ equation with

terminal condition u(·, T ). This implies that u satisfies the representation formula

u(x, t) = inf
γ∈H1((t,T )), γ(t)=x

ˆ T

t

1

2
|γ̇(s)|2 + f(m(γ(s), s)) ds+ u(γ(T ), T ).
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We also note that, from the proof of Theorem 4.3.3, the function −u(x, T − t) is also the

unique viscosity solution to the HJ equation with terminal condition −u(·, 0), and, therefore,

also satisfies the representation formula.

Theorem 4.3.23. Assume that f(m) is in C
β
loc. Then the map u is C

1,β2
loc in R× (0, T ).

Proof. In view of the proof of Theorem 4.3.3, we know that ux is globally bounded. Let us

first check that u is locally semiconcave with a semiconcavity modulus of the form ω(r) =

Crβ/2. The argument is known and goes back to [6]. Fix (x, t) ∈ R × I, where I is a fixed

compact sub-interval of (0, T ). Let γ be optimal for u(x, t) and 0 < |h|, h′ < τ small. We set

γ±(s) := γ(θ±1 s+ θ±2 ) + θ±3 (s− (t+ τ)) ∀s ∈ [t± h′, t+ τ ],

where θ±1 = τ
τ−±h′ , θ

±
2 = t− θ±1 (t± h′), θ±3 = − ±h

τ−±h′ . Note that

θ±1 (t± h′) + θ±2 = t, θ±1 (t+ τ) + θ±2 = t+ τ, γ±(t± h′) = x± h, γ±(t+ τ) = γ(t+ τ),

so that

u(x+ h, t+ h′) + u(x− h, t− h′)− 2u(x, t)

≤
ˆ t+τ

t+h′

1

2
|γ̇+|2 + f(m(γ+, s))ds+

ˆ t+τ

t−h′

1

2
|γ̇−|2 + f(m(γ−, s))ds− 2

ˆ t+τ

t

1

2
|γ̇|2 + f(m(γ, s))ds

≤
ˆ t+τ

t

θ+1
2
|γ̇ + θ+3 /θ

+
1 |

2 +
1

θ+1
f
(
m
(
γ(s) + θ+3

(
(s− θ+2 )/θ

+
1 − (t+ τ)

)
, (s− θ+2 )/θ

+
1

))
ds

+

ˆ t+τ

t

θ−1
2
|γ̇ + θ−3 /θ

−
1 |

2 +
1

θ−1
f(m(γ(s) + θ−3 ((s− θ−2 )/θ

−
1 − (t+ τ)), (s− θ−2 )/θ

−
1 ))ds

− 2

ˆ t+τ

t

1

2
|γ̇|2 + f(m(γ(s), s))ds.
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Using the Hölder regularity of f(m) and the fact that u is bounded we find

u(x+ h, t+ h′) + u(x− h, t− h′)− 2u(x, t)

≤
ˆ t+τ

t

1

2
(θ+1 + θ−1 − 2)|γ̇|2 + γ̇(θ+3 + θ−3 ) +

1

2
((θ+3 )

2/θ+1 + (θ−3 )
2/θ−1 )ds

+

ˆ t+τ

t
(1/θ+1 + 1/θ−1 − 2)f(m(γ(s), s))ds

+ CI

ˆ t+τ

t

1

θ+1
(|θ+3 ((s− θ+2 )/θ

+
1 − (t+ τ))|β + |((s− θ+2 )/θ

+
1 )− s|β)ds

+ CI

ˆ t+τ

t

1

θ−1
(|θ−3 ((s− θ−2 )/θ

−
1 − (t+ τ))|β + |((s− θ−2 )/θ

−
1 )− s|β)ds

≤ C

(
τ(h′)2

τ2 − (h′)2
+

τ(h)2

τ2 − (h′)2
+ CI(|h|βτ + |h′|βτ)

)

where C = C(∥ux∥∞), since |γ̇| = |ux|. We choose τ = (|h| + h′)δ with δ = 1− β/2, which

leads to

u(x+ h, t+ h′) + u(x− h, t− h′)− 2u(x, t) ≤ C(|h|+ h′)1+
β
2 .

This inequality implies the local semiconcavity of u with modulus ω(r) = Crβ/2 [5, Thm.

2.1.10].

We now set w(x, t) = −u(x, T − t). Then, as above, w is locally semiconcave with a

modulus ω(r) = Crβ/2 since the semiconcavity property does not rely on the regularity of

the terminal value. Hence u is semiconcave and semiconvex with modulus ω. Following [5,

Thm. 3.3.7], the derivatives of u are therefore locally β/2−Hölder continuous.

4.4 Infinite speed of propagation: the case of entropic coupling

This section is devoted to the special case of so-called entropic coupling, namely when f(m) =

logm. We will show that, in this case, the evolution of m has the property of infinite speed

of propagation; marginals with compact support evolve into positive, smooth densities.
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4.4.1 The periodic case

As before, we start by considering periodic solutions defined on the torus RT, for arbitrarily

large R: 
−ut + 1

2u
2
x = log(m) (x, t) ∈ RT× (0, T ),

mt − (mux)x = 0 (x, t) ∈ RT× (0, T ) ,

(4.4.1)

complemented either with prescribed marginals

m(x, 0) = m0(x), m(x, T ) = mT (x) , x ∈ RT. (4.4.2)

or with final pay-off condition

u(x, T ) = g(m(x, T )) , x ∈ RT. (4.4.3)

We define solutions which are smooth in (0, T ), with traces at t = 0, t = T in the space of

measures. For this purpose, we denote by P(RT) the set of Borel probability measure on

RT, endowed with the weak–∗ convergence.

Definition 4.4.1. We say that (u,m) is a (classical) solution of (4.4.1) if (u,m) ∈ C2(RT×

(0, T ))× C1(RT× (0, T )), m > 0 in RT× (0, T ) and the equations are satisfied in a classi-

cal sense. For m0,mT ∈ P(RT), we say that (4.4.2) is satisfied if m ∈ C([0, T ];P(RT))

and m(0) = m0,m(T ) = mT . Respectively, we say that (4.4.3) is satisfied, if m ∈

C([0, T ];P(RT)), m(T ) ∈ L1(RT) and limt→T− u(x, t) = g(m(x, T )) for every x ∈ RT.

The main result of this subsection is the following theorem.

Theorem 4.4.2. Assume that m0,mT ∈ Cc(RT). Then the following holds:

1. There exists a unique (up to addition of a constant to u) solution (u,m) of (4.4.1)–

(4.4.2) such that m ∈ L∞(RT× (0, T )). In addition, u,m ∈ C∞(RT× (0, T )).
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2. Assume that g(s) = cT log(s), for some cT ≥ 0. Then there exists a unique solution

(u,m) of (4.4.1)–(4.4.3) such that m ∈ L∞(RT×(0, T )). In addition, u,m ∈ C∞(RT×

(0, T ]) and m > 0 in (0, T ].

We recall (see Theorem 4.2.11) that, if m0,mT ∈ C1,α(RT) and are strictly positive,

then the problems (4.4.1)–(4.4.2) and (4.4.1)–(4.4.3) admit a unique classical solution (u,m)

(up to addition of a constant to u, in case of planning conditions (4.4.2)). Therefore, for

the proof of Theorem 4.4.2, we will proceed by approximating m0,mT with strictly positive

smooth measures.

As a first step, we derive estimates which are independent of lower bounds of m0,mT

as well as independent of R. We denote by W2(µ, ν) the 2–Wasserstein distance between

measures µ, ν ∈ P(RT), and, for a single measure µ ∈ L1(RT), we denote the entropy of µ

by E(µ) =
´
RT µ log µ dx and by M2(µ) =

´
RT |x|2 dµ its second order moment.

Theorem 4.4.3. Let (u,m) be a solution of (4.4.1), and assume that u,m are continuous

in RT× [0, T ].

1. If (u,m) solves (4.4.1)–(4.4.2), there exists a constant K, only depending on T , E(m0),

E(mT ),M2(m0),M2(mT ) (and independent of R) such that

ˆ T

0

ˆ
RT

m |ux|2 dxdt+
ˆ T

0

ˆ
RT

|m log(m)| dxdt ≤ K , (4.4.4)

sup
t∈(0,T )

ˆ
RT

m(t)|x|2 dx ≤ K, (4.4.5)

and

sup
t∈(0,T )

ˆ
RT

m(t)u2x dx+ sup
t∈(0,T )

∣∣∣∣ˆ
RT

m(t) logm(t)

∣∣∣∣ ≤ K . (4.4.6)

As a consequence, it also holds that

W2(m(t),m(s)) ≤ K |t− s|
1
2 ∀t, s ∈ (0, T ) . (4.4.7)
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2. If (u,m) solves (4.4.1)–(4.4.3) (with g(m) = cT log(m)), then the estimates (4.4.4),

(4.4.5), (4.4.7) hold, for some K only depending on T, E(m0),M2(m0). If cT > 0, then

(4.4.6) holds true as well, with K depending also on (cT )
−1.

Proof. We first consider the case of problem (4.4.1)–(4.4.2). Using the equation of m, we

compute

d

dt

1

2

ˆ
RT

m |x|2 dx =
1

2

ˆ
RT

mt |x|2 dx = −
ˆ
RT

xmux

≤ 1

2

ˆ
RT

m |x|2 dx+ 1

2

ˆ
RT

m |ux|2 dx .

Hence, Gronwall’s lemma implies that, for some constant depending only on T ,

ˆ
RT

m(t) |x|2 dx ≤ CT

(ˆ T

0

ˆ
RT

m |ux|2 dx+
ˆ
RT

m0 |x|2 dx

)
. (4.4.8)

On the other hand, we know that (m,ux) is the optimizer of the functional

B(m, v) :=
ˆ T

0

ˆ
RT

1

2
|v|2dm+

ˆ T

0

ˆ
RT

m log(m) dxdt , subject to


mt − (vm)x = 0 in RT× (0, T )

m(0) = m0 ,m(T ) = mT .

This means that

ˆ T

0

ˆ
RT

m |ux|2 dxdt+
ˆ T

0

ˆ
RT

m log(m) dxdt ≤
ˆ T

0

ˆ
RT

1

2
|v|2dµ+

ˆ T

0

ˆ
RT

µ log(µ) dxdt

for any (µ, v) such that µt = (µv)x, with µ(0) = m0, µ(T ) = mT . Let us take µ as the

Wasserstein geodesic connecting m0,mT . By McCann’s classical displacement convexity

result for Wasserstein geodesics [41], we know that
´
RT µ log(µ) dx is convex, hence

ˆ
RT

µ log(µ) dx ≤ max (E(m0) , E(mT )) .
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We deduce that

ˆ T

0

ˆ
RT

m |ux|2 dxdt+
ˆ T

0

ˆ
RT

m log(m) dxdt ≤ CT W2(m0,mT ) + max (E(m0) , E(mT )) .

This yields, for some constant C independent of R,

ˆ T

0

ˆ
RT

m |ux|2 dxdt+
ˆ T

0

ˆ
RT

(m log(m))+ dxdt ≤ C +

ˆ T

0

ˆ
RT

(m logm)−dxdt . (4.4.9)

Here and below, the constants will be independent of R, although they may depend on T ,

E(m0), E(mT ), M2(m0), M2(mT ). Since (s log s)− ≤ c
√
s we have

ˆ T

0

ˆ
RT

(m logm)−dxdt ≤ c

ˆ T

0

ˆ
RT

√
mdxdt

≤ C + ε

ˆ T

0

ˆ
RT

m (|x|2 + 1)dxdt+ Cε

ˆ T

0

ˆ
RT

1

1 + |x|2
dxdt

(4.4.10)

by Young’s inequality. Then (4.4.9) yields

ˆ T

0

ˆ
RT

m |ux|2 dxdt+
ˆ T

0

ˆ
RT

(m log(m))+ dxdt ≤ C + ε

ˆ T

0

ˆ
RT

m (|x|2 + 1)dxdt

+ Cε

ˆ T

0

ˆ
RT

1

1 + |x|2
dxdt . (4.4.11)

From (4.4.8), after integration we deduce

ˆ T

0

ˆ
RT

m (|x|2 + 1)dxdt ≤ T CT

ˆ T

0

ˆ
RT

m |ux|2 dxdt+ CT M2(m0)

≤ ε T CT

ˆ T

0

ˆ
RT

m (|x|2 + 1)dxdt+ C(ε, T,m0) .

Choosing ε suitably small, we get an estimate for
´ T
0

´
RTm (|x|2 + 1)dxdt. In turn, from

(4.4.10) and (4.4.11), we deduce (4.4.4). Now, the right-hand side in (4.4.8) is controlled,
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and we get the estimate (4.4.5). Moreover, from the equation satisfied by m and the estimate

(4.4.4), we immediately deduce (4.4.7).

We are left with the pointwise estimate of
´
RTmu

2
x dx. For this purpose, we observe that

d

dt

[ˆ
RT

mu2x dx−
ˆ
RT

m logmdx

]
= 0. (4.4.12)

Therefore,

ˆ
RT

mu2x dx−
ˆ
RT

m logmdx =
1

T

ˆ T

0

{ˆ
RT

mu2x dx−
ˆ
RT

m logmdx

}
dt .

We deduce that

∣∣∣∣ˆ
RT

mu2x dx−
ˆ
RT

m logmdx

∣∣∣∣ ≤ 1

T

{ˆ T

0

ˆ
RT

m |ux|2 dxdt+
ˆ T

0

ˆ
RT

|m log(m)| dxdt

}
≤ C .

(4.4.13)

Since, by the displacement convexity formula (4.2.27), we have

ˆ
RT

m logmdx ≤ max (E(m0) , E(mT )) ,

we conclude by (4.4.13) that
∣∣´
RTm logmdx

∣∣ is bounded, so
´
RTmu

2
x dx is bounded above,

uniformly in t. This yields (4.4.6).

In case of problem (4.4.1)–(4.4.3), the only difference is in the first estimate, (4.4.4). By

the optimality condition, using that g(s) = cT log(s), we know that

ˆ
RT

u(x, 0)m0 dx ≤ 1

2

ˆ T

0

ˆ
RT

µ|v|2 dxds+
ˆ T

0

ˆ
RT

µ log µ dxds+ cT

ˆ
RT

µT log(µT ) dx

for any curve µ(t) such that µ(0) = m0 and µ(T ) = µT , with µt = (µ v)x.

It is enough to choose some µT with finite entropy to obtain a global estimate of the right-
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hand side. Since we also have, by duality,

ˆ T

0

ˆ
RT

m |ux|2 dxdt+
ˆ T

0

ˆ
RT

m log(m) dxdt+cT

ˆ
RT

m(T ) log(m(T ))dx =

ˆ
RT

u(x, 0)m0 dx

we get immediately (4.4.9) if cT = 0. If cT > 0, we estimate the term at t = T in a similar

way as in (4.4.10), (4.4.11), and we end up with

ˆ T

0

ˆ
RT

m |ux|2 dxdt+
ˆ T

0

ˆ
RT

|m log(m)| dxdt+ cT

ˆ
RT

|m(T ) log(m(T ))| dx

≤ C + ε

ˆ T

0

ˆ
RT

m (|x|2 + 1)dxdt+ ε

ˆ
RT

m(T )(|x|2 + 1)dx

+ Cε(1 + T )

ˆ
RT

1

1 + |x|2
dxdt .

Using (4.4.8) and choosing ε suitably small, the estimates (4.4.4), (4.4.5) and (4.4.7) follow

as before. Notice that, if cT > 0, we also estimate E(m(T )) and then we are back to the

previous case, obtaining (4.4.6) as well.

Now we show a local bound on the value function u, which is independent of the period

R.

Theorem 4.4.4. Let (u,m) be a solution of (4.4.1), and assume that u,m are continuous

in RT× [0, T ].

1. If (u,m) solves (4.4.1)–(4.4.2), there exists a constant C > 0, depending on ∥m0∥∞, ∥mT ∥∞,

M2(m0),M2(mT ), but independent of R, such that, if we normalize u such that
´
u(T )mT =

0, then we have

−C
t
(1 + |x|2) ≤ u(x, t) ≤ C

T − t
(1 + |x|2) ∀t ∈ (0, T ) , x ∈ R . (4.4.14)

2. If (u,m) solves (4.4.1)–(4.4.3) (with g(m) = cT log(m)), then the estimate (4.4.14)
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holds for some C only depending on ∥m0∥∞,M2(m0), cT .

Proof. First we consider the case of (4.4.1)–(4.4.2), and we adapt a similar proof given in

[48, Lemma 4.2] for bounded domains.

We observe that, from the standard duality between u,m we have

ˆ T

0

ˆ
RT

m |ux|2 dxdt+
ˆ T

0

ˆ
RT

m log(m) dxdt =

ˆ
RT

u(x, 0)m0 −
ˆ
RT

u(x, T )mT

which implies, using Proposition 4.4.3 and
´
u(T )mT = 0, that

ˆ
RT

u(x, 0)m0 ≥ −K . (4.4.15)

Notice that the constant depends on m0,mT through the entropy, by Proposition 4.4.3;

however, for bounded functions, E(m) is itself estimated in terms of M2(m) and ∥m∥∞.

Now, let us consider the Wasserstein geodesic µ(·) which connects, in time (0, t), m0

with any measure λ, supposed to be compactly supported in (−R/2, R/2). This means that

µ(t) = λ, µ(0) = m0 and µs = (µv) in (0, t), for some v such that
´ t
0

´
RT |v|2dµ < ∞. By

duality with the equation satisfied by u, we have

−
ˆ
RT

u(x, t)dλ+

ˆ
RT

u(x, 0)m0 dx+
1

2

ˆ t

0

ˆ
RT

|ux|2 µ dxds =
ˆ t

0

ˆ
RT

µ logmdxds

+

ˆ t

0

ˆ
RT

µ v ux dxds ≤
1

2

ˆ T

t

ˆ
RT

|ux|2 µ dxds+
1

2

ˆ t

0

ˆ
RT

µ|v|2 dxds+ T log(∥m∥∞ ∨ 1)

which yields

ˆ
RT

u(x, t)dλ ≥
ˆ
RT

u(x, 0)m0 dx−
1

2

ˆ t

0

ˆ
RT

µ|v|2 dxds− T log(∥m∥∞ ∨ 1)

≥ −K − c

t
W2(λ,m0)

2 − T log(∥m∥∞ ∨ 1) ,

where we used (4.4.15) and the scaling of Wasserstein geodesic. If we let λ converge (in the
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weak-∗ topology) towards a Dirac mass δx0 , we get

u(x0, t) ≥ −K − c

t

ˆ
R
|x0 − y|2dm0(y)− T log(∥m∥∞ ∨ 1) .

We recall that, by Corollary 4.2.7, ∥m(t)∥∞ is controlled by the initial-terminal values.

Hence, there exists a constant C, depending on ∥m0∥∞, ∥mT ∥∞, T and M2(m0), M2(mT ),

such that

u(x0, t) ≥ −C
t
(1 + |x0|2) .

A similar argument (instead of (4.4.15) we simply use that
´
RT u(x, T )mT = 0) shows the

upper bound u(x0, t) ≤ C
T−t(1 + |x0|2) and concludes the proof of (4.4.14).

In the case of (4.4.3), the duality equality takes the form

ˆ T

0

ˆ
RT

m |ux|2 dxdt+
ˆ T

0

ˆ
RT

m log(m) dxdt =

ˆ
RT

u(x, 0)m0−cT
ˆ
RT

m(T ) log(m(T ))dx

and (4.4.15) follows again from Proposition 4.4.3. We also recall that the L∞ bound on m

is given by Proposition 4.2.9. Then we obtain as before the lower estimate of u. For the

upper estimate, we just observe that
´
RT u(T )m(T )dx = cT

´
RTm(T ) log(m(T ))dx and this

is bounded above (uniformly with respect to R) if either cT = 0 or cT > 0 (from Proposition

4.4.3). Hence we repeat the argument above using any geodesic connecting m(T ) with a

Dirac mass.

In the next step we aim at showing that, if (u,m) is a solution of (4.4.1), then m(t)

becomes positive for t > 0 even if starting from a compactly supported initial measure. For

this purpose, we use in a key way the displacement convexity estimates. However, we warn

the reader that, while the estimates of Proposition 4.4.3 and 4.4.4 were all independent of

the period R, this will not be the case for the following bounds on log(m).

Lemma 4.4.5. Let (u,m) be a solution to (4.4.1), where m0,mT > 0. Set K = max(∥m0∥∞,
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∥mT ∥∞). Then, for each integer p ≥ 1,

d2

dt2

ˆ
RT

∣∣∣log (m
K

)∣∣∣p ≥ 0. (4.4.16)

Moreover, there exists a constant C > 0, depending on ∥m0∥∞, ∥mT ∥∞, such that, for each

t ∈ [0, T ], ∥∥∥∥log(m(t)

K

)∥∥∥∥2
∞

≤ R
d2

dt2

ˆ
RT

∣∣∣∣log(m(t)

K

)∣∣∣∣+ C (4.4.17)

Proof. Letting h(m) = log(mK )p, we obtain

h′(m) = p log
(m
K

)p−1 1

m
, h′′(m) = p

(
p− 1− log

(m
K

))
log
(m
K

)p−2 1

m2
.

We observe that, by Corollary 4.2.7 and by definition of K, we have m
K ≤ 1. Hence, in the

range of m, h is positive and convex when p is even, and negative and concave when p is

odd. The displacement convexity formula (4.2.27) yields

d2

dt2

ˆ
RT

h(m) =

ˆ
RT

h′′(m)(m2u2xx +m2
x),

which, in particular, shows (4.4.16), and, setting p = 1, we obtain

ˆ
RT

(
log
(m
K

)
x

)2
≤ d2

dt2

ˆ
RT

∣∣∣log (m
K

)∣∣∣ .
On the other hand, by the fundamental theorem of calculus, and the fact that m is a density,

we have ∥∥∥∥log(m(t)

K

)
− log

(
1

K

)∥∥∥∥2
∞

≤ R

ˆ
RT

(
log
(m
K

)
x

)2
,

and (4.4.17) follows.

We can now state the (local in time) uniform bound from below, which is independent

of ∥m−1
0 ∥∞, ∥m−1

T ∥∞.
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Theorem 4.4.6. Let (u,m) be a solution to (4.4.1), where m0,mT > 0. There exists a

constant CR > 0, only depending on ∥m0∥∞, ∥mT ∥∞ and R, such that, for each t ∈ (0, T ),

∥ logm(t)∥∞ ≤ CR

(
1

t2
+

1

(T − t)2

)
.

Proof. Let t0 ∈ [0, T2 ]. In view of (4.4.16), we have, for integers p ≥ 1 and s ∈ (0, t02 ),

(
1

(T − 2t0)

ˆ T−t0

t0

ˆ
RT

∣∣∣log (m
K

)∣∣∣2p)1
p

≤

(ˆ
RT

∣∣∣∣log(m(t0 − s)

K

)∣∣∣∣2p + ˆ
RT

∣∣∣∣log(m(T − t0 + s)

K

)∣∣∣∣2p
)1

p

≤

(ˆ
RT

∣∣∣∣log(m(t0 − s)

K

)∣∣∣∣2p
)1

p

+

(ˆ
RT

∣∣∣∣log(m(T − t0 + s)

K

)∣∣∣∣2p
)1

p

.

Thus, integrating in s, we infer that

(ˆ T−t0

t0

ˆ
RT

∣∣∣log (m
K

)∣∣∣2p)1
p

≤ 2(T − 2t0)
1
p

t0

ˆ T− t0
2

t0
2

(ˆ
RT

∣∣∣log (m
K

)∣∣∣2p)1
p

,

and letting p→ ∞ yields

∥∥∥log (m
K

)∥∥∥2
L∞(RT×[t0,T−t0])

≤ 2

t0

ˆ T− t0
2

t0
2

∥∥∥∥log(m(t)

K

)∥∥∥∥2
∞
dt.

Now, integrating (4.4.17) against a test function ζ supported in [ t03 , T − t0
3 ], satisfying 0 ≤

ζ ≤ 1, ζ ≡ 1 in [ t02 , T − t0
2 ], and |ζ ′′| ≤ C

t20
, we get

∥∥∥log (m
K

)∥∥∥2
L∞(RT×[t0,T−t0])

≤ C R

t30

ˆ T− t0
3

t0
3

ˆ
RT

∣∣∣log (m
K

)∣∣∣ dt+ C

t0
.
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Finally, by Proposition 4.4.4, u is bounded by C(1+R2)
t0

on [t0, T − t0], and, hence, by the

HJ equation, we estimate

ˆ T− t0
3

t0
3

ˆ
RT

∣∣∣log (m
K

)∣∣∣ ≤ CR3

t0
.

This yields ∥∥∥log (m
K

)∥∥∥
L∞(RT×[t0,T−t0])

≤ C(1 +R2)

t20
,

which implies the result.

Finally, we have all the ingredients for the proof of Theorem 4.4.2.

Proof of Theorem 4.4.2. We start with the case of problem (4.4.1)–(4.4.2). Let

mε
0,m

ε
T be two sequences of functions such that mε

0,m
ε
T ∈ C1,α(RT), mε

0,m
ε
T > 0 in RT×

[0, T ] and mε
0,m

ε
T converge uniformly to m0,mT respectively. Such an approximation can be

readily built by convolution, for instance. By Theorem 4.2.11, there exists a smooth positive

solution (uε,mε) of (4.4.1), where we normalize uε such that

ˆ
RT

uε(T )mε
T dx = 0 .

By Corollary 4.2.7, we know that mε is uniformly bounded. Then, from Proposition 4.4.4,

we deduce that uε is locally bounded in (0, T ). It also follows from Proposition 4.4.6 that

log(mε) is locally bounded in (0, T ) (i.e. mε is locally uniformly bounded below). In turn,

this implies that ux is locally bounded in (0, T ); one can use for example [48, Thm 6.5] which

shows3 that |uεx|2
4 +log(mε) ≤ Cδ for every x ∈ RT, t ∈ (a+ δ, b− δ), where Cδ only depends

on δ and the bound on uε in (a, b). Since uε satisfies

−utt + 2uxuxt − (u2x + 1)uxx = 0 , (4.4.18)

3. The proof in [48] is given for Neumann boundary conditions, but applies identically to periodic solutions
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once (uε)x is locally bounded then the above equation becomes a quasilinear equation which

has bounded uniformly elliptic coefficients in any compact subset of RT× (0, T ). By a stan-

dard bootstrap regularity from Schauder’s estimates, we deduce that uε is locally bounded

in Ck,α (for every k ∈ N,α ∈ (0, 1)). Hence, uε converges in RT × (0, T ) towards a func-

tion u which is C∞. Since mε = exp(−(uε)t + |(uε)x|2/2), we also have mε converging to

some m ∈ C∞(RT × (0, T )). But the global estimates also imply that m ∈ L∞(QT ). In

addition, by (4.4.7), we also have that mε(t) is equi-continuous in the Wasserstein space of

measures, hence it uniformly converges in [0, T ]. We deduce that m ∈ C0([0, T ];P(RT)) and

m(0) = m0,m(T ) = mT . This concludes the proof that (u,m) is a solution of (4.4.1), which

is classical inside (0, T ).

In case of problem (4.4.1)–(4.4.3), the proof is similar, except that we only approximate

m0. The L∞ bound on mε follows from Proposition 4.2.9, then we argue as before to

deduce that mε is locally uniformly bounded below, and uε,mε are locally bounded in

Ck,α. Applying Propositions 4.2.9 and 4.2.10 to problem (4.4.1)–(4.4.3) for t ∈ (T/2, T ), we

conclude that uε, Duε are uniformly bounded up to t = T , and mε is bounded below up to

t = T . By regularity of equation (4.4.18) up to the boundary t = T , we conclude that u,m

are smooth up to t = T and u(T ) = cT log(m(T )).

For the uniqueness of solutions, we use some argument which was already developed for

much weaker notions of solutions ([7], [15], [47]). Let (u,m) be a solution which is classical

inside, as in Definition 4.4.1, and such that m ∈ L∞(RT × (0, T )). First we notice that,

from (4.4.12), the bound on m implies that mu2x ∈ L1(RT× (0, T )). Next we observe that u

satisfies −ut + 1
2u

2
x ≤ log(∥m∥∞), so (up to a time translation) we can assume that u(·, x)

is nondecreasing. this implies that u(t) admits one-sided traces at t = 0, t = T , namely two

measurable functions (not necessarily finite) defined as u(x, 0+) = lim
t↓0

u(x, t) ∈ R ∪ {−∞},

u(x, T−) = lim
t↑0

u(x, t) ∈ R ∪ {+∞}. We first show that u(0+) ∈ L1(dm0); indeed, since
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(u,m) is smooth in RT× (0, T ), we know that

ˆ
RT

u(t0)m(t0)−
ˆ
RT

u(t1)m(t1) =

ˆ t1

t0

ˆ
RT

mu2x+

ˆ t1

t0

ˆ
RT

m log(m), ∀ 0 < t0 < t1 < T .

(4.4.19)

Choosing, for instance, t1 = T
2 , it follows that

´
RT u(t0)m(t0) is bounded below, for every

arbitrarily small t0. Since u is nondecreasing, we deduce
´
RT u(s)m(t0) ≥ −C for any s > t0;

letting t0 → 0 (and using that m ∈ C([0, T ];P(RT))) yields
´
RT u(s)m0 ≥ −C. Then by

monotone convergence we deduce, as s→ 0+, that
´
RT u(0

+)m0 ≥ −C. Since the opposite

inequality is clear by monotonicity and Proposition 4.4.4, we find that u(0+) ∈ L1(dm0).

Similarly we reason to show that u(T−) ∈ L1(dmT ) (in case of problem (4.4.2)) or that

m(T ) log(m(T )) ∈ L1(RT) (in case of (4.4.3) with cH > 0).

Now, with a truncation argument, from the equality (4.4.19) we will show that (u,m)

satisfies

ˆ
RT

u(0+)dm0 −
ˆ
RT

u(T−)dm(T ) =

ˆ T

0

ˆ
RT

mu2x +

ˆ T

0

ˆ
RT

m log(m) . (4.4.20)

Indeed, we first replace u by truncations uk := min(k,max(u,−k)), we multiply the HJ

equation by m and we integrate in (t0, t1); next we can let t0 → 0+, t1 → T− (using the

weak-∗ convergence of m and the strong L1 convergence of uk at t = 0, t = T ). Then we

finally let k → ∞ (thanks to u(0+) ∈ L1(dm0), u(T
−) ∈ L1(dm(T ))) and we obtain (4.4.20).

In a similar way, one can prove that, for any couple of solutions (u,m), (ũ, m̃), it holds

ˆ
RT

u(0+)dm0 −
ˆ
RT

u(T−)dm̃(T ) ≤
ˆ T

0

ˆ
RT

m̃

(
ũx ux − 1

2
u2x

)
+

ˆ T

0

ˆ
RT

m̃ log(m) .

(4.4.21)

The proof of (4.4.21) can be done, as before, replacing first u with its truncation uk and
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integrating in (t0, t1):

ˆ
RT

uk(t0)m̃(t0)−
ˆ
RT

uk(t1)m̃(t1) ≤
ˆ t1

t0

ˆ
RT

m̃

(
(uk)xũx − 1

2
(uk)

2
x

)
+

ˆ t1

t0

ˆ
RT

m̃ log(m) 1{|u|<k} .

The right-hand side integrand is easily dominated from above. Once more, we can let first

t0 → 0, t1 → T and then k → ∞, in order to get (4.4.21).

From (4.4.20), (4.4.21), the uniqueness follows as in the classical Lasry-Lions mono-

tonicity argument. For problem (4.4.1)–(4.4.2), we take two solutions normalized such that
´
RT u(T

−)dmT =
´
RT ũ(T

−)dmT = 0. Using (4.4.20), (4.4.21) for both couples we obtain

that

ˆ T

0

ˆ
RT

m̃

(
1

2
u2x − 1

2
ũ2x − (ux − ũx) ũx

)
+

ˆ T

0

ˆ
RT

m

(
1

2
ũ2x − 1

2
u2x − (ũx − ux)ux

)
+

ˆ T

0

ˆ
RT

(m log(m)− m̃ log(m̃))(m− m̃) ≤ 0,

which implies m = m̃ and ux = ũx. From the HJ equation we deduce that u− ũ = C, and

this concludes the proof. For the problem (4.4.1)–(4.4.3), we proceed similarly and we get

uniqueness using the coupled condition u(T ) = g(m(T )).

4.4.2 Preservation of monotonicity of the solutions

In this subsection, we show that the MFG system preserves a certain monotonicity property.

As the phenomenon does not depend on the specific form of the coupling functions f and

g, we suppose here that f and g are smooth and nondecreasing on (0,∞). We work in the

periodic setting and assume the structure condition:

the densities m0,mT : RT → R are even,

nonincreasing on [0, R/2] and nondecreasing on [−R/2, 0].
(4.4.22)
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Lemma 4.4.7. Assume that (u,m) ∈ C2(RT × [0, T ]) × C1((RT × [0, T ])) is the unique

classical solution to (4.2.20)–(4.2.21) or (4.2.20)–(4.2.22), such that m is positive on RT×

[0, T ] and (4.4.22) holds. Then

∀t ∈ [0, T ], m(·, t) : RT → R is even, nonincreasing on [0, R/2] and nondecreasing on [−R/2, 0].

(4.4.23)

In addition any optimal trajectory γ(x, ·) starting from x ∈ [0, R/2] is concave in time.

Finally, for the MFG problem (4.2.20)–(4.2.21), γ(x, ·) is nondecreasing in time for any

x ∈ [0, R/2] and ux is nonpositive in [0, R/2]× [0, T ].

Of course, par approximation, this preservation of the structure also holds in the whole

space: in the next subsection, we shall use it in the case f(m) = log(m) to build classical

solutions in the whole space. In the case f(m) = mθ, it shows that, if m0,mT are even on

R and nonincreasing on [0,+∞), then any trajectory starting from x ∈ [0, R/2] is concave

in time: compare with Theorem 4.3.14.

Proof. We do the proof in the MFG case, i.e., when (u,m) solves (4.2.20)–(4.2.21), with the

proof for the planning problem (4.2.20)–(4.2.22) being similar and simpler. By the symmetry

assumption and the uniqueness of the solution, m(·, t), u(·, t) are even for any t ∈ [0, T ]. Thus

mx(0, t) = ux(0, t) = 0. Let us set

M(x, t) = 1/2−
ˆ x

0
m(y, t)dy, (x, t) ∈ [0, R/2]× [0, T ].

We first note that M is a classical solution to

−Tr


 M2

t
M2

x
−Mt

Mx

−Mt
Mx

1

D2
x,tM

+Mxf
′(−Mx)Mxx = 0 in [0, R/2]× (0, T ) (4.4.24)
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with boundary condition, for (x, t) ∈ [0, R/2]× [0, T ],

M(0, t) = 1/2, M(R/2, t) = 0, M(x, 0) =M0(x), where M0(x) = 1/2−
ˆ x

0
m0(y)dy,

(4.4.25)

and

Mt(x, T ) +Mx(x, T )g
′(−Mx(x, T ))Mxx(x, T ) = 0. (4.4.26)

The elliptic equation (4.4.24) was proved in Lemma 4.2.4 (where we also explained that

ux =Mt/Mx). The boundary conditions (4.4.25) at x = 0 and t = 0 hold by definition. For

x = R/2, it comes from the fact that m is a probability measure and from the symmetry.

The boundary condition (4.4.26) at t = T comes from the boundary condition for u, which

implies that

(Mt/Mx)(x, T ) = ux(x, T ) = (g′(m)mx)(x, T ) = g′(−Mx(x, T ))(−Mxx(x, T )).

The main part of the proof consists in showing that x → M(x, t) is convex on [0, R/2]

for any t ∈ [0, T ]. For this we consider the map

M̃(x, t) = inf

λy + (1− λ)z = x,

y, z ∈ [0, R/2], λ ∈ [0, 1]

λM(y, t) + (1− λ)M(z, t).

Note that M̃ ≤ M and that M̃ is continuous and satisfies the boundary condition (4.4.25)

by our assumption on m0. We now prove that M̃ is a viscosity supersolution to the elliptic

equation (4.4.24) and satisfies the boundary condition (4.4.26) in the viscosity sense.

Assume that ϕ is a test function touching M̃ from below at (x0, t0) ∈ (0, R/2) × (0, T ].
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If t0 < T , we have to check that ϕx(x0, t0) ̸= 0 and that

−Tr


 ϕ2t

ϕ2x
− ϕt

ϕx

− ϕt
ϕx

1

D2
x,tϕ

+ ϕxf
′(−ϕx)ϕxx ≥ 0 at (x0, t0). (4.4.27)

If t0 = T , we have to prove that

ϕt(x0, T ) + ϕx(x0, T )g
′(−ϕx(x0, T ))ϕxx(x0, T ) ≥ 0. (4.4.28)

Note that, if M̃(x0, t0) =M(x0, t0), these inequalities hold because M satisfies (4.4.24) and

(4.4.26). Thus, we assume from now on that M̃(x0, t0) < M(x0, t0). Let y0 < x0 < z0 and

λ0 ∈ (0, 1) be optimal in the definition of M̃(x0, t0).

In this step we assume that t0 < T . By optimality of (y0, z0, λ0), and the fact that, by

symmetry, Mxx(0, t0) = mx(0, t0) =Mxx(R/2, t0) = mx(R/2, t0) = 0, we have that

ϕx(x0, t0) =
M(z0,t0)−M(y0,t0)

z0−y0
< 0

ϕx(x0, t0) =Mx(y0, t0) or y0 = 0, ϕx(x0, t0) =Mx(z0, t0) or z0 = R/2,

ϕxx(x0, t0) ≤ 0, Mxx(y0, t0) ≥ 0, Mxx(z0, t0) ≥ 0.

(4.4.29)

Fix θ, θ1, θ2 ∈ R such that λ0θ1 + (1 − λ0)θ2 = θ, with θ1 = 0 if y0 = 0 and θ2 = 0 if

z0 = R/2. For h and s small, we have

ϕ(x0+hθ, t0+ s) ≤ M̃(x0+h, t0+ s) ≤ λ0M(y0+ θ1h, t0+ s)+ (1−λ0)M(z0+ θ2h, t0+ s),

with an equality at h = s = 0. This implies that

ϕt(x0, t0) = λ0Mt(y0, t0) + (1− λ0)Mt(z0, t0), (4.4.30)
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and θ2ϕxx θϕxt

θϕxt ϕtt

 (x0, t0) ≤ λ0

 θ21Mxx θ1Mxt

θ2Mxt Mtt

 (y0, t0)+(1−λ0)

 θ22Mxx θ2Mx

θ2Mx Mtt

 (z0, t0).

Multiplying the previous inequality by

 1 −1

−1 1

 ≥ 0 and taking the trace gives

(
θ2ϕxx − 2θϕxt + ϕtt

)
(x0, t0)

≤ λ0

(
θ21Mxx − 2θ1Mxt +Mtt

)
(y0, t0) + (1− λ0)

(
θ22Mxx − 2θ2Mxt +Mtt

)
(z0, t0).

(4.4.31)

Let us choose θ = ϕt(x0, t0)/ϕx(x0, t0), θ1 =Mt(y0, t0)/Mx(y0, t0) and θ2 =Mt(z0, t0))/Mx(z0, t0):

this choice is licit because, if y0 = 0, the boundary conditions (4.4.25) imply that Mt(0, t0) =

0, and thus θ1 = 0. We obtain in the same way that θ2 = 0 if z0 = R/2. Then (4.4.29) and

(4.4.30) imply that λ0θ1 + (1 − λ0)θ2 = θ holds. With this choice of θ, θ1 and θ2, (4.4.31)

becomes

(ϕ2t
ϕ2x
ϕxx − 2

ϕt
ϕx
ϕxt + ϕtt

)
(x0, t0)

≤ λ0

(M2
t

M2
x
Mxx − 2

M2
t

M2
x
Mxt +Mtt

)
(y0, t0) + (1− λ0)

(M2
t

M2
x
Mxx − 2

M2
t

M2
x
Mxt +Mtt

)
(z0, t0)

= λ0(Mxf
′(−Mx)Mxx)(y0, t0) + (1− λ0)(Mxf

′(−Mx)Mxx)(z0, t0),

where we used the equation satisfied by M for the last equality. Recalling that Mx < 0, that

f ′ ≥ 0 and that Mxx(y0, t0) ≥ 0 and Mxx(z0, t0) ≥ 0 while ϕxx(x0, t0) ≤ 0 (by (4.4.29))

gives (4.4.27).

We now assume that t0 = T and check the boundary condition (4.4.28). To fix the ideas,

we assume that y0 > 0 and z0 < R/2, the other cases being similar. Note that (4.4.29) still
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holds in this case. Moreover, as, for any s ≤ 0 small we have

ϕ(x0, T + s) ≤ M̃(x0, T + s) ≤ λ0M(y0, T + s) + (1− λ0)M(z0, T + s),

we get

ϕt(x0, T ) ≥ λ0Mt(y0, T ) + (1− λ0)Mt(z0, T ).

Thus, as ϕx(x0, T ) < 0, g′ ≥ 0 and ϕxx(x0, T ) ≤ 0 while Mxx(y0, T ) ≥ 0 and Mxx(z0, T ) ≥

0,

ϕt(x0, T ) + ϕx(x0, T )g
′(−ϕx(x0, T ))ϕxx(x0, T ) ≥ λ0Mt(y0, T ) + (1− λ0)Mt(z0, T )

≥ λ0(Mt(y0, T ) +Mx(y0, T )g
′(−Mx(y0, T ))Mxx(y0, T ))

+ (1− λ0)(Mt(z0, T ) +Mx(z0, T )g
′(−Mx(z0, T ))Mxx(z0, T )) = 0,

which is (4.4.28).

Conclusion. We have proved that M̃ is a viscosity supersolution to the elliptic equation

satisfied by M (including the boundary conditions). Using the regularity of M , we can

choose λ > 0 (large) and ε > 0 (arbitrarily small) such that the map M̂ε,λ(x, t) =M(x, t)−

2ε + ε exp{−λt} is a classical strict subsolution of this equation (including the boundary

conditions). This implies that M̂ε,λ ≤ M̃ . Then, letting ε → 0, we get M ≤ M̃ . As

by construction, M̃ ≤ M , we conclude that M = M̃ ; hence M is convex with respect

to the x variable, and then m = −Mx is nonincreasing with respect to the x variable on

[0, R/2]× [0, T ]. Fix now x ∈ [0, R/2] and let γ(x, ·) be optimal solution starting from (x, 0),

i.e. the solution to

γt = −ux(γ, t), γ(x, 0) = x.

By symmetry and periodicity, ux(0, t) = ux(R/2, t) = 0 for t ∈ [0, T ]. Therefore γ(x, t) ∈
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[0, R/2] for (x, t) ∈ [0, R/2] × [0, T ] and, in view of the Euler equation (4.2.9) and the

monotonicity of m, γ is concave in t. Differentiating the terminal condition (4.2.21) with

respect to the space variable implies that

γt(x, T ) = −g′(m(γ(x, T ), T ))mx(γ(x, T ), T ) ≥ 0.

As γ(x, ·) is concave, we infer that γt(x, ·) is nonnegative on [0, T ]. As γt = −ux(γ) and

x 7→ γ(x, t) is onto from [0, R/2] to itself, this implies that ux is nonpositive.

4.4.3 Solutions in the whole space

We now work in the whole space, returning to the entropic coupling function f(m) = log(m)

(and g(m) = cT log(m(T ))). Our main result is the existence of a classical solution to

(MFG) or to (MFGP) under the structure condition (4.4.22). We adapt Definition 4.4.1

to the case that x belongs to the whole space. In what follows, P2(R) will denote the set

of Borel probability measures on R with a finite second order moment, equipped with the

2–Wasserstein distance.

Definition 4.4.8. We say that (u,m) is a (classical) solution to (MFG) if (u,m) ∈ C2(R×

(0, T ))×C1(R× (0, T )), with m > 0 in R× (0, T ], if m ∈ C([0, T ];P2(R)) with m(0) = m0,

if the equations are satisfied in the classical sense for t ∈ (0, T ) and, finally, if m(T ) ∈ L1(R)

and limt→T− u(x, t) = g(m(x, T )) for every x ∈ R.

Similarly, we say that (u,m) is a (classical) solution to (MFGP) if (u,m) ∈ C2(R ×

(0, T ))×C1(R× (0, T )), with m > 0 in R× (0, T ), if m ∈ C([0, T ];P2(R)) with m(0) = m0

and m(T ) = mT , and if the equations are satisfied in the classical sense for t ∈ (0, T ).

Let us notice that, whenever (4.4.22) holds, in view of the preservation of symmetry

property of Lemma 4.4.7, the solutions to the MFG system with periodic and Neumann

boundary conditions coincide. For this reason, we will not require the analysis of Subsection
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4.3.1 in this case.

Theorem 4.4.9. Assume that f(m) = log(m).

1. Assume that m0,mT are continuous, compactly supported densities on R, even, non-

increasing on [0,∞), with m0 ∈ C
1,α
loc ({m0 > 0}). Then there exists a unique (up

to addition of a constant to u) solution (u,m) ∈ C2(R × (0, T )) × C1(R × (0, T )) of

(MFGP) such that m is continuous and bounded on R× [0, T ] and u(t)
(1+|x|2) ∈ L∞(R),

for every t ∈ (0, T ).

2. Assume that m0 is a continuous, compactly supported density on R, even, nonincreasing

on [0,∞), with with m0 ∈ C
1,α
loc ({m0 > 0}), and g(s) = cT log(s), for some cT ≥ 0.

Then there exists a unique solution (u,m) ∈ C2(R× (0, T ])×C1(R× (0, T ]) of (MFG)

such that m is continuous and bounded on R× [0, T ) and u(t)
(1+|x|2) ∈ L∞(R), for every

t ∈ (0, T ).

Let us start with a priori estimates for positive periodic solutions:

Lemma 4.4.10. Suppose that (4.4.22) holds and that (u,m) ∈ C2(RT× [0, T ])×C1(RT×

[0, T ]) is a classical solution to (4.4.1)–(4.4.2) or to (4.4.1)–(4.4.3) on RT × (0, T ) with m

positive in RT×[0, T ]. Let γ : RT×[0, T ] → RT be the associated flow of optimal trajectories.

1. (Global estimates) There exists C0 > 0 depending only on T , E(m0), E(mT ), M2(m0)

(and M2(mT ) for the planning problem), such that:

sup
t∈[0,T ]

ˆ
RT

x2m(x, t)dx ≤ C0, W2(m(t),m(s)) ≤ C0|t− s|1/2 ∀s, t ∈ [0, T ].

(4.4.32)

and

−C0

t
(x2 + 1) ≤ u(x, t) ≤ C0

(T − t)
(x2 + 1). (4.4.33)
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Moreover, for any (x, t) ∈ (−R/2, R/2)× [0, T ],

m(x, t) ≤

 max{∥m0∥∞, ∥mT ∥∞} if (u,m) satisfies (4.4.1)–(4.4.2)

∥m0∥∞ if (u,m) satisfies (4.4.1)–(4.4.3)
(4.4.34)

and

(8C0)
−1/2

(ˆ R/2

|x|
m0(y)dy

)3/2

≤ m(γ(x, t), t). (4.4.35)

2. (Interior estimates) Fix any δ ∈ (0, (1/2)∧ (T/4)) and a ∈ (1, (R/2− 1)), with R > 4.

For any η ∈ (0, R/2) and θ ∈ (η,R/2) such that

δ3/2(8C0)
−1/2

∣∣∣∣∣log
(ˆ R/2

θ−η
m0(y)dy

)∣∣∣∣∣
1/2

> 2a, (4.4.36)

one has

min
t∈[δ,T−δ]

γ(θ − η, t) > a (4.4.37)

and

∥m, 1/m∥C2,α((−a,a)×(δ,T−δ)) ≤ C(η−1, δ−1, ∥m0∥∞, ∥mT ∥∞, Kθ, C0),

where

Kθ := ∥m−1
0 ∥L∞((−θ,θ)) + ∥m0∥C1,α((−θ,θ)) +

(ˆ R/2

θ
m0(y)dy

)−1

. (4.4.38)

Proof. Estimates (4.4.32) and (4.4.33) are given in Proposition 4.4.3. By Lemma 4.4.7 the

solution (u,m) satisfies (4.4.23), and x → γ(x, t) is increasing on [0, R/2], with γ(0, t) = 0

and γ(R/2, t) = R/2 for any t ∈ [0, T ].

Step 1: Bounds on the density. The upper bounds on m in (4.4.34) hold by Propo-
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sition 4.2.9. Let us now prove the lower bound (4.4.35). Let x ∈ [0, R/2) and k =

(2C0)
1/2(

´ R/2
x m0(y)dy)

−1/2. We first assume that k < R/2. Then, by (4.4.23) (for the

second inequality) and (4.4.32) and the choice of k (for the last one), we have

ˆ R/2

x
m0(y)dy =

ˆ R/2

γ(x,t)
m(y, t)dy ≤

ˆ k

γ(x,t)∧k
m(y, t)dy +

ˆ R/2

k
m(y, t)dy

≤ m(k ∧ γ(x, t), t)(k − k ∧ γ(x, t)) + k−2
ˆ R/2

k
x2m(y, t)dy

≤ m(k ∧ γ(x, t), t)(k − k ∧ γ(x, t)) + 1

2

ˆ R/2

x
m0(y)dy.

This implies that γ(x, t) < k and (4.4.35) in this case. Next we suppose that k ≥ R/2. Then

the same computation shows that

m(γ(x, t), t) ≥ (2/R)

ˆ R/2

x
m0(y)dy ≥ (2C0)

−1/2

(ˆ R/2

x
m0(y)dy

)3/2

,

where the last inequality holds because k ≥ R/2. Thus we have proved (4.4.35) for x ∈

[0, R/2). The result for negative x holds by symmetry.

Step 2: Elliptic estimates. We now prove C2,α estimates for γx and w = log(m(γ)). Recalling

from (4.2.10) that γx(x, t) = m0(x)/m(γ(x, t), t), we note that (4.4.34) and (4.4.35) imply

that γx is locally bounded above and below:

m0(x)

max{∥m0∥∞, ∥mT ∥∞}
≤ γx(x, t) ≤

(8C0)
1/2m0(x)(´ R/2

|x| m0(y)dy
)3/2 ∀(x, t) ∈ (−R/2, R/2)×[0, T ].

(4.4.39)

Let w(x, t) = log(m(γ(x, t), t)). Then w solves the elliptic equation in divergence form (see

(4.2.17)):

−(γxwt)t −
(

1

γx
wx

)
x
= 0 in (−R/2, R/2)× (0, T ). (4.4.40)
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Fix η ∈ (0, R/2) and δ ∈ (0, T/4). Let θ ∈ (η,R/2) and Kθ be defined by (4.4.38). As, by

(4.4.34), (4.4.35) and (4.4.39),

|w|+ |γx|+ |1/γx| ≤ C(Kθ, ∥m0∥∞, ∥mT ∥∞, C0) on [−θ, θ]× [0, T ],

we infer by elliptic regularity that

∥w∥C0,α([−θ+η/3,θ−η/3]×[δ/3,T−δ/3]) ≤ C(η−1, δ−1, Kθ, ∥m0∥∞, ∥mT ∥∞, C0).

Recalling that γx = m0/m(γ) = m0e
−w, this implies that

∥γx, 1/γx∥C0,α([−θ+η/3,θ−η/3]×[δ/3,T−δ/3]) ≤ C(η−1, δ−1, Kθ, ∥m0∥∞, ∥mT ∥∞, C0).

On the other hand (see (4.2.12) with f(s) = log s), γ solves the elliptic equation

γtt +
γxx
γ2x

=
1

γx

(m0)x
m0

on (−R/2, R/2)× (0, T ), γ(x, 0) = x on [−R/2, R/2].

Using the Schauder estimates, we therefore have

∥γ∥C2,α([−θ+η/2,θ−η/2]×[δ/2,T−δ/2]) ≤ C(η−1, δ−1, Kθ, ∥m0∥∞, ∥mT ∥∞, C0). (4.4.41)

Returning to (4.4.40), we obtain, again by the Schauder estimates,

∥w∥C2,α([−θ+η,θ−η]×[δ,T−δ]) ≤ C(η−1, δ−1, Kθ, ∥m0∥∞, ∥mT ∥∞, C0). (4.4.42)
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Step 3: Lower bound on γ. We claim that, for any δ ∈ (0, (1/2)∧(T/4)) and any x ∈ [0, R/2),

min
t∈[δ,T−δ]

γ(x, t) ≥ (1− δ)

(R/2) ∧

δ3/2(C0)
−1/2

∣∣∣∣∣log
(ˆ R/2

x
m0(y)dy

)∣∣∣∣∣
1/2
− 1

 .

(4.4.43)

Proof of (4.4.43): Fix x ∈ [0, R/2), t ∈ [δ, T − δ] and set

a = max
s∈[t−δ2,t+δ2]

γ(x, s) + 1.

Since we want a lower bound for a, we can assume that a ≤ R/2. Then, recalling (4.2.11)

and the fact that m(·, t) is nonincreasing, we have for any s ∈ [t− δ2, t+ δ2],

ˆ R/2

x
m0(y)dy =

ˆ R/2

γ(x,s)
m(y, s)dy ≥

ˆ a

γ(x,s)
m(y, s)dy ≥ (a− γ(x, s))m(a, s) ≥ m(a, s).

Using the previous inequality together with the HJ equation, and integrating in (t−δ2, t+δ2),

we get

2δ2 log

(ˆ R/2

x
m0(y)dy

)
≥
ˆ t+δ2

t−δ2
log(m(a, s))ds ≥

ˆ t+δ2

t−δ2
−ut(a, s)ds

≥ −
(

C0

t− δ2
+

C0

T − t− δ2

)
(a2 + 1) ≥ −8a2C0δ

−1

where we used (4.4.33) and the fact that a ≥ 1 and δ/2 ≤ t− δ2 ≤ t+ δ2 ≤ T − δ/2. Thus,

up to increasing the value of C0, we obtain

a ≥ δ3/2C
−1/2
0

∣∣∣∣∣log
(ˆ R/2

x
m0(y)dy

)∣∣∣∣∣
1/2

.
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This proves that

max
s∈[t−δ2,t+δ2]

γ(x, s) ≥ (R/2) ∧

δ3/2(C0)
−1/2

∣∣∣∣∣log
(ˆ R/2

x
m0(y)dy

)∣∣∣∣∣
1/2
− 1.

As γ(x, ·) is nonnegative and concave, letting s0 be a maximum point of γ(x, ·) in [t−δ2, t+δ2],

γ(x, t) ≥
(
t

s0
1s0∈[t,t+δ2] +

T − t

T − s0
1s0∈[t−δ2,t]

)
γ(s0)

≥ min

{
t

t+ δ2
,

T − t

T − t+ δ2

}
γ(s0) ≥ (1− δ)γ(s0).

Using our estimate on γ(x, s0) = max[t−δ2,t+δ2] γ gives (4.4.43).

Step 4: Interior estimate of m. Fix δ ∈ (0, (1/2)∧ T/4) and a ∈ (1, (R/2− 1)), with R > 4.

Now assume that η ∈ (0, R/2) and θ ∈ (η,R/2) are such that (4.4.36) holds. Then

(1− δ)

(R/2) ∧

δ3/2(C0)
−1/2

∣∣∣∣∣log
(ˆ R/2

θ−η
m0(y)dy

)∣∣∣∣∣
1/2
− 1

 > a+ 1. (4.4.44)

We claim that

∥m,m−1∥C2,α((−a,a)×(δ,T−δ)) ≤ C(η−1, δ−1, Kθ, ∥m0∥∞, ∥mT ∥∞, C0).

Indeed, let γ−1(·, t) : (−R/2, R/2) → (−R/2, R/2) denote the inverse in space of γ(·, t). We

first claim that γ−1([−a, a] × [δ, T − δ]) ⊂ (−θ + η, θ − η) × [δ, T − δ]. Indeed, otherwise,

there exists t ∈ [δ, T − δ] and x ∈ [−a, a] such that (x, t) /∈ γ((−θ + η, θ − η) × [δ, T − δ]).

This means that x /∈ γ((−θ + η, θ − η), t). As γ(·, t) is continuous, vanishes at x = 0 and is

increasing, this implies that a ≥ |x| ≥ γ(θ−η, t), which, by (4.4.43), contradicts (4.4.44). In

particular, (4.4.37) holds. Recalling (4.4.41), γ−1 is bounded in C2,α in [−a, a] × [δ, T − δ]
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and then (4.4.42) implies the C2,α bound on log(m) = w ◦ γ−1. This implies that m and

1/m are bounded in C2,α in [−a, a]× [δ, T − δ].

Proof of Theorem 4.4.9. (i) We prove the existence of a classical solution. We start with the

planning problem (MFGP) and explain at the end of the proof the necessary changes for the

(MFG) problem.

Let [−b0, b0] (resp. [−bT , bT ]) be the support of m0 (resp. of mT ). For R ≥ R̄ :=

max{b0, bT }, let m̃R
0 and m̃R

T be the continuous periodic map of period R such that m̃R
0 = m0

and m̃R
T = mT on (−R/2, R/2). We let mR,ε

0 = m̃R
0 ∗ ηε and mR,ε

T = m̃R
T ∗ ηε where ηε is a

standard mollifier, smooth, even and positive on R. Then, for R ≥ R̄ and ε > 0, mR,ε
0 and

m
R,ε
T are smooth, positive and satisfy (4.4.22). Let (uR,ε,mR,ε) be the classical solution to

(4.2.20)–(4.2.22) given by Theorem 4.2.11. By Lemma 4.4.7, mR,ε satisfies (4.4.23).

We now prove an interior estimate for mR,ε. Fix a > 1 and δ ∈ (0, (1/2)∧(T/4)). Choose

R0 > 4 such that (R0/2− 1) ≥ a+ 1. Fix also r0 ∈ (0, b0) large enough such that

δ3/2(C0)
−1/2

∣∣∣∣∣log
(ˆ b0

r0

m0(y)dy

)∣∣∣∣∣
1/2

> 2a+ 1.

This is possible as
´ b0
r0
m0(y)dy → 0 as r0 → (b0)−. We then set θ = (r0 + b0)/2 and

η = (b0 − r0)/2. We finally choose ε0 ∈ (0, η/4) such that, for ε ∈ (0, ε0),

δ3/2(8C0)
−1/2

∣∣∣∣∣log
(ˆ b0

r0

m
R,ε
0 (y)dy

)∣∣∣∣∣
1/2

> 2a and
ˆ R/2

θ
m

R,ε
0 (y)dy ≥ 1

2

ˆ R/2

θ
m0(y)dy.

Then, for any R ≥ R0, ε ∈ (0, ε0), condition (4.4.36) holds for mε
0. By Lemma 4.4.10,

∥mR,ε, 1/mR,ε∥C2,α((−a,a)×(δ,T−δ)) ≤ C(η−1, δ−1, Kε
θ , ∥m̃

R
0 ∥∞, , ∥m̃

R
T ∥∞, C

ε
0)

= C(η−1, δ−1, Kε
θ , ∥m0∥∞, ∥mT ∥∞, Cε

0), (4.4.45)
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where Cε
0 depends only on T , E(m̃R

0 ), E(m̃R
T ), M2(m̃

R
0 ), M2(m̃

R
T ), and thus only on T ,

E(m0), E(mT ), M2(m0), M2(mT ), and

Kε
θ = ∥(m̃R,ε

0 )−1∥L∞((−θ,θ)) + ∥m̃R,ε
0 ∥C1,α((−θ,θ)) +

(ˆ R/2

θ
m̃

R,ε
0 (y)dy

)−1

≤ ∥m−1
0 ∥L∞((−θ−ε0,θ+ε0))

+ ∥m0∥C1,α((−θ−ε0,θ+ε0))
+ 2

(ˆ b0

b0−η/2
m0(y)dy

)−1

, (4.4.46)

which is finite since θ + ε0 = b0 − η. This shows that

∥mR,ε, 1/mR,ε∥C2,α((−a,a)×(δ,T−δ)) ≤ C(a, δ−1, T,m0,mT ).

Since log(mR,ε) is uniformly Lipschitz continuous in (−a, a)× (δ, T − δ) and since the map

uR,ε is a locally uniformly bounded solution of a HJ equation with r.h.s. log(mR,ε), uR,ε is

uniformly Lipschitz continuous in (−a/2, a/2)× (2δ, T − 2δ). By (4.2.1) (with f = log s), we

know that uR,ε satisfies the elliptic equation

−utt + 2uxuxt − (u2x + 1)uxx = 0 . (4.4.47)

Hence, by elliptic regularity, we obtain

∥uR,ε∥C2,α((−a/2,a/2)×(2δ,T−2δ)) ≤ C(a, δ−1,m0,mT , C0).

We can now use the estimates above and the first part of Lemma 4.4.10 to find (a subse-

quence) of (uR,ε,mR,ε) which converges, as ε→ 0+ and then R → ∞, to a pair (u,m) which

is a C2,α solution of the MFG system (4.0.1) in R × (0, T ) with f(m) = log(m) and such

that:

m ∈ C0([0, T ],P2(R)), m(0) = m0, m(T ) = mT , .
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Moreover, by construction, m(·, t) is even and x → m(x, t) is nonincreasing on [0,+∞) for

any t ∈ [0, T ].

Let us finally check the continuity of m at t = 0 (the case t = T being symmetric). Let

tn → 0+. Then the maps m(·, tn) are nonincreasing on [0,∞) and converge weakly-* (as

measures) to m0 which has a continuous density: this limit is therefore locally uniform.

We now consider the (MFG) problem. We regularize mR,ε
0 as above and let (uR,ε,mR,ε)

be the classical solution to (4.4.1)–(4.4.3). Let γR,ε be the associated flow of optimal trajecto-

ries. Let us recall that, under our structure condition, γR,ε(x, ·) is concave and nondecreasing

in time for any x ∈ [0, R/2].

Fix a > 1 and δ ∈ (0, (1/2) ∧ (T/4)). We can choose R0, θ, η and ε0 > 0 as in the first

part of the proof such that, for R ≥ R0 and ε ∈ (0, ε0),

ˆ R/2

θ
m

R,ε
0 (y)dy ≥ 1

2

ˆ R/2

θ
m0(y)dy > 0

and

∥mR,ε, 1/mR,ε∥C2,α((−a,a)×(δ,T−δ)) ≤ C(a, δ−1, T,m0,mT ).

With this choice we also have (estimate (4.4.43) in Lemma 4.4.10)

min
t∈[δ,T−δ]

γ(θ − η, t) > a.

Recall also that, by (4.4.34) and (4.4.35), for any (x, t) ∈ (−R/2, R/2)× [0, T ],

(8C0)
−1/2

(ˆ R/2

|x|
m

R,ε
0 (y)dy

)3/2

≤ mR,ε(γ(x, t), t) ≤ ∥mR,ε
0 ∥∞ ≤ ∥m0∥∞.
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Hence for any (y, t) ∈ [0, a]×[δ, T ], there exists x ∈ [0, θ−η] with γR,ε(x, t) = y and therefore

∥m0∥∞ ≥ mR,ε(y, t) = mR,ε(γ(x, t), t) ≥ 1

2
(8C0)

−1/2

(ˆ R/2

θ
m0(y)dy

)3/2

,

which proves that mR,ε is bounded above and below in [−a, a] × [δ, T ]. Next we show a

Lipschitz bound for uR,ε in [0, a]× [δ, T ]. For any (y, t) ∈ [0, a]× [δ, T ], there exists x ∈ [0, y]

such that γR,ε(x, t) = y. Recall that γR,ε
t (x, t) = −ux(y, t). On the other hand, by concavity

of γR,ε(x, ·),

0 ≤ γR,ε(x, s) ≤ y + γ
R,ε
t (x, t)(s− t) ∀s ∈ [0, T ].

Thus (choosing s = 0 and using that y ≤ a and t ≥ δ)

0 ≤ γ
R,ε
t (x, t) = −uR,ε

x (y, t) ≤ y/t ≤ a/δ.

By symmetry, this proves that

∥uR,ε
x ∥L∞([−a,a]×[δ,T ]) ≤ a/δ.

Let us finally check a local bound for uR,ε. We already have a bound below (Lemma 4.4.10).

As uR,ε(·, t) is nonincreasing on [0, R/2] and γ(0, ·) = 0, we have, for (x, t) ∈ [0, a]× [δ, T ]:

uR,ε(x, t) ≤ uR,ε(0, t) =

ˆ T

t

1

2
|γR,ε
s (0, s)|2 + ln(mR,ε(γR,ε(0, s))) ds+ cT ln(mR,ε(γR,ε(0, T ), T ))

≤ C∥mR,ε, 1/mR,ε∥L∞({0}×[δ,T ]) ≤ C(a, δ−1).

We have proved positive upper and lower bounds for mR,ε and Lipschitz bounds for uR,ε

independent of R, ε on [−a, a]× [δ, T ]. By the elliptic equation (4.4.47) satisfied by uR,ε, we

can infer that

∥uR,ε∥C2,α([−a/2,a/2]×[2δ,T ] ≤ C(a, δ−1).
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We can then conclude as before.

(ii) The uniqueness of solutions is proved with the same kind of argument used in Theorem

4.4.2. First of all, we observe that, since m(t) ∈ P2(R) and u(t)/(1 + |x|2) ∈ L∞(R), then

we have u(t)m(t) ∈ L1(R) for any t ∈ (0, T ). This implies that a similar equality as (4.4.19)

holds, namely

ˆ
R
u(t0)m(t0)−

ˆ
R
u(t1)m(t1) =

ˆ t1

t0

ˆ
R
mu2x +

ˆ t1

t0

ˆ
R
m log(m) ∀ 0 < t0 < t1 < T .

(4.4.48)

As in the proof of Theorem 4.4.2, we deduce from (4.4.48) (and the time-monotonicity of u)

that u(0+) ∈ L1(dm0) and u(T−) ∈ L1(dm(T )). Then, using a truncation argument for u

and the continuity of m, inequality (4.4.48) is extended up to t0 = 0 and t1 = T , obtaining

the equivalent of (4.4.20) but integrated for x ∈ R. Notice that the same truncation argument

for u as in Theorem 4.4.2 works here, because m has finite moments (uniformly in time),

so actually
´
R uk(t)m(t) ends up being continuous in [0, T ] for fixed k. In a similar way,

we obtain the equivalent of (4.4.21) for x ∈ R, and we conclude from the Lasry-Lions

monotonicity argument as in the compact case.
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APPENDIX

4.A Construction of the self-similar solutions

The goal of this appendix is to prove the statements made in Proposition 4.1.1 regarding

the construction of the self-similar solution, as well as to provide a precise analysis of the

regularity of the value function u. We begin by showing that, inside the support of m, the

system is solved in the classical sense.

Lemma 4.A.1. Let u,m be defined as in Proposition 4.1.1. Then m is a weak solution of

the continuity equation, u is C1 in the support of m, and u satisfies, in the classical sense,

−ut +
1

2
|ux|2 = mθ in {m > 0}.

Proof. We set γ±(t) = ±(2R/(α− α2))1/2tα, and we note that

{m(t, ·) > 0} = {(x, t), γ−(t) < x < γ+(t)}.

Here we have, according to (4.1.5) and if m(x, t) > 0, :

−ut +
1

2
|ux|2 = −α x

2

2t2
+Rt−2θ/(2+θ) +

1

2
α2
x2

t2
= −(α− α2)

x2

2t2
+Rt−2θ/(2+θ)

while

f(m(x, t)) = t−αθ
(
R− 1

2
(α− α2)(

x

tα
)2
)

= t−αθR− 1

2
(α− α2)

x2

tαθ+2α
.

By the definition of α, we have αθ = 2θ/(2 + θ), and αθ + 2α = 2. Thus we conclude that

−ut +
1

2
u2x = f(m(x, t)) in {m > 0}.
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On the other hand, for any test function φ ∈ C∞
c (R× (0, T )), we have

d

dt

ˆ
R
φ(x, t)m(x, t)dx =

d

dt

ˆ γ+(t)

γ−(t)
φ(x, t)t−αϕ(x/tα)dx

=

ˆ γ+(t)

γ−(t)
(φt(x, t)t

−αϕ(x/tα) + φ(x, t)(−αt−α−1)(ϕ(x/tα) + xt−αϕ′(x/tα)))dx

where

ˆ γ+(t)

γ−(t)
φ(x, t)xϕ′(x/tα)dx = −tα

ˆ γ̄+(t)

γ̄−(t)
(φx(x, t)x+ φ(x, t))ϕ(x/tα)dx.

So

d

dt

ˆ
R
φ(x, t)m(x, t)dx =

ˆ γ+(t)

γ−(t)
(φt(x, t)t

−αϕ(x/tα)− φx(x, t)(−αt−α−1)xϕ(x/tα)))dx

=

ˆ
R
(φt(x, t)− φx(x, t)ux(x, t))m(x, t)dx.

This shows that m solves the continuity equation.

We now extend the definition of u outside the support of m, and analyze its behavior

near the interface. We recall that the free boundary is the set {∆ = 0}, where ∆ =

|x| −
√

2R
α(1−α)

tα.

Lemma 4.A.2. For each (x, t)∈ {∆ > 0}, the equation (4.1.4) has a unique positive solution

S ∈ (0, t), and S is a smooth function of (x, t). Furthermore, the function S = S(x, t) extends

continuously to {∆ ≥ 0}, S(x, t) = t on ∆ = 0, and one has the estimates

S(x, t) ≥ c0

(
t

|x|+∆

) 1
1−α

, (4.A.1)

|t− S(x, t)| ≤ C0t
1−α

2∆
1
2 . (4.A.2)

208



where c0 =
(
2Rα
1−α

) 1
2(1−α) and C0 =

(
2

Rα(1−α)

)1
4 .

Proof. Let us set CR :=
√

2R
α(1−α)

; hence the interface ∆ = 0 is the curve |x| = CRt
α. We

define

F (x, t, s) = −|x|s1−α + CR(αt+ (1− α)s). (4.A.3)

Then, we have

∂F

∂s
(x, t, s) = −(1− α)s−α (|x| − CRs

α) . (4.A.4)

Notice that, since ∆(x, t) > 0, ∂F
∂s (x, t, s) < 0 for s ∈ [0, t]. Moreover, F (x, t, 0) = αCRt > 0,

and F (x, t, t) = −t1−α∆ < 0. Hence there exists a unique S ∈ (0, t) with F (x, t, S) = 0.

Now, since ∂F
∂s (x, t, S) < 0, the implicit function theorem guarantees that the function S is

smooth in {∆ > 0}. We now show a lower bound on S, by taking s =
(
αCRt
|x|+∆

) 1
1−α . First

we note that, since α < 1, we have

s <

(
CRt

|x|

) 1
1−α

≤ t in {∆ > 0}.

Hence s ∈ (0, t). Moreover, we have

F (x, t, s) = − |x|
|x|+∆

αCRt+ CR(αt+ (1− α)s) ≥ 0 .

Consequently, since ∂F
∂s < 0 on (0, t), and F (x, t, S) = 0, we have S ≥ s, that is,

S(x, t) ≥
(
αCRt

|x|+∆

) 1
1−α

.

This is (4.A.1). Finally, we are now concerned with the continuous extension to ∆ = 0. First
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of all, we rewrite (4.1.4) as

αCR(t− S) = S1−α(|x| − CRS
α) (4.A.5)

which yields

αCR(t− S)

(
1− 1

α
S1−α t

α − Sα

t− S

)
= S1−α∆. (4.A.6)

We can then use the elementary inequality

(1− α)

2
(1− w) ≤

(
1− 1

α
w1−α1− wα

1− w

)
,

valid for all real numbers w ∈ (0, 1). Using this inequality with w = S
t , we deduce from

(4.A.6)
αCR(1− α)

2t
(t− S)2 ≤ S1−α∆ ≤ t1−α∆,

which reduces to

|t− S| ≤ C0t
1−α

2∆
1
2

by setting C0 =
(

2
Rα(1−α)

)1
4 . From this estimate, one sees that if (xn, tn) ∈ {∆ > 0} is

such that (xn, tn) → (x0, t0) ∈ {∆ = 0}, then |S(x, t)− t| → 0.

We can now establish the Hölder regularity of Du.

Theorem 4.A.3. There exists 0 < s < 1 such that the function u (defined in (4.1.2) or

(4.1.3)) is smooth away from ∆ = 0, and is uniformly C1,s on compact subsets of R× (0, T ).

Moreover, it is a classical solution of

−ut +
1

2
u2x = mθ in R× (0, T ).
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Proof. Given (x, t) ∈ {∆ > 0}, u(x, t) has been defined through the method of character-

istics; outside the support of m, the characteristics are straight lines that join (x, t) to a

unique point (x̄, S) belonging to the curve {∆ = 0}. This means that

u(x, t) = u(x̄, S) +
1

2
(t− S)|λ|2 ,


x = λ(t− S) + x̄ , λ = −ux(x̄, S) = αx̄

S

x̄ = CRS
α

which leads to the value S = S(x, t) defined by (4.A.5) and, correspondingly to the formulas

(4.1.2) or (4.1.3). By construction, relying on the method of characteristics, it follows that

u satisfies −ut + 1
2u

2
x = 0 in {∆≥0}, and u is actually a viscosity solution in the whole

R× (0, T ).

Let us now look at the regularity of u. Since S is smooth away from ∆ = 0, so is u. More

precisely, recalling that S is given by the equation

αCRt = S1−α|x| − (1− α)CRS (4.A.7)

we have, by implicit differentiation,

Sx =
−sgn(x)S

(1− α)(|x| − CRS
α)
. (4.A.8)

Suppose that θ ̸= 2, so u is given by (4.1.3), which simplifies into

u = − 2αR

2α− 1
S2α−1 − αR

1− α
t S2α−2 .

Therefore,

ux = −2αR

(
1− t

S

)
S2α−2Sx,
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and from (4.A.8) and (4.A.5) we see that this simplifies to:

ux = − 2R

CR(1− α)
Sα−1sgn(x) (4.A.9)

By Proposition 4.A.2, we deduce that u ∈ C1(R× (0, T )); in fact, we can see that u ∈ C1,s,

if we prove a uniform Cs bound for S on compact subsets near ∆ = 0. To this purpose,

let K be a compact subset of ∆ > 0, and let (x, t), (x, t) be two points in K. We write

S = S(x, t). With no loss of generality, we may assume that S ≥ S. By formula (4.A.7), we

have

S1−α|x| − S̄1−α|x̄| − (1− α)CR(S − S̄) = CR(t− t̄)

which yields, by using S1−α ≥ S̄1−α + (1− α)S−α(S − S̄)

(1− α)

Sα
(|x| − CRS

α) (S − S̄) ≤ CR|t− t̄|+ S̄1−α|x− x̄| .

By definition of ∆, and Proposition 4.A.2, we deduce

|S − S̄| ≤ Kt,t̄

(
|x− x|+ |t− t|

)
∆

.

Suppose now that ∆ ≥
(
|x− x|+ |t− t|

)σ, for some σ ∈ (0, 1). Then we get

|S − S̄| ≤ Kt,t̄

(
|x− x|+ |t− t|

)1−σ
.

On the other hand, if ∆ <
(
|x− x|+ |t− t|

)σ, then we also have

∆̄ <
(
|x− x|+ |t− t|

)σ
+ |∆− ∆̄| ≤ Ct,t̄

(
|x− x|+ |t− t|

)σ
because ∆ is a Lipschitz function of (x, t) far from t = 0 (it is also globally α-Hölder, as
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well). Hence we estimate, using (4.A.2)

|S−S̄| ≤ |S−t|+|t−t̄|+|t̄−S̄| ≤ C0max(t, t̄)1−
α
2

(
∆

1
2 + ∆̄

1
2

)
+|t−t̄| ≤ C̃t,t̄

(
|x− x|+ |t− t|

)σ
2 .

This concludes with the Hölder bound of S(x, t), and therefore with the C1,s regularity of u.

Finally, for the case θ = 2, we argue in the same way by using formula (4.1.2); notice that

u is explicit in this case, because (4.1.4) is a quadratic equation in
√
S.

Remark 4.A.4. We observe that the solution u found above is not W 2,∞. In fact, by differ-

entiating once more (4.A.9) one gets

uxx = −
√

2Rα

1− α

Sα−1

(|x| −
√

2R
α(1−α)

Sα)
< 0 .

Now, as ∆ → 0, S → t, and thus the denominator |x| −
√

2R
α(1−α)

Sα → 0. Hence uxx is

unbounded.

The same holds for the case θ = 2, since we have

ux = − 4R

x−
√
∆
, uxx = − 4R√

∆(x−
√
∆)

.

So uxx is again unbounded as ∆ → 0 .
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